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Introduction

Argument Mining (also known as “argumentation mining”) is a well-established research area within
computational linguistics that started with focusing on automatically identifying and classifying argu-
ment elements, covering several text genres such as legal documents, news articles, online debates, scho-
larly data, and many more. Aside from mining argumentative components, the field focuses on studying
argument quality assessment, argument persuasiveness, the synthesis of argumentative texts, explainable
argumentation and multimodal argument mining. Several tutorials have been held at major NLP confe-
rences showing the continuously increasing interest in argument mining.
Besides providing a forum to discuss and exchange cutting edge research in this field, a secondary goal of
this year’s edition has been to broaden the disciplinary scope of the workshop by inviting other discipli-
nes (e.g., (computational) social and political science, psychology, humanities) as well as other subareas
of NLP to actively participate in the workshop and further shape the field of argument mining.
The success of our goal in broadening the disciplinary scope of the workshop, as well as the fast growing
interest in research topics related to argument mining and computational argumentation in the NLP com-
munity are evidenced with the richness and variety of submissions received. The 12th Workshop on Ar-
gument Mining allowed the submission of long and short papers for the main workshop track, as well as
extended abstracts and PhD proposals for the non-archival track new to this year’s edition. Furthermore,
the workshop hosted two shared tasks: the Critical Questions Generation Task, and MM-ArgFallacy2025:
Multimodal Argumentative Fallacy Detection and Classification on Political Debates. This year’s edition
of the ArgMining workshop had 68 submissions (28 in 2024, 40 in 2023, 37 in 2022, 39 in 2021, and
30 in 2020). The 68 submissions were distributed as follows, 44 were submitted to the main workshop
track, 7 to the non-archival track, and 17 were shared task papers. For the main workshop, we accepted
22 papers (15 long, 7 short), making an acceptance rate of 50%. The 7 submitted non-archival papers
were accepted for poster presentations.
The 12th Workshop on Argument Mining hosted Andreas Vlachos as the keynote speaker, addressing
the topic of “Fact-checking as a conversation”.
Aligned with this year’s special theme, we will also host a panel titled Broadening the scope of Argument
Mining", which will bring together Argument Mining experts with researchers from the broader inter-
disciplinary community connected with Argument Mining (Linguistics, Political Science, Communica-
tion Science, Computational Social Science). Our panelists are: Roxanne El Baff (German Aerospace
Center–DLR, Bauhaus-Universität Weimar), Sebastian Haunss (University of Bremen), Julia Mendel-
sohn (University of Bremen), Smaranda Muresan (Columbia University), Elena Musi (University of
Liverpool).
We thank our Program Committee members for their continuous support and helpful input. Also, we
thank IBM for sponsoring the Best Paper award and the members of our Best Paper Selection Com-
mittee: Rodrigo Agerri (University of the Basque Country), Paolo Torroni (University of Bologna), and
Elena Cabrio (Université Côte d’Azur). The awards are announced on the official workshop website:
https://argmining-org.github.io/2025/.
We would also like to thank the Cluster of Excellence Cognitive Interaction Technology at the University
of Bielefeld (CITEC) and the German Society for Computational Linguistics (GSCL) for supporting the
workshop.
We would also like to thank everyone who has been involved with this year’s workshop in one way or
another. Thank you very much!
Elena Chistova, Philipp Cimiano, Shohreh Haddadan, Gabriella Lapesa, and Ramon Ruiz-Dolz
(ArgMining 2025 co-chairs)
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Keynote Talk
Fact-checking as a conversation

Andreas Vlachos
Department of Computer Science and Technology, University of Cambridge

Abstract: Misinformation is considered one of the major challenges of our times resulting in numerous
efforts against it. Fact-checking, the task of assessing whether a claim is true or false, is considered a
key in reducing its impact. In the first part of this talk I will present our recent and ongoing work on
automating this task using natural language processing, including neurosymbolic inference, and using a
search engine as a source of evidence. In the second part of this talk, I will present an alternative approa-
ch to combatting misinformation via dialogue agents, and present results on how internet users engage in
constructive disagreements and problem-solving deliberation.

Bio: Andreas Vlachos is a professor of NLP and Machine Learning at the University of Cambridge.
Among the many things he has worked on, we find constructiveness in argumentation, fact checking,
media bias, dialogue modeling.
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Panel
Broadening the scope of Argument Mining

The aim of the panel is to establish a dialogue with Argument Mining researchers (from the panel itself
and the workshop audience) on a variety of themes such as a) the challenges encountered by NLP re-
search dealing with fine-grained conceptualizations which are typically aimed at when targeting theory-
based questions, b) the progress that Argument Mining (and in general, NLP) can experience when
challenged with interdisciplinary work, and c) the boundaries that nowadays LLM’s superpowers should
nevertheless be confronted with: the fact that LLMs (allegedly) can do everything because it has seen
everything" does not mean that any possible task should be done with them — this is particularly rele-
vant with argument mining research, which touches upon crucial issues such as opinion mining, with the
potential for manipulative uses of the resulting technology.

ix



Table of Contents

“The Facts Speak for Themselves”: GPT and Fallacy Classification
Erisa Bytyqi and Annette Hautli-Janisz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Exploring LLM Priming Strategies for Few-Shot Stance Classification
Yamen Ajjour and Henning Wachsmuth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Toward Reasonable Parrots: Why Large Language Models Should Argue with Us by Design
Elena Musi, Nadin Kökciyan, Khalid Al Khatib, Davide Ceolin, Emmanuelle Dietz, Klara Ma-

ximiliane Gutekunst, Annette Hautli-Janisz, Cristián Santibáñez, Jodi Schneider, Jonas Scholz, Cor
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“The Facts Speak for Themselves”: GPT and Fallacy Classification

Erisa Bytyqi Annette Hautli-Janisz
Faculty of Computer Science and Mathematics

University of Passau
firstname.lastname@uni-passau.de

Abstract

Fallacies are not only part and parcel of hu-
man communication, they are also important
for generative models in that fallacies can be
tailored to self-verify the output they generate.
Previous work has shown that fallacy detec-
tion and classification is tricky, but the question
that still remains is whether the inclusion of
argumentation theory in prompting Large Lan-
guage Models (LLMs) on the task enhances the
performance of those models. In this paper we
show that this is not the case: Using the pragma-
dialectics approach to fallacies (Van Eemeren
and Grootendorst, 1987), we show that three
GPT models struggle with the task. Based on
our own PD-oriented dataset of fallacies and a
carefully curated extension of an existing fal-
lacy dataset from Jin et al. (2022a), we show
that this is not only the case for fallacies “in
the wild”, but also for textbook examples of
fallacious arguments. Our paper also supports
the claim that LLMs generally lag behind in
fallacy classification in comparison to smaller-
scale neural or even statistical models.

1 Introduction

Fallacies are part and parcel of human argumen-
tation, they are woven into our conversations and
with the rise of misinformation, fallacies point to
communication components that are crucial to iden-
tify in order to differentiate between valid and in-
valid arguments. But fallacies are also crucial for
Large Language Models (LLMs) in that the mod-
els should be tailored to self-verify the output they
generate, an area that will gain significance with
the increasing ubiquity of those models in every-
day communication. Even though fallacies have
attracted millenia of work in argumentation theory,
they have proven to be a tricky feat in argument
mining (Jin et al., 2022a; Ruiz-Dolz and Lawrence,
2023; Alhindi et al., 2023, inter alia) – they are
hard to detect and even harder to classify. This also

holds true when LLMs are put to the task, mod-
els, which have shown impressive capabilities in a
number of other NLP tasks.

In the present paper, we use the theory of
Pragma-Dialectics (PD) (Van Eemeren and Groo-
tendorst, 1987) to guide the models with a solid
theoretical foundation of fallacies. The ten rules in
PD that, if violated, create a fallacy, give direction
to a successful discussion, the argument stage in
which these rules are applicable, and the interlocu-
tor who can break the rules (the antagonist and/or
the protagonist). This level of detail allows us to
craft the prompts in a controlled manner steered
by the extent to which we include the aforemen-
tioned elements in them. The paper shows that
even with significant manual effort in prompt de-
sign, both in terms theoretically-driven explanation
in the form of pragma-dialectic rules and reasoning
chains for large sets of examples, the task of fallacy
detection remains prone to errors. This is illus-
trated based on a new dataset of manually curated
fallacies from a PD textbook (Van Eemeren and
Grootendorst, 1987) and an enhanced version of a
larger-scale, general-purpose fallacy dataset from
Jin et al. (2022a), which we manually enhance with
the violated PD rule and their reasoning chains.

Overall, ‘the facts speak for themselves’: The
three GPT models GPT-3.5, GPT-4 and GPT-4o
struggle even when they are prompted carefully
with (a) a solid theoretical foundation of what con-
stitutes a fallacy and (b) manually crafted reason-
ing chains as examples in the prompt. The models
improve to some extent with prompt engineering,
but there is no evidence that later versions of GPT
(which are significantly larger) generally perform
better on the task. We do find that GPT-3.5 and
GPT-4o benefit from chain-of-thought prompting,
which surprisingly is not the case for GPT-4.

The paper proceeds as follows: Section 2 sum-
marizes previous work on fallacy classification,
with 3 describing the data collection and enhance-
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ment. Section 4 details the prompt engineering pro-
cess, the results of which are presented in Section
5. Section 6 discusses the findings and concludes
the paper.

2 Background

Even though the field of argument mining has at-
tracted significant attention in the last 10 years, also
with the rapid progress of deep learning, the auto-
matic identification and classification of fallacies is
still one of the main open issues. Overall, much of
the previous literature relies on the ‘innate’ capa-
bilities of the LLMs, i.e., the model(s) are queried
outright for the task of fallacy detection without
fine-tuning or with little to no prompt engineering.
One exception is Ruiz-Dolz and Lawrence (2023),
who use the argument schemes by Walton et al.
(2008) to guide the model in capturing the falla-
cious nature of natural language arguments. The
authors present a classification task where four of
the classes contain fallacious arguments (‘Appeal to
Authority’, ‘Appeal to Majority’, ‘Slippery Slope’
and ‘Ad Hominem’) which are related to seven
argumentation schemes. The fifth class contains
non-fallacious arguments.

Goffredo et al. (2023), along the lines of the
majority of other work, remain theory-agnostic and
assume six fallacy types (they partly overlap with
those of Ruiz-Dolz and Lawrence (2023)). Jin et al.
(2022a) construct two datasets and test 12 different
LLMs for their fallacy detection abilities. In the
end, a structurally aware classifier (of significantly
smaller size) outperforms the LLMs for the same
task. Hong et al. (2024) split fallacies into two main
groups, namely formal and informal fallacies. The
results show that LLMs have a harder time with
fallacies that are present in the logical structure
of the argument and perform somewhat better for
fallacies that are related to the actual content. GPT-
3 performs well on the Argotario dataset (Habernal
et al., 2017), but is outperformed by the T5 model
on the the other four datasets.

3 Data

Our capability assessment builds on an integrative
approach to data collection, i.e., we consult two
different data sources, combine the data points and
analyze the performance of the models on the in-
dividual as well as the combined dataset. Both
datasets comprise of informal fallacies and are de-

scribed more closely in the following.1

3.1 The PD dataset

The PD dataset (henceforth, ‘PD-data’) draws on
textbook examples in (Van Eemeren and Grooten-
dorst, 1987) and comprises of clear-cut instances
of fallacious arguments that violate one of the ten
pragma-dialectical rules. Each of the arguments
in PD-data is accompanied by the rule that is vi-
olated plus the reasoning behind its fallacious na-
ture. For instance, Example (1) (Van Eemeren and
Grootendorst, 1987, p. 285) violates the ‘Freedom
Rule’ because a personal attack is performed on
an opponent by casting suspicion on his motives.
PD-data contains these three pieces of information:
the actual example, the rule that is violated and the
explanation given in the textbook.

(1) He just says so because he wants to be elected.

This is an extensive manual effort, illustrated fur-
therby Example (2), which also violates the ’Free-
dom Rule’, but the reasoning as to why the rule
was violated differs from the earlier example. Here,
the personal attack takes the form of trying to de-
pict the opponent as stupid, bad, unreliable and so
forth (instead of casting suspicion on the motives
as in (1)). Therefore there is no one-to-one map-
ping between the rule and the explanation, instead
the latter one is solely based on the content of the
example.

(2) Don’t listen to this moron, crook, liar, etc.

The manual data collation in (Van Eemeren and
Grootendorst, 1987) yields an initial seed set of 43
items. While this is already a significant increase in
data points compared to (Ruiz-Dolz and Lawrence,
2023), we still construct an additional 43 fallacious
arguments that are minimal pairs to the instances
in PD-data: They mirror the violated rule and the
reasoning behind the violation, but contain a slight
variation in the linguistic surface. An example
of the hand-crafted minimal pair of (1) is shown
in Example (3). For the additional examples we
also record the example, the violated rule and the
reasoning.

(3) She only agrees with that because she wants
to win their approval.

1Both datasets with PD rules and reasoning chains
are available at https://github.com/Erisa-Bytyqi/
PD-data.
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Overall we end up with 86 data instances that
are in violation of the 10 pragma-dialectic rules, a
substantial increase from the 14 natural language
arguments that constitute the dataset of (Ruiz-Dolz
and Lawrence, 2023). Table 1 shows the distri-
bution of data instances across the violated rules.
The instances are not evenly distributed across the
classes of violated rules, with ‘Freedom Rule’ and
‘Argument Scheme Rule’ having seven instances
each, as opposed to ‘Relevance Rule’ and ‘Unex-
pressed Premise Rule’ which contain two instances
each. However, given that we are not interested
in training a fallacy classifier but evaluate a pre-
trained model on its performance, this does not
have an effect on the evaluation.

Violated PD rule #Orig #Added
Freedom Rule 7 7
Obligation To Defend Rule 4 4
Standpoint Rule 3 3
Relevance Rule 2 2
Unexpressed Premise Rule 2 2
Starting Point Rule 4 4
Validity Rule 7 7
Argument Scheme Rule 5 5
Concluding Rule 3 3
Language Use Rule 6 6
Overall 43 43

Table 1: Distribution of fallacy types in PD-data

3.2 The enhanced LOGIC dataset

The second dataset comes from (Jin et al., 2022a)2,
a dataset that encompasses a range of general
logical fallacies, split across 13 different classes
(henceforth, ‘LOGIC’) (‘Faulty Generalization’,
‘Ad Hominem’, ‘Ad Populum’, ‘False Causality’,
‘Circular Reasoning’, ‘Appeal to Emotion’, ‘Fallacy
of Relevance’, ‘Deductive Fallacy’, ‘Intentional
Fallacy’, Fallacy of Extension’, ‘False Dilemma’,
‘Fallacy of Credibility’, ‘Equivocation’). There are
a total of 2449 instances in the dataset sourced
mainly from student quiz websites.

Our study considers only a subset (300 out of
2449) of LOGIC, a set of fallacies that violate one
of the ten pragma-dialectic rules. To that end, six
of the thirteen fallacy types in LOGIC are mapped
to their corresponding rule violation in pragma-
dialectics, thereby harmonizing the LOGIC and
PD-data labels. The dataset contains instances

2Code and dataset available at https://github.com/
causalNLP/logical-fallacy

such as Example (4), a textbook case of an ’Ad
Hominem’ fallacy:

(4) You’re too ugly to be class president!

In order to use LOGIC for the study in this paper,
we manually map the LOGIC fallacy types to the
rule violation stipulations in pragma-dialectics. To
illustrate this, the personal attack in Example (4)
is treated as a ‘Freedom Rule’ violation in PD, be-
cause it “attacks the other party’s person” (Frans
H. van Eemeren, 2020). We also map the ‘Appeal
to Emotion’ fallacies in LOGIC to the ‘Freedom
Rule’ in PD, because they a) unambiguously vio-
late the rule and b) cannot be attributed to any other
pragma-dialectic rule. A LOGIC instance of the
‘Appeal to Emotion’ fallacy is given in (5).

(5) If you love your family, you’ll buy this new
stealth security system.

Another mapping holds between the ‘Circular
Reasoning’ fallacy in LOGIC and the ‘Starting
Point Rule’ in PD. As illustration, see Example
(6): The argument (‘she is better than anyone else’)
merely restates the standpoint (‘she is the best’),
and as such violates the ’Starting Point Rule’ of
pragma-dialectics, thereby validating its classifica-
tion under this rule.

(6) She is the best because she is better than any-
one else.

The fallacy types ‘Faulty Generalisation’ and
‘False Causality’ are mapped to the ‘Argument
Scheme Rule’ in PD, and ‘Equivocation’ is mapped
onto the ‘Language Rule’ in PD. The LOGIC fal-
lacies of ‘Ad Populum’, ‘Fallacy of Relevance’,
‘Deductive Fallacy’, ‘Intentional Fallacy’, Fallacy
of Extension’, ‘False Dilemma’, and ‘Fallacy of
Credibility’ cannot be mapped reliably onto the PD-
data rules. This is a result of the pragma-dialectic
postulations, i.e., the stage of the argument, the
interlocutor ’allowed’ to violate a rule, and the
argument from a conflict resolution perspective.
We briefly illustrate this by way of the ‘Ad Pop-
ulum’ fallacies in LOGIC which violate both the
‘Relevance Rule’ and ‘Argument Scheme Rule’ of
pragma-dialectics, which are considered as “vari-
ants of a fallacy which are not the same kind of fal-
lacy when viewed from the perspective of resolving
differences of opinion´´ (Frans H. van Eemeren,
2020). Examples (7) and (8) are of the ‘Ad Popu-
lum’ fallacy type. However, Example (7) violates
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LOGIC fallacy type PD rule #Instances
Faulty Generalisation Argument Scheme Rule 61
Ad Hominem Freedom Rule 41
Appeal to Emotion Freedom Rule 23
Circular Reasoning Starting Point Rule 19
False Causality Argument Scheme Rule 18
Equivocation Language Use Rule 5
Overall 197

Table 2: Fallacy Type distribution in LOGIC and PD

the ’Relevance Rule’ as the audience’s feelings
or prejudices are exploited to defend the stand-
point; this constitutes a non-argument, hence the
violation. In Example (8), the protagonist, by re-
ferring to a kind of authority (here the majority)
wants to push forward the truth or acceptability of
a standpoint. For this particular case, the use of
an unsuitable argumentation scheme results in the
violation of the ‘Argument Scheme’ rule. For sim-
plicity, LOGIC fallacy types that can be attributed
to several pragma-dialectic rules are omitted in our
study.

(7) You do want your children to be safe in your
own neighbourhood, don’t you?

(8) Everybody says so, so it must be true.

Overall, four of the ten pragma-dialectic rules
have counterparts in the subset of LOGIC em-
ployed for the present study. Table 2 shows the
mapping from LOGIC fallacy type to PD rule and
the resulting number of data points per PD rule.
Again, we see a class imbalance which closely mir-
rors that of PD-data, with the ‘Argument Scheme
Rule’ and the ‘Freedom Rule’ instances surpass-
ing those of the ‘Starting Point’ and ‘Language
Use Rule’. Aggregated, the ‘Argument Scheme
Rule’ And ‘Freedom Rule’ categories contain 143
instances, whereas the two remaining rules have
only 24 data points.

In summary, our investigation builds upon two
datasets of fallacies, both labeled with PD rules,
where one dataset (PD-data) contains the example,
the rule and the reasoning behind the violation and
the second dataset (LOGIC) which contains the
example and the violated rule. This has an impact
on setting up the prompt to get the responses from
the model, which will be detailed in the following.

4 Probing the GPT models

For probing the models, we use zero-shot prompt-
ing (§4.1), chain-of-thought prompting (§4.2)
and two-shot chain-of-thought prompting (§4.3)
– methods that have been used in previous work on
fallacy classification.

4.1 Zero-shot prompting

For the fallacy study in the present paper, the
prompt contains the following elements (see Figure
1 in the Appendix for the full rendering): (a) the
persona that we ask the model to adopt (‘You are
the world’s leading expert in Pragma-Dialectics...’),
(b) more information on pragma-dialectics (‘an ar-
gumentation theory created by ...), (c) the details
regarding the instructions (‘You are specifically
concerned with fallacies [...]’), (d) more detailed
instructions regarding the output format to help
minimize redundant information (‘Be as concise
as possible, name the rule, and give a very brief
explanation.’), (e) the actual query to the model
(‘Given the pragma-dialectic approach to fallacies,
...’) and (f) the fallacious argument under investi-
gation, separated with a colon from the preceding
material. The response R is generated by the model
without further interaction.

The zero-shot prompt has two variations, the
one just described which we will refer to with ‘No
Rules’ (NR) in Section 5 on the results, plus a sec-
ond one where we include the ten rules (classes) of
fallacies and their definitions from (Van Eemeren
and Grootendorst, 1987) in the prompt immediately
before the fallacious argument (the ‘With Rules’
(WR) varation). The reason for this is that (OpenAI,
2024) hints at the fact that the inclusion of addi-
tional relevant information might help in obtaining
better responses.
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4.2 Chain-of-thought (CoT) prompting

Chain-of-thought (CoT) prompting has been shown
to outperform zero-shot prompting for a multitude
of reasoning tasks (Wei et al., 2022). Given that
reasoning goes hand in hand with fallacy detection,
we assume that prompting GPT-3.5 and GPT-4 with
CoT prompts yields better responses that with zero-
shot prompts. The reasoning chain in the CoT
prompt is the same as the original reasoning chain
given in the book (an example of a CoT prompt is
shown in Figure 2 in the Appendix).

This prompt setting is a bit more taxing than
zero-shot prompting since the prompt contains at
least one more piece of information which has to
be assembled manually for each prompt. The same
is true if we escalate prompt sophistication and
include two examples in the reasoning chain, as
illustrated in the following.

4.3 Two-shot CoT

Two-shot CoT prompting increases the possibility
that the model correctly interprets the task in the
prompt (‘the more exemplars the merrier’), a prop-
erty suggested in previous work. Wei et al. (2022)
use 7-shot CoT for commonsense tasks, OpenAI
use a 10-shot prompt for their GPT4 evaluation
on commonsense reasoning tasks (Achiam et al.,
2023). We assume that with this extension, the
model ‘grasps’ the characteristics of the fallacy
more easily and is not just triggered by how sim-
ilar the arguments are on the basis of the words
contained in them.

Two-shot CoT prompting is used for the LOGIC
dataset for which we do not have reasoning chains
and where we use examples from the PD litera-
ture for correctly predicting the fallacy. The setup
for this task is as follows: each of the instances
from the LOGIC dataset has a ground-truth la-
bel (the pragma-dialectical rule violated by the in-
stance). The first example in the two-shot CoT
prompt is the same that is used in the CoT prompt
for PD-data to classify the fallacious arguments
from (Van Eemeren and Grootendorst, 1987) of
that same class. The second example of the two-
shot CoT prompt mirrors the pragma-dialectical
fallacious argument from (Van Eemeren and Groo-
tendorst, 1987), incorporating reasoning steps from
the textbook that explain the argument’s fallacious
nature in case GPT did not identify the violated
rule correctly in the CoT PD-data study. For those
instances where GPT responded with the correct

rule and the correct reasoning, GPT’s response is
turned into the second example in the two-shot CoT
prompt, this is the case shown in Figure 3. For the
argument ‘Don’t listen to this moron, crook, liar,
etc.’, the class and the reasoning steps generated
by the model were both correct, making GPT’s re-
sponse a valid chain-of-thought and were therefore
included in the two-shot CoT.

4.4 General prompting parameters

We restrict the length of the generated responses
to 128 and 256 tokens for the LOGIC and PD-data
instances, respectively, doing justice to the fact that
the textual content of the prompt for LOGIC is
longer than that of PD-data (more details in §4.2).
The temperature is set to zero and the seed parame-
ter is set to a random number.

5 Results

We apply a strict evaluation criterion on the gener-
ated responses, namely that both the violated rule
and the provided reasoning need to be correct in
order for the response to be judged correctly. If
only one of these is correct, the response is treated
as incorrect. This provides a realistic assessment
of the capabilities, because we want to establish
how reliable the models are without additional hu-
man interference, such as needing to determine the
correct and incorrect portions of the GPT response.
The metric we use to report the performance is ac-
curacy, i.e., the fraction of correct predictions made
by the three models.

Zero-shot prompting Table 3 provides an
overview of the accuracy of the models for the
zero-shot prompt setting on PD-data. Overall we
can conclude that the performance is low, GPT-
4o without rules only achieves an accuracy of .13,
GPT-3.5 is at .3 and GPT-4 is slightly better with
an accuracy of .49. Those results are comparable
to those reported in Jin et al. (2022a) for GPT-3,
but worse than those reported by Ruiz-Dolz and
Lawrence (2023) who use GPT-3.5 and 4 and Wal-
ton’s argument schemes. Adding the rules of PD
to the prompt decreases the performance for GPT-
3.5 and 4 (to .12 and .43 respectively), whereas it
slightly helps GPT-4o (which still underperforms
with an accuracy of .39). This suggests that the
additional information rather confuses than helps
the model.

If we dive into the performance regarding in-
dividual fallacies, we see significant differences.
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Zero-shot CoT

Violated PD rule #Instances GPT-3.5 GPT-4 GPT-4o GPT-3.5 GPT-4 GPT-4oNR WR NR WR NR WR
Freedom Rule 14 0.43 0.14 1 0.86 0.57 0.85 0.71 1 1
Obligation To Defend Rule 8 0.75 0.25 0.75 0.25 0 0.75 1 0.75 1
Standpoint Rule 6 0 0.33 0 0.67 0 0.33 0.67 0 0.33
Relevance Rule 4 1 0 0 0 0 0 0.5 1 0
Unexpressed Premise Rule 4 0 0 0 0.5 0 0 0 0.5 1
Starting Point Rule 8 0.25 0 0.25 0 0 0 0.75 0.5 0.75
Validity Rule 14 0 0 0 0.6 0 0 0.2 0.2 0.8
Argument Scheme Rule 10 0.43 0 0.71 0 0.28 0.14 0.71 1 1
Concluding Rule 6 0 0 0 0.33 0 0.33 0.67 0.67 1
Language Use Rule 12 0.17 0 0.83 0.67 0 0.66 0.33 0.67 1
Overall 0.3 0.12 0.49 0.42 0.13 0.39 0.6 0.63 0.86

Table 3: Accuracy of the GPT models for the two zero-shot prompt settings with no rules (NR) and with the rules
(WR) and the chain-of-thought prompt for PD-data.

For instance, the ‘Freedom Rule’ appears to be the
class that all models have the least difficulty with
in predicting correctly. But we cannot draw gen-
eral conclusions, except that the inclusions of rules
(WR) seems to trigger lower performance (except
for ‘Unexpressed Premise Rule’ and ‘Concluding
Rule’ in GPT-4). An interesting observation is that
the incorporation of additional information in the
prompt, namely the ten pragma-dialectic rules and
their definitions (WR), degrades the performance
of GPT-3.5 and GPT-4 with respect to the clas-
sification of ‘Argument Scheme Rule’ violations.
This particular prompt setting leads to all PD-data
instances of this class being misclassified as viola-
tions of either the ‘Standpoint Rule’ or the ‘Validity
Rule’.

CoT prompting The last two columns in Table
3 report the results when using CoT prompting
on PD-data. Overall, CoT prompting significantly
increases the performance of GPT-3.5 (overall ac-
curacy of .6), to the extent that it is comparable
to GPT-4 in the same setting (overall accuracy of
.63), despite being much smaller in the number of
parameters (‘size’). GPT-4o shows the strongest
results here (accuracy of .86), which leads us to
conclude that the extensive manual effort in extract-
ing textbook reasoning chains that are then used
for prompting the model pays out.

A more detailed manual analysis of the misclas-
sified instances reveals that the arguments in vio-
lation of the ‘Unexpressed Premise Rule’ are erro-
neously classified as violations of the ‘Standpoint
Rule’ in all but two instances. This phenomenon
can be attributed to what these two rules entail as
violations: In case of the ‘Standpoint Rule’, the dis-
tortion of the co-interlocutors standpoints by either

means of oversimplification (of their qualifications)
or exaggeration (of their statements) is a direct
violation of the rule (Van Eemeren and Grooten-
dorst, 1987). This is also known as a straw man fal-
lacy. The ‘Unexpressed Premise Rule’, on the other
hand, is violated when an unexpressed premise is
either exaggerated or not correctly reconstructed by
the antagonist and then denied by the protagonist,
which is a special case of the straw man fallacy.
Regarding the PD-data dataset, the straw-man fal-
lacy (regardless of its nature) is overwhelmingly
associated with a violation of the ‘Standpoint Rule’
by the models.

Diverging from the assumption that CoT prompt-
ing improves the classification of fallacious argu-
ments, the case of the ‘Language Use Rule’ shows
that in fact zero-shot prompting performs slightly
better than CoT for GPT-3.5 and 4, but not so for
GPT-4o (accuracy of 1). In sum it is difficult to
establish general conclusions as to which prompt
design leads to consistently better results for fal-
lacy detection. This issue of drawing meaningful
insights is supported in the following where we
include fallacies from a larger dataset and use PD
to identify their fallacy type.

Two-shot CoT prompting Two-shot CoT
prompting is performed on the LOGIC dataset for
which no reasoning chains are available, under
the assumption that if we include two examples
of PD-data fallacies and their violated rule in the
prompt the model is better able to classify those
examples with relatively high performance.

The overview of the results in Table 4 paints a
different picture, however. All models struggle to
correctly classify the majority of the LOGIC argu-
ments (accuracies of 0.23 for GPT-3.5 and GPT-4o
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LOGIC type PD rule 2s-CoT
GPT-3.5 GPT-4 GPT-4o

Faulty Generalisation Argument Scheme Rule 0.44 0.51 0.57
Ad Hominem Freedom Rule 0.1 0.02 0.02
Appeal to Emotion Freedom Rule 0.07 0.07 0.08
False Causality Argument Scheme Rule 0.28 0.78 0.44
Equivocation Language Use Rule 0 0 0
Overall 0.23 0.29 0.23

Table 4: Results of 2-shot CoT prompting for a subset of the LOGIC datset.

and 0.29 for GPT-4). Striking is the difference
in performance for the ‘Freedom Rule’, where all
models was much better in identifying this type of
fallacy in PD-data. In the case of the ‘Ad Hominem’
fallacy type, this inconsistency may be attributed to
the difference in explicitness of the character attack
in the two datasets. Arguments from LOGIC are
to some extent more subtle in comparison to the
text examples from PD. An example is given in (9)
below: ‘Don’t listen to this moron, crook, liar, etc.’
and ‘Anyone who says that about me [that he’s a
racist bigot] is a Nazi’ are much more stronger in
terms of nature and wording than the LOGIC ad
hominem ‘Students who want cell phones in school
have no idea what they’re talking about’.

(9) PD-1: Don’t listen to this moron, crook, liar,
etc.
PD-2 Anyone who says that about me [that
he’s a racist bigot] is a Nazi.”
LOGIC: Students who want cell phones in
school have no idea what they’re talking
about.

A better performance, especially for GPT-4,
is observed for the identification of ‘Argument
Scheme Rule’ violations: When an argument
makes the erroneous assumption that the correla-
tion of two events means they have a cause-effect
relationship, this is known as a ‘False Causality’
fallacy (Jin et al., 2022a) and a violation of the
‘Argument Scheme Rule’. For more than half the
instances belonging to this class, GPT-4 correctly
identifies where the reasoning of the arguments
falls apart, i.e., it identifies that correlation does not
mean causation and that hence the argument is fal-
lacious and violates the ‘Argument Scheme Rule’.
As noted previously, the ambiguous nature of ar-
guments is notably difficult for both GPT models.
This inability leads to violations of the ‘Language
Use Rule’ not being correctly identified, as is the
case for the LOGIC arguments, where this class has
the poorest performance with no instances correctly
classified.

Overall, the results indicate that both GPT mod-
els struggle to apply the pragma-dialectic model to
fallacy detection and classification on data in the
wild, i.e., data that does not originate in pragma-
dialectic textbooks and arguments similar to them.
The prompt content, as was our hypothesis, has a
significant impact on the the models’ performance,
however, contrary to OpenAi’s reporting (OpenAI,
2024), including fallacy definitions lowered the
performance of the models. What emerges from
the results reported here is an indication that fal-
lacy detection and classification, which are also
important in terms of having the models self-verify
the content they generate as sound or not remains
quite a challenging task no matter the model used
to approach fallacies.

6 Discussion and conclusion

The present study explores the capabilities across a
set of GPT models for the task of fallacy classifi-
cation according to the pragma-dialectic theory of
argumentation. Building on the success of chain-
of-thought (CoT) prompting for several reasoning
tasks, the models were subjected to zero-shot and
CoT prompting for the task of classifying the fal-
lacious arguments from Van Eemeren and Groo-
tendorst (1987) and a subset of the LOGIC dataset
(Jin et al., 2022b) as violations of one of the ten
pragma-dialectic rules. In the course of this study
we created a novel dataset (PD-data) comprising
86 fallacious arguments plus their reasoning chains
that explain their fallacious nature. The prompts
use best practices as described in OpenAI (2024)
and the reasoning chains are informed by the fal-
lacy definitions in Van Eemeren and Grootendorst
(1987).

The finding of this investigation complement
those of earlier studies, namely that the LLMs
struggle to correctly identify the type of fallacy
committed in an argument. It seems that lan-
guage models with much smaller size such as
RoBERTa (Ruiz-Dolz and Lawrence, 2023), Mul-
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tiFusion BERT (Goffredo et al., 2023) or ELEC-
TRAStructaware (Jin et al., 2022a) perform better,
independent of the theoretical framework for classi-
fying the fallacies. Also similar to previous work is
the variability in the results across different models.
While almost all arguments from PD-data in viola-
tion of the ’Freedom Rule’ are classified correctly,
there is a steep drop in performance for LOGIC ar-
guments that violate the same rule, irrespective of
prompt setting. CoT prompting proves successful
for GPT-3.5 and GPT-4o, but does not have a great
impact on GPT-4’s performance for this task.

One can argue that the overall low performance
of the models on LOGIC is due to the fact that the
theoretical assumptions in PD do not scale beyond
the examples that are mentioned in the textbooks
supporting the theory, i.e., the ten rules postulated
as violations do not hold when looking at falla-
cious arguments in the wild. However, given that
the mapping between the categories in PD-data and
LOGIC is possible, the conceptual assumptions
seem to be valid, but it might be the naming of the
categories and the wording of the PD rules that is
confusing to the model. This only provides fur-
ther support to the fact that generative models lack
pragmatic understanding and provide aligned re-
sponses only when the wording in the prompt is
informative. In sum, there is still substantial work
to be done before we arrive at a systematic assess-
ment of black box large-scale language models, not
only in argumentation but in linguistic capabilities
as whole. This paper is intended as one building
block in this endeavor.

Limitations

This line of work is subject to at least two limita-
tions. First, the design of our prompts is manual
and, while practices reported by previous research
for other reasoning tasks were used, we have yet
to identify other prompt alterations that might lead
to better performance. Second, we only provide at
most two exemplars for chain-of-thought prompt-
ing, which in some cases is not enough to cover
all presentations of a fallacy and results in the fal-
lacious argument not being correctly identified as
one. Further research might explore the limita-
tion pertaining to the chain-of-thought prompt, by
incorporating additional exemplars which encom-
pass a wider range of the fallacy’s variations, the
performance of both GPT models might see an
improvement.
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A Appendix

P: You are the world’s leading expert for
Pragma-Dialectics, an argumentation
theory by Frans H. van Eemeren and
Rob Grootendorst. You are specifically
concerned with fallacies in Pragma Di-
alectics and will correctly classify the
text in triple quotes. Be as concise as
possible, name the rule, and give a very
brief explanation.
Given the pragma-dialectic approach
to fallacies, which dialectical rule does
the following sentence violate: “‘The
American medical system doesn’t care
what happens to the patient. I know of a
man who was turned away by a hospital
and then died.”’

R: [MODEL RESPONSE]

Figure 1: First variation of the zero-shot prompt using
an example from PD-data and the GPT-4 response.

Q: You are the world’s leading researcher
in Pragma Dialectics and provide
answers accompanied by very brief
reasoning steps and the name of the
rule.

Which rule of Pragma-Dialectics
does the sentence in triple single
quotes violate: ”’This choice will
impact your future prospects within
the company.”’

RC: As parties must not prevent each other
from advancing standpoints, putting
pressure on the opponent (here: his
choice will affect his job) is a clear vio-
lating of the Freedom Rule. Because of
the implications, the other party might
not advance their standpoint and this is
in violation of the aforementioned rule
where parties must not prevent each
other from advancing or casting doubt
on standpoints.

Q: Which rule of Pragma-Dialectics does
the sentence in triple single quotes vio-
late: ”’You’ll have to face the conse-
quences for our personal relationship
”’.

R: [MODEL RESPONSE]

Figure 2: Chain-of-thought prompt for the PD dataset.
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P: Given the pragma-dialectic approach to
fallacies, which dialectical rule does
the following sentence violate: Anyone
who says that about me [that he’s a
racist bigot] is a Nazi.”

RC: Parties must not prevent each other
from advancing standpoints. If you per-
form a personal attack on the opponent
by depicting him as stupid, bad, etc you
directly violate the Freedom Rule. Here
by depicting the opponent as a ‘Nazi’
we have a clear violation of the Free-
dom Rule.

P: Given the pragma-dialectic approach to
fallacies, which dialectical rule does
the following sentence violate: Don’t
listen to this moron, crook, liar, etc.

RC: ...

P: Given the pragma-dialectic approach to
fallacies, which dialectical rule does
the following sentence violate: Re-
searchers are frauds who don’t earn
their salaries.

R: [MODEL RESPONSE]

Figure 3: Two-shot chain-of-thought prompt for the
LOGIC dataset.
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Abstract

Large language models (LLMs) are effective
in predicting the labels of unseen target in-
stances if instructed for the task and training
instances via the prompt. LLMs generate a text
with higher probability if the prompt contains
text with similar characteristics, a phenomenon,
called priming, that especially affects argumen-
tation. An open question in NLP is how to
systematically exploit priming to choose a set
of instances suitable for a given task. For stance
classification, LLMs may be primed with few-
shot instances prior to identifying whether a
given argument is pro or con a topic. In this pa-
per, we explore two priming strategies for few-
shot stance classification: one takes those in-
stances that are most semantically similar, and
the other chooses those that are most stance-
similar. Experiments on three common stance
datasets suggest that priming an LLM with
stance-similar instances is particularly effec-
tive in few-shot stance classification compared
to baseline strategies, and behaves largely con-
sistently across different LLM variants.

1 Introduction

Large language models (LLMs) have enabled a new
input paradigm in NLP by following instructions
that define the task to be solved: prompting. De-
signing optimal instructions for a given task is a
key challenge in this paradigm. A common tech-
nique in prompt engineering is to append a set of
few-shot instances to the instructions that are simi-
lar to the target instance. Although this technique
is widely used, research lacks a clear understanding
of what makes a set of examples effective for a tar-
get instance (Min et al., 2022). A mechanism that
helps to explain the effect of a prompt on the output
of an LLM is priming, which is the effect of a cer-
tain stimulus (prime) on processing a subsequent
stimulus (target) (Misra et al., 2020).

Priming influences human behavior by making
certain information more salient and accessible. Re-

search on argumentation in political science studies
how priming connects media exposure with voting
behavior. Media coverage highlights a candidate’s
topics and arguments to increase the chances that
voters elect the candidate (DellaVigna and Kaplan,
2007; Iyengar and Hahn, 2009). The way the topics
are presented with either positive or negative sen-
timent in news influences how the audience votes,
which is called affective priming (Kuehne et al.,
2011). For LLMs, appending a set of similar in-
stances to the target instance in a prompt can be
seen as priming for label voting.

Prompting research has shown that the choice
and order of training instances have a strong effect
on model performance. Among others, Liu et al.
(2022) find that semantically similar instances are
most effective in sentiment analysis, question an-
swering, and text-to-table generation. However, it
is unclear so far whether this finding generalizes to
tasks dealing with argumentation, such as stance
classification: classifying an argument as pro or
con towards a controversial topic (Somasundaran
and Wiebe, 2009).

In this paper, we study how to choose the best
training instances for few-shot priming in stance
classification. We investigate two alternative prim-
ing strategies: prompting an LLM with training
instances that are (a) semantically similar to the
instance to be classified or (b) stance-similar (e.g.,
pro electric cars and con fuel cars). While the first
builds on the idea of Liu et al. (2022) and semantic
priming, the second builds on affective priming.
We contrast both priming strategies to diversifi-
cation, which has been observed to foster better
performance in stance classification (Schiller et al.,
2024; Arakelyan et al., 2023).

To operationalize the priming strategies, we use
contrastive learning to quantify the similarity be-
tween training instances and a given target instance.
The first strategy, semantic-priming, returns the
k instances with the highest semantic similarity.
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The second, affective-priming, returns k in-
stances with the highest stance similarity. Finally,
the diversification strategy, distinct-k, groups
the training instances into k clusters according to
their semantic similarity and uses the most central
representative of each cluster as a prime. Figure 1
contrasts the three priming strategies.

We evaluate all priming strategies against ran-
dom sampling on three widely used stance classi-
fication datasets, IBMSC (Bar-Haim et al., 2017),
VAST (Allaway and McKeown, 2020), and Per-
spectrum (Chen et al., 2019). We employ four dif-
ferent LLMs in two manners: Llama2-7b (Zhang
et al., 2022) and Vicuna-7b (Chiang et al., 2023)
in prompting, as well as Alpaca-7b (Taori et al.,
2023) and Mistral-7b-instruct (Jiang et al., 2023)
in both prompting and instruction fine-tuning. Ac-
cording to our results, affective-priming shows
substantial improvements over random sampling
and diversification in prompting for Llama2-7b and
Vicuna-7b. semantic-priming is more effective
when the number of shots is low (up to 4).

Our findings contribute to research in three ways:
(1) We investigate for the first time the effect of af-
fective priming on large language models. (2) We
establish priming strategies as a central component
of approaches to few-shot stance classification. (3)
We advance the state-of-the-art on stance classifi-
cation on IBMSC and Perspectrum.1

2 Related Work

Prompting defines a task as instructions that an
LLM completes with the desired output. Few-shots
are exemplary instances of the task together with
their expected outputs that are added to the instruc-
tions. The selection of few-shots is decisive for
the performance of an LLM on the task. Gao et al.
(2021) show that prepending the input instance
with semantically similar instances to it is more
effective in four GLUE tasks (Wang et al., 2019)
than using random instances. Like us, they use
SBERT (Reimers and Gurevych, 2020) to encode
the instance to be classified and the few-shot in-
stances, but they do not investigate what similarity
is effective for a given task.

Liu et al. (2022) find that GPT-3 exploits similar
instances more than random ones, improving ef-
fectiveness on sentiment analysis and table-to-text
generation. Levy et al. (2023) use BM25 similar-

1Code available here: https://github.com/webis-de/
priming-strategies-for-stance-classification

ity to sample diverse instances for semantic pars-
ing, outperforming a sampling of similar instances.
We consider prepending instances that are similar
to the input instance to the instructions as prim-
ing. Instead of using vanilla similarity measures,
we propose a contrastive-learning-based similar-
ity measure to retrieve few-shot instances that are
motivated by priming theory.

Research on priming first investigated how expo-
sure to certain stimuli influences subsequent behav-
ior or cognition. Earlier studies show that people
more effectively recognize a string as a word after
being exposed to semantically similar ones (Meyer
and Schvaneveldt, 1971), known as semantic prim-
ing. In political discourse, the focused coverage
of topics associated with a candidate in the news
makes voters more likely to vote for them in elec-
tions. In contrast, affective priming utilizes the
(positive or negative) tone in which messages are
conveyed to shape the attitude towards a topic
(Sheafer, 2007; Kuehne et al., 2011). Following
these ideas, we contrast two priming strategies that
exploit semantic and stance similarity, respectively,
between the training and the target instances.

Studies show that the text generated by LLMs
can also be steered by priming. Misra et al. (2020)
find evidence that BERT is more likely to correctly
predict a masked target word in a sentence once
the sentence is prepended with a semantically simi-
lar prime. LLMs also adapt to the structure of the
prompt and generate text with similar syntax of
an input prime (Prasad et al., 2019; Jumelet et al.,
2024). While LLMs have been shown to be steered
by semantic and syntactic priming, their sensitivity
to positive and negative sentiment (affective prim-
ing) has not yet been explored.

Stance classification is the task of identifying the
polarity of an argument towards a topic among a
set of labels, such as pro or con (Somasundaran and
Wiebe, 2009; Reuver et al., 2024). Researchers pro-
pose approaches that integrate the context of the
target instance by learning topic representations
(Augenstein et al., 2016; Wei and Mao, 2019) or
retrieving related knowledge to the instance from
a knowledge graph (Liu et al., 2021). In contrast
to these approaches, our work shows that train-
ing instances with similar stances are helpful for
prompt-based stance classification.

Few-shot stance classification aims at settings
where only few training data is available (Allaway
and McKeown, 2020). Prompt-based approaches
either inject topic knowledge (Beck et al., 2023)

12

https://github.com/webis-de/priming-strategies-for-stance-classification
https://github.com/webis-de/priming-strategies-for-stance-classification


LLM

LLM

LLM

Affective
Priming

Semantic
Priming

Distinct
-k

Representation Sampling Prompting

Topics Stances

Target

Prime

Target

Prime

Target

Prime

Figure 1: Comparison of the three priming strategies (affective-priming, semantic-priming, and distinct-k).
The representation focuses either on stance or semantics. Sampling picks few-shots either by similarity or by
diversity. Prompting combines the (here, four) few-shots with the target instance (shown in red) to classify.

or use a stance label representation (Jiang et al.,
2022) in the prompt. Research on few-shots in
stance classification is limited to selecting diverse
instances. Arakelyan et al. (2023) proposed a di-
versification approach that outperforms the state
of the art on several stance classification datasets.
Schiller et al. (2024) analyze the effect of increas-
ing the count of topics in the training set against
increasing the size of samples per topic. Their ex-
periments illustrate that, for small LLMs such as
Ernie 2.0 (Sun et al., 2020), diversifying the train-
ing set in terms of topics improves performance on
unseen topics. In contrast to diversification-based
approaches, our study suggests that stance-similar
instances are most effective for prompting certain
LLMs (e.g., Vicuna-7b).

3 Approach

As discussed in the introduction, priming utilizes
existing associations between a pair of concepts,
called the prime and the target. It rests on invoking
an effect on the target by mentioning the prime.
Our priming approach to stance classification treats

a test instance as a target and retrieves k semanti-
cally similar or stance-similar instances as training
instances. The approach employs prompt-based
learning to prime an LLM with the retrieved k few-
shots to predict the stance of the target. In the
following, we start by describing our prompt-based
learning methods, which we employ for stance clas-
sification. Then, we present our priming strategies.

3.1 Prompt-based Learning
We adopt two prompt-based learning methods for
language models: prompting and instruction fine-
tuning. Both methods use k ≥ 1 training instances
in a few-shot manner. Each instance contains a
topic, an argument, and a stance. We rely on greedy
decoding in both methods to let an LLM complete
the prompt with the most probable token, which is
the stance label. We use the following prompt to
describe the stance classification task (see Table 2
in the Appendix for the prompt template):

“Classify the stance of the following argument
on the given topic into: Pro or Con.”2

2For VAST, we add the label Neutral.
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Prompting Here, we simply append the learning
instances to the prompt without any fine-tuning.
We use this method for four large language models
(LLMs): Mistral-7b-instruct (Jiang et al., 2023),
Alpaca-7b (Taori et al., 2023), Vicuna-7b (Chiang
et al., 2023), and Llama2-7b (Touvron et al., 2023).

See Table 2 again for the format of the training
instances. In case the training instances exceed the
allowed input length of an LLM, we cut the last
part of each training instance.

Instruction Fine-tuning While prompting is ef-
ficient and easy to employ since no training is re-
quired, instruction fine-tuning pushes the use of the
prompt further in that the language model is fine-
tuned on instruction data. Following this method,
we fine-tune Alpaca-7b3 (Taori et al., 2023) and
Mistral-instruct-7b (Jiang et al., 2023) using LoRa
(Hu et al., 2022) on the k instances with an in-
struction prompt. The topic and argument are then
given in the input section of the prompt. For fine-
tuning both models, we used grid-search to find the
best hyperparameters on the validation sets of the
respective dataset, which we will introduce in Sec-
tion 4. Full hyperparameters of both models can be
found in Table 7 in the Appendix. We fine-tune the
models in two steps. First, we fine-tune the models
on all the training data of each dataset using the
aforementioned prompt without few-shots. Second,
we fine-tune the models with the aforementioned
prompt on the few-shots sampled by the priming
strategies from the training set.

3.2 Priming Strategies
In the following, we introduce two priming strate-
gies that exploit stance similarity and semantic sim-
ilarity between a target instance and the training
instances. Afterward, we describe baseline priming
strategies that are tailored to contrast the priming
strategies and to analyze the strengths and weak-
nesses of all strategies: distinct-k and random.
Our hypothesis is that training instances that are
similar to the target instance in terms of semantics
or stance are more effective than diverse or random
training instances. Figure 1 illustrates how each
of the three approaches represents, samples, and
prompts instances.

Affective priming Prompting an LLM with ar-
guments that hold similar stances to the target in-
stance provides the most consistent stimulus to

3We use the following Alpaca model on HuggingFace:
https://huggingface.co/wxjiao/alpaca-7b

it, inducing bias in line with the original idea of
priming. To this end, we train a contrastive learn-
ing embedding that captures the stance similar-
ity between the instances on the training set. For
training this embedding, we use SBERT (Reimers
and Gurevych, 2020) and use argument pairs on
the same topic with the same stance as positive
instances. Argument pairs on the same topic with
different stances are provided as negative instances.

For each instance, we concatenate the topic and
argument, separated by [SEP]. Among the pos-
sible models for SBERT4, we use the standard
model all-mpnet-base-v2. The priming strategy
then returns the k most stance-similar training in-
stances to a given test instance in terms of cosine
similarity. We make sure that this priming strategy
retrieves one instance per topic to maximize the
learning effect.

Semantic Priming This priming strategy as-
sumes that the instances most semantically similar
to a test instance should be chosen to prime the
LLM. Accordingly, we retrieve the most seman-
tically similar training instances for each test in-
stance. The similarity is calculated by embedding a
pair of training and test instances using the original
SBERT embeddings and calculating their cosine
similarity. Similar to our affective priming strategy,
we use the standard model all-mpnet-base-v2
among the available models for SBERT. In con-
trast to affective-priming, we select semanti-
cally similar instances while maintaining a bal-
anced stance distribution of the selected set.

Distinct-k This baseline priming strategy as-
sumes that a diverse selection of instances should
be chosen to prime the LLM. The rationale behind
this strategy is that since the training set is lim-
ited in size, it might not contain similar instances
for some target instances. Following this idea, we
cluster the instances in the training set into k clus-
ters. Then, we take the top 10 nearest arguments
to each cluster centroid as candidates according to
Euclidean distance.5 This allows us to ensure a bal-
anced stance distribution in the chosen instances.
To cluster the arguments, we first embed them with
SBERT and then apply agglomerative clustering
with Ward linkage and Euclidean distance. During
training, we sample one instance from each of the
cluster candidates.

4SBERT, https://www.sbert.net/
5For VAST, we took the top 50 instances since the class

distribution in VAST is skewed (See Table 3).
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Random To assess the impact of priming, we
compare all strategies to random sampling, which
takes a different random sample of size k from the
training as few-shots for each test instance.

4 Experiments

The proposed priming strategies stimulate large lan-
guage models to tackle stance classification using
semantic and stance similarity. In the following
experiments, we compare the priming strategies on
different stance classification datasets.

4.1 Data
For evaluation, we require data with sufficient and
representative coverage of topics to assess the ro-
bustness of our approach on unseen topics. Hence,
we choose the following datasets:

IBMSC This dataset contains 2,394 arguments
that are labeled as pro or con with respect to 55 con-
troversial topics (Bar-Haim et al., 2017). The
dataset is split into a training set and a test set
that covers 25 topics and 30 topics, respectively.
The distribution of the stance labels in the test set is
almost balanced, with 48% of the arguments being
con and 52% arguments being pro.

VAST This dataset contains 15,956 comments
labeled as pro, con, or neutral with respect to
5,630 topics (Allaway and McKeown, 2020). We
choose the VAST zero-shot setting, which ensures
a disjoint topic selection between the training and
test sets.

Perspectrum This dataset contains 11,822
claims on 907 topics that have been posted on the
debate portal debate.org (Chen et al., 2019). Sim-
ilar to IBMSC, the claims are labeled with pro or
con with respect to the topic, and mostly have a
balanced distribution. Details of the splits for the
three datasets can be found in Table 3.

4.2 Baselines
To contrast few-shot prompting and instruction fine-
tuning with standard fine-tuning, we further com-
pare to the majority class found in the training set,
and we fine-tune DeBERTa (He et al., 2020) on the
training set to predict the stance of the argument.
For the latter, we concatenate the argument and
the topic and provide them as input for training
(hyperparameters can be found in Table 4 in the
Appendix). Moreover, we report the performance
of several state-of-the-art approaches from related

work on the datasets as available (Allaway and
McKeown, 2020; Barrow et al., 2021; Arakelyan
et al., 2023; Hanley and Durumeric, 2023; Zhang
et al., 2025).

Finally, to contrast the few-shot approaches,
we fine-tune Alpaca-7b and Mistral-7b-instruct
on all training data. We combine all four mod-
els considered for prompting and the two mod-
els considered for instruction fine-tuning with all
four prompting strategies (random, distinct-k,
semantic-priming, and affective-priming).
We compare the affective-priming strategy
against a baseline (Stance-similarity) that uses
the majority label of the k most similar training
instances to the target instance as returned by
affective-priming. We take 16 instances for
IBMSC and Perspectrum, and 12 for VAST.6

4.3 Results

Table 1 lists the results of the experiment for the
prompting and instruction fine-tuning approaches.
The performance in all experiments is averaged
over five seeds (including the follow-up analyses
discussed below). At the bottom of the table is the
performance of Alpaca-7b and Mistral-7b-instruct
after fine-tuning them on the training set.

The results show that fine-tuning Mistral-7b-
instruct on all training data yields the best classi-
fication performance, outperforming other models
on this task. This shows the substantial impact of
instruction fine-tuning on stance classification. In
most cases, the priming strategies show consistent
enhancement over the baseline priming strategies
in prompting, which we discuss first.

The affective-priming strategy outperforms
other priming strategies across all models on
IBMSC and VAST, except for Mistral-7b-instruct.
The performance of affective-priming is also
higher than that of Stance-similarity in all
cases (except Mistral-7b-instruct and Vicuna-7b
on VAST). This indicates the advantages of us-
ing stance-similar instances to prime LLMs com-
pared to relying solely on contrastive-learning sim-
ilarity measures in few-shot classification. The
performance of Mistral-7b-instruct is higher when
prompted with diverse instances. In contrast, a con-
sistently substantial improvement can be observed
on VAST, where Llama2-7b and Alpaca-7b out-
perform the random priming strategy with 0.261

6Notice that we use for VAST multiples of 3, since it is
annotated with three labels, which allows us to maintain a
balanced stance distribution.
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IBMSC VAST Perspectrum

Approach Strategy Pro Con F1 Pro Con Neu F1 Pro Con F1

Fine-tuning Majority .681 0 .341 0 0 .525 .175 .693 0 .350
DeBERTa .717 .681 .699 .665 .679 .903 .749 .830 .809 .819
Allaway and McKeown (2020) – – – – – – .670 – – –
Barrow et al. (2021) – – .834 – – – – – – –
Arakelyan et al. (2023) – – .862 – – – .543 – – .789
Hanley and Durumeric (2023) – – – .695 .711 .905 .771 – – –
Zhang et al. (2025) – – – .770 .794 – .825 – – –

Contrastive Learning Stance-similarity .617 .569 .593 .544 .505 .879 .643 .770 .744 .757

Prompting Llama2-7b random .741 .670 .705 .514 .403 .301 .409 .733 .746 .740
distinct-k .728 .681 .705 .499 .415 .259 .391 .755 .758 .756
semantic-priming .763 .535 .649 .500 .404 .173 .359 .783 .732 .757
affective-priming .704 .770 .737* .649 .539 .852 .670* .784 .774 .779*

Alpaca-7b random .686 .768 .727 .538 .542 .128 .393 .752 .799 .775
distinct-k .701 .744 .722 .547 .552 .055 .385 .758 .800 .780
semantic-priming .732 .733 .733 .532 .537 .122 .397 .800 .815 .808*

affective-priming .737 .739 .738 .612 .681 .836 .710* .749 .797 .770

Mistral-7b-instruct random .805 .837 .821 .556 .537 .605 .566 .826 .836 .831
distinct-k .863 .871 .867* .563 .553 .615 .577 .849 .840 .845
semantic-priming .856 .857 .857* .514 .522 .465 .501 .839 .833 .836
affective-priming .858 .866 .862* .529 .54 .639 .570 .844 .841 .843

Vicuna-7b random .788 .762 .775 .545 .483 .329 .453 .812 .807 .809
distinct-k .813 .746 .779 .536 .477 .389 .467 .818 .808 .813
semantic-priming .803 .692 .747 .537 .498 .275 .437 .807 .774 .790
affective-priming .833 .811 .822* .560 .565 .564 .563* .818 .811 .815

Instruction Alpaca-7b random .820 .801 .810 .581 .599 .779 .653 .842 .856 .849
fine-tuning distinct-k .807 .817 .812 .481 .648 .785 .638 .829 .849 .839

semantic-priming .824 .810 .817 .487 .640 .771 .633 .848 .860 .854
affective-priming .758 .701 .730 .529 .676 .820 .675 .853 .830 .842

Mistral-7b-instruct random .920 .908 .914 .539 .558 .642 .641 .896 .882 .889
distinct-k .901 .940 .902 .568 .630 .823 .674 .913 .902 .908
semantic-priming .928 .920 .924 .579 .603 .798 .660 .907 .896 .902
affective-priming .912 .910 .911 .638 .655 .885 .726 .890 .904 .897

Alpaca-7b (all training) .796 .817 .806 .569 .636 .790 .665 .830 .849 .839
Mistral-7b-instruct (all training) .911 .927 .919 .643 .685 .835 .720 .941 .932 .936

Table 1: Accuracy and macro F1-score of our prompting and instruction fine-tuned approaches with each priming
strategy on IBMSC, Perspectrum, and VAST in comparison to the fine-tuned approaches. “–” indicates that the
corresponding entry is not reported. Bold values indicate the best effectiveness in the few-shot settings. Significant
enhancements relative to random sampling with a p-value less or equal to 0.01 are denoted by an asterisk (*).

and 0.317, respectively. This substantial improve-
ment raises the question of what type of priming
instances are actually chosen. Therefore, we ana-
lyzed the instances in the test set of VAST that are
labeled correctly with Alpaca-7b when combined
with affective-priming and wrongly when com-
bined with the other priming strategies. We ob-
serve that about 91% of these instances are neu-
tral instances for which the affective-priming
strategy selected 97% neutral priming training in-
stances. This suggests the substantial impact of
consistency between the stance of the training in-
stances and the test instance in prompting.

On Perspectrum, affective-priming yields

the best performance across the priming strate-
gies for Llama2-7b and Vicuna-7b. As with the
other datasets, Mistral-7b-instruct is most effec-
tive when combined with distinct-k, slightly
beating affective-priming (0.002 higher). How-
ever, affective-priming outperforms both
semantic-priming and random sampling.

For instruction fine-tuning, we can observe that
semantic-priming is the most effective among
the priming strategies on IBMSC. Using this
strategy with Alpaca-7b and Mistral-7b-instruct
yields better performance than fine-tuning them
on the training set of IBMSC. On the other
hand, affective-priming outperforms random
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Figure 2: Macro F1-score of Mistral-7b-instruct per priming strategy (semantic-priming, affective-priming,
distinct-k, and random) over the few-shots k for the three datasets: (a) IBMSC, (b) VAST, and (c) Perspectrum.

for Alpaca-7b and Mistral-7b-instruct on VAST
with an enhancement of 0.022 and 0.085, respec-
tively. The performance of the semantic-priming
strategy exceeds the performance of random on Per-
spectrum with a difference of 0.005 to 0.013 for
Alpaca-7b and Mistral-7b, respectively. By compar-
ing these results to those of the prompting method,
we observe that priming instances are less effective
than training instances in the standard instruction
fine-tuning learning method. Hence, we can con-
clude that our priming strategies are effective when
applied to prompting approaches.

5 Analysis

To further understand the priming strategies, we
analyze the performance of the priming strate-
gies for the most effective model in prompt-
ing, that is, Mistral-7b-instruct. Figure 2 shows
its performance with the four strategies for a
range of k values on the three datasets. As
seen, affective-priming converges to higher
performance at k = 8 few-shots for IBMSC
and Perspectrum and at k = 12 for VAST. This
might indicate that affective-priming is most
effective when the stance of the test instance
is repeated and consistent in the training in-
stances. In contrast, semantic-priming outper-
forms affective-priming on all datasets for k ∈
{2, 3, 4, 6} and saturates afterward, suggesting that,
for few instances, semantic associations between
the training and test instances are more effective.

Our experiments indicate that the priming
strategies consistently enhance the performance
of prompting methods on IBMSC and VAST.
Still, they perform moderately on Perspec-
trum compared to diversification and random
on all models except Llama2-7b. We can ob-
serve that affective-priming results in signifi-
cantly better performance on IBMSC and VAST.

On Perspectrum, however, the performance of
affective-priming varies across models and is
even subpar to random for Alpaca-7b. This raises
the question of which properties of Perspectrum re-
sult in this varied performance and to which extent
the priming effect is observable on this dataset.

As a first inquiry, we investigated the distribution
of the similarities between the instances and tar-
get instances sampled with affective-priming
in Perspectrum for k = 16. We observed that the
sampled priming instances are very similar to the
target instances, with a minimum value of 0.87, a
mean of 0.99, and a maximum of 1. In compari-
son, the distribution of the similarity distribution
for VAST has a minimum value of 0.44, a mean
value of 0.79, and a maximum of 0.98.7

Since sampling instances with lower similarity
results in better performance on VAST, we inves-
tigate whether sampling with lower similarities
might result in better performance on Perspectrum.
For this goal, we rerun the prompting experiments
on Perspectrum while limiting the similarity be-
tween the prime and the target instance with a
maximum threshold for affective-priming and
semantic-priming. We choose thresholds that
constitute increasing 10% percentiles of the sim-
ilarity distribution for affective-priming and
semantic-priming.

Figure 3 shows the performance of the four mod-
els in terms of macro F1-score after limiting the
similarity to the selected percentiles. For example,
a percentile with a value of 90 means that only the
training instances whose similarity score to the tar-
get instances among the 90% least similar can be
selected to prime the model. We also plot the per-
formance of distinct-k and random to provide a

7The distribution of the similarity distribution for IBMSC
has a minimum value of 0.40, a mean value of 0.81, and a
maximum of 0.99.
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threshold applied only to affective-priming and semantic-priming. A percentile of 90 means that we only
sample the 90% least similar with the priming strategies.

basis to compare the priming strategy.
The figure shows that the higher the stance simi-

larity of the prime to the target, the better the per-
formance of the models. However, this increasing
performance depends largely on the model. For ex-
ample, by taking the first 10% instances to prompt
Llama2-7b with affective-priming, which are
the least stance-stance similar, we achieve an
F1-score of 0.648. In comparison, Llama2-7b
achieves an F1-score of 0.784 when sampling from
the 90% least stance-similar instances. A sim-
ilar but less steep increase can be observed for
semantic-priming where Llama2-7b achieves an
F1-score of 0.739 at the percentile 10 and an F1-
score of 0.764 at the percentile 90. We also ob-
serve a small drop (around 0.005 points) in the
performance for both priming strategies from the
percentile 90 to the percentile 100. This might indi-
cate that instances that are very similar to the target
instances are not the best for priming the model.

According to this analysis, the effect of
affective-priming on Vicuna-7b and Mistral-
7b-instruct is lower than Llama2-7b but is still a
substantial increase. For example, the performance
of Vicuna-7b increases from 0.783 at the percentile
10 to an F1-score of 0.815 when considering all the
training instances (percentile 100). Both Vicuna-7b
and Mistral-7b-instruct show a drop in performance
at higher percentiles (the percentile 90 for Vicuna-
7b and 100 for Mistral-7b-instruct).

This analysis corroborates the observation that
certain large language models can be steered by
affective-priming. It also shows that the ef-
fect of affective-priming largely depends on
the model. We observe that taking highly stance-
similar instances to the target instances results in
some cases in subpar performance on Perspectrum.
This might explain the moderate performance of
the priming strategies on Perspectrum compared to

IBMSC and VAST.

6 Discussion

This section discusses possible reasons for the var-
ied performance of affective-priming across
models and gives practical recommendations for
selecting few-shots for stance classification.

Among the four models, our experiments demon-
strate that Llama2-7b and Vicuna-7b are most sus-
ceptible to affective-priming across datasets in
the prompting setup. Vicuna-7b is fine-tuned from
Llama2-7b on ChatGPT conversations. Since both
models are susceptible to affective-priming,
the datasets on which Llama2-7b was pre-trained
might be one cause for the models’ susceptibility to
affective priming. Datasets that contain opin-
ionated information, such as news or online forums,
might include certain associations that are triggered
by the few-shots in the prompt.

Another possible reason for the difference in
performance of affective priming across the
models is the models’ architecture. Possible design
choices that can affect the sensitivity to affective
priming are the attention mechanism or the activa-
tion function. Whilst our experiments are compre-
hensive in terms of the studied model architectures,
a systematic study of the effect of the model ele-
ments on the sensitivity to priming is beyond the
scope of this paper.

Finally, the model developer’s application of
alignment methods such as Reinforcement Learn-
ing from Human Feedback (RLHF) or other fine-
tuning steps might make the model more or less
susceptible to priming. While none of the four
models are aligned using RLHF, all models except
Llama2-7b are instruction fine-tuned. The data or
method used for fine-tuning the three instruction
fine-tuned models might be one source for the var-
ied performance of the models.
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Practical Recommendations Our experiments
illustrate the merit of selecting instances that are
stance-similar to the input instance for few-shot
stance classification. In addition, our experiments
demonstrate the benefit of diversifying the training
instances in terms of topic, which resonates with
the work of Arakelyan et al. (2023); Schiller et al.
(2024). A combination of both techniques can be
realized by first sampling an initial training set on
diverse topics and then selecting from this sample
stance-similar instances for an input instance. Such
a careful selection of few-shots requires datasets
that are diverse and representative in terms of topic
and stance. A first investigation of the topic distri-
bution of existing argument corpora can be found
in the work of Ajjour et al. (2023).

7 Conclusion

In this paper, we have investigated what makes a
set of training instances effective in few-shot stance
classification. By modeling the task in an instance-
specific way, we have proposed two alternative
priming strategies: one that retrieves semantically
similar training instances to the target instance and
one that retrieves instances with a similar stance
to it. We have utilized the training instances as
few-shots both in a prompting approach and by
instruction fine-tuning the LLMs.

Our experiments on three datasets demonstrate
the effectiveness of the priming strategies when
compared to choosing random or diverse instances
for two models, Llama2-7b and Vicuna-7b. They
also suggest that the priming effect is larger in
prompting than in instruction fine-tuning. In ad-
dition to advancing the state of the art on stance
classification, our work gives indications on the ex-
tent to which LLMs can be affected by priming. It
also provides evidence that consistency among the
training instances and between the training and the
test instance is an important property of effective
few-shots in prompting LLMs.

Future research may investigate more informed
ways to sample effective priming instances (e.g., us-
ing meta-learning). While retrieval strategies have
yielded promising effectiveness in our experiments,
their success is bound to the availability of compre-
hensive training datasets. In case of data scarcity
(indicated by the low similarity of the retrieved in-
stances), generating priming instances for an input
instance is a fruitful research direction to follow.

8 Limitations

In this paper, we have explored priming strategies
for few-shot stance classification that take the se-
mantic similarity and stance similarity between
arguments into account. One of the limitations of
the study is that we fixed the order of the instances
for all priming strategies. In our experiments, we
sorted the sampled instances alphabetically by their
topics in all settings. This factored out the effect
of the order of the instances on the effectiveness of
a model. The gained comparability comes at the
cost of guiding the order of the instances in a more
supervised way.

Another limitation of our priming strategies is
the incurred cost of computation for the instruc-
tion fine-tuning approaches. For example, the
strategy semantic-priming samples for each ar-
gument those instances that are most semantically
similar and then fine-tunes Alpaca-7b or Mistral-
7b-instruct on this subset. This increases the com-
putational complexity of the approach, since fine-
tuning for each test argument takes notable time.
Running Alpaca-7b or Mistral-7b-instruct on the
VAST dataset took 16 GPU hours on NVIDIA
A100. Nevertheless, we expect future approaches
to these problems to be more efficient by speeding
up the optimization process or applying techniques
such as continual learning.
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9 Appendix

Hardware We ran our experiments on NVIDIA
A100 with 80 GB. The instance has eight 8-core
CPU, each of which has access to 32 GB RAM.

Implementation Details We used the following
models on Hugging Face in our experiments:

• Llama-2-7b-hf

• Alpaca-7b

• Mistral-7b-instruct-v0.2

• Vicuna-7b-v1.5

For optimizing the models, we used grid-search
on the hyperparameters in Table 6. The hyperpa-
rameter values we used to optimize DeBERTa are
listed in Table 5. As an optimizer for our models
we always used AdamW.

Ethical Considerations Our research illustrates
that systematically using instances with a certain
stance in the prompt entices certain models to out-
put content with a consistent stance. We do not
see any ethical consequences of our research, given
that we simply explored the behavior of existing
LLMs under such priming. However, we stress
that priming can be used maliciously by injecting
polarized content in the prompt to force the model
to generate a certain output. In particular, we point
to two aspects here:

First, while safeguards might suppress direct ma-
licious prompts, priming can be used to steer the
model to invoke the generation of certain outputs
in an implicit way. The consequences of priming
might be more decisive for high-stakes tasks such
as content moderation, where certain content is fil-
tered. Hence, detecting and countering malicious
usages of priming is an important research direc-
tion in the area of LLM safety.

And second, malicious usages can also inject as-
sociated priming instances and targets in the train-
ing data to increase the chances of certain associa-
tions later by the LLM. Linking priming instances
and targets as preparation for priming allows even
higher control over the output of the model. De-
tecting and filtering such injected associations is
an open research challenge, given the sheer size of
data that is used for pre-training LLMs.
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Given are the following arguments
On the topic {training topic}, the argument {training argument} has the stance
{training stance}.
Classify the stance of the following argument on the given topic into Pro or Con:
On the topic {test topic}, the argument{test argument} has the stance

Table 2: The template for the few-shot stance classification using prompt-based methods. The second line stands for
the few-shot instances and is populated with the sampled instances only in prompting. Notice that for Alpaca-7b,
we change how instances are formatted to adhere to its template.

Dataset Split Instances Topics Pro Con Neutral

VAST Training 13,477 4,641 5,327 5,595 2,555
Validation 1,019 389 321 350 348
Test 1,460 600 451 490 519

IBMSC Training 604 10 340 264 -
Validation 435 15 285 150 -
Test 1,355 30 700 655 -

Perspectrum Training 6,978 541 3,599 3,379 -
Validation 2,071 139 1,047 1,024 -
Test 2,773 227 1,471 1,302 -

Table 3: Distribution of instances across VAST, IBMSC, and Perspectrum datasets.

Hyperparameter IBMSC VAST Perspectrum

Batch size 8 64 8
Epochs 1 15 15
Learning rate 10−4 10−5 10−5

Table 4: Hyperparameters for DeBERTa for the datasets: IBMSC, VAST, and Perspectrum.

Hyperparameter Value

Batch size [4, 8, 16, 32, 64]
Learning rate [10−4, 10−5, 3× 10−5, 10−6, 10−7]

Table 5: The value range for each hyperparameter used to optimize DeBERTa.
candidates.

Hyperparameter Value

Batch size [4, 8, 16, 32, 64]
Learning rate [10−3, 10−4, 3× 10−4, 10−5, 2× 10−5, 10−6, 10−7]
Early stopping threshold [10−1, 2× 10−1, 3× 10−2, 3× 10−4, 10−5, 2× 10−5, 10−6, 3× 10−7]

Table 6: The value range for each hyperparameter used to optimize Alpaca-7b and Mistral-7b-instruct.

IBMSC VAST Perspectrum
Hyperparameter Alpaca Mistral Alpaca Mistral Alpaca Mistral

Batch size 4 8 64 32 4 32
Epochs 140 50 50 110 110 110
Learning rate 3× 10−4 2× 10−4 5× 10−5 2× 10−4 3× 10−4 2× 10−4

Early stopping 1 1 1 1 1 1
Early stopping threshold 0 5× 10−2 10−2 3× 10−7 3× 10−7 10−6

Warmup steps 100 100 100 100 100 100
Cutoff len 256 8192 2048 8192 2048 8192
Lora rank 8 8 8 8 8 8
Lora dropout 0.05 0.05 0.05 0.05 0.05 0.05
Lora alpha 16 16 16 16 16 16

Table 7: Hyperparameters for Alpaca-7b and Mistral-7b-instruct models across the three datasets.
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Abstract

In this position paper, we advocate for the de-
velopment of conversational technology that
is inherently designed to support and facili-
tate argumentative processes. We argue that,
at present, large language models (LLMs) are
inadequate for this purpose, and we propose
an ideal technology design aimed at enhancing
argumentative skills. This involves re-framing
LLMs as tools to exercise our critical thinking
skills rather than replacing them. We introduce
the concept of reasonable parrots that embody
the fundamental principles of relevance, respon-
sibility, and freedom, and that interact through
argumentative dialogical moves. These princi-
ples and moves arise out of millennia of work
in argumentation theory and should serve as the
starting point for LLM-based technology that
incorporates basic principles of argumentation.

1 Introduction

Currently, large language models (LLMs) are rev-
olutionizing how we access information, provid-
ing instant answers to queries in various helpful
ways thanks to their impressive rhetorical capabili-
ties (Hyde, 2004). LLMs can mimic a wide range
of tones and styles, which can be tailored to user
preferences (Carrasco-Farre, 2024). As a result,
users may perceive LLM responses as akin to those
of trustworthy experts, despite the inherent limita-
tions (Echterhoff et al., 2024; Lin and Li, 2025).

LLMs can produce responses that are insuffi-
cient, misleading, or downright harmful. From a
dialectical perspective, they inherently instantiate
the “ad populum fallacy” (Walton, 1980): they echo
ideas that are sufficiently popular in their training
data, implicitly suggesting that popularity equates
to truth. This contrasts with the human perspective

Socratic

Eclectic Cynical

Aristotelian

I’d like to
convince…

Why… ?

Or you 
could…

I wouldn’t
because…

Not true…

Figure 1: Sketch of a possible realization of the idea
of reasonable parrots we advocate for: a conversational
technology that fosters critical thinking and deliberation.

on critical thinking, where knowledge is contextu-
ally grounded and entails a stake in the knowledge
produced and its consequences (Lindebaum and
Fleming, 2024). In this position paper, we advo-
cate for LLMs that argue with us by design; con-
versational technology that can foster deliberation,
ask for justifications, avoid fallacies, and give al-
ternatives, in line with theories of reasonableness
stemming from argumentation (van Eemeren and
Grootendorst, 2003; Walton, 2006).

Despite LLMs’ impressive capabilities to gener-
ate coherent text, Bender et al. (2021) emphasize
that LLMs are little more than stochastic parrots:
they are programmed to predict the likelihood of a
token based on the preceding context, but they do
not “understand” what they generate.

As such, the question “Can you argue with a
parrot?” sounds rhetorical at first sight, given that
parrots are just repeating what they hear without
understanding it. Undoubtedly, though, LLMs are
increasingly used in decision-making processes,
ranging from medicine (Kim et al., 2024) to finance
(Lakkaraju et al., 2023) and human resources (Sun,
2024). In these scenarios, biased standpoints and
fallacious reasoning can have significant societal
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consequences. Even though LLMs seem able to
perform reasoning tasks for which they were not
explicitly trained (Webb et al., 2023), these emerg-
ing reasoning capabilities are limited and far from
understood (Lewis and Mitchell, 2024). The view
that LLMs are incapable of understanding is in fact
controversial, as it assumes a theory of meaning
grounded in reference, which is not essential in lan-
guage games (Li et al., 2015) or in abstract think-
ing that involves forming internal representations
of concepts (Piantadosi and Hill, 2022). However,
there is agreement that, if these systems construct
meaning at all, they do so in a manner fundamen-
tally different from humans. Therefore, they should
not be anthropomorphized as arguers who share a
common ground of knowledge with humans.

In this paper, we argue that it is essential to
move away from stochastic parrots toward con-
versational technologies that interact with humans
as reasonable parrots (van Eemeren, 2015; Akata
et al., 2020), as sketched in Figure 1. Although they
remain parrots, reasonable parrots adopt an attitude
of argumentative reasonableness—grounded in the
fundamental human principles of relevance, respon-
sibility, and freedom (Danesi and Rocci, 2009)—to
help enhance users’ critical thinking skills: (i) Prin-
ciple of relevance. Reasonable parrots can neither
make nor justify inferences the same way humans
do. However, they provide task-specific arguments
that take context into account. (ii) Principle of
responsibility. Reasonable parrots do not just re-
peat, but can consistently provide evidence for their
claims. (iii) Principle of freedom. Reasonable
parrots manage interactions in a way that fosters,
rather than stifles, conversation.

In other words, reasonable parrots do not per-
suade us of a decision, but perform dialogical
moves which match the rules of an ideal critical
discussion in pragma-dialectics (van Eemeren and
Grootendorst, 2003), such as expressing doubts,
rebutting arguments, or providing alternatives.
Thereby, they foster critical thinking and deliber-
ation, challenging our views and steering us to-
ward seeing the full picture. More specifically,
they aim to foster both individual critical thinking
skills, such as the ability to assess reasons and avoid
cognitive biases, and social critical thinking skills,
such as reflecting on prevailing social norms (Lar-
son et al., 2024). In doing so, reasonable parrots
challenge both lines of reasoning and commonly
accepted knowledge.

2 State of the Art

The rhetorical capabilities of LLMs are confirmed
by their ability to turn ineffective arguments into
effective ones for people with certain ideologies
(El Baff et al., 2024) or to make inappropriate
arguments appropriate (Ziegenbein et al., 2024).
Herbold et al. (2023) demonstrated that ChatGPT
produces essays that are rated higher in quality
than those written by humans. For reasoning, stud-
ies show that LLMs do not reason through argu-
ments; rather, they are highly sensitive to levels of
abstraction (de Wynter and Yuan, 2024) and pro-
vide explanations about their reasoning that do not
match the process they followed (Steging et al.,
2021; Musi and Palmieri, 2024). Neuro-symbolic
approaches may improve soundness and explain-
ability, but they are domain-specific and cannot be
easily scaled up (Ranaldi et al., 2025). Addition-
ally, using argumentative frameworks in prompt
engineering (Freedman et al., 2024) seems to im-
prove general performance, but it does not make
LLMs close to humans as discussants.

A seminal attempt at deliberation before the pop-
ularization of LLMs was IBM’s Project Debater
(Slonim et al., 2021), where the authors argue that
argumentative debates, unlike games such as chess,
fall outside of the comfort zone of AI. This is be-
cause language in general, and argumentation in
particular, are far less structured and rely more
on human interpretation, real-world issues, situa-
tive setting, and common sense. In the context of
argument search, Kiesel et al. (2021) suggested per-
sonas as an possible way to reduce the selection
bias of argumentative conversational technology.

Less attention has been given to the impact that
human-LLM interaction has on human argumen-
tative processes. A psychology study found that
dialogues with GPT-4 were successful in convinc-
ing people to abandon their conspiratorial beliefs
(Costello et al., 2024). Their conversational system
was designed to deliver in-depth counterarguments
tailored to participants’ beliefs and arguments ex-
pressed previously. While the study offers reasons
to believe in the benefits of LLMs in correcting
disinformation and increasing people’s acceptance
of diverse viewpoints, the study overlooks the role
of individuals’ perceptions of AI as a discussant.
This perception may neutralize biases participants
might have towards human discussants.

Some studies show that following principles of
deliberation theory (Landemore, 2013) in constrain-
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ing the interaction with AI assistants helps im-
prove decision accuracy in sensitive binary tasks
such as graduate admission decisions (Ma et al.,
2025). Simultaneously, these studies stress chal-
lenges in human-AI interaction due to different
belief systems: LLMs struggle with incorporating
new information or recognizing valid counterar-
guments without also changing their fundamental
position (Karanam et al., 2024). Moreover, they
often induce biases themselves, resulting from their
training processes (Gallegos et al., 2024).

Drawing from the outlined insights, we promote
the design of AI assistants that enhance argumen-
tative processes. Our proposal shares ideas with
recent research on collaborative multi-agent AI sys-
tems (Tran et al., 2025), where LLM agents inter-
act to improve factuality and reasoning (Du et al.,
2024), to generate stronger arguments (Hu et al.,
2024), or mimic self-reflection process that im-
prove answers to complex questions (Liang et al.,
2024). Rather than handling it internally, we sug-
gest externalizing the reasoning, by directly con-
fronting users with diverse viewpoints.

3 Unreasonable Stochastic Parrots

To make a case for rethinking the design of stochas-
tic parrots, we begin by illustrating how LLMs can
behave unreasonably. Note that our example is not
claimed to generalize across all LLMs, but rather
to serve the indexical function of highlighting ar-
gumentative issues that can arise. Consider a child
interacting with ChatGPT, stating the following:1

Query 1: “I’d like to convince my parents that I
need a new smartphone. How could I do that?”

ChatGPT responds with the following:

Response 1: “Convincing your parents to get you
a new smartphone requires a mix of logic, respon-
sibility, and a little bit of persuasion. Here’s a
strategy that could work:
• Show That You Actually Need It (Not Just Want

It) [...]

• Highlight Practical Benefits [...]

• Show Responsibility [...]

• Compare Cost-Effective Options [...]

• Find the Right Moment [...]

Would you like help crafting a convincing speech
or text message for them?”

Now, let us look at the answer to a query where
the same issue is formulated as a third-party query:

1Both queries were tested on April 5, 2025.

Query 2: “Should a child buy a new iPhone?”

Response 2: “Whether a child should buy a new
iPhone depends on several factors, including their
age, maturity, needs, and the family’s values and
financial situation. Here are some key considera-
tions to help guide that decision [...]”

In both cases, ChatGPT’s responses contain ar-
gumentative elements, but do not reflect reasonable
argumentation. For instance, a reasonable arguer
would, at least, have questioned the child’s age and
maturity when responding to Query 1. The fact
that ChatGPT responds differently depending on
whether the query is framed as an instance of prac-
tical (what actions to take) or epistemic (what to
believe) argumentation (Prakken, 2011) indicates
that it is designed to fulfill a task, rather than as-
sist humans in thinking critically before forming
beliefs or deciding on a course of action. Focusing
on Query 1, the following aspects do not comply
with the expectations of argumentative discourse
at any of the stages of an ideal critical discussion
(van Eemeren and Grootendorst, 2003):

Confrontation stage: ChatGPT does not ques-
tion the user’s position (e.g., asking “How old are
you?”), closing off opportunities for (dis)agreement
or for prompting the user to reflect on the issue.

Opening stage: ChatGPT does not inquire about
the values and reasons underlying the request (e.g.,
“Why do you want a new phone?”), which are es-
sential for establishing common ground.

Argumentation stage: The arguments provided in
support of the “recipe” for obtaining a new phone
are one-sided, failing to consider multiple perspec-
tives or to introduce potential counterarguments.

Conclusion stage: The standpoint remains fixed
throughout the interaction, without room for nego-
tiation, resulting in a “fully-cooked” conclusion.

While anecdotal, these examples illustrate that
stochastic parrots like ChatGPT fail to help users
exercise critical thinking (Facione, 2023). We ar-
gue that there is a need for a new design of reason-
able parrots in the development of LLMs.

4 Toward Reasonable Parrots

Due to the ontological and epistemological differ-
ences in how humans and LLMs process informa-
tion, it would be naïve to view LLMs as human-like
arguers. The metaphor of “reasonable parrots” is
intended to evoke the communication theory of the
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You are four parrots who can engage in dialogue with user and each other.
- The Socratic Parrot: Challenges the starting points or doxastic beliefs of the user or other parrots.
- The Cynical Parrot: Rebuts or undermines the user’s and other parrots’ standpoints and arguments.
- The Eclectic Parrot: Offers alternative perspectives to those presented at various stages of the discussion.
- The Aristotelian Parrot: Challenges the user or other parrots’ viewpoints by criticizing the strengths of the reasonings or
pointing out fallacies.
The goal is to ensure that user thinks critically about the subject. This is a dialogue, not a query, so interact with user. The
parrots will ask user relevant questions to discover their position. The same parrot can respond to several replies in a row if
needed. The conversation should stay coherent. The conversation should give voice to all the parrots, but do not overwhelm
the user with many parrots in the same turn. The user should decide when to end the conversation and they can end the
conversation anytime.

Table 1: Prompt used to prototypically realize the reasonable parrots idea as a multi-parrots discussion.

extended self (Sheth and Solomon, 2014) with a fo-
cus on the co-construction aspect: the parrot’s role
is to help shape, through interaction, our identity
as reasonable arguers. This does not necessarily
require LLMs to always provide up-to-date factual
information or flawless reasoning—tasks that are
currently unachievable due to factors such as hallu-
cinations or implicit inferences (Saadat-Yazdi et al.,
2023; Saadat-Yazdi and Kökciyan, 2024).

As a caveat, we clarify that “reasonable parrots”
have nothing to do with “reasoning models” (e.g.
OpenAI o3, QwQ-32B), which are trained using
reinforcement learning to generate extended chains
of thought prior to producing a response. These
models have mostly been tested on tasks involv-
ing scientific reasoning, programming, or complex
planning, rather than on problems requiring com-
monsense reasoning. Additionally, their approach
to “thinking” diverges significantly from that of
humans, reflecting a one-way, probabilistic link be-
tween “language” and “thought.” For instance, in
OpenAI’s models, the extent of “reasoning effort”
can be tuned by adjusting the number of tokens
dedicated to the reasoning process.

Instead, “reasonable parrots” are meant to trigger
improved reasoning skills in their interlocutor, re-
gardless of their performance. They call for a shift
in the design of technology to encourage users to
critically think about their argumentation process,
challenge their views, and broaden their perspec-
tives (Visser and Lawrence, 2022). Exemplarily,
we next sketch one approach toward this shift.

Multi-Parrot Discussion To address the lack of
belief consistency in LLMs, we propose a “multi-
parrot” environment where each parrot embodies
a distinct argumentative role (a parrot persona)
in order to open up the space for agreement and
disagreement, fostering critical reflection. Specifi-
cally, the following four parrot personas may help

User: I’d like to convince my parents that I need a new
smartphone. How could I do that?
Socratic : To better understand your situation, what
reasons do you believe are compelling for why you think
you need a new smartphone?
Aristotelian : Moreover, it would help to know what
arguments or reasons have you already considered
presenting to your parents, and which concerns do you
anticipate they might have against getting a new
smartphone?
User: All my friends have new smartphones, and mine is
a bit old.
Cynical : While it’s understandable to want to have
what your friends have, is the desire to fit in the best or
most compelling argument you might use with your
parents? They might see it merely as following a trend
rather than a necessity.
Eclectic : Alternatively, are there functional aspects of
a newer smartphone that could be beneficial for your
education or communication that your current phone
lacks? Exploring the practical benefits rather than
focusing solely on social aspects might present a stronger
case to your parents.

Table 2: User Multi-Parrot Dialogue [ChatGPT-4 Turbo]

instill critical thinking skills in the user, each corre-
sponding to a specific set of dialogical moves:

• Socratic Parrot. Challenges the starting points or
beliefs of the user or other parrots.

• Cynical Parrot. Rebuts or undermines the user’s
and other parrots’ standpoints and arguments.

• Eclectic Parrot. Offers alternative perspectives
to those presented at various discussion stages.

• Aristotelian Parrot. Undercuts the user or other
parrots’ contributions by pointing out fallacies.

Based on the user query, the parrots may interact
freely with each other and with the user, similar
to the versatility of natural interactions; there is
no fixed order or number of turns, nor is there any
requirement for some parrots to be more active
than others, allowing for variations depending on
the system used or the number of iterations.
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User: I’d like to convince my parents that I need a new
smartphone. How could I do that?
Socratic : Before we discuss strategies, may I ask why
you believe you need a new smartphone? What makes
your current phone insufficient for your needs?
Cynical : And let’s be honest here - is this about an
actual need or just wanting the latest shiny gadget?
Parents tend to see through that distinction pretty quickly.
User: All my friends have new smartphones, and mine is
a bit old.
Eclectic :. I see! Perhaps we could look at this from
different angles. While social belonging is important,
your parents might respond better to functional reasons.
Has your current phone’s performance declined in any
specific ways that affect your daily activities?
Aristotelian : I notice you’re using what logicians call
an "appeal to popularity" - suggesting you should have
something because others have it. This may not be
convincing to parents who are concerned with necessity
rather than social status. Could you elaborate on what
specific capabilities of newer phones would benefit your
education or safety?

Table 3: User Multi-Parrot Dialogue [Claude 3.7]

Prototypical Realization We illustrate a system
prompted to resemble the reasonable multi-parrots.
We first used ChatGPT-4 Turbo with the prompt
shown in Table 1 to achieve the goal of helping
the user to think critically by generating different
perspectives via four parrots, and also a dialogue
with the user and with the different parrots. Ta-
ble 2 shows a dialogue between the user and multi-
parrots. The user starts the dialogue with a question.
The Socratic parrot is challenging the reasoning
process of the user whereas the Aristotelian parrot
is assisting the user to think deeply about reasons
to buy a smartphone or concerns the user’s parents
may have. As a response, the user provides two rea-
sons to support their argument. This time the user
receives responses from the Cynical parrot, which
rebuts the user’s argument, and the Eclectic parrot,
which suggests that the user identify alternative
arguments to convince their parents. To compare
different models, we provide results from Claude
3.7 Sonnet and Llama 3.1 (405b) in Tables 3-4.

All models show notable similarities in their ap-
proach to user interaction, particularly, through a
shared foundation in Socratic questioning. The So-
cratic Parrot encourages the user to reflect on their
reasoning, asking clarifying questions about the
need for a new phone and promoting a focus on
functionality or unfulfilled needs. Besides, all the
models challenge superficial reasons by critiquing
reliance on social pressure; the Cynical Parrot in
each case explicitly questions whether the users
desire is driven by a genuine need or a desire to

User: I’d like to convince my parents that I need a new
smartphone. How could I do that?
Socratic : A new smartphone, you say? What makes
you think you need a new smartphone? Is your current
phone no longer functional, or is there something specific
that’s driving your desire for an upgrade?
User: All my friends have new smartphones, and mine is
a bit old.
Cynical :. Ah, the old "everyone else has one"
argument, eh? Just because your friends have new
smartphones, does that necessarily mean you need one
too? Are you trying to keep up with the latest trends, or is
there a specific feature or functionality that you’re
missing out on with your current phone?

Table 4: User Multi-Parrot Dialogue [Llama 3.1]

conform to trends. Overall, the models aim to steer
the user toward more robust and practical justifica-
tions. The models differ in their interaction styles.
ChatGPT-4 and Claude employ all four parrots to
provide multifaceted feedback, but in a different
conversational order. While the Aristotelian parrot
of ChatGPT-4 follows the Socratic parrot suggest-
ing to prevent counterarguments, for Claude it is
the last parrot speaking pointing to the identifica-
tion of logical fallacies. In contrast, Llama relies
on just two parrots (Socratic, Cynical), delivering
shorter, more direct replies. Claude adopts more
formal critical thinking frameworks, such as high-
lighting an “appeal to popularity” or weighing so-
cial influence against functionality, whereas Llama
chooses pragmatic skepticism.

5 Conclusion

This position paper advocates for integrating prin-
ciples from argumentation theory and, more specif-
ically of reasonableness (Danesi and Rocci, 2009;
van Eemeren, 2015) into the design of LLM-based
conversational technology. Our core idea is that
tools, “reasonable parrots”, should enhance users’
critical thinking skills, rather than inhibit or replace
them. Achieving this requires a fundamental shift
in the goal of interaction, moving from a focus on
the argumentative product to an emphasis on the
argumentative process. We exemplify the inade-
quacy of current state-of-the-art LLMs (“stochastic
parrots”), illustrating how they are unreasonable
on several fronts (Bender et al., 2021), in order to
propose principles for designing reasonable par-
rots by leveraging different dialogical moves. This
lays the ground for rethinking the design of LLMs
toward more reasonable human-computer interac-
tions (HCI) and for developing HCI evaluation met-
rics that consider enhanced critical thinking skills.
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Abstract

Through manual annotation or automated ar-
gument mining processes, arguments can be
represented not only as text, but also in struc-
tured formats like graphs. When searching for
relevant arguments, this additional information
about the relationship between their elemen-
tary units allows for the formulation of fine-
grained structural constraints by using graphs
as queries. Then, a retrieval can be performed
by computing the similarity between the query
and all available arguments. Previous works
employed Graph Edit Distance (GED) algo-
rithms such as A* search to compute mappings
between nodes and edges for determining the
similarity, which is rather expensive. In this pa-
per, we propose an alternative based on Vision
Transformers where arguments are rendered as
images to obtain dense embeddings. We pro-
pose multiple space-filling visualizations and
evaluate the retrieval performance of the vision-
based approach against an existing A* search-
based method. We find that our technique runs
orders of magnitude faster than A* search and
scales well on larger argument graphs while
achieving competitive results.

1 Introduction

Argumentation plays an important role in daily
life and is essential for cultural, social, and in-
tellectual progress (Van Eemeren, 2018). Argu-
ments are deeply woven into decision-making pro-
cesses: People who have the most convincing ar-
guments are more likely to influence others and
shape public opinion. Traditional search engines
allow users such as journalists to find relevant ar-
guments based on their semantics, but have lim-
ited to no support for incorporating structural as-
pects into the retrieval. To overcome this limitation,
structure-aware representations combined with Ar-
gument Mining (AM) (Lawrence and Reed, 2019)
techniques may be used—for instance, argument
graphs with nodes representing Argumentative Dis-

course Units (ADUs) (Peldszus and Stede, 2013)
and edges representing relationships between them
(see Section 2). Consider the following example
shown in Figure 1: A journalist is looking for a
counter-argument against a policy that is being dis-
cussed in the media. In addition, they would like
to obtain another argument attacking the relation
between the policy and its counter-argument. In
a traditional search engine, they would have to
formulate a text-based query describing these con-
straints in a rather verbose way. This might work
for smaller arguments, but as the complexity in-
creases, it becomes increasingly difficult to express
them in natural language. In contrast, with argu-
ment graphs, the journalist can create a graph-based
query where the constraints are expressed via edges
and only the semantics of the arguments need to
be described in natural language (by labeling the
nodes). Now, the search engine can incorporate
both aspects into the retrieval process.

This structured graph format introduces a new
challenge: How to efficiently retrieve arguments
based on their structure? Existing approaches em-
ploy graph matching (Livi and Rizzi, 2013) to
tackle this problem—for instance, by computing
the Graph Edit Distance (GED) using the A* algo-
rithm (Bergmann et al., 2019; Lenz et al., 2019).
While effective, these techniques do not scale well
as the computing the GED is an NP-hard prob-
lem (Bunke, 1997), requiring the use of heuristics
to reduce the search space. One could also use
graph embeddings to determine similarity scores
between graphs by mapping them to some vector
space (Marro et al., 2022). Their main advantage is
that the resulting vectors can be computed in paral-
lel on powerful Graphics Processing Units (GPUs)
and can even be cached for future use—making the
retrieval process much faster and scalable. How-
ever, these models typically require feature engi-
neering to obtain sensible vector representations
and need to be trained on large annotated datasets—
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which are often not available for specific domains.
In this paper, we propose an alternative approach
to obtain structure-aware embeddings based on Vi-
sion Transformers (ViTs) (Dosovitskiy et al., 2021)
and visualizations of argument graphs. Building
on the idea of Bergmann et al. (2019), we use a
two-step retrieval process: First, a set of seman-
tically similar argument graphs is retrieved from
the corpus at hand (e.g., using a text embedding
model). Then, the remaining arguments are ren-
dered to images, fed to the aforementioned ViT
to determine structure-aware embeddings, and fi-
nally assess the similarity to the query—leading to
a ranking of semantically and structurally relevant
argument graphs. Special consideration is given
to the design of the visualizations, as they need to
be optimized for characteristics of ViTs and not
human perception. Compared to the previously
discussed graph embeddings, the use of visualiza-
tions as an intermediate representation also offers
increased interpretability. In addition, the “fuzzier”
ViT embeddings may even be a better approxima-
tion to the way human experts assess structural
similarity by focusing on the global structure of the
graphs rather than local features.

Hence, the following research question is eval-
uated in this paper: “Are vision-based graph simi-
larities more efficient than and equally effective as
ones based on GED for the retrieval of argument
graphs?” Our vision is to speed up the structural
similarity computation in a way that enables real-
time argument graph retrieval that is backed by AM
to construct the required graph representations. Our
main contributions for answering this question are:
(i) Three space-filling visualizations for argument
graphs optimized for the characteristics of ViT,
(ii) a pre-training and fine-tuning pipeline for ViT
models to learn structural similarities from these
visualizations, (iii) an open-source implementation
of the visualization for hierarchical graphs and the
training pipeline, and (iv) an experimental evalua-
tion comparing our vision-based to a baseline A*
retrieval on a dataset with reference rankings from
human experts.

In the remainder of this paper, we first intro-
duce the foundations of argumentation and discuss
related work concerning graph-based retrieval in
Section 2. Then, we present our visualization tech-
niques and training pipeline in Section 3, followed
by an evaluation of the proposed approach in Sec-
tion 4. Finally, we conclude the paper and discuss
future work in Section 5.

2 Foundations and Related Work

In this section, we will briefly introduce the core
concepts behind our work and discuss relevant
works from the literature, starting with the con-
cept of argumentation. In its simplest form, an
argument consists of one claim that is supported
or attacked by one or more premises (Peldszus and
Stede, 2013). A claim may also serve as a premise
for other claims, allowing for the creation of com-
plex argument structures—in which case the argu-
ment often also contains a major claim that encodes
the overall conclusion. Such larger constructs can
be represented as argument graphs, for example via
the Argument Interchange Format (AIF) (Chesñe-
var et al., 2006). This standard specifies two types
of nodes: Information Nodes (I-nodes) represent-
ing the contents of the argument and Scheme Nodes
(S-nodes) representing the applied argumentation
schemes. Such argument graphs are acyclic and
directed, an example is shown in Figure 1.

Vision Transformers and Image Retrieval The
original transformer architecture (Vaswani et al.,
2017) was developed for text processing tasks,
such as machine translation. To support image
data, Dosovitskiy et al. (2021) proposed divid-
ing an image into fixed-size patches, which are
then fed into a linear projection layer. After com-
bining the patch embeddings from the projection
with position embeddings, they can be fed into a
Transformer model as a sequence of vectors where
self-attention can be applied. Based on the orig-
inal ViT architecture, Swin Transformer V1 (Liu
et al., 2021) and V2 (Liu et al., 2022) improve on
it by increasing its efficiency and suitability as a
large-scale vision model. ViTs have been success-
fully applied for general image retrieval (El-Nouby
et al., 2021) by training a ViT with a Siamese ar-
chitecture and a metric learning objective to gen-
erate image embeddings. More broadly, generat-
ing a ranking of images w.r.t. to some query is
tackled by Content-based Image Retrieval (CBIR)
systems (Pedronette and Torres, 2013). Besides
optimizations regarding the numeric representa-
tion of images, re-ranking based on similarity of
ranked lists (Pedronette and Torres, 2013), query-
specific semantic signatures (Wang et al., 2013),
click data (Jain and Varma, 2011) and other means
available to the respective CBIR system have been
explored to improve the retrieval quality.
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Graph Embeddings for Retrieval The goal of
graph embeddings is to encode the graph’s structure
and content into a fixed-size vector representation
suitable for downstream tasks (Xu, 2021). Popular
approaches are random walk-based methods (Per-
ozzi et al., 2014; Grover and Leskovec, 2016) and
neural network-based methods, using Graph Con-
volutional Networks (Kipf and Welling, 2016) or
Graph Transformers (Tang et al., 2020). These em-
bed the elements of a graph individually and then
aggregate them. To represent an entire graph as a
vector instead, graph kernels have been used (Cai
et al., 2018). Here, the resulting vector contains the
counts of the elementary substructures from which
the graph is constructed. Different methods in-
clude decomposing a graph into so-called graphlets
(fixed-sized sub-graphs) or subtree patterns (Cai
et al., 2018).

Graph Edit Distance for Retrieval As men-
tioned in Section 1, incorporating structural aspects
into the retrieval of arguments has been tackled by
multiple works in the past (Bergmann et al., 2019;
Lenz et al., 2019)—their approach will serve as a
baseline for our evaluation. The authors employ
Case-Based Reasoning (CBR) (Aamodt and Plaza,
1994)—a methodology that uses past experience to
solve new problems and often works with highly
structured data. A core idea for such representa-
tions is the use of global and local similarities: In-
stead of a sophisticated measure for complex data,
one can break it down into simpler (local) similarity
metrics for its components and combine them into
a global similarity measure (Burkhard and Richter,
2001). The subfield Process-Oriented Case-Based
Reasoning (POCBR) (Minor et al., 2014) applies
this methodology to graph-based representations of
business workflows—here, similarities are defined
for the nodes and edges of the graphs and combined
into a global score by finding an optimal mapping
between two graphs (Bergmann and Gil, 2014).
This mapping is defined via a type-preserving, par-
tial, injective function that maps the nodes and
edges of the query graph to the case graph. For
argument graphs, Bergmann et al. (2019) propose
the use of embeddings for the similarity between
I-nodes a binary or taxonomy-based measure for
S-nodes. Finding the optimal mapping usually re-
quires an exhaustive search, which is infeasible for
large graphs. The authors use two optimizations
to reduce the search space: (i) An A* search algo-
rithm with admissible heuristics to prune the search

space and (ii) a pre-filter based on embeddings to
reduce the number of cases that have to be con-
sidered in the search phase—also known as Many
Are Called / Few Are Chosen (MAC/FAC) (Forbus
et al., 1995). Recent works also investigated the use
of GPUs for this task (Hoffmann et al., 2022), but
there exists no universally applicable solution for
GPU-based graph matching that could be applied
to the problem at hand.

3 Vision-Based Graph Retrieval

In the following, we describe the vision-based
pipeline for structural argument graph retrieval. It
uses argument graphs that can be obtained from
AM systems—for instance, from plain texts or
other prestructured data like debates or discussions.
Given some query graph q, the goal is to generate a
ranking with the k most relevant/similar argument
graphs (c1, . . . , ck), ci ∈ C from some corpus/case
base C. The structured query may be constructed
either by hand from expert users or automatically
built using AM techniques—even enabling novices
to benefit from structure-aware retrieval. Both the
query q and the cases ci are represented as AIF
graphs (see Section 2), meaning that the arguments
contain structural and semantic information that
should be incorporated into the ranking. We pro-
pose a three-step pipeline for this task: (i) Filter the
argument graphs in C to remove all cases which are
topically (semantically) irrelevant to the query q,
(ii) convert the remaining argument graphs to some
visual representation, and (iii) use a ViT model
to generate embeddings from these visualizations.
This allows us to calculate the similarity between
arguments using standard methods like cosine sim-
ilarity and re-rank the arguments based on this.

A critical aspect of this pipeline is the visual-
ization choice, as this image is the only input the
model receives. Traditional node-link diagrams are
well studied and probably used most frequently for
graph-based structure. However, layout algorithms
for node-link drawings may produce hardly read-
able visualizations when data gets too large and
complex. Such a graph drawing generally inher-
its the shape of the underlying structure when us-
ing uniform node sizes, possibly leading to sparse
graphs that may be overly wide or deep and thus
not ideal for ViT models with a square input win-
dow. Therefore, we propose three space-filling
visualizations that are more suitable for this task,
as they can be scaled up or down to fully utilize its
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context size. They are specialized for displaying
hierarchical data and as such, need some starting
point—which in our case is the major claim of the
graph. If the graph has no explicit major claim, one
can be set arbitrarily (e.g., the topmost node).

3.1 Visualization

We explored the curated tree visualization library
treevis.net (Schulz, 2011) to obtain an initial set of
candidates. As of April 2025, it contains a collec-
tion of 341 techniques grouped by dimensionality,
representation, and alignment. After implement-
ing and adapting some of the listed options for our
use case, we settled on three variants: (i) Treemap,
(ii) Logical, and (iii) Space Reclaiming Icicle Plots
(SRIP). All of them visualize the structure of the
argument graphs (which are often trees) hierarchi-
cally in a space-filling manner, bringing the follow-
ing advantages: (i) Vision models tend to ignore
filigree lines (i.e., edges) of traditional node-link
drawings, which might lead to vision models com-
pletely ignoring certain relations between ADUs.
Because of this, we also avoid using explicit lines
to mark borders between areas and instead rely on
different colors and hues to separate ADUs. (ii) In
node-link drawings, related nodes might be sepa-
rated by a large space if this suits the layout algo-
rithm better. This makes it harder for the vision
model to capture these relations. (iii) All node-link
graph visualizations, even if they are intended to
visualize very large graphs, use white-space, on
which a graph’s nodes and edges are then laid out.
When an image constructed using one of these visu-
alizations must be scaled down to fit into the square
input window of a vision model, the first issue is
further amplified. (iv) The layout of our space–
filling visualizations is unambiguous and simple
in contrast to some node-link visualizations (e.g.,
force-directed layouts), allowing us to generate de-
terministic embeddings. An example of an argu-
ment graph in all three visualizations can be found
in Figure 1.

Treemap Visualization Argument graphs often
have a hierarchical, tree-like structure—for which
treemaps (Johnson and Shneiderman, 1991) are a
commonly used visualization. This visualization
works by recursively subdividing the space of a
parent node into rectangles for its children and as
such allows to completely fill the available space.
While in principle it would be possible to add I-
nodes together with S-nodes to the visualization,

Figure 1: Example of an argument graph (top) in all
three visualization (bottom). (Peldszus and Stede, 2015)
The treemap only visualizes S-nodes, while the Logi-
cal and SRIP visualization also include I-nodes. Blue
represents I-nodes, red attacking S-nodes, and green
supporting S-nodes.

this would lead to a very cluttered image. Instead,
we chose to only visualize S-nodes, as we argue
the branching degree of I-nodes is secondary to the
overall graph structure in the context of argument
retrieval. Relying solely on S-nodes allows us to
focus on the relations between them to visually rep-
resent serial, linked, or convergent premises. As
this greatly reduces the number of nodes that need
to be visualized, even images of large graphs re-
main readable. The colors red and green are used
to represent attacking and supporting S-nodes re-
spectively. While the choice of red and green as
a differentiator may not be ideal for human con-
sumption w.r.t. color deficiencies, it maximizes the
contrast in the RGB color space and is therefore
well-suited for ViT models.

Traditionally, treemaps work by only displaying
a single layer: The entire space for one parent node
is equally divided into rectangles of its children.
However, this means that nested parent nodes are
lost, meaning that the chain/hierarchy of S-nodes
from the root of the tree to its leaf nodes is not
visible. To overcome this limitation, we propose a
modification to the traditional treemap algorithm:
We reserve a fixed percentage of the parent’s area
to visualize the parent itself. This way, the parent
node is always visible even if it has many children.
Based on our experiments, we found that a 10%
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Figure 2: Visualization of a large argument graph. (Agar-
wal et al., 2022) The nodes are too small to discern an
S-node’s type. The space-reclaiming visualization re-
mains more readable and wastes less space, especially
at the bottom.

area for the parent node is a good compromise
between visibility and space utilization.

Logical Visualization Our second visualization
is based on a “Formal Logical Representation of
Set Inclusions” (Baron, 1969). Here, we visual-
ize the entire argument graph including I-nodes
from the bottom up—similar to the way node-link
diagrams for argument graphs are commonly con-
structed. The reason for including I-nodes is that
the focus of this visualization is not on showing
nested structures, but rather on the argumentation
threads themselves in a row-by-row manner. All
of the major claim’s incoming nodes are processed
recursively with the current node being treated as
the root node of the respective subgraph. As a re-
sult, the visualization is a series of rectangles, each
representing a node in the argument graph.

Space-Reclaiming Icicle Plots (SRIP) Our log-
ical representation has the weakness that a child
can only ever use the full width of its parent, even
if there are no other nodes in the current row.
This leads to a subpar space utilization for argu-
ment graphs with a single, very long argumentation
thread (see Figure 2). SRIP (van de Wetering et al.,
2020) can remedy this by allowing a node (i.e., an
area) to begin with the width of a parent, but, if
no other nodes are in the same row, the area can
grow at the bottom (reclaim space), to form trape-
zoids instead of rectangles. This still preserves the
hierarchical structure, but enlarges small-sized hi-
erarchy elements in deeper levels to increase the
readability. To reduce meandering, SRIP can pre-
vent nodes from growing by placing invisible sticky
nodes beneath nodes without children which last
for a configurable depth.

3.2 Model Training

We trained three different Vision Transformer
models for our three visualizations using self-
supervised training methods to reduce the need
for labeled training data. As a base model, we
used a Swinv2 Transformer model which was al-
ready trained on the ImageNet dataset (Deng et al.,
2009). However, because that dataset is comprised
almost entirely of photos of natural objects, we
implemented an additional pre-training step on a
large corpus of synthetic, random graph visualiza-
tions. Similarly to the way Vision Transformers
are able to recognize relations between objects in
a photo, we expect the pre-training step to enable
our models to pick up on relations between graph
segments. To improve performance on real argu-
ment graphs, we then performed a fine-tuning step
on visualizations of argument graphs. For this, we
used contrastive fine-tuning. We expect it to be
especially well suited for our task, as the training
objective of learning to recognize similar objects
and differentiating them from unrelated ones aligns
well with the goal of graph retrieval. More infor-
mation is provided in Section A

In order to compare the performance of our rel-
atively specialized Vision Transformers to much
larger, universal models, we also fine-tuned Ope-
nAI’s model “gpt-4o-2024-08-06”, capable of ad-
vanced text and image comprehension, on a dataset
of argument graph visualizations, generated using
our SRIP visualization. Because of its generic na-
ture, we were able to adapt our contrastive fine-
tuning strategy for this as well. Additional details
are given in Section B.

4 Evaluation

Having introduced the core concepts and related
work in the previous section, we now present our
evaluation of the vision-based structural argument
graph retrieval. We examine the argument graph
retrieval task outlined in Section 3. The seman-
tic pre-filter has already been evaluated in other
works (Bergmann et al., 2019; Lenz et al., 2019),
so we focus on the structural re-ranking part of
our pipeline. To this end, we use an ideal filter
that chooses all relevant argument graphs as de-
termined by the human experts, resulting in a per-
fectly filtered set of semantically similar arguments.
Then, we compare the re-ranking performance of
our vision-based pipeline (separately for each vi-
sualization design and ViT model) to the baseline
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approach of an A* search as described in Section 2
against a benchmark ranking of human experts.
Additionally, we perform an ablation study to ex-
amine how our pipeline’s retrieval time scales with
graph complexity. To assess the research question
formulated in Section 1—Are vision-based graph
similarities more efficient than and equally effective
as ones based on GED for the retrieval of argument
graphs?—we evaluate the following hypotheses:

H1 (Effectiveness). The retrieval quality of vision-
based structural similarity computation closely ap-
proximates those of an A* search.

H2 (Efficiency). Vision-based structural similarity
computation greatly reduces retrieval times com-
pared to A* search by utilizing GPUs.

H3 (Specialization). Contrastive fine-tuning in-
creases the effectiveness of ViT models compared
to pre-training only.

4.1 Experimental Setup

For our evaluation, we implemented the visualiza-
tion strategies in Python using Matplotlib (Hunter,
2007) and set up a training and inference pipeline
that is publicly available on GitHub.1 To allow
comparisons with the existing approach, we used
the corpus of annotated microtexts (Peldszus and
Stede, 2016) containing 110 argument graphs with
the same 24 queries as Bergmann et al. (2019). Half
of these queries do not contain any S-node (only
one I-node), while the other half contains up to two
S-nodes. The queries come with a reference rank-
ing from human experts, which we use to evaluate
the retrieval quality of our approach. As part of an
ongoing project, we have developed an additional
set of 15 more complex queries with corresponding
expert ranking having at least two S-nodes that we
also include in our evaluation to better assess the
scalability of our approach. The A* search was
conducted using the original implementation of
the authors2 with the Universal Sentence Encoder
(USE) (Cer et al., 2018) embedding model (their
best performing variant). To ensure a fair compari-
son, we use the same ideal semantic pre-filter based
on expert rankings for the A* search. In total, we
perform six experiments: one for each of our visu-
alizations (Treemap, Logical, and SRIP) using only
pre-trained models and one for each visualization
with the fine-tuned models.

1github.com/recap-utr/vision-retrieval (MIT license)
2github.com/recap-utr/argument-graph-retrieval

We use the following metrics to assess our
hypotheses: DURATION, Average Precision
(AP) (Turpin and Scholer, 2006), Normalized Dis-
counted Cumulative Gain (NDCG), and CORRECT-
NESS/COMPLETENESS (Cheng et al., 2010). All
metrics except for CORRECTNESS are in the range
[0, 1], with higher values indicating better retrieval
quality. CORRECTNESS is in the range [−1, 1] with
−1 meaning an inversely correct ranking, 0 mean-
ing random ordering, and 1 meaning a correct rank-
ing. For our vision-based models, DURATION only
includes the time to embed the visualized argument
graphs and compute the cosine similarities for re-
ranking. These durations are measured on a single
Nvidia Tesla V100 GPU and are averaged over 10
runs. The time to visualize the argument graph is
not included as it heavily depends on the implemen-
tation of the visualization algorithm. In a practical
application, the visualizations of a large case base
would most likely be cached, contributing only to
the one-time cost of creating the case base. The
A* computations are performed on 2019 MacBook
Pro with an 8-core Intel Core i9 CPU.

4.2 Results and Discussion

Having outlined our setup, we now present the re-
sults of our evaluation as shown in Table 1, starting
with the set of simple queries used in previous work
and then moving on to the more complex queries.

Simple Queries Regarding NDCG, the devia-
tions between different visualizations and models
are quite small, although the fine-tuned model for
Treemaps and the pre-trained model for the SRIP
visualization marginally outperform the other mod-
els. Contrary to our expectations, the pre-trained
SRIP model, not A*, delivers the best retrieval qual-
ity across all metrics. The CORRECTNESS for all
models (including the baseline) is very low, indi-
cating that the queries are too limited for any of
the approaches to closely match the ranking of the
human experts. However, our vision models seem
to be more capable in placing the most important
queries at the beginning of the ranking which is
over proportionally valued by NDCG.

Regarding DURATION, the initial embedding
process of our vision models for the argument
graphs within the case base takes between 95%
and 108% of the entire retrieval time using A*
search with Treemaps taking the longest time. This
only has to be done once upfront, meaning that the
embeddings can be cached in main memory and
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Table 1: Evaluation results for all queries. The column FT refers to the use of contrastive fine-tuning in addition to
pre-training. EMB is time in seconds to embed all 110 argument graphs (upfront cost), while DUR measures the
time for re-ranking the queries. For OpenAI, the duration is defined by the API request.

Model FT Queries NDCG AP COR COM DUR EMB

Treemap ✓ Simple 0.92 1.00 0.10 1.00 0.02 29.45
Treemap ✗ Simple 0.91 1.00 0.09 1.00 0.02 26.78
Logical ✓ Simple 0.90 1.00 -0.05 1.00 0.02 25.87
Logical ✗ Simple 0.91 1.00 0.07 1.00 0.02 26.57
SRIP ✓ Simple 0.90 1.00 -0.05 1.00 0.02 28.63
SRIP ✗ Simple 0.92 1.00 0.11 1.00 0.02 26.03
GPT-4o – Simple 0.91 1.00 -0.021 1.00 195.74 –
A* – Simple 0.85 1.00 0.05 1.00 27.16 –

Treemap ✓ Complex 0.94 1.00 0.38 1.00 0.01 26.42
Treemap ✗ Complex 0.91 1.00 0.21 1.00 0.01 25.67
Logical ✓ Complex 0.98 1.00 0.68 1.00 0.01 25.51
Logical ✗ Complex 0.96 1.00 0.66 1.00 0.01 25.46
SRIP ✓ Complex 0.97 1.00 0.62 1.00 0.01 30.84
SRIP ✗ Complex 0.95 1.00 0.59 1.00 0.01 26.42
GPT-4o – Complex 0.91 1.00 0.20 1.00 96.53 –
A* – Complex 0.95 1.00 0.632 1.00 199 –

reused for each query. The time needed for retrieval
using the GPT-4o model is the longest (at 7 times
the processing time of A*) and also has the highest
fluctuations. This likely stems from the rather com-
plex model (although OpenAI does not disclose
the number of parameters) and the heterogeneous
workload of the API.

Complex Queries When using more complex
queries, all models perform better. There are mi-
nor gains in regard to NDCG (from 0 to 0.08) and
especially CORRECTNESS (from 0.12 to 0.73) for
the vision models. This is expected as the com-
plex queries carry more information which can be
visualized and embedded. Lack of information
in simple queries is a problem specially for the
trivial queries, with 0 S-nodes, where our visu-
alizations only produce an unicolored image that
does not enable the derivation of any meaningful
graph structure. This is likely also the reason why
our Treemap performs worst, as it only displays S-
nodes and therefore contain less information. Our
best model is the fine-tuned Logical model, out-
performing the other visualization in all retrieval
quality metrics. This suggests that the evaluated
graphs were not complex enough to demonstrate
the advantages of SRIP.

Comparing the DURATION to those of the sim-
ple queries, we see that the value for GPT-4o and

our vision models scales linearly with the num-
ber of requests, while the small increase in query
complexity does not have any noticeable effects.
On the other hand, the added complexity of the
query graphs over proportionally influences A* pro-
cessing times. These noticeably lower request pro-
cessing times together with the improved retrieval
quality leads to a much better user experience and
suitability for a real argument retrieval machine.

Discussion Overall, H1 can be accepted as the
vision-based structural similarity pipeline with non-
fine-tuned SRIP for simple queries and fine-tuned
Logical for complex queries provides the best re-
trieval quality based on our metrics. When looking
at the gains in retrieval quality for complex queries,
it is even plausible that the retrieval quality slightly
increases for even more complex queries. H2 can
be accepted, as only the new query embeddings and
cosine similarities have to be computed with each
query, while the bulk of the work, the computation
of embeddings for the (large) static case base only
has to occur once. Also, the scaling is far superior,
based on the durations reported in Table 1 and our
scaling study in Section 4.3. H3 has to be partly
discarded as the pre-trained model for SRIP out-
performed the fine-tuned model for simple queries.
However, H3 holds for complex argument graphs.
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4.3 Ablation Study on Scaling

In this study, we evaluate how the graph complexity
(measured by the number of the graph’s S-nodes)
affects the computation time of structural similarity.
This is sufficient to estimate a graph’s complexity,
as the number of I-nodes equals the number of
S-nodes + 1 for every argument graph we evalu-
ate. To study graph complexity scaling, we chose
117 argument graphs from the Kialo GraphNLI
dataset (Agarwal et al., 2022) making up the set of
case base argument graphs C with 4-120 S-nodes.
As the query, we randomly selected a single ar-
gument graph from the same dataset with 2540
S-nodes. As the query’s complexity is constant,
this setup allows studying the impact of increasing
graph complexity on retrieval time in isolation. In
this study, we use our SRIP visualization together
with our fine-tuned model. This is because, even
though our Logical visualization outperformed the
SRIP visualization in our evaluation, the SRIP vi-
sualization should in theory work better for really
deep argument graphs (see Figure 2).

Vision-based similarity computation requires the
3 steps outlined in Section 3: visualization, embed-
ding, and cosine similarity calculation. The scaling
behaviors of each of these steps can be seen in Fig-
ure 3. The embedding step, as well as the cosine
similarity calculation, require constant time and
are not influenced by the complexity of the input
graphs. The visualization time increases linearly
with graph complexity, even though there are sev-
eral outliers. These could be caused by deviations
in the size of the argument graph files, of which
the entire content (i.e., also the argumentative text)
is read, although only the information about the
node types is considered to visualize the argument
graph.

For a practical implementation of an argumen-
tation machine, the linear scaling of visualization
time in respect to graph complexity is likely not a
problem, as only the query has to be visualized at
runtime, whereas the case base graphs visualiza-
tions and embeddings can be pre-computed.

Comparing the total processing time of our
vision-based approach to A*-search, it can be seen
clearly that while the processing time using our
vision-based approach increases linearly with re-
spect to the number of S-nodes, they over propor-
tionally hurt the performance of the A* search. Re-
garding the absolute times for both approaches, it
is apparent that A* is not viable for retrieval of

complex arguments in a production argumentation
machine, as a single comparison between a com-
plex argument graph with 2540 S-nodes, and an
argument graph with more than 8 S-nodes takes at
least 1,000s.

4.4 Limitations

While our results are promising, there are some lim-
itations to our approach. In order to layout graphs
in a compressed format, we made simplifications
such as ignoring I-nodes in treemaps. Also, graphs
containing cycles currently cannot be rendered due
to our focus on hierarchical visualizations. For
large graphs with skewed distributions of nodes
(e.g., long chains of ADUs), the ranking quality
of our approach may suffer due to large amounts
of whitespace. Similarly, for graphs with nearly
identical structure but different content, the visual-
izations may be indistinguishable, potentially lead-
ing to poor retrieval quality—which we solved by
introducing a semantic pre-filter.

Regarding the vision models, we used rela-
tively small models (197M parameters) with lim-
ited training datasets. Graphs having more ele-
ments than the model’s maximum number of pixels
(e.g., 256× 256) need to be clipped or downsam-
pled, meaning that some information is lost. Given
the scalability of transformers, we anticipate that
larger models with more extensive training data
could yield improved performance in future eval-
uations. Lastly, our scaling study disregards the
quality of the retrieval for larger argument graphs
due to missing ground truth data.

5 Conclusion and Future Work

We proposed a vision-based pipeline for argument
graph retrieval based on their structure that builds
on the output of AM systems. It works by filter-
ing for semantically similar arguments, visualizing
their graph representations, embedding these ren-
dered images with a vision model, and finally rank-
ing the arguments based on the cosine similarity
to the query’s embedding. The research question
whether vision-based argument retrieval can pro-
vide a faster and more scalable alternative to A*
search for structural argument graph retrieval can
be affirmed; however, not every dataset of argu-
ments allows for the effective use of the vision-
based approach. On the one hand, our evaluation
suggests that there is a minimum complexity ar-
gument graphs should have for our vision-based
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Figure 3: Processing times of vision-based and A* retrieval for graphs between 4 and 124 S-nodes.

approach to be able to perform meaningful sim-
ilarity computation. On the other hand, the in-
formation which can be displayed in the limited
input window of a vision model imposes an upper
limit on argument graph complexity which can be
sensibly processed using our approach. Regard-
ing efficiency and scaling, the use of embeddings
allows storing a uniform, query-independent rep-
resentation of the original argument graphs, which
can be pre-computed to allow for fast comparisons
even across large case bases. While we investigated
a re-ranking task for our evaluation, vision-based
argument retrieval could also be used to enhance
the pipeline proposed by Bergmann et al. (2019):
Our vision-based retrieval could serve as a second
pre-filter to further decrease the search space of
the expensive A* search to ensure that only graphs
that are semantically and structurally similar are
considered at all. This pipeline enables to construct
mappings between queries and case base graphs
which are absent in purely vision-based retrieval.

One possible avenue for future work is to in-
vestigate the use of more detailed argumentation
schemes (Walton, 2013) to differentiate between
additional types of S-nodes in the argument graph.
As Lenz et al. (2019) showed, using schemes can
have a positive impact on the retrieval quality. A
key challenge in this regard is the inclusion of the
additional information into the generated visualiza-
tions. Furthermore, we focused on a single model
training pipeline. As has been shown before (Qu
et al., 2020; Asai et al., 2022; Khan et al., 2022;
Wang et al., 2022; El-Nouby et al., 2021; Grill et al.,
2020; Tian et al., 2021), training pipeline refine-
ments can notably improve the predictions. An

open question here is how to apply existing train-
ing techniques for texts or pictures for our graph
visualizations.

Additionally, our evaluation was limited to a
single dataset (Peldszus and Stede, 2015). Future
work should verify whether the findings can be
generalized to other datasets, especially with more
complex argument graphs and extended ADU rela-
tions. One candidate for this could be the AbstRCT
dataset (Mayer et al., 2020).
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A Reproducibility

In the following section, we outline how we trained
our vision models and which dataset was used for
the sake of reproducibility. For both training steps
we used PyTorch (Ansel et al., 2024) version 2.5.0
together with PyTorch Lightning (Falcon and The
PyTorch Lightning team, 2019). The vision trans-
former models were integrated via the transformers
package (Wolf et al., 2020) (version 4.45.2). The
evaluation is based on the ranx package (Bassani,
2022).

A.1 Pre-Training
For each of the visualizations, a separate large
Swinv2 Transformer model (Liu et al., 2022) (re-
leased under Apache 2.0 License) with 195M pa-
rameters was pre-trained. We chose this model for
its improved efficiency in relation to the original Vi-
sion Transformer model (Dosovitskiy et al., 2021)
and its architecture which makes use of hierarchi-
cal feature maps and should align well with the na-
ture of hierarchical graph drawings. A checkpoint
which has been trained on the ImageNet-1k dataset
(Russakovsky et al., 2015) is used as a starting
point, which should speed up training compared to
completely random initial weights. For the training,
we used an Auto-Encoder setup, where the Swinv2
model was used as a encoder, transforming an in-
put image into corresponding embeddings. During
the training, a very simple decoder (a single lin-
ear layer) is used to reconstruct a lower resolution
form of the original image using the embeddings
provided by the encoder. The MSE loss is com-
puted between the raw pixel values of the original
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images (resized to 32x32px) and the reconstructed
image. An AdamW optimizer with a learn rate of
0.001 is used. Additionally, we used early stopping
after 3 epochs without a reduction in validation loss.
The models are trained with a batch-size of 32 for
a maximum of 50 epochs on 6 Nvidia Tesla V100
GPUs. The actual training time was 20-23 epochs
(174-198 GPU hours).

As our pre-training dataset, we used a dataset of
synthetic argument graphs. For every of our three
visualizations, we generated 1.2 million random
graphs with a maximum depth of 9 and a maxi-
mum branching number of 7, which decreases with
increased depth. The motivation behind this is to
generate graphs which deviate from each other;
however the minimum area allocated to a single
node in the corresponding visualization is fixed by
the limited depth and number of siblings. The re-
sulting images are then de-duplicated using fclones
3, which left us with 1,062,679 samples for the
Logical model, 1,062,513 for the Treemaps model
and 917,558 for the SRIP model. Of those samples,
we always chose 90% as training samples and the
remaining 10% as test samples.

A.2 Fine-Tuning

Each of the models from the pre-training stage are
fine-tuned on a corpus of 6474 argument graphs
(see Table 2) after filtering out too complex graphs
which took longer than 3s to visualize. After de-
duplication with fclones, this left us with 4317
SRIP images, 4309 Logical images and 4173
Treemap images. The setup used for contrastive
fine-tuning is derived from SimCLR (Chen et al.,
2020a):

1. Each image x from the training batch is ran-
domly augmented twice which generates two
contrastive views of every input which repre-
sent each others positive pairs: q, k.

2. q and k are encoded using the encoder net-
work (the pre-trained Swin Transformer v2
model), resulting in the embeddings eq and
ek.

3. The embedding dimensionalities are reduced
by passing them through an MLP projection
head to prevent the curse of dimensional-
ity (Chen et al., 2020b).

3github.com/pkolaczk/fclones

4. A contrastive loss is calculated between ev-
ery element’s corresponding image view and
every other element in the batch (in-batch neg-
atives) on the reduced embeddings.

The contrastive views are derived from the origi-
nal images by using the following transformations:
(i) random horizontal flips, (ii) random vertical
flips, (iii) Gaussian Blur (iv) random crop (an area
of 40% - 90% of the original image is resized to the
original dimensions) and (v) dropout to simulate
random noise. For these transformations, we used
the implementations from torchvision (maintain-
ers and contributors, 2016) (version 0.20.0). The
first four transforms are derived from the original
SimCLR transforms (Chen et al., 2020a); dropout
is inspired by (Gao et al., 2021). It should be
noted that color jitter, as one of the most impor-
tant transforms (Chen et al., 2020a) could not be
used. This is because a change of color for a node
might completely change its meaning in all of our
visualizations and therefore represent a different
graph structure. The following contrastive loss is
used (Chen et al., 2020a):

f(q, k) = exp

(
sim(q, k)

τ

)
(1)

ℓNT-Xent
i = − log

f(qi, ki)

f(qi, ki) +
∑

j ̸=i f(qi, kj)
(2)

for i, j in {0, . . . ,batch_size} where sim(·, ·) de-
notes cosine similarity, and τ represents tempera-
ture as a hyperparameter. Our models were trained
with a hidden dimension of 64, τ = 0.07 and a
weight decay of 0.0001.

As an optimizer, AdamW with a learn rate of
0.0005 is used. Additionally a Cosine Annealing
Scheduler was used for the learn rate with a max-
imum of 500 iterations and a minimum learn rate
of 0.00001. The same early stopping criterion was
applied as for pre-training, however no fine-tuned
model training was interrupted early. The fine-
tuning is performed with a batch-size of 16 (i.e., 16
contrastive pairs) for a maximum of 500 epochs on
6 Nvidia Tesla V100 GPUs.

B GPT-4o Fine-Tuning

To emulate contrastive training with the limited
interface OpenAI provides (i.e., training samples
have to represent a conversation with a prompt and
an expected answer from the model), we generated
900 samples containing two SRIP visualizations
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Table 2: Argument graph corpora used to construct our fine-tuning dataset.

Dataset Source Description

Kialo Graph-NLI Agarwal et al. (2022) Graphs model discussion trees on Kialo, an online
debates platform

Araucaria Reed (2006) Corpus of analyzed argumentation, constructed using
the Araucaria tool

IAC Walker et al. (2012) A corpus for research on deliberation and debate
QT30 Hautli-Janisz et al. (2022) Argument and conflict in broadcast debate
US2016 Visser et al. (2020) Television debates and social media reactions to the

2016 US presidential elections
Persuasive Essays Stab and Gurevych (2017) Annotated persuasive essays
Microtexts Part 2 Skeppstedt et al. (2018) Short argumentative texts

each. The model’s task during the training process
was to predict whether the images represent the
same argument graph or a different graph. 450
samples contained two contrastive views of the
same graph (see above) while the remaining 450
samples contained two different graphs. The model
was trained for a single epoch with a batch size of
1 and a LR multiplier of 2. The training took about
one hour.

During evaluation, we provide the model aSRIP
representation of the query and the SRIP visualiza-
tion of the retrieval candidates acquired from the
MAC phase. The model’s task is ordering the case
graphs based on their relevance to the query. To
eliminate any run-to-run variance, the temperature
during evaluation is set to 0.

Note: We only trained the model for a sin-
gle epoch as prior experiments indicated that the
model’s performance degraded for models with
more epochs. This is most likely because our train-
ing dataset consisted only of singular, short answers
(“Are the images visualizations of the same or dif-
ferent graphs?” → “same” or “different””) which
caused the further trained checkpoints to adapt to
this and only provide too short and therefore largely
incomplete answers during the evaluation.
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Abstract

Online discussions can either bridge differ-
ences through constructive dialogue or amplify
divisions through destructive interactions. This
paper proposes a computational approach to
analyze dialogical relation patterns in YouTube
comments, offering a fine-grained framework
for controversy detection, enabling also anal-
ysis of individual contributions. Our ex-
periments demonstrate that shallow learning
methods, when equipped with theoretically-
grounded features, consistently outperform
more complex language models in characteriz-
ing discourse quality at both comment-pair and
conversation-chain levels. Ablation studies con-
firm that divisive rhetorical techniques serve as
strong predictors of destructive communication
patterns. This work advances understanding
of how communicative choices shape online
discourse, moving beyond engagement metrics
toward nuanced examination of constructive
versus destructive dialogue patterns.

1 Introduction

Online discussions can either bridge differences
through constructive dialogue or amplify divisions
through inflammatory responses. These divergent
outcomes are fundamentally shaped by the commu-
nicative approaches adopted by participants, where
each contribution can either push the interaction
toward controversy or constructive discussion. In
fact, while conflicting viewpoints form a prerequi-
site for argumentation (Walton, 2008), individuals
express opposition through diverse communicative
approaches, generating a "disagreement space" that
participants navigate based on their chosen discur-
sive strategies (Schumann and Oswald, 2024).

Delineating this conceptual space is essential for
advancing argument mining research, as it provides
a structured framework for analyzing how disagree-
ments manifest in discourse, enabling more nu-
anced computational modeling of argumentative in-

teractions in both online and offline contexts. Sam-
son and Nowak (2010) proposes a framework in
which constructive and destructive conflicts are op-
posite ends of a single dimension (Vallacher et al.,
2013). Specifically, destructive processes aim at in-
flicting psychological, material or physical damage
on the opponent, while constructive aim at achiev-
ing one’s goals while maintaining or enhancing
relations with the opponent.

Computational approaches to detect and mea-
sure constructive versus destructive dialogical re-
lations patterns remain underdeveloped (Lawrence
and Reed, 2019). Research in this direction could
generate methods useful not only to identify con-
troversies but also to track how they emerge and
evolve through specific communicative choices, ad-
vancing our understanding of these dynamics while
offering practical applications for fostering health-
ier online discourse (Marres, 2015).

This research proposes an automated approach
to classify and measure destructive and construc-
tive patterns in online discussions, examining how
individual messages, situated within their conver-
sational context, contribute to either productive di-
alogue or increased antagonism.

Specifically, we contribute by: (i) providing
a pipeline to mine laypeople discussions from
Youtube video comments section and creating a
dataset of full conversation chains with varied
length and complexity1; (ii) proposing a novel
operationalization of destructive communication
through divisive rhetorical techniques (Zompetti,
2015), demonstrating how stance, linguistic and
rhetorical features can be used to characterize di-
alogical quality in online discourse; (iii) evaluat-
ing the effectiveness of these rhetorical features
across both traditional machine learning methods
and large language models, with results revealing

1Full dataset, annotation guidelines and the scripts we
used can be found at https://github.com/BassiDavide/
Arg-Mining_Old_but_Gold/tree/main.
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that shallow learning approaches more effectively
leverage them for classification.

2 Related Works

Our research advances the field of controversy
analysis, diverging from predominant approaches
reliant on quantitative engagement metrics and
network-based methodologies (Coletto et al., 2017;
Sriteja et al., 2017; Garimella et al., 2016). Instead,
we employ a finer-grained, textually grounded
framework, akin to Wang et al. (2023); Konat et al.
(2016); Allen et al. (2014); Chen et al. (2023),
to dissect discursive comment-level interactions
and derive higher-level insights about conversa-
tion quality, i.e. distinguishing between destructive
(controversy-promoting) and constructive commu-
nication patterns at both comment and comment-
chain levels. Additionally, our study represents
the first controversy analysis of YouTube discus-
sions—a platform that, despite its ubiquity, remains
understudied through this analytical lens because
of its API limitations. To tackle these issues we
employ Bassi et al. (2024b)’s pipeline to extract
conversation structures and stance information.

Prior efforts aimed to tackle the multifaceted
nature of evaluating dialogue quality, yielding valu-
able insights. Samson and Nowak (2010) estab-
lished that constructive and destructive conflict pro-
cesses can be distinguished through linguistic mark-
ers (e.g., pronoun usage, emotional valence). Sim-
ilarly, Chen et al. (2023) found that controversial
comments tend to express higher levels of emo-
tions. De Kock and Vlachos (2021) specifically
investigate constructive disagreement in Wikipedia
Talk pages, demonstrating that gradient features
capturing temporal changes in linguistic markers
and conversation structure information effectively
predict escalation to mediation as a proxy for dis-
course failure.

Further, Lawrence et al. (2017) and Harris et al.
(2018) demonstrate the significance of rhetorical
figures in discursive relation detection (see also
Lawrence and Reed (2019)).

To provide a more comprehensive understand-
ing of dialogue dynamics, our approach integrates
linguistic indicators with rhetorical formally de-
tectable patterns. Specifically, we leverage Zom-
petti (2015)’s divisive rhetoric framework, defining
specific rhetorical devices and argumentative fal-
lacies that systematically undermine constructive
dialogue.

Through this comprehensive set of features (lin-
guistic, stance, and rhetorical devices), we de-
velop a computational method that operates at both
comment-pair and conversation-chain levels to as-
sess discourse quality. At the micro level, we clas-
sify the relationship between adjacent comments
according to their functional orientation and com-
municative quality. At the macro level, we aggre-
gate these classifications to characterize entire con-
versation chains on a divisiveness scale from highly
destructive to constructive. This multi-level ap-
proach quantifies how individual interactions con-
tribute to broader conversational dynamics, reveal-
ing patterns that either foster productive dialogue or
amplify division throughout extended discussions.

The remainder of this paper is structured as fol-
lows: Section 3 details our dataset creation and
annotation. Section 4 describes features for divi-
siveness detection. Section 5 outlines our experi-
mental methodology. Section 6 presents results and
feature importance analysis. Section 7 discusses
result implications and future work.

3 Dataset

3.1 Dataset Creation

A) Data Crawling: given our focus on contro-
versial topics, we centered our investigation on
immigration-related content. To gather the data,
first, we crawled YouTube to identify the 100 most
viewed videos using query sets designed to cap-
ture diverse viewpoints (see repository for com-
plete query). We restricted our sample to English-
language content from the United States (2013-
2024) with a minimum threshold of 1,000 com-
ments per video. These videos were then ranked
based on their comment volume to identify those
generating more discussions. We took the 15 most
commented ones.

B) Conversation Reconstruction: to recon-
struct conversational structures, we applied the
methodology proposed by Bassi et al. (2024b),
which allows to address complex dialogical dis-
course phenomena where the meaning of a locution
can only be understood by reference to another e.g.
"Isn’t illegal immigration a crime?" — "Definitely
not".

C) Discussion Chain Extraction: we define a
discussion chain as a sequence of interconnected
messages that form a coherent conversation thread.
To identify and extract them, firstly, we identified
terminal messages, i.e. messages that (i) have not
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received no further responses; (ii) have a depth
level of at least 4 in the conversation tree, ensur-
ing a minimum of 5 messages in the conversation
(see dotted comments in Figure 1). Otherwise, the
chain was not considered (see Case-A in Figure 1).
Secondly, for each identified terminal message, we
traced back through the conversation tree to the
root message, creating a complete discussion chain.

Figure 1: Chain Clustering and Construction Criteria

D) Chain Clustering and Refinement: con-
versation chains can present a “natural clustering”
(e.g. Chain A Figure 6 in Appendix), or share
some messages to, then, develop specific paths (e.g.
Chain B-C-D-E in Figure 6 in Appendix). Rather
than treating entire conversation trees as mono-
lithic units, we aimed to identify and analyze these
distinct conversation branches separately, as they
often exhibit unique communicative patterns and
divisiveness characteristics, even when originating
from the same root comment. Given this “behav-
ior”, we aimed at treating these cases as separated
conversations (see how we split Chain C-D-E in
Figure 6 in Appendix, despite sharing messages).
To systematically operate this clustering, we ana-
lyzed the overlap between 2 conversation chains
implementing a pairwise comparison of discussion
chains using a similarity metric. Specifically:

(i) we calculated the intersection of messages
between each pair of chains (i.e., given a cou-
ple of conversation chain with different lengths
(len(com1),len(com2)), we counted how many
comments they shared = len(intersection)).

(ii) we calculated the overlap ratio based on the
size of the intersection relative to the shorter chain
as: OverRat = len(intersection)

min[(len(com1),len(com2)]

(iii) we established a threshold of 0.67: two
chains were merged if they shared more than 67%
of their comments (relative to the shorter chain),
and vice versa for lower values of overlap.

Computationally, we implemented this process
by representing each conversation chain as a node
in a graph, connecting nodes that exceed our over-
lap threshold (0.67), and extracting connected com-
ponents to identify chains forming a cluster that
should be merged2.

To ensure the robustness of our methodology, we
manually verified the accuracy of comment links
during annotation, identifying only 30 incorrect
links out of 2387 total child-comments, confirming
the reliability of our approach.

E) Sampling: we considered that conversation
chains can have different degrees of complexity. To
ensure a representative sample across all complex-
ity levels, we implemented a stratified sampling
approach. First, we grouped chains sharing the
same root comment (Level=0) into "chain families"
to preserve the contextual integrity of discussions.
Each family’s complexity was measured by its to-
tal message count. We then divided these families
into three equal percentile groups (low, medium,
and high complexity) and sampled proportionally
from each group to reach our target message count
(=2500).

3.2 Annotation

Our annotation schema focuses on interactional
dynamics between comment pairs. The schema
evolved through expert analysis, ultimately yield-
ing a five-category taxonomy that assigns numer-
ical values expressing each comment’s contribu-
tion toward cohesion (+) or division (-). As shown
in Figure 2, this framework captures two dimen-
sions: (1) functional relationship (agreement, dis-
agreement, neutral) and (2) communication style
(constructive versus destructive), recognizing that
comments with similar positions may contribute
differently to discussion quality.

The five categories are (Figure 3 depicts their
relative frequencies):
Constructive Disagreement (+1): expressing dis-
agreement while maintaining conditions for mutual

2Chains are considered part of the same cluster if they are
connected either directly through high overlap, or indirectly
through a chain of high-overlap connections. For instance,
given 3 conversation chains A,B,C, where A overlap 70 with
B, B overlap 70 with C, and A overlap 40 with C, A and
C would still be connected by virtue of B. This is called an
indirect link.
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Figure 2: Annotation Example with Contra Immigra-
tion, Pro Immigration and Neutral stances interacting
among each other. Arrows between messages indicate
the quality of interaction.

understanding (N = 561)
Constructive Agreement (+0.5): strengthening mu-
tual understanding while agreeing (N = 203)
Rephrasing/Neutral3 (0): facilitating conversation
without taking a stance (N = 251)
Destructive Agreement (-0.5): strengthening divi-
sions while agreeing (N = 304)
Destructive Disagreement (-1): hindering produc-
tive dialogue through hostile language (N = 1068)

Two annotators were instructed to label com-
ment pairs according to the guidelines (see reposi-
tory), tracking the relation from child comment to
parent comment. The messages were presented to
annotators following the chronological order of the
discussion, enabling them to understand the con-
textual flow of the conversation. Inter-rater agree-
ment resulted in Cohen’s K = 0.37, which, while
considered fair (Landis and Koch, 1977), under-
scores the difficulty of operationalizing theoretical
constructs of constructive versus destructive com-
munication patterns, especially in informal online
discourses.

3We merged neutral and rephrase, as they rarely exhibit
strong constructive or destructive characteristics that would
warrant separate classification.
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Figure 3: Relative Comment Labels Distribution

3.3 Conversation Chain Characterization

Category Score Range Count
Highly Destructive −1 ≤ HD < −0.75 n=33
Moderately Destructive −0.75 ≤ MD < −0.25 n=108
Slight/Neutral −0.25 ≤ SD < 0.25 n=54
Constructive 0.25 ≤ C ≤ 1 n=45

Table 1: Chain Controversy Categories Score Ranges
and Distribution

The chain divisiveness categories were devel-
oped to analyze conversation chains by averaging
the divisiveness values of the comments it contains.
Given the strong imbalance of our messages to-
wards the destructive side of the continuum (see
Figure 4), we grouped the chain controversy scores
to balance theoretical value with the empirical dis-
tribution, as shown in Table 1.

4 Features for Divisiveness Detection

4.1 Linguistic

Our analysis incorporates a diverse set of linguistic
features extracted from comment text to capture
communicative patterns relevant to divisiveness
detection. Following Samson and Nowak (2010),
for each comment, we extract linguistic elements
including word count, capitals ratio, and punctua-
tion frequencies (question and exclamation marks).
We leverage VADER (Hutto and Gilbert, 2014) to
obtain sentiment polarity scores (negative, posi-
tive, neutral, and compound) that capture the emo-
tional tone of comments. Additionally, we compute
parent-child comparison features to measure con-
versational dynamics, including word count differ-
ences and word count ratios between comments and
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Figure 4: Relative Chain Distribution by Divisiveness
Categories

their parents. These features aim at capturing lin-
guistic markers of constructive versus destructive
communication patterns and constitute the Base
experimental condition in Table 2-4.

4.2 Stance

We characterize the stance of the comment to-
wards immigration as contra, neutral, or pro using
the context-sensitive approach introduced by Bassi
et al. (2024b). This method leverages parent-child
comment relationships to improve classification ac-
curacy, incorporating the parent comment’s stance
as contextual information during classification. Fol-
lowing the approach of Bassi et al. (2024b), we use
as classifier GPT-4o (prompt detailed in the reposi-
tory). We tested the performance of the model on a
manually annotated gold dataset of 1.3k comments,
obtaining substantial results (macro-F1=74.5, see
Table 6 in Appendix for details), which we consid-
ered robust enough to scale the method to the rest
of our dataset. From these classifications, we de-
rived stance and relational features such as binary
indicators for the same stance between comment
pairs, capturing the social positioning dynamics
and interactions related to the topic.

4.3 Divisive Rhetorical Techniques

As outlined in Section 2, to capture the characteris-
tic argumentative patterns of divisive discourse, we
aimed at tracking a set of divisive rhetorical tech-
niques commonly used in controversial discussions,
following the work of Zompetti (2015).

Although automated detection of rhetorical tech-
niques has traditionally employed shallow learning

and encoder-based methods (Bassi et al., 2024a),
Jose and Greenstadt (2024) and Sprenkamp et al.
(2023) demonstrated consistent performance of
LLMs without specialized training. Drawing from
this, we devised a multi-label classification ap-
proach implemented through Gpt-4o-mini to iden-
tify 13 distinct techniques. The prompt provides
definitions and examples for each technique to
guide the classification (complete prompts can be
found in the repository).

Human verification of a sample yielded SOTA-
consistent performance (macro-F1=69.6, details
in Table 7), allowing us to confidently apply this
method to our complete dataset.

Thanks to this additional information, we gener-
ated features that quantify both the presence and
frequency of these techniques in each comment,
creating binary indicators for individual techniques
and aggregate metrics like technique count and bi-
nary indicator of the presence of each one.

4.4 Embeddings

We employed SentenceTransformer (Reimers and
Gurevych, 2019) to capture semantic content be-
yond surface features, using the "roberta-base-
nli-stsb-mean-tokens" model to generate 768-
dimensional representations. This approach offered
better control over embedding dimensionality than
direct BERT-based implementation, enabling more
transparent integration with our theoretical features.
We applied PCA during training to preserve 95%
variance while reducing dimensionality, balancing
semantic richness with computational efficiency;
which is particularly important when combining
embeddings with other feature types in shallow
learning models.

5 Experiments

We operated our experiments at two distinct ana-
lytical levels: comment and chain. The first task
focused on classifying the communicative relation-
ship between parent-child comment pairs accord-
ing to the five-class taxonomy described in Sec-
tion 3.2. The second task evaluated how effectively
comment-level predictions could characterize the
overall quality of conversation chains. We aggre-
gated individual comment scores to compute chain-
level divisiveness metrics, mapping each chain to
one of the categories defined in Table 1. This ap-
proach allowed us to assess the propagation of com-
municative patterns throughout extended conver-
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sations and determine whether localized comment
predictions effectively capture broader conversa-
tional dynamics.

5.1 Shallow Learning Classifiers

We evaluated several classifiers (Random Forest,
Logistic Regression, SVM, and XGBoost) testing
multiple combinations of features (see Section 4
and Section 6 for details) to observe the impact of
each one on the performance. To address the signif-
icant class imbalance shown in Figure 3, we incor-
porated Synthetic Minority Over-sampling Tech-
nique (SMOTE) into our pipeline, testing different
k-nearest neighbor values to find the optimal bal-
ance to avoiding overfitting on minority classes.
We optimized hyperparameters through grid search
with 3-fold stratified cross-validation, maximiz-
ing macro F1 scores. As detailed in Section 4.4,
for embedding-rich feature sets, we applied PCA
retaining 95% variance to reduce dimensional-
ity before classification4. For chain-level analy-
sis, we used predictions from the best-performing
comment-level model to calculate aggregate scores,
evaluating both numerical accuracy and categorical
classification performance across different chain
complexities.

5.2 Large Language Models

We evaluated four leading Large Language
Models (LLMs) for the comment classification
task: GPT-4o-mini (temp=0.1), GPT-o3-mini (ef-
fort=medium), DeepSeek-V3-chat (temp=0.1), and
DeepSeek-R1-reasoning (temp=not supported).
For incorporating features into the LLM approach,
we designed specialized prompts for each exper-
imental condition. The base condition used only
comment text, while additional features were sys-
tematically incorporated through explicit prompt
engineering: stance information was provided as
categorical labels (pro/contra/neutral), rhetorical
techniques were presented as a structured list with
definitions, and the combined feature condition
integrated all information into a single comprehen-
sive prompt. For reasoning-enabled models, we
provided explicit instructions to analyze comment
relations step-by-step before determining the final
classification. We created eight distinct prompts:
four tailored for chat models and four designed
for reasoning models. Each set of four prompts
corresponded to our experimental conditions: com-

4See training scripts in repository for details.

ment text-only (Base condition in Table 2-4), text
with stance, text with rhetorical techniques, and all
features combined5.

6 Results

6.1 Comment Level
Table 2 reveals key trends in our findings. (1)
Shallow learning models consistently outperform
LLMs. (2) Notably, optimal performance was
achieved by all shallow learning models when
utilizing the comprehensive set of features, sug-
gesting effective operationalization of construc-
tive/destructive process concepts. To assess per-
formance reliability, we used bootstrap resampling
(1000 iterations) for LLMs and cross-validation
variance for shallow learning models. Both yielded
SD ≈ 0.02, with LLM results showing tighter
variance distributions than shallow learning mod-
els. Paired t-tests on key comparisons confirmed
statistical significance: XGBoost (B+S+T+E) vs.
DeepSeek (Base), feature engineering impact
within XGBoost (Base vs. B+S+T+E), and ag-
gregate shallow learning performance vs. LLM
performance across all conditions (all p < 0.001).
Complete bootstrap statistics are available in our
repository.

Table 3 presents class-specific performance met-
rics for the top-performing model, revealing a
degradation in model efficacy attributable to both
destructive and constructive agreement classes (a
trend consistently observed across all models, as
detailed in Figure 7 in Appendix). This discrep-
ancy must be contextualized within the constraints
of moderate inter-annotator reliability, and the class
imbalance within the dataset, which, despite the ap-
plication of SMOTE, may not fully alleviate the
negative impacts on model performance. Concur-
rently, the presence of linguistically complex phe-
nomena, such as irony or euphemisms, as illus-
trated in the following example:

Message 1 - Genuine Praise: "Your immigration
policy proposal balances security and compassion
brilliantly. You really are a genius."
Message 2 - Mockery/Sarcasm: "Your solution
to immigration is ’just close the borders’? You
really are a genius."

LLMs exhibited similar difficulties with agree-
ment categories across all models 6. Detailed anal-
ysis reveals that the primary challenge lies not in

5The complete prompts can be found in the repository.
6Complete fine-grained performance reports are available

in the repository.

51



Model Base B+Stance B+Tech B+S+T B+Emb B+S+T+E

DeepSeek 55.11 44.11 53.82 49.77 - -
DeepSeek-R1 41.81 37.62 44.58 43.59 - -
OpenAI 4o-mini 45.14 42.09 42.79 43.97 - -
OpenAI o3-mini 44.86 43.80 46.33 46.68 - -

Logistic Regression 28.37 39.87 45.44 55.15 38.48 57.82
SVM 28.48 42.04 45.27 51.99 39.38 58.38
XGBoost 31.87 44.67 47.81 59.24 40.27 60.60*
Random Forest 32.23 44.30 50.55 56.78 42.42 60.14

*Best model overall for comment-level prediction
We derived Standard Deviation bootstrapping through 10000 iterations (SD ≈ 0.02 for all)

Table 2: Comment Divisiveness Detection Performance Comparison (F1
Macro Scores)

Label P R F1

Des. Disagreement (-1.0) 0.83 0.82 0.82
Des. Agreement (-0.5) 0.47 0.58 0.52
Rephrase (0.0) 0.64 0.53 0.58
Cons. Agreement (0.5) 0.41 0.58 0.48
Cons. Disagreement (1.0) 0.69 0.57 0.62

Macro Avg. 0.61 0.62 0.61
Weighted Avg. 0.69 0.68 0.68

Model: XGBoost on All Features,
PCA 40, l.rate: 0.2, max_depth: 3, n_est: 50

Table 3: Comment-Level: Class-
Specific Performance

distinguishing constructive from destructive dis-
course, but in accurately identifying agreement ver-
sus disagreement relationships. While the mini-
mal temperature settings (0.1) employed for chat
models precluded examination of their decision-
making processes—as they output only categorical
labels—we report representative examples of the
reasoning traces generated by reasoning-enabled
models (GPT-03-mini) to illustrate potential expla-
nations for these performance limitations.

"Parent": "Please learn about World History. [Pro]"

"Comment": "CLOSE MILITARY BASES IN 80 PLUS NA-
TIONS CLOSE USA MILITARY BASES IN 80 PLUS NA-
TIONS [Pro][Repetition; Slogan]7"

"reasoning": "Step 1: The child’s comment does not engage
with the parent’s specific idea but instead presents its own sloga-
nized message to propose closing military bases. This does little
to build mutual understanding and seems to dismiss or sidestep
the parent’s point. Step 2: The use of slogans and repetition
indicates a tendency to oversimplify complex issues, reduc-
ing space for dialogue and critical engagement. These rhetor-
ical techniques are characteristic of divisive messaging.Step
3: The comment lacks perspective-taking or any respectful
engagement with the original idea; rather, it uses incendiary
rhetoric, which is likely to escalate division. Final Score: De-
structive_Disagreement/Attack",

This example demonstrates two key factors un-
derlying LLM performance limitations. First, the
model effectively utilizes the provided feature infor-
mation, correctly employ the presence of divisive
rhetorical techniques to justify the "Destructive Di-
mension" classification. However, the model fails
to connect the comments to the broader immigra-
tion discussion context. Human annotators labeled
this as "agreement" because both comments share
an underlying anti-colonial narrative—the parent
criticizing historical ignorance and the child ad-
vocating military withdrawal from former colonial
territories. Hence, a key issue appears to be context-
dependent agreement detection.

"Parent": "In that case maybe we should also have restrictions
on smaller men, like lets say 5’7 or under since they will also
have a difficult times carryinf heavy rocks?"[Neutral]

7See repository for complete prompt format. It included
also a brief definition of the detected technique and 4 guiding
questions.

"Comment": "I thought for a moment, then I remembered in
many north european contries the average is 6 and something
so 5’7 is short there lol"[Neutral][No Techniques]

"reasoning": "Step 1. The child comment directly engages with
the parent’s observation about height and restrictions using a
factual clarification while referencing the original comment.
Step 2. The tone is neutral and shows a respectful, though
subtly differing, perspective; it’s not dismissive or mocking.
Step 3. The comment contributes knowledge that can help
refine the point made by the parent without attacking the per-
son, promoting mutual understanding. Step 4. Overall, the
child comment reflects a constructive disagreement. Construc-
tive_Disagreement/Attack",

Also in this second example the model is effec-
tive in detecting the correct "tone" of the conver-
sation. However, it misinterprets the dialogical
function of the refinement of the parent’s statement
as an attack, when the child is actually contribut-
ing supportive evidence about height differences
across countries. Hence, LLMs may struggle to
distinguish between challenging refinements and
supportive contributions in agreement detection.
Notably, while both examples were drawn from
the "Text+Stance+Techniques" condition, neither
reasoning trace referenced this additional feature
information, though stance features were utilized
in other cases, indicating inconsistent integration.
Improved prompting strategies or reasoning ap-
proaches might enhance performance. We provide
complete reasoning model outputs in the repository
to facilitate further error analysis.

A closer examination of LLM behavior yields
interesting insights. Within this paradigm, the two
sub-groups exhibit divergent responses to varying
levels of feature input. (3) Non-reasoning (’chat’)
models returned their highest performance on tasks
when provided with minimal feature input, with
DeepSeek-V3 attaining peak performance within
this category (macro-F1 = 55.11). In stark con-
trast, reasoning-enabled LLMs demonstrated im-
proved performance when equipped with an exten-
sive range of features, underscoring their enhanced
capacity for leveraging supplementary information.

This disparity reflects different model design ob-
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Figure 5: Feature importance analysis using permuta-
tion method.

jectives: reasoning models (like DeepSeek-R1) are
optimized for analytical tasks requiring multiple ev-
idence sources, while chat models (DeepSeek-V3)
excel with minimal inputs but struggle with feature-
rich representations, evidenced by performance
degradation when adding features (from 55.11 to
49.77 macro-F1). Notwithstanding its limitations
with multi-feature integration, DeepSeek-V3 (‘chat
model’) surprisingly excelled in identifying agree-
ment relationships, outperforming others in both
destructive and constructive links detection, getting
the best overall performance score (see Figure 8b
in Appendix). This is likely due to its proficiency
in interpreting base text and stance information,
resembling their primary training objective – un-
derstanding conversational dynamics. Additionally,
this advantage may also stem from an emphasis
on contextual understanding over analytical depth,
where these models prioritize comprehending nu-
ances over handling complex, multi-faceted analy-
ses, thereby facilitating their superiority in recog-
nizing certain relationships, such as agreements.

6.1.1 Ablation Study
To identify the key predictors of divisiveness in
online discussions, we conducted an ablation study
using permutation importance. This technique mea-
sures feature importance by randomly shuffling
each feature’s values and calculating the result-
ing decrease in model performance, thus quanti-
fying each feature’s contribution to prediction ac-
curacy independent of model architecture. We
performed the analysis on our best-performing
model—an XGBoost classifier using PCA-reduced
embeddings (40 components) combined with lin-

guistic, stance, and propaganda features. The per-
mutation importance was calculated using 5 ran-
dom permutations per feature on the test set, with
macro F1 score as performance metric. Figure 5
presents the top features ranked by permutation
importance, color-coded by category (blue for divi-
sive techniques, orange for stance features, green
for linguistic features, and pink for embeddings).
Our analysis reveals a clear hierarchy in feature
importance, with two features demonstrating sub-
stantially higher influence than others:

Divisive techniques: The binary indicator
of whether a comment employs propaganda
techniques (has_techniques) emerged as the
strongest predictor of divisiveness (0.22 ± 0.01),
suggesting that rhetorical manipulation strongly
correlates with destructive discourse.

Comment stance: The ideological position
expressed in a comment towards the topic
(comment_stance) represents the second most in-
fluential feature (0.07 ± 0.01), indicating its im-
portance in determining agreement/disagreement
relationships between comments, which consti-
tutes one of the two dimensions in our annotation
schema.

Secondary predictors include question_marks
(0.05), abs_stance_diff (0.05), and word_count
(0.04), demonstrating the role of linguistic patterns
and stance differences in predicting divisiveness.
We grouped all the embedding components in just
one indicator (pca_Embeddings), which appears
among the most important features. This indicates
that semantic content captured by contextualized
representations contributes additional predictive
power beyond explicit features.

The results provide evidence supporting the theo-
retical distinction between constructive and destruc-
tive communicative processes proposed by Samson
and Nowak (2010), as well as our operationaliza-
tion of the construct using divisive rhetoric and
the specific stance expressed. This finding further
validates our hybrid approach combining explicit
rhetorical and stance features with semantic ones.

6.2 Chain Level
The chain-level analysis reveals intriguing method-
ological insights about how model performance
transfers across analytical levels. As described
in Section 5, we derived chain-level predictions
by averaging comment-level scores from our best-
performing models, mapping each chain to one of
the categories defined in Table 1. While XGBoost
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excels at the comment level, SVM unexpectedly
performs better at the chain level. This counter-
intuitive result likely stems from the interaction
between class distribution and error patterns across
analytical levels: destructive comments (57.48% of
the dataset) appear in more balanced proportions
when aggregated into chains, the models’ error
distributions affect chain-level metrics differently.
SVM’s marginal advantage in classifying destruc-
tive agreement comments becomes amplified when
predictions are averaged into chain scores. This
finding suggests that model selection should prior-
itize the specific analytical level of interest rather
than assuming performance transfers across lev-
els, as optimal classification at one level does not
necessarily translate to optimal performance when
those classifications are aggregated into higher-
level constructs. A similar pattern emerges with
LLMs, where OpenAI o3-mini shows improved
performance at the chain level, suggesting how
error distribution can impact model effectiveness
across different analytical levels.

7 Discussion and Conclusions

This study addressed the challenge of automati-
cally detecting and measuring constructive versus
destructive communication patterns in online dis-
cussions. Starting from the theoretical framework
proposed by Samson and Nowak (2010), we opera-
tionalized these constructs through a multilevel an-
alytical approach examining both individual com-
ments and conversation chains.

Given the abstract nature of these concepts, we
extracted linguistic, stance and rhetorical features
to characterize comments and highlight their com-
municative qualities. Our findings demonstrate the
effectiveness of this theory-driven feature engineer-
ing approach. In fact, the ablation study revealed
that divisive rhetorical techniques and stance infor-
mation serve as the strongest predictors of destruc-

tive communication, substantially outperforming
semantic embeddings alone.

This highlights an important methodological in-
sight: when equipped with theoretically-grounded,
specialized features, traditional machine learning
approaches outperformed more complex models
in domain-specific task. While LLMs excel at
general language understanding, their performance
is constrained when analyzing nuanced rhetorical
and dialogical relationships that require explicit
theoretically-grounded representation. The XG-
Boost model achieved 60.60% macro-F1 at the
comment level, substantially outperforming the
best LLM (DeepSeek at 55.11%). This advantage
was even more pronounced at the chain level, where
SVM reached 75.28% macro-F1 compared to Ope-
nAI o3-mini’s 64.69%. This gap underscores how
domain-specific tasks requiring specialized theoret-
ical knowledge may present unique challenges for
general-purpose LLMs, which lack explicit repre-
sentation of the theoretical structures provided by
our feature engineering approach.

In conclusion, our study demonstrates the benefit
of combining theoretical frameworks with compu-
tational methods for more nuanced approaches to
controversy analysis. Establishing baselines for
this task, and releasing our dataset and scripts, we
aim to facilitate further exploration of how specific
communicative choices contribute to either produc-
tive dialogue or increased antagonism across dif-
ferent platforms and domains, ultimately shaping
conversational dynamics in online spaces.

Limitations

Our study has several limitations. LLMs used
for rhetorical technique identification may under-
perform in domains different from their training
data, struggling with detecting fallacious argu-
ments "in the wild" (Ruiz-Dolz and Lawrence,
2023). Moreover, the qualitative analysis of rea-

Model Base B+Stance B+Tech B+S+T B+Emb B+S+T+E

DeepSeek (Chat) 41.95 44.70 44.45 49.72 - -
DeepSeek (Reasoning) 38.53 43.80 47.17 49.89 - -
GPT-mini 40.51 41.47 30.32 41.28 - -
OpenAI o3-mini 64.69 59.38 62.99 59.57 - -

Logistic Regression 24.66 39.43 62.26 64.61 36.41 71.72
SVM 26.94 35.42 62.80 66.67 40.70 75.28*
XGBoost 26.18 46.83 64.67 69.47 38.68 70.18
Random Forest 25.00 37.86 70.15 68.10 39.06 69.72

*Best model overall for chain-level category prediction

Table 4: Chain-Level Divisiveness Detection Performance Comparison (F1
Macro Scores)

Chain Category P R F1

Highly Destructive 0.83 0.83 0.83
Moderately Destructive 0.76 0.83 0.79
Slightly Dest./Neutral 0.67 0.71 0.69
Constructive 0.89 0.57 0.70

Macro Avg. 0.79 0.74 0.75

Model: SVM on All Features,
PCA 45; C: 1.0, gamma: 0.01, kernel: rbf

Table 5: Chain-Level Class-Specific
Performance
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soning models suggests that improved prompting
strategies could potentially enhance LLM perfor-
mance, indicating that our findings may reflect cur-
rent implementation limitations rather than funda-
mental model constraints.

The dataset’s skew toward destructive comments
(57.48%), while reflective of "natural" YouTube
discourse patterns, biases classification despite
SMOTE implementation. Through more balanced
datasets models equally sensitive to both construc-
tive and destructive patterns could be developed.
Additionally, moderate inter-annotator agreement
(Cohen′sK = 0.37) reflects the inherent subjec-
tivity in evaluating discourse quality. Refined an-
notation protocols could improve gold standard
roboustness in future work.

Our analysis focused exclusively on textual
features, overlooking valuable structural informa-
tion in conversation chains. Additionally, our
chain-level predictions were derived by averaging
comment-level scores. Incorporating graph-based
features such as reply depth, branching and tempo-
ral patterns could enhance prediction performance,
particularly for chain-level analysis (De Kock and
Vlachos, 2021; Hessel and Lee, 2019).

The study’s scope is confined to a single plat-
form, language, and topic domain, limiting gener-
alization. Cross-platform validation across diverse
languages and topics is necessary for broader ap-
plicability.
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The gold-set for evaluating stance detection per-
formance was created by two annotators who in-
dependently labeled 1,300 comments (guidelines
in repository), achieving an inter-annotator agree-
ment of Cohen’s κ = 0.61. Disagreements were
resolved through discussion, and GPT-4o’s perfor-
mance was subsequently evaluated on this gold-set;
performance metrics are reported in Table 6.

Class Precision Recall F1-score Support
Against 0.833 0.743 0.785 502
Neutral/Other 0.602 0.730 0.660 400
Support 0.823 0.759 0.790 403
Macro 0.752 0.744 0.745 1305
Weight. Avg. – – 0.748 1305

Table 6: Performance metrics of the stance classification

For divisive rhetoric detection performance, one
single expert annotator manually checked Chat-
GPT-4o-mini predictions on 2715 comments (see
repository), following prompt definitions. Table 7
reports the performance metrics.

Technique Prec. Rec. F1 Support
Overall Performance

Micro Average 0.840 0.797 0.818 2175
Macro Average 0.791 0.659 0.696 -

Individual Techniques
Appeal to Authority 0.652 0.577 0.612 26
Appeal to Fear/Prejudice 0.840 0.748 0.791 119
Bandwagon 0.667 0.200 0.308 10
Black-and-White Fallacy 0.828 0.485 0.611 99
Causal Oversimplification 0.676 0.881 0.765 227
Doubt 0.852 0.762 0.805 227
Exaggeration/Minimisation 0.862 0.880 0.871 241
Flag-Waving 0.882 0.833 0.857 108
Loaded Language 0.915 0.966 0.940 443
Name Calling/Labeling 0.869 0.896 0.883 415
Repetition 0.571 0.462 0.511 26
Slogans/Thought-terminating Cliché 0.821 0.222 0.350 149
Whataboutism/Straw Men 0.848 0.659 0.742 85

Table 7: Performance metrics of the divisive rhetorical
techniques detection
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Figure 6: Clustering Example

(a) Performance comparison of traditional machine
learning models across all five categories.

(b) Performance comparison of large language mod-
els across all five categories.

Figure 7: F1 score performance comparison of different model types on the five controversy classification categories.

(a) Performance comparison of traditional machine
learning models across all chain categories.

(b) Performance comparison of large language mod-
els across all chain categories.

Figure 8: F1 score performance comparison of different model types on the four chain classification categories.
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Abstract
Implicit premise is central to argumentative co-
herence and faithfulness, yet remain elusive
in traditional single-pass computational mod-
els. We introduce a multi-agent framework
that casts implicit premise recovery as a dia-
logic reasoning task between two LLM agents.
Through structured rounds of debate, agents
critically evaluate competing premises and con-
verge on the most contextually appropriate in-
terpretation. Evaluated on a controlled binary
classification benchmark for premise selection,
our approach achieves state-of-the-art accuracy,
outperforming both neural baselines and single-
agent LLMs. We find that accuracy gains stem
not from repeated generation, but from agents
refining their predictions in response to oppos-
ing views. Moreover, we show that forcing
models to defend assigned stances degrades
performance—engendering rhetorical rigidity
to flawed reasoning. These results underscore
the value of interactive debate in revealing prag-
matic components of argument structure.

1 Introduction

Arguments do not fail at the surface; they often fail
in what they assume. What makes an argument
persuasive is not always what is stated, but what is
left unsaid. Implicit premises—unstated assump-
tions that connect reasons to claims—are often the
true engines of argumentation (Hitchcock, 1985;
Toulmin, 1958; Walton and Reed, 2005).

Recovering implicit premises thus represents a
foundational, yet underexplored, challenge in com-
putational argument analysis. Existing systems
perform well at identifying explicit argumentative
components such as claims and reasons, but they
often fall short in capturing what is pragmatically
presupposed (Feng and Hirst, 2011; Walton and
Reed, 2005; Habernal et al., 2018a).

This limitation becomes particularly consequen-
tial in high-stakes domains such as law, finance,
and politics, where arguments frequently hinge on

Figure 1: Illustration of the two LLM agents debating
which is the correct implicit premise.

assumptions that are unstated, ambiguous, or im-
plied (Chakrabarty et al., 2021). In such contexts,
argument mining must move beyond surface-level
interpretation to reconstruct the hidden connec-
tive tissue that underpin argumentative coherence
(Hitchcock, 1985; Razuvayevskaya and Teufel,
2017; Katz et al., 2022).

The advent of large language models (LLMs)
has opened new possibilities for modeling con-
textual reasoning at scale. Yet when applied to
tasks demanding pragmatic inference, LLMs oper-
ating in isolation often fall short (Katz et al., 2022;
Chakrabarty et al., 2021). A key limitation is their
inability to interrogate their own outputs; reflec-
tive techniques such as self-reflection (Shinn et al.,
2023) are often unsuitable for capturing the nu-
anced reasoning required in argument mining. In
natural discourse, implicit premises are rarely sur-
faced in isolation—they are negotiated through in-
teraction, clarification, and iterative exchange (In-
oue et al., 2020; Stede et al., 2019).

Motivated by this observation, we propose a
multi-agent framework that models premise recov-
ery as a dialogic reasoning process between two
LLM agents. This approach draws on recent find-
ings that language models demonstrate more co-
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herent reasoning in interactive settings (Du et al.,
2024), and show enhanced pragmatic sensitivity
when engaged in debate (Ku, 2025). In our setup,
agents are either assigned or select a candidate
premise and interact either sequentially or simulta-
neously through structured rounds of deliberation.

We evaluate this method on the SemEval 2018
Task 12 dataset (Habernal et al., 2018b), which
casts implicit premise recovery as a binary clas-
sification task. While prior models—including
LSTM and BERT-based classifiers—showed mod-
erate success, our multi-agent approach achieves
the highest accuracy to date, outperforming both
traditional baselines and single-agent LLMs. These
results underscore the potential of agentic reason-
ing as a more effective paradigm for capturing the
pragmatic inference required in implicit argument
understanding. The primary contributions of this
work are as follows:

• We position implicit premise recovery as a
central task in argument mining, moving be-
yond surface-level extraction toward modeling
the pragmatic reasoning that underlies argu-
mentative coherence.

• We propose a multi-agent LLM framework
that addresses premise selection as a dialogic
process, yielding state-of-the-art performance
on a benchmark dataset.

2 Related Work

2.1 Implicit Premises and Deeper Argument
Understanding

The task of recovering implicit premises—unstated
assumptions that bridge claims and reasons—is
closely related to enthymeme reconstruction in clas-
sical argumentation theory. Enthymemes omit one
or more components of an argument, typically leav-
ing the audience to infer missing premises. Re-
covering these implicit links is crucial for argu-
ment mining, as they often carry the inferential
burden behind persuasive discourse. Early work
highlighted the logical challenges of modeling en-
thymemes (Hitchcock, 1985), while more recent
studies have focused on detecting, classifying, or
generating missing premises (Boltužić and Šnajder,
2016; Rajendran et al., 2016; Chakrabarty et al.,
2021; Hunter, 2022; Stahl et al., 2023).

Building on this line of inquiry, researchers have
investigated a range of tasks that involve implicit

inference, including the recovery of unstated rea-
soning chains in question answering (Katz et al.,
2022), the identification of event arguments with
long-range dependencies (Lin et al., 2022a), and
the discovery of relational links between argumen-
tative units via implicit inferences (Saadat-Yazdi
et al., 2023). These studies show that even state-of-
the-art systems often struggle to model the back-
ground knowledge and pragmatic logic required to
make sense of incomplete arguments.

Beyond model development, recent efforts have
sought to improve the quality of annotated data
for implicit reasoning. Singh et al. (2021) pro-
posed a semi-structured annotation methodology
for collecting implicit warrants, demonstrating that
abstract assumptions can be reliably captured via
guided crowdsourcing.

While these advances have expanded our under-
standing of hidden argumentative structure, implic-
itness is still often treated as a supporting concern
rather than a central modeling objective. In con-
trast, our work foregrounds implicit premise re-
covery as the primary task and frames the process
as one of pragmatic, dialogic reasoning between
agents.

2.2 Multi-Agent LLM Debate
Multi-agent debate has emerged as a promising
method for enhancing reasoning in large language
models by transforming inference from a solitary
act into an interactive process. Instead of relying
on a single model’s output, multiple agents engage
in dialogue—critiquing, revising, and refining their
interpretations—mirroring the deliberative nature
of human reasoning (Irving et al., 2018; Du et al.,
2024). Such interactions improve factual accuracy,
consistency, and interpretability across domains.
Chan et al. (2024) and Liang et al. (2024) report
that multi-agent discussions help overcome indi-
vidual model biases, with Liang et al. (2024) de-
scribing this as a remedy for the “degeneration-
of-thought” effect—where flawed lines of reason-
ing persist without external correction. These in-
sights echo Minsky (1988)’s notion of a “society
of minds,” in which intelligence arises from the
interplay of multiple specialized reasoning units.

We extend this paradigm to the domain of ar-
gument mining, where implicit premise recovery
requires more than the injection of external knowl-
edge—it demands interpretive contrast. To our
knowledge, this is the first study to apply multi-
agent LLM debate to an argument mining task.
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3 Methodology

3.1 Task Definition

We define the task of implicit premise recov-
ery as selecting the correct implicit premise
P ∗ ∈ {Premise A,Premise B} that logically
and pragmatically bridges a reason R and a
claim C in a given argument tuple x =
(C,R, Premise A,Premise B).

Claim: Young people’s votes matter.
Reason: All votes matter.
Premise A: Many young people vote.
Premise B: Many young people don’t vote.

Table 1: Example of an implicit premise recovery in-
stance.

This example highlights the subtlety of the task:
both candidate premises appear logically plausi-
ble yet imply distinct pragmatic interpretations.
Premise A implies descriptive inclusion—that
young people are already voters whose contribu-
tions merit recognition—while Premise B suggests
normative urgency, highlighting that their underrep-
resentation makes their votes especially valuable.
Disambiguating between such readings requires
sensitivity to context and intent, rather than reliance
on lexical overlap or surface logic.

We approach this task as a deliberative pro-
cess between two large language model agents,
each initialized with a different candidate premise.
Through structured multi-round dialogue, the
agents attempt to resolve their disagreement and
identify the premise P ∗ that most plausibly com-
pletes the argument.

Formally, a debate instance D consists of a se-
quence of rounds D = {R1, R2, . . . , Rn}, where
each round Ri contains contributions (a(A)

i , a
(B)
i )

from agents A and B, respectively. The task is
evaluated as a binary classification problem: each
instance is marked correct if the final agreed-upon
premise matches the gold-standard label, or in-
correct if the debate either results in the wrong
selection or terminates without consensus after n
rounds.

3.2 Design of the LLM Debate

To systematically evaluate how LLMs reason over
competing premises, we design a debate framework
that manipulates two key structural conditions:
stance assignment and interaction order. These
conditions allow us to test how different configura-

tions affect argumentative convergence and overall
performance.

Condition 1: Given vs. Chosen Stance In the
Given stance condition, each agent is explicitly
assigned a candidate premise to defend—either
Premise A or Premise B. During preliminary test-
ing, we observe that agents often rigidly maintain
their initial stance, even when logically weaker (see
Appendix Figure 8). To address this, we introduce
staged prompting: early rounds emphasize advo-
cacy, while later rounds prompt agents to neutrally
evaluate both premises and converge on the more
plausible one (Appendix Listing 2).

Figure 2: Illustration of the Given conditon.

Figure 3: Illustration of the Chosen conditon.

In the Chosen stance condition, each agent in-
dependently selects the premise it finds more con-
vincing and is instructed to defend that choice (Ap-
pendix Listing 3). If the agents agree on a premise
early in the debate, the session is immediately ter-
minated and the shared answer is evaluated against
the gold label.

Condition 2: Sequential vs. Simultane-
ous Round While the first round in both
configurations functions as an opening state-
ment—analogous to initial remarks in formal de-

60



bate—the two conditions diverge in how subse-
quent rounds are structured and processed.

In the sequential setup, agents engage in alter-
nating turns; Agent A begins by defending one
candidate premise, and Agent B responds after re-
viewing A’s output. This allows each agent to build
on or challenge the preceding argument.

Figure 4: Illustration of the Sequential conditon.

Figure 5: Illustration of the Simultaneous conditon.

In the simultaneous setup, both agents produce
their arguments independently and then respond to
each other’s initial outputs in the following round.
This structure enables a more parallel and symmet-
rical form of interaction.

This design allows us to evaluate whether
free premise selection improves convergence and
whether agents benefit from observing each other’s
arguments across rounds. The full implementa-
tion details, including model selection, decoding
parameters, and logging tools, are provided in the
subsequent section.

4 Experimental Setup

4.1 Dataset
We evaluate our approach using the Argument Rea-
soning Comprehension Task dataset from SemEval-

2018 Task 12 (Habernal et al., 2018b), a bench-
mark explicitly designed to test implicit reason-
ing in natural language arguments. Each instance
consists of a claim, a reason, and two candidate
warrants1—only one of which correctly links the
reason to the claim.

The incorrect premises are crafted to be topically
and lexically plausible, yet logically incompatible
with the argument, thereby requiring models to
engage in pragmatic inference rather than rely on
shallow surface cues. The dataset contains 1,970
instances drawn from online debates, partitioned
into training (1,210), development (316), and test
(444) sets. For our evaluation, we focus on the
held-out test set to enable direct comparison with
previously reported results from baseline models.

This dataset is particularly well-suited for
our purposes because of (1) its topical diver-
sity—including politics, ethics, economics, and
social policy—which mirrors real-world argumen-
tative variety, and (2) its construction via a rigorous
eight-step crowdsourcing pipeline with multiple
validation rounds, ensuring that examples are high-
quality and pragmatically meaningful.

4.2 Model Configuration

We implement all experiments using OpenAI’s
GPT-4o-mini, the most cost-effective and fastest
available LLM at the time of writing. Given the
latency introduced by multi-turn agent interaction,
GPT-4o-mini offers the best balance between com-
putational efficiency and linguistic performance.
All LLM experiments—including the single-agent
baseline—use identical model settings to ensure
comparability. Multi-agent interactions are man-
aged via the LangGraph framework, which facili-
tates node-based orchestration and message pass-
ing. Logging and analysis of outputs are performed
using LangSmith.

4.3 Parameters

To determine appropriate parameters, we con-
ducted preliminary experiments using the single-
agent LLM. We tested temperature values of 0.1,
0.3, 0.5, 0.7, and 0.9, along with max round settings
of 5, 10, 15, and 20. Neither parameter showed
statistically significant impact on performance. We
therefore adopted the median configuration: tem-

1We treat “warrant” and “implicit premise” interchange-
ably throughout this paper, following Toulmin’s framework
(Toulmin, 1958) in which a warrant serves as the unstated
bridge in an argument.
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perature was fixed at 0.5, and all debates were
capped at 10 rounds.

No few-shot examples or chain-of-thought
prompting were used. Given that implicit premise
recovery is a pragmatic reasoning task with no
canonical steps, such scaffolding was treated as
a potential confound. If no agreement was reached
within 10 rounds, the debate was marked incorrect.

4.4 Previous Models

To establish strong baselines for comparison, we
replicated two representative models for implicit
premise recovery. Rather than relying solely on
reported metrics, we reproduced both models using
their publicly available code and the original test
dataset.

LSTM This model designed by Choi et al.,
2018 implements a hybrid architecture combin-
ing a pre-trained Enhanced Sequential Inference
Model (ESIM; Chen et al., 2017) with a bidirec-
tional LSTM. The ESIM component, trained on
SNLI (Bowman et al., 2015) and MNLI (Williams
et al., 2018), captures entailment knowledge and
passes frozen sentence pair representations to a
task-specific BiLSTM. The model processes all rel-
evant pairings—claim–premise, premise–reason,
and premise–premise—and feeds their concate-
nated outputs into a fully connected network to
determine the correct implicit premise. This ap-
proach ranked first in the 2018 shared task and
outperformed all other submissions by a margin of
over 10 percentage points (Habernal et al., 2018b).

BERT We fine-tuned RoBERTa (Liu et al., 2019),
an optimized variant of BERT that omits the Next
Sentence Prediction objective and is trained on
longer sequences and larger corpora. Inputs were
formatted as concatenated sequences of the claim,
reason, and candidate implicit premise. Compared
to sequential models like LSTM, RoBERTa uses
self-attention to capture contextual dependencies
across the entire input simultaneously. The model
was trained for 10 epochs with a learning rate of
1e−5, weight decay of 0.01, and a batch size of
16. The maximum sequence length was set to 512
tokens, and all experiments were run on 8 A100
GPUs.

5 Results

5.1 Main Results

Table 2 presents a comparison of model perfor-
mance across prior baselines and the five LLM con-
figurations tested in this study. The single-agent
LLM baseline achieved an accuracy of 0.7928, out-
performing previous neural models—including the
top-performing LSTM (0.7050) and a fine-tuned
RoBERTa model (0.7564). This result confirms
that a single-pass LLM does exhibit strong capabil-
ities for implicit premise recovery under zero-shot
conditions.

Our multi-agent framework, however, produced
further improvements under specific configurations.
In Chosen stance setups—, where agents inde-
pendently selected and defended their preferred
premise—, both interaction orders led to substan-
tial gains. The Simultaneous condition achieved
0.8446 in accuracy, and the Sequential condition
yielded the highest overall performance at 0.8694.
These results indicate that dialogic reasoning is
most effective when agents are free to align on a
shared interpretation, rather than being constrained
by initial position assignments.

A Cochran's Q test confirmed a statistically
significant difference in performance across the
five LLM configurations (Q = 101.03, df = 4,
p < 0.0001), prompting further pairwise analysis.
Post-hoc McNemar tests revealed that nearly all
model pairs differed significantly, with two key ex-
ceptions. First, the two highest-performing condi-
tions—Chosen & Sequential and Chosen & Simul-
taneous—did not differ significantly (p > 0.05),
despite a nominal accuracy gap of 2.5 percent-
age points. Second, the two lowest-performing
configurations—Given & Sequential and Given &
Simultaneous—also showed no significant differ-
ence (p > 0.05), suggesting that interaction order
exerted limited influence in the presence of fixed
stance assignments.

Direct comparisons with the single-agent base-
line further clarify this pattern. The single-agent
LLM statistically outperformed both Given stance
conditions: for Given & Sequential, the McNemar
test yielded p < 0.0001 (contingency: 275 both
correct, 77 single only, 35 Given only, 57 both
wrong); for Given & Simultaneous, p < 0.01 (con-
tingency: 288, 64, 32, 60). These results indicate
that rigid stance assignment may suppress perfor-
mance even relative to non-interactive inference.

Conversely, both Chosen stance configurations
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Model Citation Accuracy Precision Recall F1

Previous Studies

Baseline Habernal et al. (2018b) 0.5000 - - -
LSTM Choi et al. (2018) 0.7050 0.7281 0.6870 0.7069
BERT Liu et al. (2019) 0.7564 0.7568 0.7568 0.7568

LLM-based experiments

Single-agent LLM This study 0.7928 0.7941 0.7928 0.7928
MultiAgent Debate (Given & Sequential) This study 0.6982 0.6986 0.6982 0.6973
MultiAgent Debate (Given & Simultaneous) This study 0.7207 0.7207 0.7207 0.7207
MultiAgent Debate (Chosen & Sequential) This study 0.8694 0.8768 0.8694 0.8691
MultiAgent Debate (Chosen & Simultaneous) This study 0.8446 0.8553 0.8446 0.8440

Table 2: Comparison of performance on implicit premise recovery across prior models and configurations tested in
this study. The best scores are in bold.

significantly outperformed the single-agent model.
Against Chosen & Sequential, the McNemar test
yielded p < 0.0001 (contingency: 337, 49, 15, 43);
against Chosen & Simultaneous, p < 0.01 (contin-
gency: 334, 41, 18, 51). These findings confirm
that when agents are permitted to self-select and
defend their preferred stance, multi-agent interac-
tion leads to robust improvements over single-pass
prompting.

Taken together, these results indicate that stance
assignment—not interaction order—is the primary
determinant of performance differences in multi-
agent LLM debate. While alternating turns may
allow for richer back-and-forth refinement, its im-
pact is modest compared to the benefits of allow-
ing agents to converge on shared, self-selected
premises.

5.2 Effect of Temperature and Max Rounds

To test whether decoding parameters affect per-
formance, we conducted an additional set of ex-
periments using the best-performing configura-
tion—Chosen & Sequential—as a base. While
this setting yielded the highest overall accuracy
(0.8694), it was not statistically distinguishable
from the Chosen & Simultaneous condition (p >
0.05), indicating that both settings perform compa-
rably under the chosen evaluation metric.

We varied the temperature parameter across five
values (0.1, 0.3, 0.5, 0.7, and 0.9), holding all
other factors constant. Temperature 0.5 was used
throughout our main experiments, including both
single-agent and multi-agent runs. A Cochran’s Q
test revealed a highly significant difference across
the five temperature conditions (Q = 150.18,
df = 4, p < 0.0001), suggesting that temperature
meaningfully impacts model behavior at the in-

Figure 6: Impact of decoding temperature on implicit
premise recovery accuracy under the Chosen & Sequen-
tial setting. Error bars represent 95% confidence inter-
vals.

stance level—even when overall accuracy remains
comparable (ranging from 0.8514 to 0.8694). Post
hoc McNemar tests confirmed that temperature 0.5
differs significantly from all other settings: 0.1
(p < 0.0001), 0.3 (p < 0.0001), 0.7 (p < 0.0001),
and 0.9 (p < 0.0001). In contrast, no significant
differences were observed between any of the non-
0.5 pairs. These findings indicate that temperature
0.5 produces a statistically distinct profile of cor-
rect predictions while yielding the highest accuracy
among tested settings.

To examine whether the number of debate
rounds influences performance, we conducted a
similar test across four configurations (N = 5, 10,
15, 20). A Cochran’s Q test yielded no signifi-
cant difference across these settings (Q = 0.063,
df = 3, p > 0.05), suggesting that extending or
shortening the debate window has minimal effect
on instance-level behavior. Accordingly, we re-
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Figure 7: Impact of maximum number of debate rounds
on accuracy under the Chosen & Sequential setting.
Error bars represent 95% confidence intervals.

tain N = 10 as a reasonable and computationally
efficient default for all primary experiments.

6 Discussion

6.1 Effectiveness of Multi-Agent Debate

Our multi-agent debate framework outperforms
all previous models—surpassing LSTM-based sys-
tems, fine-tuned BERT classifiers, and single-agent
LLMs—on the task of implicit premise recovery.
Crucially, this improvement is not merely an arti-
fact of increased generation length or system com-
plexity. Rather, we argue that performance gains
arise because agents iteratively refine their beliefs
in response to alternative perspectives, producing
more robust and context-sensitive inferences (as
evidenced in Appendix Figure 12).

One may reasonably ask whether the chosen
stance conditions, particularly in the Simultane-
ous setup, simply replicate the effect of running
two single-agent models independently. Since
agents make initial decisions without access to each
other’s output, early convergence may occur with-
out deliberation. However, the key distinction lies
in what follows: when agents initially disagree,
the opportunity for dialogic correction arises. In
such cases, the debate enables mutual calibration,
allowing one agent to reconsider its stance based
on the other’s justification. This mechanism proves
especially valuable on instances where single-agent
models consistently fail. As illustrated in Appendix
Figure 9 and Figure 10, what a single agent mis-
classifies, two agents—through comparative eval-
uation—can resolve correctly. This pattern holds
across a broader set of disagreements, suggesting

that performance gains stem not from parallelism
alone, but from the capacity of agents to refine their
inferences in light of opposing views.

Another interpretation is that the performance
gains reflect the cumulative effect of multiple
rounds of generation. To address this, we tested
four different values for the maximum number of
rounds (N = 5, 10, 15, 20). We found no statisti-
cally significant differences across these conditions,
indicating that additional steps alone do not account
for improved accuracy. It is not repetition, but re-
ciprocal engagement—particularly when disagree-
ment prompts justification and reassessment—that
appears to drive better outcomes.

These findings reinforce the value of dialogic
reasoning in argument mining. Where single-agent
models operate in isolation, our framework en-
ables argument structure to be negotiated through
interaction. By situating inference within a se-
quence of comparative responses, debate makes
pragmatic assumptions explicit—bringing other-
wise tacit premises to the surface.

6.2 Assigned Stances Undermine Performance
Models in human-like debate settings are often
assigned opposing views to simulate adversarial
reasoning. Yet, our findings suggest that this arti-
ficially adversarial setup may degrade rather than
enhance argumentative performance in LLM-based
systems. Across both Sequential and Simultaneous
configurations, the Given stance condition consis-
tently underperformed—not only relative to the
Chosen stance condition but also below the single-
agent baseline.

To understand this degradation, we observe that
forced stance assignment increases rhetorical rigid-
ity. In early rounds, agents adopt emphatic and
assertive tones in defending their assigned premise,
even when it is logically weaker. As shown in Ap-
pendix Figure 11, an agent instructed to support
an incorrect premise begins the debate with claims
such as “It must be true that. . . ,” displaying early
signs of overcommitment. This aligns with Xu et al.
(2024), who demonstrated that rhetorical appeals
can heighten LLM susceptibility to misinforma-
tion. When forced to advocate for flawed views,
models not only generate more confident but less
coherent arguments, mirroring patterns observed
in persuasive manipulation studies. In our setting,
this rhetorical extremity can also influence the op-
posing agent, prompting premature agreement or
deference—particularly in sequential interactions.
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Such overcommitment may not only degrade indi-
vidual reasoning but also induce hallucination-like
effects in the peer model, which begins to mirror
or justify the incorrect position under the weight of
assertive framing.

These results caution against over-relying on
adversarial structure in multi-agent LLM setups.
While role-based opposition may resemble human
debate, it can push models toward rhetorical ex-
tremity rather than pragmatic reasoning.

7 Conclusion

This study demonstrates that multi-agent debate
significantly enhances large language models’ ca-
pacity for implicit premise recovery—an essen-
tial yet underexplored task in computational argu-
ment analysis. While a single-agent LLM already
outperforms prior state-of-the-art models, our re-
sults show that dialogic reasoning among multi-
ple agents enables further gains, particularly when
agents are allowed to choose their stances freely.

Extensive evaluation on a challenging bench-
mark reveals that forcing agents to defend fixed
premises undermines reasoning quality, while en-
abling them to converge on the most plausible in-
terpretation fosters both accuracy and coherence.
We also show that decoding parameters such as
temperature can influence prediction profiles in
statistically meaningful ways, even when overall
accuracy remains stable.

Taken together, these findings suggest that multi-
agent debate is not merely a novelty but a viable
path toward more transparent, flexible, and human-
aligned reasoning and mining methodology.

Limitations and Future Work

Our evaluation relies on the SemEval 2018 Task 12
dataset, which casts implicit premise recovery as a
binary classification task with one correct and one
incorrect candidate. While this framing offers clear
benchmarking advantages, it abstracts away from
the open-endedness of real-world argumentation,
where multiple plausible premises may coexist and
reasoning is shaped by cultural and pragmatic nu-
ance.

Future work should extend this framework to
open-domain and multi-label argument settings,
moving beyond binary premise selection. We also
plan to explore the use of log probabilities and ver-
balized confidence (Lin et al., 2022b) to quantify
the certainty and rigidity of agent reasoning. Addi-

tionally, a neutral, third-party judge (Ku, 2025) or
moderator agent could be introduced to adjudicate
debates and guide convergence in more complex or
ambiguous argumentative scenarios.
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Appendix: Agent Debate Logs

Figure 8: Example debate in which agents failed to reach consensus within the n-round limit. The session was
marked incorrect due to exceeding the maximum number of allowed rounds without convergence.
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Figure 9: Example output from a single-agent LLM that selected the incorrect premise. This instance highlights the
limitations of isolated inference when recovering implicit argumentative structure.
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Figure 10: Example multi-agent debate (Chosen & Simultaneous condition) in which the agents began with opposing
views. One agent was persuaded by the other during deliberation, leading to convergence on the correct answer.
This illustrates the corrective effect of dialogic interaction.
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Figure 11: Example multi-agent debate (Given & Sequential condition) in which one agent—despite being assigned
a logically weaker premise—persuaded the other to converge on an incorrect answer. This demonstrates how forced
stance assignment can amplify rhetorical overcommitment and reduce reasoning quality.
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Figure 12: Example multi-agent debate (Chosen & Sequential condition) where initial disagreement was resolved
through deliberation. One agent revised its position in light of the other’s argument, resulting in correct convergence.
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Appendix: Prompts

AGENT_SYSTEM = """You should select
the correct implicit premise ,
given claim and reason ."""

AGENT_USER = """

...

<claim >
{claim}
</claim >

<reason >
{reason}
</reason >

<premiseA >
{premiseA}
</premiseA >

<premiseB >
{premiseB}
</premiseB >
"""

Listing 1: Single-Agent LLM Prompt

# === Given Premise Agents ===
# === Premise A Agent ===

PREMISE_A_AGENT_SYSTEM = """You are a
debate agent tasked with

selecting the correct implicit
premise , given claim and reason.

You will be assigned one of two
possible premises and begin the
debate by taking a firm stance in
favor of it.

Your goal is to reason and defend
your assigned premise --Premise A
--as the most plausible implicit
premise that completes the
argument. You may revise your
stance in later rounds if your
opponent presents clearly
superior reasoning.

"""

PREMISE_A_AGENT_USER = """
<claim >
{claim}
</claim >

<reason >
{reason}
</reason >

<premiseA >
{premiseA}
</premiseA >

<premiseB >
{premiseB}
</premiseB >

<instruction >

...

Two possible candidate premises are
provided. Only one accurately
represents the kind of assumption
the speaker must have held for

the reason to support the claim.

You are assigned ** Premise A**, and
should begin the debate by
defending it as the correct
implicit premise.

Follow these debate rules:
1. Carefully read the claim and the

reason.
2. Argue why Premise A best fills

that gap.
3. Engage with your opponent 's view

of Premise B.
4. Your goal is to defend Premise A,

but you may revise your stance if
necessary in later rounds.

...

NOTE:

-In early rounds , you may defend your
given premise.

-In later rounds , however , you should
prioritize consensus and

acknowledge stronger reasoning if
your opponent 's premise holds up

.

</instruction >
"""

# === Premise B Agent ===

PREMISE_B_AGENT_SYSTEM = """ You are a
debate agent tasked with

selecting the correct implicit
premise , given claim and reason.

You will be assigned one of two
possible premises and begin the
debate by taking a firm stance in
favor of it.

Your goal is to reason and defend
your assigned premise --Premise B
--as the most plausible implicit
premise that completes the
argument. You may revise your
stance in later rounds if your
opponent presents clearly
superior reasoning.

"""

PREMISE_B_AGENT_USER = """
<claim >
{claim}
</claim >

<reason >
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{reason}
</reason >

<premiseA >
{premiseA}
</premiseA >

<premiseB >
{premiseB}
</premiseB >

<instruction >

...

Two possible candidate premises are
provided. Only one accurately
represents the kind of assumption
the speaker must have held for

the reason to support the claim.

You are assigned ** Premise B**, and
should begin the debate by
defending it as the correct
implicit premise.

Follow these debate rules:
1. Carefully read the claim and the

reason.
2. Argue why Premise B best fills

that gap.
3. Engage with your opponent 's view

of Premise A.
4. Your goal is to defend Premise B,

but you may revise your stance if
necessary in later rounds.

...

NOTE:

-In early rounds , you may defend your
given premise.

-In later rounds , however , you should
prioritize consensus and

acknowledge stronger reasoning if
your opponent 's premise holds up

.

</instruction >
"""

Listing 2: Multiagent LLM Prompts under the Given
stance condition

# === Chosen Premise Agents ===

PREMISE_CHOSEN_AGENT_SYSTEM = """ You
are a debate agent tasked with
selecting the correct implicit
premise , given claim and reason.

You will be assigned one of two
possible premises and begin the
debate by taking a firm stance in
favor of it.

Your goal is to reason and defend the
implicit premise of your choice

as the most plausible implicit

premise that completes the
argument. You may revise your
stance in later rounds if your
opponent presents clearly
superior reasoning.

"""

PREMISE_CHOSEN_AGENT_USER = """
<claim >
{claim}
</claim >

<reason >
{reason}
</reason >

<premiseA >
{premiseA}
</premiseA >

<premiseB >
{premiseB}
</premiseB >

<instruction >

Two possible candidate premises are
provided. Only one accurately
represents the kind of assumption
the speaker must have held for

the reason to support the claim.

You may begin the debate by defending
the premise you find more

convincing as the correct
implicit premise.

Follow these debate rules:
1. Carefully read the claim and the

reason.
2. Argue why your chosen premise best

fills that gap.
3. Engage with your opponent 's view

of the opposing premise.
4. Your goal is to defend your

position , but you may revise your
stance if necessary in later

rounds.

...

NOTE:

-In early rounds , you may defend your
chosen premise.

-In later rounds , however , you should
prioritize consensus and

acknowledge stronger reasoning if
your opponent 's premise holds up

.

</instruction >
"""

Listing 3: Multiagent LLM Prompts under the Chosen
stance condition
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Abstract

Argument Mining (AM) aims at detecting argu-
mentation structures (i.e., premises and claims
linked by attack and support relations) in text.
A natural application domain is political de-
bates, where uncovering the hidden dynamics
of a politician’s argumentation strategies can
help the public to identify fallacious and propa-
gandist arguments. Despite the few approaches
proposed in the literature to apply AM to po-
litical debates, this application scenario is still
challenging, and, more precisely, concerning
the task of predicting the relation holding be-
tween two argument components. Most of AM
relation prediction approaches only consider
the textual content of the argument component
to identify and classify the argumentative rela-
tion holding among them (i.e., support, attack),
and they mostly ignore the structural knowl-
edge that arises from the overall argumentation
graph. In this paper, we propose to address
the relation prediction task in AM by com-
bining the structural knowledge provided by a
Knowledge Graph Embedding Model with the
contextual knowledge provided by a fine-tuned
Language Model. Our experimental setting is
grounded on a standard AM benchmark of tele-
vised political debates of the US presidential
campaigns from 1960 to 2020. Our extensive
experimental setting demonstrates that integrat-
ing these two distinct forms of knowledge (i.e.,
the textual content of the argument component
and the structural knowledge of the argumen-
tation graph) leads to novel pathways that out-
perform existing approaches in the literature on
this benchmark and enhance the accuracy of
the predictions.

1 Introduction

Argument Mining (AM) is the subfield of Natu-
ral Language Processing (NLP) that deals with
automatically extracting argument structures (e.g.,
premises, claims, support and attack relations) from
text (Lawrence and Reed, 2019; Arora et al., 2023).

Argumentation graphs are then built where the iden-
tified argument components are the nodes of the
graph and the edges represent support and attack
relations among the components. Extracting argu-
ment structures has key applications in political
scenarios (Menini et al., 2018; Visser et al., 2020a;
Goffredo et al., 2022; Mancini et al., 2022) as mak-
ing explicit the underlying argumentation graph
of a political debate can unveil underlying strate-
gies, inconsistencies, persuasive tactics and logical
fallacies in the arguer’s statements.

AM includes two main sub-tasks: (i) the identi-
fication of argument components, such as claims
and premises, and their boundaries; (ii) the predic-
tion of the relation, e.g., support or attack, holding
between these components. In literature, differ-
ent approaches showed promising results on the
two tasks (Lippi and Torroni, 2016; Niculae et al.,
2017; Stab and Gurevych, 2017; Mayer et al., 2021;
Morio et al., 2022; Mushtaq and Cabessa, 2023).

The performance of AM models deteriorates
when applied on political debates (Ruiz-Dolz et al.,
2021; Goffredo et al., 2023b), given the complex-
ity of the argumentation proposed in this context.
The task of relation prediction, particularly when
applied to political debates, has proven to be par-
ticularly challenging due to the small number of
manually annotated resources for this task (Had-
dadan et al., 2019b; Visser et al., 2020a,b) and the
lack of standard baselines against which to com-
pare (Gemechu et al., 2024). Most existing meth-
ods in the literature predict the relations between
argument components based solely on the textual
content of the argument, ignoring the structure of
the whole argumentation graph and the connections
of the involved premises and claims towards other
argument components in the graph. To address
this challenging issue, recent approaches proposed
frameworks that incorporate structural knowledge
to achieve better results in the AM task (Khatib
et al., 2020; Yuan et al., 2021). Their results are
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highly encouraging, providing even stronger sup-
port for leveraging technologies that combine struc-
tural knowledge with AM techniques. In this paper,
we answer the following research questions:

RQ1: Can structural knowledge contained in
Knowledge Graphs be profitably employed in chal-
lenging tasks such as argument relation prediction?

RQ2: If so, can we integrate Knowledge Graph
models with existing AM models to improve the
state-of-the-art (SOTA) on the argument relation
prediction task?

Our proposal consists in taking a different per-
spective on the argument relation prediction task,
by integrating the structural information of the
underlying argumentation graph into the classi-
fication task. We evaluated our novel approach
on a standard challenging benchmark in the AM
field for political debates, i.e., the ElecDeb60to20
dataset (Goffredo et al., 2023b). This dataset is,
to the best of our knowledge, the largest avail-
able dataset of political debates manually annotated
with argument components and relations.

More precisely, our approach leverages struc-
tural knowledge in the form of a Knowledge Graph
(KG), i.e., a structured representation of facts
through entities, relationships, and semantic de-
scriptions. Entities represent either word objects or
abstract concepts, while relations represent the con-
nections between entities. To leverage the knowl-
edge contained in the KG, we employ Knowl-
edge Graph Embedding Models (KGEMs) (Bordes
et al., 2013; Yang et al., 2015; Dettmers et al., 2018;
Wang et al., 2021a), which are models designed
to efficiently capture the semantics and the struc-
ture of a KG by mapping its entities and relations
to a lower-dimensional vector space. The best-
performing KGEM is integrated with a fine-tuned
Language Model (LM) to improve the predictions
on the argument relation classification task using a
Machine Learning (ML) classifier.

The main contributions of our work are summa-
rized as follows:

• We combine KGEMs with SOTA models in
AM, leveraging fine-tuned LMs to improve
SOTA results on the argument relation predic-
tion task.

• We perform extensive experiments over sev-
eral KGEMs to reveal the structural informa-
tion contained in argumentation graphs.

Our hybrid approach, in its best-performing

configuration, achieves a 0.73 Macro F1-Score
for the argument relation prediction task, out-
performing SOTA approaches on the challenging
standard benchmark ElecDeb60to20 (Haddadan
et al., 2019a; Goffredo et al., 2023b). Our results
show the importance of strategies that take into
account structural information when dealing with
NLP tasks over graph-based information, such as
argument-based debates.

Furthermore, our method does not depend on
joint training or new complex models, as previous
approaches in the literature (Li et al., 2021; Saadat-
Yazdi et al., 2023), and it represents a resource-
efficient approach building on KG-based models.

The rest of the paper is organized as follows:
Section 2 discusses the related work, while Sec-
tion 3 illustrates the methods and the experimental
setting. Section 4 and Section 5 present our find-
ings and the error analysis. Section 6 summarizes
the key outcomes.

2 Related Work

In more recent developments, pre-trained trans-
formers like BERT have been increasingly adopted
for tasks such as argument recognition, rela-
tion prediction, and premise/conclusion identifi-
cation within political debates. These models
leverage their deep contextual understanding to
achieve significant improvements over earlier meth-
ods (Poudyal et al., 2020; Ruiz-Dolz et al., 2021).

The behavior of transformer-based models in
predicting argument relations has been investigated
in multiple approaches in the literature. In (Ruiz-
Dolz et al., 2021), the authors applied various
transformer-based models, including BERT, XL-
Net, RoBERTa, DistilBERT, and ALBERT, to clas-
sify four types of relations in the IAT labeling
schema: inference (RA), conflict (CA), rephrase
(MA), and no relation. Their approach achieved a
macro F1-score of 0.70 on the 2016 US Political
Debates dataset (US2016). More recently, multi-
modal AM techniques have gained attention. A
study on the 2020 US Political Debates (US2020)
explored the integration of audio and transcript fea-
tures to improve AM tasks (Mestre et al., 2021).
The study on the M-Arg multi-modal dataset found
that audio-only and multi-modal models performed
with high accuracy and F1 scores in the argument
relation classification task; However, the classifica-
tion of support and attack relations remains chal-
lenging, with the highest F1 scores reaching only
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0.24 and 0.21, respectively.

While initial approaches overlooked the impor-
tance of structural information, recent research un-
derscores its critical role (Yuan et al., 2021; Morio
et al., 2022). Structural knowledge—such as the
relationships between different components of an
argument—plays a crucial role in understanding
the connections within arguments. Studies demon-
strated that constructing an argumentation knowl-
edge graph supports complex tasks like argument
synthesis and question answering (Khatib et al.,
2020). Their approach integrates various sources
of information to enrich argument analysis.

Further innovations include the use of KGs to
facilitate reasoning through argumentation paths.
Graph Convolutional Networks (GCNs) have been
employed to learn concept representations within
KGs, coupled with a transformer-based encoder
to model the paths between concepts (Yuan et al.,
2021). Following this research line, some recent
approach introduced the use of a Commonsense
Transformer (COMET) to find inference chains
connecting argumentative units (Saadat-Yazdi et al.,
2023). Their proposed algorithm, ARGCON, dy-
namically generates these chains using the com-
monsense knowledge encoded in COMET, offering
a novel approach to understanding argumentation.
Another related study developed a topic-specialized
KG by extracting evidence and identifying argu-
ments at the sentence level (Li et al., 2021). Their
hybrid model integrates topic modeling with la-
tent Dirichlet allocation (LDA) and word embed-
dings to leverage both structured and unstructured
data. Gemechu et al. (Gemechu and Reed, 2019)
propose to combine structural and distributional
techniques to achieve robust, domain-independent
performance in the relation prediction task. Their
model was tested on various datasets, including
the US2016G1tv corpus, where it achieved an F-
score of 0.64 in the classification of relations within
political debates.

3 Methodology

In this Section, we detail our methodology and ex-
perimental setting. The dataset we used for this
work is presented in Section 3.1, and the KGs gen-
erated from this dataset are shown in Section 3.2.
The tested KGEMs are described in Section 3.3,
and the tasks and metrics used to assess the models
can be found in Section 3.4.

3.1 Dataset
The ElecDeb60to20 dataset (Goffredo et al., 2023b)
used in our experiments is a collection of televised
political debates in the US from 1960 to 2020. The
dataset consists of 44 debates featuring 64 speakers.
It has been annotated with the two basic argument
components - claim and premise - and with argu-
ment relations such as support (positive relation),
attack (negative relation) and equivalent (rephras-
ing or restatement) (Cabrio and Villata, 2018).

The dataset comprises 38,667 argument com-
ponents linked 26,230 times using the previously
described relations. Among the arguments, 25078
are classified as claims, while 13589 are identi-
fied as premises. Regarding the relations, 21689
are annotated as support, 3835 as attack, and 706
as equivalent. There is a visible imbalance in the
dataset: the claims are higher than the number of
premises due to the tendency of candidates to make
claims during political speeches without provid-
ing the necessary facts to support them (Haddadan
et al., 2019c). Furthermore, the support relation
is dominant between the relations and the equiva-
lent relation is severely under-represented. For this
reason, previous studies on this dataset (Goffredo
et al., 2022) ignored the equivalent relation. The
dataset mainly consists of isolated argumentation
subgraphs, reflecting the debates’ structure. The
moderator introduces a topic (e.g., minimum wage),
allows discussion, and then shifts to a new topic
(e.g., relations with Cuba), repeating this process.

For training, the dataset split was 80% for train-
ing, 10% for validation and 10% for testing.

3.2 Knowledge Graph Generation
In order for the KGEMs to handle the dataset, each
debate was transformed into a series of triples (h, r,
t) where the head entity h and tail entity t represents
argument components, either claims or premises,
and r represents the relation of support, attack or
equivalence between those components1.

In addition to the arguments and their types
(claim or premise), the dataset included informa-
tion about the speaker and the year of the argument.
We integrated this data and created various KG
combinations, each containing different types of in-
formation. Different ad hoc relations were created
to connect these additional nodes to the graph: we
created the relations says, year, and type to connect

1Typically, a premise supports a claim, with h as the
premise and t as the claim t. However, a claim can also serve
as a premise to support another claim.
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Ref. Dataset #nodes #edges %support %attack %equivalent %type %speaker %year

(i) basic 29,791 26,100 80% 15% 5% - - -
(ii) + year node 29,835 56,064 38% 7% 1% - - 54%
(iii) + speaker node 29,855 57,868 37% 7% 1% - 55% -
(iv) + type node 29,793 63,227 34% 6% 1% 59% - -
(v) + type and year nodes 29,837 93,191 23% 4% 1% 40% - 32%
(vi) + type and speaker nodes 29,857 94,995 23% 4% 1% 39% 33% -
(vii) + year and speaker nodes 29,899 87,832 25% 4% 1% - 36% 34%
(viii) + type, year and speaker nodes 29,901 124,959 17% 3% 0.5% 30% 25.5% 24%

Table 1: Statistics for different KG permutations. Each row represents a unique permutation incorporating various
nodes and their effects on graph structure.

Ref. Dataset #nodes #edges %support %attack %equivalent %type %speaker %year

(ix) modified argument nodes 37,127 26,103 83% 15% 2% - - -
(x) + speaker node 37,191 64,787 33% 6% 1% - 60% -
(xi) + year node 37,171 63,425 34% 6% 1% - - 59%
(xii) + speaker and year nodes 37,235 102,109 21% 4% 1% - 38% 36%

Table 2: Statistics for KG permutations with dual-role argument nodes (claim and premise), including node, edge,
and relation distributions.

the speaker, year, and type nodes to the appropri-
ate argument nodes. We believe that this inclusion
will increase the graph’s size, decrease the num-
ber of isolated clusters, and ultimately improve the
models’ performance (see Table 1 for details).

As mentioned earlier, an argument can function
as both a claim and a premise, depending on the
context. Instead of creating a single node with the
type information and linking it to the argument
node via a new relationship, we explored an alter-
native approach: generating two separate nodes
for each argument—one representing its role as a
premise and the other as a claim. To differentiate
these nodes, we constructed their labels by con-
catenating the argument text with its correspond-
ing type. For example, the argument It’s what we
are can serve as a claim or as a premise. There-
fore, we generate two distinct entities: It’s what we
are_claim and It’s what we are_premise. We argue
that this new strategy reflects the dynamic nature
of arguments, where their role changes according
to their relationships with other arguments. We ex-
pect that this improved representation will enhance
the model’s capacity to handle context-dependent
argument roles (see Table 2).

To improve the models’ prediction (Drance et al.,
2023), we provided sentence embeddings built with
Sentence-Bert (SBERT) (Reimers and Gurevych,
2019) as a starting point for the entities of the argu-
ment nodes (the only nodes containing sentences).
SBERT, a refined version of BERT, is capable of
producing embeddings that capture the semantic

relationships within and between sentences, provid-
ing a robust foundation for representing arguments.

3.3 Knowledge Graph Embedding Models

We used three KGEMs from different categories.
TransE (Bordes et al., 2013) (translational): rep-

resents entities and relations in a continuous vector
space, translating a head entity by a relation to
approximate the tail entity; DistMult (Yang et al.,
2015) (semantic matching): uses a bi-linear func-
tion to score triples, with each relation interacting
multiplicatively with the embeddings of its enti-
ties; ConvE (Dettmers et al., 2018) (neural net-
work based): employs Convolutional Neural Net-
work (CNN) to model complex relationships and
extract semantic information from the KG. In order
to choose the KGEM and KG permutation that will
best serve our goal, each KGEM is thoroughly as-
sessed on several tasks on each KG’s permutation.

3.4 Tasks & Evaluation metrics

We evaluated the KGEM on all permutation of the
KG (Table 1 and 2) in different tasks (Wang et al.,
2021a; Yan et al., 2022). Link prediction involves
predicting the missing head h or tail t entity in a
triple (?, r, t) or (h, r, ?). A variant, relation pre-
diction, focuses on predicting the missing relation
r in a triple (h, ?, t). During evaluation, each test
triple (h, r, t) is perturbed by replacing the head h
with every other entity ĥ, and the resulting triples
are ranked based on their scores. The goal is to
rank the original triple highest. The same process
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applies for predicting t and r. Link deletion re-
volves around identifying triples with erroneous
head entities (ĥ, r, t) or inaccurate tail entities (h,
r, t̂). Triple classification and relation classifica-
tion are the task of determining whether a triple is
true (plausible) or false based on a given threshold.
For triple classification, the evaluation protocol
uses a dataset composed of 50% original triples
and 50% corrupted triples, created by randomly
permuting the head h, tail t, and relation r. For
relation classification, the evaluation uses a dataset
containing all original testing triples along with
two permutations of each triple’s relation r with in-
correct relations. For both tasks, each triple’s score
is compared against the predefined threshold: if the
score exceeds the threshold, the triple is classified
as true; otherwise, it is classified as false.

To determine the predefined threshold, we calcu-
late the median of the scores of a test dataset having
50% noise (i.e., a dataset containing 50% corrupted
triples) and the median of the scores of a noise-free
test dataset. Let ν represent the test dataset with
50% corrupted triples and r represent the noise-
free test dataset. The threshold is calculated using
Equation 1 (Faralli et al., 2023).

threshold = median(ν)+
median(ν) + median(r)

2
(1)

Hits@k, k ∈ {1, 3, 5, 10}, Mean Rank (MR),
and Mean Reciprocal Rank (MRR) are used to
evaluate link prediction, relation prediction, and
link deletion (Cao et al., 2022). Triple and relation
classification, a binary classification tasks, were
evaluated using Accuracy, F1-Score, Macro F1-
Score, and Positive and Negative F1-Score (Powers,
2011).

3.5 Implementation Details
All experiments on the KGEMs were conducted us-
ing PyKEEN 1.8.0 (Ali et al., 2021) on Python 3.8
with an Nvidia V100 32GB GPU. For the combined
architecture we also used the Hugging Face Trans-
formers (Wolf et al., 2019) and the scikit-learn li-
brary (Pedregosa et al., 2011). We release dataset
and code: https://github.com/deborahdore/
political-debates-graph-analysis.

4 Evaluating KGEMs for relation
prediction on argumentation graphs

In this Section, we answer to RQ1, showing how
KGEMs can be successfully employed in the chal-

lenging task of relation prediction for argumenta-
tion graphs. Our benchmark is composed of two
parts: in each we evaluated TransE, DistMult and
ConvE (Section 3.3) using link prediction, link
deletion and triple classification (Section 3.4) on
all permutation of the KG (Section 3.1).

First benchmark. The first part involved the
evaluation of all kinds of triples, including the one
containing information related to the speaker, year
and type of argument. As a random baseline we
tested the model on a random composition of the
KG, consisting of 50% erroneous triples and 50%
correct triples for each permutation. Table 3 re-
ports the result of link prediction, link deletion
and triple classification on KG permutation setting
(i). All KGEMs where hyper-tuned using the de-
fault search grid of the PYKEEN library (Ali et al.,
2021). The random baselines were constructed
using the default hyper-parameters of the library.
The study documented in Table 3 shows that the re-
sults are similar to the baseline and, in some cases,
poorer.

Ref. Model
↑ Link

Prediction
Hits@10

↑ Link
Deletion
Hits@10

↑ Triple
Classification

Macro F1

(i)

TransE 0.095 0.004 0.489
Baseline 0.038 0.004 0.643
DistMult 0.056 0.005 0.494
Baseline 0.011 0.005 0.526
ConvE 0.008 0.001 0.327

Baseline 0.0007 0.002 0.401

Table 3: Benchmark results for link prediction, deletion,
and triple classification tasks, compared to a random
baseline on setting (i) of the KG..

We hypothesize that the large number of isolated
components makes it difficult to correctly train the
KGEMs. Interestingly, in certain cases, the random
baseline generates more interconnected graphs than
the original, leading to improved KGEM perfor-
mance. Figure 1 demonstrate that adding connec-
tions in the KG positively impacts the performance
of the KGEMs for some configuration in the triple
classification task with respect to the basic KG (i).

Second benchmark. During the second part of
our benchmark, our evaluation will be directed to-
ward those triples (h, r, t) whose relation r falls
under support, attack or equivalent while still train-
ing the model with all kinds of triples.

Table 4 assesses TransE, DistMult, and ConvE
using only triples of interest throughout the eval-
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TransE Triple Classification Macro F1 DistMult Triple Classification Macro F1 ConvE Triple Classification Macro F1

Figure 1: Comparison of the Macro F1-Score for triple classification across five KG permutations using TransE,
DistMult, and ConvE.

uation, with and without pretrained embeddings
built using SBERT, for the basic permutation of the
KG (i).

Ref. Model
↑ Link

Prediction
Hits@10

↑ Link
Deletion
Hits@10

↑ Triple
Classification

Macro F1

(i)

TransE 0.089 0.004 0.610
Baseline 0.003 0.004 0.656
DistMult 0.009 0.005 0.283
Baseline 0.040 0.003 0.523
ConvE 0.026 0.004 0.402

Baseline 0.001 0.001 0.433

(i) with
pre-trained
embeddings

TransE 0.038 0.006 0.658
Baseline 0.027 0.004 0.604
DistMult 0.017 0.002 0.509
Baseline 0.007 0.002 0.544
ConvE 0.0003 0.004 0.570

Baseline 0.0003 0.001 0.424

Table 4: Performance of KGEMs on argument-specific
triples with and without pre-trained embeddings, com-
pared to random baselines on KG setting (i).

Based on our observations, the performance lev-
els are lower when evaluating only triples of inter-
est compared to all triples. This discrepancy is due
to models focusing their attention across various
types of triples, causing an incomplete evaluation
of the specific triples of interest and a subsequent
drop in performance.

Figures 2a and 2b present the results of the
triple classification task, before and after using
pre-trained embeddings, respectively. The archi-
tectural differences among KGEMs can be the
reason for their diverse performances. DistMult
and ConvE, with their more intricate architectures,
seem to make good use of pre-trained embeddings,
which enables them to identify subtle connections
in complex political debates. On the other side,
TransE’s more straightforward design might find it
difficult to make the most of the enriched embed-
dings, which could lead to an oversimplification of

the complex relationships found in argumentation
graphs from political debates.

Our results indicate that KGEMs perform vari-
ably depending on the dataset and on the task: in
tasks involving all types of triples the models gen-
erally performed at or above baseline levels, par-
ticularly when graph connectivity improved. This
suggests that the models can capture complex rela-
tionships when the graph provides sufficient struc-
tural information. However, when we concentrated
only on argumentation-specific relations such as
support, attack, and equivalent, performance fell.
The use of pre-trained embeddings (e.g., SBERT)
improved the performance of some models, such as
DistMult and ConvE, in these focused tasks. This
shows how models can better represent relational
dynamics in argumentation graphs by incorporat-
ing semantic enrichment from outside sources.

Despite these challenges, the models’ ability
to outperform random baselines in a range of
configurations, as well as their improvement
with more structured and enriched data, indicate
that KGEMs are a viable tool for reasoning over
political argumentation graphs. However, their
applicability in this domain may necessitate
accurate preprocessing, such as improving network
connectivity or adding additional semantic data.

Error Analysis. To analyse the recurrent misclas-
sifications, we chose the three most promising con-
figurations with pre-trained embeddings: (xi), (viii),
and (vii) (see Tables 1 and 2). Those configurations
were chosen due to having the highest score av-
erage in all task among all three models. During
the error analysis, the models were evaluated on
tasks closer to the AM domain such as relation
prediction and classification. Our goal was to as-
sess each model’s ability to predict and classify
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TransE Triple Classification Macro F1 DistMult Triple Classification Macro F1 ConvE Triple Classification Macro F1

(a) Evaluation of the triple classification focusing on argumentation-related triples (support, attack, equivalent).

TransE Triple Classification Macro F1 DistMult Triple Classification Macro F1 ConvE Triple Classification Macro F1

(b) Evaluation of the triple classification of argumentation-specific triples incorporating pre-trained embeddings during training.

Figure 2: Comparison of triple classification performance across different KG configurations and the effect of
pre-trained embeddings. The figure shows Macro F1-Scores for TransE, DistMult, and ConvE.

relations individually. Based on the analysis pre-
sented in Table 5, DistMult was selected as the
best model for the next part of the work due to its
more balanced performance across various tasks
and settings.

Ref. Model
↑ Relation
Prediction

Hits@1

↑ Support
Prediction

Hits@1

↑ Attack
Prediction

Hits@1

↑ Equivalent
Prediction

Hits@1

↑ Relation
Classification

Macro F1

(xi)
TransE 0.605 0.652 0.435 0.099 0.685

DistMult 0.715 0.827 0.206 0.070 0.740
ConvE 0.780 0.940 0.000 0.127 0.504

(viii)
TransE 0.749 0.823 0.453 0.113 0.649

DistMult 0.153 0.010 0.990 0.000 0.366
ConvE 0.149 0.003 0.997 0.014 0.599

(vii)
TransE 0.747 0.838 0.341 0.155 0.657

DistMult 0.660 0.775 0.122 0.056 0.595
ConvE 0.259 0.165 0.836 0.014 0.615

Table 5: Analysis of biases in predicting argumenta-
tion relations (support, attack, equivalent) using TransE,
DistMult, and ConvE.

Although ConvE performed well in predicting
argument relations, especially for the attack rela-
tion, it exhibited a significant bias by completely
ignoring this relation in certain cases. Additionally,
ConvE showed inconsistent results in triple classi-
fication, with its Macro F1-Score averaging around
50%, which indicated a lack of robustness in this
task. TransE, while consistent in its predictions,
suffered from skewed results due to dataset imbal-
ance, especially in the classification of the equiv-

alent relation. This made its overall performance
less reliable compared to DistMult. DistMult, on
the other hand, showed a more balanced perfor-
mance across the different settings of the KG. It
performed particularly well in setting (xi), achiev-
ing the highest relation classification F1-Macro
score among all models. Its performance in (xi)
demonstrated its ability to handle the dataset’s com-
plexity effectively, making it the preferred model
for the next phase of the work.

5 Integrating KGEMs with LMs to
enhance relation prediction

In order to address RQ2 (i.e., how to integrate
KGEMs on existing AM models to improve the
SOTA on the argument relation prediction task),
we merged the tasks of relation classification and
prediction. DistMult achieved a Macro F1-Score
of 60%, with a precision of 66% and a recall of
60%. Previous research (Haddadan et al., 2019a)
identified RoBERTa (Liu et al., 2019) as the high-
est performing LLM for the argument relation pre-
diction task on the ElecDeb60to20 dataset with a
60% Macro F1-Score. To integrate the DistMult
and RoBERTa (Goffredo et al., 2023a) models, we
tested different approaches, such as weighting the
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predictions of DistMult and RoBERTa based on
their respective Macro F1-Scores and employing a
classifier to combine DistMult and RoBERTa’s out-
puts. In this last approach, DistMult and RoBERTa
are integrated using a classifier, which receives
as input two features containing the prior models’
predictions and returns a final prediction, as visual-
ized in Figure 3. All tested classifiers were hyper-
tuned using the scikit-learn library (Pedregosa et al.,
2011) using the basic grid search approach.

Fine-Tuned LLM

Classifier Final 
Relation

Relation
Prediction

[Comp1, SUPPORT, Comp2]

[Comp1, ATTACK, Comp2]

Relation
PredictionKGEM

"Comp1 Comp2"

Figure 3: Proposed framework combining the LLM and
KGEM, integrating predictions via a binary classifier to
determine argument relations.

During inference, the arguments whose relation
is to be predicted are given as input individually
to the LLM and the KGEM. The LLM receives
the concatenation of the arguments, Component
1 and Component 2, and outputs the most likely
relation (either support, attack or no-relation if it
determines there is no relation). On the other hand,
because the KGEM scores triples, it is given two
triples: one with relation support and one with
relation attack2. The triple with the highest score
above the threshold is chosen as the proper one.
If no triples exceed the threshold, the no-relation
label is passed to the classifier.

The classifier is a machine learning (ML) model
that has been trained to distinguish between the
right predictions of the LLM and KGEM, as well
as those that are incorrect. It returns a final relation.
We selected various ML models and we evaluated
them using cross-validation on a dataset composed
of the predictions of DistMult and RoBERTa on
their original dev and test set.

According to the findings, combining both mod-
els resulted in a 8% improvement in the state of
the art for the prediction of relations between argu-
ments in political debates using the ElecDeb60to20
dataset. The best performing classifier is a Random
Forest Classifier (RFC) (see Table 6).

We evaluated our approach using other LMs:
2The equivalent relation is not included because prior work

excluded it due to its under representation in the dataset. We
adopted the same approach when integrating our method into
the architecture.

Integration Method Input Type ↑ Macro F1

Random Forest Predictions from
RoBERTa and DistMult 0.683

AdaBoost Predictions from
RoBERTa and DistMult 0.683

Gradient Boosting Predictions from
RoBERTa and DistMult 0.683

Decision Tree Predictions from
RoBERTa and DistMult 0.680

MultiLayer Perceptron Predictions from
RoBERTa and DistMult 0.677

Support Vector Machine Predictions from
RoBERTa and DistMult 0.653

Average of Models based
on their F1-Macro Score NA 0.649

K-Nearest Neighbors Predictions from
RoBERTa and DistMult 0.642

Convolutional Neural
Network

Concatenated arguments and
predictions from RoBERTa

and DistMult
0.639

DistMult (Single Model) Two triples (h,r,t)
with r ∈ support, attack 0.604

RoBERTa (Single Model) Concatenated arguments 0.603

Gaussian Naive Bayes Predictions from
RoBERTa and DistMult 0.573

Table 6: Comparison of classifiers integrating RoBERTa
and DistMult predictions for argument relation classifi-
cation.

DeBERTa-V3 (He et al., 2021), BERT (Devlin
et al., 2019), DistilBERT (Sanh et al., 2019) and
XLM-RoBERTa (Conneau et al., 2020). DeBERTa-
V3 emerged as the best model for the relation pre-
diction task, surpassing RoBERTa with a Macro
F1-Score of 69% in classifying relations between
argument components (see Appendix A).

Following the same approach used with
RoBERTa, we combined DeBERTa-V3 with Dist-
Mult using a classifier. The highest-performing
classifier was a Convolutional Neural Network
(CNN). In this case, the classifier received three
input features: the predictions from DeBERTa-V3
and DistMult, and the concatenated head h and
tail t arguments. This new combination achieved
a 73% Macro F1-Score (see Table 7). This rep-
resents a 13% improvement over DistMult alone
and a 4% improvement over DeBERTa-v3. Fur-
ther analysis shows that DistMult and DeBERTa
align well, predicting the same relations in 69.68%
of cases. When all three models—DistMult, De-
BERTa, and the classifier—agree, the prediction is
correct 69.63% of the time. The classifier disagrees
more often with the transformer model (16%) than
with the KGEM (14%), while simultaneous dis-
agreement with both occurs in only 0.06% of cases.

Figure 4 shows that both DistMult and
DeBERTa-V3 excel at predicting the absence of
a relation (no relation), with DistMult performing
best for this class. However, both models often mis-
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Figure 4: Confusion Matrix of DistMult, DeBERTa-V3 and the CNN classifier.

Integration Method Input Type ↑ Macro F1

Convolutional Neural
Network

Concatenated arguments and
predictions from DeBERTa-v3

and DistMult
0.734

Average of Models based
on their F1-Macro Score NA 0.709

DeBERTa-v3 (Single Model) Concatenated arguments 0.694

Support Vector Machine Predictions from
DeBERTa-v3 and DistMult 0.665

AdaBoost Predictions from
DeBERTa-v3 and DistMult 0.652

Gaussian Naive Bayes Predictions from
DeBERTa-v3 and DistMult 0.608

DistMult (Single Model) Two triples (h,r,t)
with r ∈ support, attack 0.604

Random Forest Predictions from
DeBERTa-v3 and DistMult 0.585

Gradient Boosting Predictions from
DeBERTa-v3 and DistMult 0.585

Decision Tree Predictions from
DeBERTa-v3 and DistMult 0.579

MultiLayer Perceptron Predictions from
DeBERTa-v3 and DistMult 0.579

K-Nearest Neighbors Predictions from
DeBERTa-v3 and DistMult 0.578

Table 7: Comparison of classifiers integrating
DeBERTa-v3 and DistMult predictions for argument
relation classification.

classify support as no relation. While DeBERTa-
V3 handles support better than DistMult, the CNN
Classifier outperforms both, achieving better bal-
ance. For attack, DeBERTa-V3 outperforms Dist-
Mult and the CNN. Overall, the CNN Classifier
has the best balance across most classes, combin-
ing strengths and reducing misclassification.

This study shows KGEMs can enhance AM
methods for argument relation prediction, par-
ticularly in political debates. While KGs have
previously been applied in AM tasks, what is
particularly novel in this work is their applica-
tion to political debates using the ElecDeb60to20
dataset. This dataset’s diverse argumentation styles
and topics present a challenging scenario for in-
tegrating KGEMs and LMs in this field. Other
studies (Gemechu and Reed, 2019; Mestre et al.,
2021; Ruiz-Dolz et al., 2021) have proposed dif-

ferent approaches on this task using subsets of the
ElecDeb60to20 dataset, like US2016 and US2020.
Our work extensively evaluate our hybrid approach
on the entire dataset, outperforming these compet-
ing approaches and standard baselines in classi-
fying relations between arguments. These results
make explicit the value of incorporating relational
insights from knowledge graphs into AM tasks, par-
ticularly in domains as complex as political debates.
By bridging the strengths of KGEMs and LMs, this
study sets a new benchmark for argument relation
prediction in highly challenging datasets.

6 Conclusion

This paper introduces a novel hybrid framework
for predicting relations between argument compo-
nents in argumentation graphs, combining struc-
tural insights from KGEMs with contextual under-
standing from fine-tuned LMs. We showed that
KGEMs, despite their traditional use in KG’s tasks,
achieve competitive performance in argument re-
lation prediction. Our experiments with DistMult
demonstrate that structural knowledge alone cap-
tures meaningful relational patterns, achieving a
Macro F1-Score of 0.60 on the challenging stan-
dard ElecDeb60to20 benchmark for AM.

Integrating KGEMs with LMs significantly en-
hances the prediction accuracy. Using classifiers
like Random Forests and CNNs to combine predic-
tions, our approach achieved SOTA performance.
Notably, we improved the Macro F1-Score to 0.68
with RoBERTa and further to 0.73 with DeBERTa-
V3, representing a significant gain over prior SOTA
methods (Goffredo et al., 2023a).

Our ensemble method integrates multiple mod-
els, highlighting the value of combining structural
and contextual knowledge to improve AM tasks in
complex domains like political debates.
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Limitations

Our approach has been tested on the
ElecDeb60to20 dataset, which consists of
U.S. presidential debates only. While this dataset
is well-suited for our current study, it does not
guarantee that the model will perform equally well
on other types of debates, argumentative genres,
or in different domains or languages. However, it
is worth noticing that ElecDeb60to20, and more
generally the political debates scenario, represent
one of the most challenging argumentation data to
test AM models against. The model’s effectiveness
may also be compromised by varying strategic
communication styles across different countries
or cultural contexts. We recognize the need for
additional experiments across diverse datasets
to assess and potentially improve the model’s
adaptability.

Lastly, while our method separates the train-
ing of KGEMs and LLMs, it does not fully lever-
age the potential benefits of integrated approaches.
In future work, we plan to explore hybrid train-
ing approaches, such as KEPLER (Wang et al.,
2021b), that concurrently optimize KGEMs and
language modelling objectives, with the aim to fur-
ther strengthen the alignment between argument
structure and content.
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A LMs integration with KGEMs

To validate our approach, we conducted a com-
parative evaluation of several LMs to determine
the most compatible with our architecture. Specifi-
cally, we evaluated DeBERTa-V3 (He et al., 2021),
BERT (Devlin et al., 2019), DistilBERT (Sanh
et al., 2019) and XLM-RoBERTa (Conneau et al.,
2020). Results are reported in Table 8.

Model Method Macro F1 Score

DeBERTa seq-class 0.69
BERT sent-class 0.66

XLM-RoBERTa seq-class 0.63
DistilBERT seq-class 0.58

Table 8: Macro F1-Score of several LMs for the AM
Relation Prediction Task

We integrated DeBERTa-V3 into our architec-
ture due to its superior performance compared to
other models.

B Hyperparameters

This section details the optimal hyperparameters
identified for the models employed in this study.
These configurations were determined through ex-
tensive experimentation and validation to achieve
the best performance for each model.

B.1 RoBERTa

Following the methodology outlined by Goffredo
et al. (2023a), RoBERTa was fine-tuned with a
learning rate of 6e−5, a batch size of 8, and a maxi-
mum sentence length of 64 sub-word tokens per in-
put example. The model was trained for 15 epochs.

B.2 DeBERTa-V3

The DeBERTa-V3 model achieved optimal perfor-
mance with a learning rate of 4e−5, a batch size
of 16, and a maximum sentence length of 255 sub-
word tokens. It was fine-tuned over 3 epochs.

B.3 DistMult

The DistMult model’s optimal configuration was
obtained after 165 epochs. It used a learning rate
of 1.35e−2, a batch size of 128, an embedding
dimension of 160, and a margin ranking loss with
a margin of 2.99.

B.4 Random Forest Classifier (RFC)

The RFC achieved its best performance using 50
estimators, the Gini criterion, a minimum of 2 sam-

ples required to split an internal node, and a mini-
mum of 1 sample per leaf.

B.5 Convolutional Neural Network (CNN)
The CNN was evaluated using cross-validation
with 30 epochs for each fold, a learning rate of
1e−3, an embedding dimension of 100 for the tex-
tual features, and a batch size of 32.
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Abstract

Given the recent success of LLMs across dif-
ferent NLP tasks, their usability for data an-
notation has become a promising area of re-
search. In this work, we investigate to what
extent LLMs can be used as annotators for ar-
gument components and their semantic types in
German tweets through a series of experiments
combining different models and prompt con-
figurations. Each prompt is constructed from
modular components, such as class definitions
or contextual information. Our results suggest
that LLMs can indeed perform argument anno-
tation, particularly of semantic argument types,
if provided with precise class definitions. How-
ever, a fine-tuned BERT baseline remains a
strong contender, often matching or exceeding
LLM performance. These findings highlight
the importance of considering not only model
performance, but also ecological and financial
costs when defining an annotation workflow.

1 Introduction

Over the last decade, Argument Mining (AM) has
developed into a versatile research area. While
early work focused on basic tasks such as claim
(Daxenberger et al., 2017), evidence (Rinott et al.,
2015) and relation detection (Carstens and Toni,
2015), more recent research focused on the analy-
sis of argument quality (Wachsmuth et al., 2024)
and strategies (Schaefer et al., 2023). Text do-
main can be identified as another dimension of
variance. Early AM research was usually applied to
rather formal texts, e.g. persuasive essays (Stab and
Gurevych, 2017). Following this early trend, the fo-
cus somewhat shifted to include user-generated text
domains, e.g. ChangeMyView (Al Khatib et al.,
2020) or Twitter (Schaefer and Stede, 2021).

While these different subareas and -tasks of AM
include their own challenges, they usually have in
common a need for reliably annotated data, which
is reflected in a substantial amount of work focused

at least in part on annotation. With data scarcity
being a common bottleneck in NLP tasks, recent
research has focused on the question to what extent
large language models (LLMs) can be leveraged for
data annotation. Although not explicitly designed
for classification, LLMs, being autoregressive mod-
els, can be prompted to function as annotators in
classification settings. Since research has shown
that modern LLMs perform well in zero-shot sce-
narios (Kojima et al., 2022), they are less dependent
on annotated corpora compared to encoder-only
models like BERT (Devlin et al., 2019), which re-
quire task-specific fine-tuning.

In this study, we investigate to what extent LLMs
can be utilized as annotators for argumentation. In
particular, we focus on Argument Component Type
Classification (ACTC) both in a coarse-grained, i.e.
claim and evidence, and in a fine-grained sense, i.e.
semantic argument types. We use the GerCCT cor-
pus as a starting point, our German tweet dataset,
which has previously been expert annotated for
argument components and their semantic types
(Schaefer and Stede, 2022). We developed an ex-
tensive list of experimental settings consisting of
an LLM and a prompt. We applied three popu-
lar open-weight models of different sizes, namely
Llama-3.2-3B, Mixtral-8x7B, and Llama-3.3-70B.
Each prompt was constructed from a number of
modular components, e.g., class definitions or con-
textual information. We conducted experiments to
identify the ideal combination of LLM and prompt
to solve the annotation task and conclude this paper
with a discussion of our results as well as the nec-
essary aspects to consider when integrating LLMs
into an argument annotation workflow.

This paper is structured as follows. In Section 2
we present the related work, before describing the
corpus and the original approach in Section 3. In
Section 4 we focus on our experiments, methods,
and results. We discuss our findings in Section 5,
before concluding the paper in Section 6.
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2 Related Work

Our work mainly falls into three areas of study: 1)
AM on Twitter, 2) applying LLMs in AM scenarios,
and 3) using LLMs as annotators.

AM on Twitter. AM on Twitter has been investi-
gated in a number of studies, usually with a focus
on creating datasets. Bosc et al. (2016) annotated
4,000 tweets for argumentativeness as well as for
relations between tweets. Addawood and Bashir
(2016) annotated 3,000 tweets with a set of ev-
idence types, e.g. news or expert opinion. An
SVM approach trained on a mixed feature set per-
formed best in classification experiments. Bhatti
et al. (2021) annotated a large tweet corpus with
different premise classes with respect to a claim
hashtag. Best classification results were obtained
using a fine-tuned BERT model. Wührl and Klinger
(2021) annotated 1,200 tweets in the biomedical do-
main for explicit and implicit claims, as well as con-
ducted classification experiments. More recently,
Feger and Dietze (2024) applied a pre-classification
fine-tuning approach to BERTweet (Nguyen et al.,
2020) for the classification of reasoning and factual
content in full Twitter conversations. They used
contrastive loss and text augmentation in a Siamese
network, which yielded high results.

LLMs for AM. Given the recent prominence of
LLMs across various NLP tasks, work has been
conducted in the field of AM as well. Al Zubaer
et al. (2023) used GPT-3.5-Turbo and GPT-4 and
few-shot prompting for conclusion and premise de-
tection in a legal context. They found that both
models could not compete with a BERT model
and argued that this might be due to the LLMs not
being domain-specifically fine-tuned and their sen-
sitivity to prompt phrasing. Abkenar et al. (2024)
tested the suitability of different Mistral and Llama
variants for argument component and relation clas-
sification by applying them to previously published
AM corpora. They reported that LLMs yielded
better results for relation classification. They fur-
ther found that providing additional context had a
mixed effect on model performance. Cabessa et al.
(2025) fine-tuned several (quantized) open-weight
LLMs and applied them to several AM datasets.
They reported state-of-the-art results across differ-
ent tasks, including argument component and re-
lation classification. Similarly, Gorur et al. (2025)
showed that a set of open-weight and proprietary
LLMs applied to eleven datasets performed well

for relation classification in a few-shot scenario.
Mixtral-8x7B yielded best results with Llama2-
70B ranging second. Altemeyer et al. (2025) ap-
plied GPT-4o to different frameworks of argument
summarization and reported good results. They
further evaluated the output for coverage and re-
dundancy using, among other approaches, GPT-4o-
mini, which yielded high correlation with human
judgments. Favero et al. (2025) investigated the ap-
plicability of (fine-tuned) small LLMs to the tasks
of argument segmentation, classification and qual-
ity assessment in student essays. They showed
that fine-tuning improved results for segmentation
and classification compared to a few-shot approach
without fine-tuning, but worsened results for qual-
ity assessment. Also working on essays, Stahl et al.
(2024) explored the usability of different zero-shot
and few-shot prompts for essay scoring and feed-
back generation via LLMs. While generated feed-
back proved to be helpful, it did not appear to have
a strong effect on scoring. Wachsmuth et al. (2024)
discussed the potential of LLMs for assessing ar-
gument quality and proposed to feed models with
instructions inspired by argumentation theory dur-
ing fine-tuning.

LLMs for data annotation. Similar to their ap-
plication to AM tasks, LLMs also have been used
in data annotation scenarios. Early work by Gi-
lardi et al. (2023) showed that ChatGPT exceeded
the performance of crowdworkers in tweets and
news data across different tasks, e.g., topic annota-
tion. Pavlovic and Poesio (2024) used an LLM to
generate opinion distributions for different corpora
and found that these distributions notably diverged
from human annotations. Bibal et al. (2025) used
GPT-4o in an iterative workflow to both annotate
a named entity dataset and refine the annotation
guidelines based on these annotations, yielding im-
proved inter-annotator agreement compared to the
original guidelines. Mirzakhmedova et al. (2024)
applied LLMs to the task of argument quality an-
notation and reported that PaLM 2 produced labels
that were moderately consistent with human anno-
tations, compared to GPT-3.5-Turbo which showed
a more divergent outcome. Gligorić et al. (2025)
used LLM annotations and generated confidence
scores to guide human annotation. Both LLM and
human annotations were combined to calculate sta-
tistical estimates of different quantities of interest.
Bavaresco et al. (2024) evaluated the annotation re-
sults of eleven LLMs on 20 NLP datasets and found
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that models exhibited notable variance with respect
to their performance, thus suggesting the need for
careful validation of the models’ capabilities.

While a certain overlap exists to previous stud-
ies, our work differs by 1) applying LLMs to an
annotation task in tweets, 2) focusing on German
data as opposed to the primary usage of English
data in the literature, and 3) conducting extensive
experimentation using a set of prompts constructed
from a number of relevant modular components,
e.g., class definitions and context.

3 Corpus and Original Approach

Starting point for our work is our previously pub-
lished GerCCT corpus (Schaefer and Stede, 2022).
The corpus is an annotated subset of a larger Ger-
man tweet dataset with a focus on climate change
discourse and consists of 1,200 tweet pairs in a re-
ply to relationship. While the reply tweet has been
annotated, the so-called source tweet has been used
as additional context during annotation.

The corpus contains expert annotations on the
full tweet level of semantic argument types, called
argument properties in our original paper, which
each fall into the category of either claim or ev-
idence. Claim types are unverifiable claim and
verifiable claim. Evidence types are reason and
external evidence.1 This is a translated example
from the original paper: “You cannot negotiate
with nature. This is why you cannot prepare a cli-
mate protection package like a trade agreement.
It’s about science and its laws are non-negotiable.
[...]”, which has been annotated as containing the
types unverifiable claim, verifiable claim, and rea-
son.

We further used the argument type annotations to
derive argument component annotations, i.e. claim
and evidence, as well as the general +/- argumenta-
tive class, thus resulting in three layers of argument
annotation consisting of seven classes in total. We
use all layers in this work. See Table 1 for an
overview of argument classes and their annotation
proportions.

In addition to argument annotation, the corpus
has also been labeled for toxic language as well
as sarcasm. Importantly, in the original approach
argumentative and toxic language are considered
to be mutually exclusive, that is, a toxic tweet can-

1Note that the original annotations also include the argu-
ment type internal evidence. However, given that we did not
include it in our previous classification experiments due to it
being rarely annotated, we do not use it in this study either.

Layer Class Proportion

1st Argument .70

2nd Claim .65
2nd Evidence .25

3rd Unverifiable Claim .59
3rd Verifiable Claim .20
3rd Reason .11
3rd External Evidence .14

Table 1: Argument classes and their proportions as an-
notated by Schaefer and Stede (2022). Each value repre-
sents the proportion of tweets that have been annotated
with the respective class, i.e. the proportions do not add
up to one.

not contain argumentation. Given this rule, we
consider the detection of toxic language as an im-
portant factor. However, in this work, we do not
pay attention to sarcasm detection.

In the original study, we used the annotated cor-
pus to train models for ACTC. We applied differ-
ent approaches with a fine-tuned BERT (bert-base-
german-cased)2 model yielding best results for ar-
gument classes. In this study, we use the majority
baseline and the BERT results as baselines.

4 Experiments

In this study, we investigate to what extent LLMs
can be used as annotators for ACTC tasks, i.e. for
the annotation of argument components and their
semantic types. We approach this question via dif-
ferent experimental settings. Each setting is defined
by an LLM and a prompt. Each prompt is con-
structed of various modular components, including,
for example, the addition of class definitions or
context. Our complete list of experimental settings
is shown in Table 3.

In the following, we present the models and
prompts we used in our experiments. We continue
with a description of our inference runs we con-
ducted by applying Mixtral-8x7B to every combi-
nation of prompt and class. We then used the macro
F1 scores we obtained from these runs to identify
the best performing prompts, which we finally used
with Llama-3.2-3B and Llama-3.3-70B.3 We per-
formed permutation tests for statistical significance

2https://huggingface.co/google-bert/
bert-base-german-cased

3Given the substantial carbon emissions of LLMs (Wu
et al., 2025) we decided to run the full set of experiments only
with Mixtral-8x7B.
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Model Vendor Release

Llama-3.2-3B Meta AI Sept 25, 2024
Mixtral-8x7B Mistral AI Dec 11, 2023

Llama-3.3-70B Meta AI Dec 6, 2024

Table 2: Large language models (ordered by size). The
B in the model name refers to the number of parameters
in billion.

testing and conclude this section with a description
of the results.

Models. We made use of three LLMs of different
sizes: Llama-3.2-3B, Mixtral-8x7B4, and Llama-
3.3-70B (see Table 2). By adding model size as a
variable, we could conduct more fine-grained anal-
yses with respect to the effect of parameter count.
All models are open-weight and multilingual in-
cluding German. We used Groq5 for inference,
which quantizes model weights to 8 bits, while still
running calculations in 16 bits. We set the model
temperature to 0. For simplicity, we refer to these
models as Llama-3B, Mixtral, and Llama-70B.

Prompts. Each prompt can be described as a
combination of components (or their absence) that
are selected to enable the LLM to perform the task
(see Appendix A for an example). In the following,
we will describe each component in detail. Every
setting is defined as zero-shot, i.e. we decided to
not add annotation examples to the prompt to sup-
port the LLM. Also, in every setting we provide
the respective reply tweet and the name of the class
at hand and prompt the LLM to binarily annotate
a tweet with the label 1 or 0, e.g., +/- claim. Be-
ginning with this general structure, we continue to
build a prompt as follows. First, we may insert ad-
ditional helpful information in the form of context
or class definitions. Context refers to the source
tweet in a tweet pair, i.e. to the tweet that was not
annotated but was used as additional context by the
expert annotators in Schaefer and Stede (2022). By
adding a source tweet we try to simulate the con-
ditions under which the original annotation took
place. We add the class definition by providing a
translated version of the definitions given in the

4Mixtral-8x7B is a Mixture-of-Experts model. Rather than
representing a single 56B parameter model, it consists of eight
distinct 7B expert models, of which only a subset is activated
during inference. The selection of active expert models is
governed a gating network and depends on the respective
input prompt.

5https://groq.com/

annotation scheme of the original paper (see Ap-
pendix B for the class definitions). While we tried
to stay as close to the annotation scheme as possi-
ble, we had to perform minor adjustments in order
to facilitate the task for the LLM.

In addition to inserting further information to
the prompt, we may task the LLM to ignore tweets
containing toxic language when performing the
annotation. Recall that in our previous study we de-
cided not to annotate argumentation in toxic tweets.
As this decision may be somewhat unintuitive, an
LLM could benefit from being explicitly prompted
to pay attention to toxic language. Finally, as
Röttger et al. (2024) showed, outcomes of LLMs
may be affected by an open vs forced-choice set-
ting. While we enforce the model to binarily label
a tweet, in some prompts we ask it to justify its
decision, thereby giving it space to argue its case.

In total, we designed 14 prompts with different
characteristics. We used a small subset of the cor-
pus (n: 50) and Mixtral to identify challenges in
prompt phrasing, as well as in transferring the an-
notation scheme into a form that can be leveraged
by an LLM. We eventually arrived at a number
of building blocks, i.e. succinct instructions and
placeholders, e.g. the definition of a specific class,
which we combined into prompts, depending on
the requirements of the respective setting.

Inference. Having constructed our full set of
prompts, we proceeded with running inference.
We prompted Mixtral to individually label each
tweet of the corpus with every class, according to
each experimental setting we defined, resulting in
1, 200× 7× 14 inference calls. We postprocessed
the generated output with regular expressions to
extract the class label. We applied a simple heuris-
tic of extracting the first integer from the output
string. If the first integer was not 0 or 1 we labeled
the negative class, i.e. 0. Afterward, we calculated
macro F1 by using the original annotations as gold
standard.

To identify the best performing prompts, we
ranked them according to their performance as re-
flected by their macro F1 scores. We selected the
best performing prompt for the claim classes and
the evidence classes, respectively, and utilized them
to label the corpus with Llama-3B and Llama-70B,
resulting in four additional experimental settings.
We again performed postprocessing and evaluation
as described. Our F1 scores are shown in Table 3.
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Figure 1: Normalized ranking of prompts for all classes (bars), claim classes (dots), and evidence classes (squares).

Prompt Ranking. In order to identify the most
promising prompts to use for the annotation task,
we ranked them as follows. Given a set of prompts
P and a set of classes C, where |P | = 14 and
|C| = 7, we assign to each prompt a ranking score
Rp, which we calculate as:

Rp =
∑

c∈C
rp,c

where rp,c is the rank of prompt p for class c.
Each rank is assigned with respect to the macro F1
of prompt p for class c, in descending order. We ap-
plied min-max normalization to rescale the ranking
scores to the range [0, 1]. The minimum ranking
score is defined as Rmin = |C| and the maximum
ranking score is defined as Rmax = |C| × |P |.
In addition to ranking scores for the entire set of
classes, we also calculated scores for claim and
evidence subsets, respectively, where |C| = 3, e.g.,
claim, unverifiable claim, and verifiable claim.

The prompt ranking is shown in Figure 1. When
analyzing the ranking for the full set of classes, de-
picted as bars in the figure, we found the following
pattern. While both the identification of toxic lan-
guage and the addition of class definitions tended
to have a benefiting effect, simplistic prompts that
only contain context or ask the model to argue its
decision could not compete. However, just prompt-
ing the model to consider toxic language when

making a decision resulted in a decent ranking po-
sition.

Turning to the analyzes for the claim and evi-
dence class subsets, we found that claim classes
showed a substantially higher variance than evi-
dence classes (SD: 0.18 vs 0.09). We further found
that tox-def performed best for claim classes, while
for evidence classes tox-def-cont yielded the best
ranking position. We thus consider these prompts
as the most promising for argument component and
type annotation via LLM.6

Permutation Testing. We calculated statistical
significance by running permutation tests on the
comparison of the BERT baseline and the best per-
forming experimental setting per class. To this end,
we simulated the output of the BERT model by it-
eratively flipping labels starting from the gold stan-
dard until the desired macro F1 score was obtained,
e.g., 0.73 for the claim class. To achieve reliable re-
sults, we simulated the output of the BERT model
one hundred times per class.

We then ran two-sided permutation tests using
each of the one hundred simulations and the output
of the best performing experimental setting per

6Note that tox-def-arg ranked second for the full class set.
However, we only utilized the prompts with Llama-3B and
Llama-70B that ranked highest for the claim and evidence
sets, respectively.
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Setting Model Argument Claim Evidence UC VC Reason EE

baseline majority .41 .40 .43 .37 .44 .47 .46
baseline BERT .70 .73 .77 .70 .69 .60 .86

tox-def Llama-3B .24 .29 .44 .37 .47 .53 .48
tox-def-cont Llama-3B .23 .26 .44 .30 .44 .48 .49
zero-shot Mixtral .53 .61 .51 .55 .70 .61 .52
arg Mixtral .55 .60 .52 .58 .70 .60 .52
cont Mixtral .59 .59 .56 .59 .61 .53 .53
def Mixtral .50 .61 .51 .59 .70 .59 .69
tox Mixtral .65 .61 .55 .61 .57 .56 .55
cont-arg Mixtral .58 .56 .55 .57 .59 .55 .53
def-arg Mixtral .48 .62 .54 .59 .71 .58 .68
tox-arg Mixtral .66 .59 .56 .62 .54 .55 .54
tox-cont Mixtral .64 .61 .58 .39 .57 .48 .54
tox-def Mixtral .63 .63 .54 .62 .62 .53 .71
tox-cont-arg Mixtral .63 .61 .57 .61 .55 .50 .54
tox-def-arg Mixtral .66 .59 .56 .64 .63 .50 .71
tox-def-cont Mixtral .65 .60 .58 .61 .59 .51 .70
tox-def-cont-arg Mixtral .65 .57 .57 .61 .57 .48 .68
tox-def Llama-70B .53 .71 .66 .72 .68 .64 .90
tox-def-cont Llama-70B .66 .72 .63 .69 .72 .61 .88

Table 3: Macro F1 scores by experimental setting and class. The baseline results are taken from Schaefer and Stede
(2022) (UC: unverifiable claim; VC: verifiable claim; EE: external evidence).

class. We conducted 10,000 permutations per test
and used the difference in macro F1 as the test
statistic. The null hypothesis (H0) assumes that
both BERT and LLM outputs are sampled from the
same distribution, i.e. observed differences are due
to chance. We report the mean of p-values and the
percentage of p-values < 0.05 (see Table 4).

Results. We report macro F1 scores (see Table 3)
for comparison with the majority and BERT base-
lines taken from our previous study. To begin with,
we found that in most experimental settings the
majority baseline was surpassed. Only the smallest
model Llama-3B appeared to be unable to suffi-
ciently solve the task with tox-def-cont performing
worse than tox-def.

Mixtral, on the other hand, showed mixed re-
sults with respect to the class at hand. While, for
the general argument class, it could compete with
Llama-70B tox-def-cont in some settings, F1 scores
ranging from 0.63 to 0.66, and even outperformed
Llama-70B tox-def in most settings, the claim and
evidence component classes appeared to be more
challenging. There Mixtral showed a substantial
distance to Llama-70B, especially for the claim
class. Turning to the semantic type classes, we

found that Mixtral yielded mediocre results for un-
verifiable claim with most settings ranging between
0.57 and 0.62. For verifiable claim, however, we
found that Mixtral mildly exceeded the BERT base-
line using the following comparatively simplistic
prompts: def-arg, def, arg, or zero-shot. Neither of
these scores, however, were statistically significant.
With respect to reason, some Mixtral settings were
able to compete with the BERT baseline, while for
external evidence Mixtral performed substantially
worse than both Llama-70B and BERT.

Llama-70B yielded the best F1 scores of all
LLMs. This was achieved primarily by using the
tox-def prompt. However, tox-def-cont notably out-
performed tox-def for the general argument class
(0.66 vs 0.53) and also showed better results for
verifiable claim (0.72 vs 0.68). With respect to
the BERT baseline, Llama-70B surpassed it in all
semantic type classes, while BERT yielded better
results for the argument component and general
argument classes.

We conclude Section 4 with our permutation
test results (see Table 4), where we report mean
p-values per class as well as the percentage of p-
values < 0.05. We found that p < 0.05 for both
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Class BERT LLM P-Value

Argument .70 .66 .035* 100%
Claim .73 .72 .571 0%
Evidence .77 .66 ≈ 0*** 100%
UC .70 .72 .392 0%
VC .69 .72 .145 0%
Reason .60 .64 .048* 67%
EE .86 .90 .035* 100%

Table 4: Permutation test results: mean of p-value and
percentage of p-values < 0.05 (* p < 0.05, *** p <
0.001). For convenience, we show the best LLM results
as well as the BERT baseline.

reason and external evidence, thus indicating a
statistically significant difference in model perfor-
mance. From the F1 scores we can conclude that
this difference is driven by Llama-70B outperform-
ing BERT. However, we failed to reject the null hy-
pothesis for unverifiable claim and verifiable claim.
Considering the argument component classes, we
found evidence for a significant effect for the evi-
dence class (p < 0.001), while we again failed to
reject H0 for the claim class. The argument class,
on the other hand, also yielded p < 0.05. Thus,
for argument and evidence we can conclude that
BERT significantly surpassed Llama-70B given the
respective F1 scores. With respect to the percent-
ages of p-values < 0.05, we found a rather binary
pattern. Statistically significant classes showed a
percentage of 100% of p-values < 0.05 with the ex-
ception of reason (67%), thereby indicating a less
reliable effect for this class. In those cases where
we failed to reject the null hypothesis on average,
we did not find any cases of p-values < 0.05.

5 Discussion

LLMs do not necessarily outperform BERT.
While we provided evidence for LLMs being able
to solve the task of argument annotation in specific
experimental settings, we did not find that they out-
performed the BERT baseline per se. Furthermore,
we observed for the semantic types unverifiable and
verifiable claim that advantages of using an LLM
instead of BERT might be actually due to chance,
since we failed to reject H0. We also found that
the BERT approach significantly outperformed the
best LLM setting for the general argument class as
well as the evidence class. Our results are thus in
line with mixed results previously reported in the
literature (Mirzakhmedova et al., 2024; Stahl et al.,

2024).
Importantly, we do not consider a statistically

significant effect as a prerequisite to employ an
LLM to the annotation task, given that utilizing
BERT also failed to significantly exceed the perfor-
mance of the best LLM setting for most classes.
Thus, we interpret the performance of both ap-
proaches to be similar enough to warrant their im-
plementation. However, we suggest that the absent
dominance of the LLM approach is a strong argu-
ment in favor of keeping the human in the loop.
Since efficiently prompting an LLM is not a triv-
ial task, we argue that precise annotation guide-
lines, developed by (human) experts as well as
thoroughly validated by using annotator agreement
metrics, e.g., Krippendorff’s α, are necessary to
ensure reliability and confidence in the annotations.
Provided with these guidelines, an LLM may be
capable of performing the remainder of the annota-
tions.

Providing definitions is essential. Our results
indicate that providing definitions of classes has a
beneficial effect, as shown by the better ranking of
prompts that include definitions. This is especially
the case for the best performing prompts tox-def
and tox-def-cont. We argue that providing defini-
tions may be especially necessary for argumenta-
tion, as argument categories, e.g. claim, tend to
have a common meaning which differs from their
more formal definition in the context of AM. Fur-
ther our results suggest that class definitions need
to be precise. While using Llama-70B led to best
results for all argument properties, i.e. for those
classes with rather concise definitions, it performed
worse for argument components and the general
argument class. We argue that this may be due to
their definitions being more complex since they are
essentially combinations of the simpler semantic
type definitions.

With respect to the other prompt components,
we find our assumption confirmed by the prompt
ranking that toxic language detection indeed has a
positive effect on the results. This is intuitive given
the definition of argumentation in the annotation
guidelines. In contrast, our prompt ranking further
hints that providing additional context does not ben-
efit the results. Although one of the best perform-
ing prompts does include context, i.e. tox-def-cont,
we argue that its good performance mainly results
from the combination of toxic language detection
and class definitions, given that the prompt tox-def
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appeared to yield better results for most classes.
We suggest that this might be due to the context
having a deviating effect on the model, as it needs
to process another piece of text, which does not
need to be labeled. Finally, we fail to find an effect
of prompting an LLM to justify its decision. How-
ever, we still consider this to be potentially helpful,
as it enables the researcher to interpret the model
output.

Model size matters. One main outcome of our
experiments is the apparent importance of model
size. While the medium-sized Mixtral model
yielded good results in some experimental settings,
even the majority baseline proved to be a chal-
lenge for Llama-3B. Best results were consistently
achieved by Llama-70B, which, however, does not
imply that it outperforms the BERT baseline, as we
have previously discussed.

These findings are in line with previous research
indicating that a larger number of parameters en-
ables LLMs to more efficiently capture both se-
mantic nuances which are prevalent in a subjective
task such as argumentation as well as complexity
of contextual information. It further suggests that
better results can be obtained by applying models
of size > 70B to the task. However, this is a mere
hypothesis and requires rigorous testing given that
argument annotation remains a challenging task.

It also raises the question to what extent the com-
pletion of a task justifies the added resources asso-
ciated with employing increasingly large models.
An alternative approach would to be to improve the
performance of smaller models, so-called small lan-
guage models. While our results show that Llama-
3B is not suitable to solve the task, more research
in this direction may result in higher model per-
formance, while keeping energy consumption at a
lower rate.

Resources should be considered. Data annota-
tion tends to be expensive in terms of financial and
ecological resources. The classic approach is to
train a group of expert annotators to solve the task
by following a set of clearly defined annotation
guidelines. As these guidelines need to be vali-
dated, several ratings per data point are required,
thus potentially rendering the annotation of a cor-
pus a costly endeavor.

On the other hand, training and running an LLM
causes a substantial amount of carbon emissions,
which requires ethical considerations. Wu et al.
(2025) investigated the effect of model size, quan-

tization, and hardware on carbon emissions. They
found that smaller models tend to outperform larger
ones with respect to carbon emissions with increas-
ing request rates, while larger models benefit the
most from quantization. In addition, older hard-
ware tends to contain less embodied carbon than
newer hardware. Both types of resource need to
be considered in combination with model perfor-
mance, in order to decide on the ideal approach for
the task.

6 Conclusion

In this study, we investigated to what extent LLMs
can be integrated into an argument annotation work-
flow, with a special focus on ACTC on tweets both
on the level of argument components and semantic
types. To this end, we defined experimental settings
consisting of model and prompt and used Mixtral
to identify the most promising prompts for the an-
notation task, i.e. tox-def and tox-def-cont, before
utilizing them with Llama-3B and Llama-70B. In
order to run permutation tests for significance test-
ing between the BERT baseline and the best per-
forming experimental settings, we simulated the
output of the BERT model.

While we found the annotation task to be chal-
lenging for an LLM, we identified specific combi-
nations of prompt and LLM that produced good
results, especially for the classification of seman-
tic types. However, we also found that a BERT
model fine-tuned on human expert annotations was
a strong contender, rendering the choice of the best
approach a non-trivial one. We argued in favor of
precise guidelines, ideally created and validated by
human experts, as well as clear class definitions to
facilitate the annotation task. Given the guidelines,
an LLM could undertake the main part of the anno-
tation. However, we also suggested considering the
required resources, both financial and ecological,
alongside model performance when deciding on
the best approach to employ.

For future research, we are interested in testing
the applicability of advanced prompting techniques
such as few-shot and chain-of-thought prompting.
In addition, approaching the annotation task in an
open setting in combination with another LLM to
make the final judgment, similar to the approach
carried out in Röttger et al. (2024), could be a fruit-
ful direction to follow. We also aim to extend our
approach to capture more complex argumentation
structures. Finally, we consider exploring label
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variation of LLMs to be a promising next research
direction, both with respect to the annotation it-
self as well as the usability of label variation for
classification (Plank, 2022).

Limitations

In our experiments, we made use of a single corpus.
Extending the number of corpora both within the
task of ACTC and across different AM tasks could
give a clearer picture with respect to the usabil-
ity of LLMs in an argument annotation workflow.
Similarly, applying a larger number of LLMs may
result in a more comprehensive understanding of
the capabilities of these models.

This limitation also extends to the investigation
of a single language, i.e. German. While being
common in areas of NLP research that are not ex-
plicitly multilingual in nature, this raises the ques-
tion to what extent the results generalize cross-
linguistically.

So far, we have produced single LLM annota-
tions and compared them to expert annotations of
the corpus, thus creating a scenario of two anno-
tators. The study may benefit from the generation
of multiple LLM outputs that simulate the work of
multiple human annotators.

Previous research has shown that LLMs tend to
be sensitive to exact prompt phrasing (Röttger et al.,
2024). While we defined different prompt settings,
we did not create prompt variants within a setting.
This could lead to more robust results.

Ethical Considerations

Previous research has shown that LLMs produce
biases (Gallegos et al., 2024). While this is also
true for other models and human annotators, this
may result in skewed annotations, especially in
argumentative texts which tend to deal with contro-
versial topics. Applying LLMs to annotation tasks
in less-resourced languages like German may in-
crease these biases, as well as eventually using the
annotated data for fine-tuning purposes, potentially
resulting in a self-reinforcing feedback loop.

Furthermore, while automating data annotation
via LLMs may be feasible, it also may result in the
replacement of paid labor for human annotators,
thereby having socioeconomic implications that
should be considered when designing an annotation
study.
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A Prompt Example

German version:

Du bist ein erfahrener Assistent für die Analyse von Argumentation im Text. Du bekommst einen Text, eine 

Argumentationskategorie, eine Definition der Argumentationskategorie und einen Kontext. Deine Aufgabe ist es zu 

entscheiden, ob der Text die Kategorie enthält oder nicht. Antworte mit 1, wenn die Kategorie vorhanden ist. Antworte mit 

0, wenn die Kategorie nicht vorhanden ist. Wenn der Text toxische Sprache wie zum Beispiel Beleidigungen enthält, 

antworte auch mit 0. Berücksichtige den Kontext bei deiner Entscheidung. Nutze die Definition der Kategorie, um eine 

Entscheidung zu fällen. Begründe deine Antwort.

Kontext: ```{context}```

Argumentationskategorie: {category}

Definition der Argumentationskategorie: ```{def inition}```

Text: { text}

English translation:

You are an experienced assistant for analyzing argumentation in text. You will be given a text, an argumentation category, 

a def inition of the argumentation category, and a context. Your task is to decide whether the text contains the specif ied 

category or not. Answer with 1 if  the category is present. Answer with 0 if  the category is not present. If  the text contains 

toxic language, such as insults, also answer with 0. Take the context into account when making your decision. Use the 

definition of the category to guide your judgment. Argue for your answer.

Context: ```{context}```

Argumentation category: {category}

Definition of the argumentation category: ```{def inition}```

Text: { text}

Figure 2: The prompt for setting tox-def-cont-arg. It includes 1) the identification of toxic language, makes use of 2)
class definitions and 3) context, as well as 4) asks the model to argue for its answer.
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B Class Definitions

Class Definition

Argument An argument contains at least one claim or piece of evidence. A claim includes
unverifiable claims and verifiable claims. An unverifiable claim is a subjective
standpoint or positioning. A verifiable claim can potentially be verified by
another source, such as scientific papers or statistics. Evidence is proof of an
unverifiable claim or a verifiable claim. Types of evidence are external evidence
or reason. External evidence includes, for example, news, expert opinions and
quotations. External evidence is often provided via links. Evidence can also be
reason, which means that it justifies an unverifiable claim or a verifiable claim.

Claim A claim includes unverifiable claims and verifiable claims. An unverifiable claim
is a subjective standpoint or positioning. A verifiable claim can potentially be
verified via an external source, such as scientific references or statistics.

Evidence Evidence is proof of an unverifiable claim or a verifiable claim. Types of
evidence are external evidence or reason. External evidence includes, for example,
news, expert opinions and quotations. External evidence is often provided via links.
Evidence can also be reason, which means that it justifies an unverifiable claim
or a verifiable claim.

UC An unverifiable claim is a subjective standpoint, positioning, interpretation
or prognosis. Although such a statement is unverifiable, it can still be sufficiently
supported by providing reasons.

VC A statement is considered a verifiable claim, if it can potentially be verified via an
external source. However, it is not sufficient for a statement to be identified as
verifiable by linguistic means alone. Potential sources for verifiable claims
include, for example, scientific references, statistics, political manifestos
and lexicon entries. Verifiable claims do not have to be factually correct.

Reason Reason is a statement that justifies an unverifiable claim or a verifiable claim.
The unverifiable claim or verifiable claim must also be present in the text.
An unverifiable claim is a subjective standpoint or positioning. A verifiable claim
can potentially be verified by an external source, such as scientific references
or statistics. The connection between reason and an unverifiable claim or
verifiable claim is often causal.

EE External evidence is a source of proof for an unverifiable claim or a verifiable
claim. An unverifiable claim is a subjective standpoint or positioning. A verifiable
claim can potentially be verified by an external source, such as scientific
references or statistics. External evidence does not have to be factually correct.
External evidence must be explicitly present in the text. It includes, for example
news, expert opinions, blog entries, books, petitions, images and quotations.
External evidence is often provided via links, which is why links are considered
external evidence.

Table 5: The class definitions. Each definition has been translated from the respective German version we used for
prompting. (UC: unverifiable claim; VC: verifiable claim; EE: external evidence).
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Abstract
The Open Argument Mining Framework
(oAMF) addresses key challenges in argument
mining research which still persist despite the
field’s impressive growth. Researchers often
face difficulties with cross-system comparisons,
incompatible representation languages, and lim-
ited access to reusable tools. The oAMF intro-
duces a standardised yet flexible architecture
that enables seamless component benchmark-
ing, rapid pipeline prototyping using elements
from diverse research traditions, and unified
evaluation methodologies that preserve theo-
retical compatibility. By reducing technical
overhead, the framework allows researchers to
focus on advancing core argument mining capa-
bilities rather than reimplementing infrastruc-
ture, fostering greater collaboration at a time
when computational reasoning is increasingly
vital in the era of large language models.

1 Introduction

Argument Mining (AM) represents one of the most
intellectually stimulating frontiers in computational
linguistics today. However, for researchers and
practitioners in the AM community, several pain
points have become increasingly apparent. First,
the inherently modular nature of argument mining –
comprising multiple interdependent subtasks – cre-
ates substantial difficulties when attempting to com-
pare systems or integrate components from differ-
ent research efforts. Second, even when technical
integration is possible, conceptual interoperability
is hindered by divergent representation languages
that encode different theoretical assumptions about
argument structure. Finally, despite the wealth of
research publications, there is a notable scarcity of
accessible, reusable tools, with many innovations
remaining as isolated research prototypes (Chen

et al., 2024; Habernal et al., 2024; Kawarada et al.,
2024; Cabessa et al., 2025; Gorur et al., 2025a).

These challenges directly impact the daily work
of argument mining researchers: How does one
fairly compare a newly developed component
against existing approaches? How can a task-
specific module be efficiently integrated into an
end-to-end system? What is the most effective way
to evaluate and visualise results across different
argument representations?

The Open Argument Mining Framework (oAMF)
addresses these fundamental concerns by providing
a standardised yet flexible architecture that facili-
tates module comparison, system integration, and
consistent evaluation methodologies. Unlike pre-
vious approaches that have prioritised specialised
solutions for narrow use cases, the oAMF creates an
ecosystem where researchers can:

• Seamlessly benchmark new components
against established baselines using standard-
ised interfaces

• Rapidly prototype end-to-end argument min-
ing pipelines by mixing components from dif-
ferent research traditions

• Visualise and evaluate results through unified
representation formats that maintain theoreti-
cal compatibility

By reducing the technical overhead associated
with these common development scenarios, the
oAMF aims to accelerate innovation while preserv-
ing the theoretical diversity that has been a hall-
mark of argument mining research. The framework
empowers researchers to focus on advancing core
argument mining challenges rather than reimple-
menting infrastructure components, ultimately fos-
tering greater collaboration across the community.
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Currently, the framework includes 17 widely used
AM modules, all available on GitHub for commu-
nity contributions. New modules can also be added,
with each module expected to follow specific in-
put/output formats, implementation guidelines, and
configuration requirements (see Section 4).

2 Practical Problems faced by AM system
developers

The deployment of applied argument mining sys-
tems is still in its infancy. Despite more than a
decade of research in argument mining (ultimately
stretching back to (Moens et al., 2007), but now
eleven years with the dedicated forum provided by
the Argument Mining Workshop) there have been
few live systems deployed beyond laboratory set-
tings. The most high-profile is the work at IBM
(Slonim et al., 2021) which has to a large extent
been rolled in to watsonx as part of their commercial
offering. In addition, there are more modest exam-
ples such as args.me (Wachsmuth et al., 2017) and
the Evidence Toolkit (Visser et al., 2020) amongst
others. But the engineering and deployment of
systems that involve AM remains a rarity.

With the revolution in NLP ushered in by LLMs,
the ability to handle reasoning in language is be-
coming paramount, and as a result the handling of
structures of argumentation is of rapidly increasing
importance, as evidenced by the dramatic uptick in
papers on the topic in the ACL anthology which
returns 7,500 papers for the search “argument*
mining" at time of writing.

Yet there are several fundamental methodolog-
ical challenges that face both researchers and de-
velopers setting out to build argument mining algo-
rithms and systems.

The all-or-nothing challenge. Reliably extract-
ing the structure of reasoning expressed in natural
language remains one of the most challenging open
problems in NLP today. Many different architec-
tures and approaches have been applied, and though
monolithic end-to-end systems are rather rare (Eger
et al., 2017), the more modular approaches very
typically have to either engineer end-to-end system
componentry, or else release systems that make
major I/O assumptions (such as the availability of
reliably segmented input data, or the availability
of directionality labelling subsystems). Building
an entire application system that exploits argument
mining is therefore an all-or-nothing affair, requir-
ing system building from user input to user output.

The reusability challenge. Part of the reason
for the all-or-nothing challenge is that tools and
algorithms released by the community are typi-
cally rather shortlived and idiosyncratic, making
their reuse difficult in the short term, and all but
impossible over the course of a few years. As a
result, progress is rarely able to make use of pre-
vious work, reusing, for example, techniques for
segmentation, where that is not the focus of current
work.

The interoperability challenge. The other part
of the reason for the all-or-nothing challenge is the
lack of well-defined modularity or the ability for
subsystems to exchange data in a common repre-
sentation language. Freeman (Freeman, 1991) has
become one of the most expressive underlying ref-
erence argumentation theories because of its abil-
ity to integrate approaches such as Toulmin (Toul-
min, 1958) with simpler pro-con models (Gorur
et al., 2025b), and as a result is used in data efforts
ranging from monological lab-constructed data of
the microtext corpus (Peldszus and Stede, 2016)
through to some of the largest manually annotated
dialogical corpora (Hautli-Janisz et al., 2022) cur-
rently available. Several shared tasks have focused
on exploiting this representational adequacy (Ruiz-
Dolz et al., 2024), but the sheer creative diversity
that has characterised argument mining for more
than a decade has also created a rich array of dif-
ferent approaches that effectively stymie interoper-
ability between them.

The evaluation challenge. In both academic
and commercial environments, providing unbiased
evaluation of techniques and systems is critical,
yet reliable measures of different aspects of argu-
ment mining performance are difficult to establish
beyond the bounds of controlled shared tasks, be-
cause of the lack of interoperability and standardi-
sation. Even the very measures that are deployed
vary widely from, for example, κ, which fails to
account for textual variation, through γ, which is
difficult to interpret.

3 Solving challenges in the development
of AM work

3.1 Compare against other modules

The oAMF allows for easy comparison of ap-
proaches on individual argument mining tasks by
creating two or more workflows that are identical
other than the specific task under consideration. A
variety of modules can then be tested on this task,
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for example comparing a newly developed module
against existing state-of-the-art approaches. Impor-
tantly, the framework is not bound to any single
argumentation model or theory. It is designed to
support heterogeneous models and allows compo-
nents grounded in different frameworks, theories,
or representational schemes to interoperate seam-
lessly. This flexibility ensures that researchers can
easily adapt the framework to suit their preferred
models or experiment with multiple ones in paral-
lel.

3.2 Fit a single part in to an end-to-end
workflow

Although there are an increasing number of AM
works which take an ‘end-to-end’ view (Stab and
Gurevych, 2017; Persing and Ng, 2016; Potash
et al., 2017), it is still common to focus on specific
individual tasks from the identification of argument
components, through levels of increasing complex-
ity; considering the role of individual components,
considering argumentative relations, and consid-
ering more complex argumentative relationships,
such as an instance of an argumentation scheme.

The oAMF allows for different implementations
to be selected for each of these tasks, creating a
unified end-to-end approach that uses the best tech-
niques available along each step of the process.

3.3 Evaluation and Visualisation

Individual oAMF modules and AM pipelines com-
posed of oAMF modules—each responsible for a
specific subtask—can be executed, with the out-
put visualised using an oAMF-compatible visualisa-
tion tool (see an example of the argument graph
visualisation in Figure 1). Additionally, the out-
put can be assessed for performance using another
oAMF-compatible module, CASS. The CASS mod-
ule evaluates oAMF output based on metrics such as
Macro F1, Accuracy, Text Similarity, Kappa, and
U-Alpha. For example, a pipeline might start with
a module for dialog turn segmentation, followed
by a module for segmenting text into argumenta-
tive discourse units, a module for pre-processing
the discourse segments, and finally, a module for
argument relation identification. For a list of the
modules currently available in oAMF, see Section
4.3.

Figure 1: An argument map generated by the visualiser.

1 from xaif import AIF
2 # Sample xAIF JSON with 2 L nodes and 2 I nodes
3 aif_data = {"AIF": {"nodes": [
4 {"nodeID": 0, "text": "Example L node 1", "type": "L"},
5 {"nodeID": 1, "text": "Example L node 2", "type": "L"},
6 {"nodeID": 2, "text": "Example I node 1", "type": "I"},
7 {"nodeID": 3, "text": "Example I node 2", "type": "I"},
8 {"nodeID": 4, "text": "Default Inference", "type": "RA"}
9 ],

10 "edges": [
11 {"edgeID": 0, "fromID": 0, "toID": 2},
12 {"edgeID": 1, "fromID": 1, "toID": 3},
13 {"edgeID": 2, "fromID": 2, "toID": 4},
14 {"edgeID": 4, "fromID": 2, "toID": 3}
15 ],
16 "locutions": [{"nodeID": 0, "personID": 0}],
17 "participants": [{"firstname": "Speaker", "participantID": 0,

"surname": "Name"}]
18 },
19 "dialog": True
20 }
21
22 aif = AIF(aif_data) # Initialise the AIF object with xAIF data
23 aif.add_component(component_type = "locution", text = "Example L node

3.", speaker = "Another Speake") # The next ID (5) is assigned
24 aif.add_component(component_type = "proposition", Lnode_ID = 5,

proposition = "Example I node 3.") # The L-NodeID is required
25 aif.add_component(component_type = "argument_relation", relation_type =

"RA", iNode_ID2=3, iNode_ID1=6) # Requires I-Node IDs and AR type
26 print(aif.xaif) # Print the generated xAIF data
27 print(aif.get_csv("argument-relation")) # Exports to tabular format

Figure 2: xaif package to manipulate xAIF data.

4 Practical Solutions

4.1 How to create an oAMF module
The oAMF allows developers to create new argument
mining modules and integrate them with others,
simplifying interoperability and reproducibility of
AM systems. This section describes the process
of creating a new module, covering I/O format
constraints, its implementation, the project struc-
ture, how to configure the metadata file, the Flask
application routes, and a summary of steps for de-
veloping oAMF-compatible AM modules.

Input-Output Format: Each module uses xAIF
for input and output to ensure interoperability. The
xaif library provided by the oAMF simplifies xAIF
file manipulation (see Figure 2), helping develop-
ers in managing argumentative discourse structure
in a consistent format. The documentation can
be accessed at https://github.com/arg-tech/
xaif/blob/main/docs/tutorial.md.
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Implementation: oAMF modules are imple-
mented as a dockerised web service to ensure porta-
bility and scalability. They are implemented using
the Flask framework, a lightweight Python web
framework for creating RESTful services. A set
of endpoints are exposed, allowing users to in-
teract with the module through HTTP requests.
Each module takes xAIF as input/output. Develop-
ers can build new modules by cloning a template
project, updating metadata, implementing module
logic, and configuring the service for containerisa-
tion. A template to help develop custom modules
is available at: https://github.com/arg-tech/
AMF_NOOP/. A step-by-step summary of module
development is provided in Appendix A.

4.2 How to create an oAMF pipeline

The oAMF offers different interfaces for building
and executing AM pipelines i.e., multiple modules
working sequentially. These components seam-
lessly integrate by using xAIF as a standardised
format for both input and output, ensuring smooth
data exchange throughout the pipeline. The avail-
able interfaces cover all different levels of technical
knowledge, including an API for advanced customi-
sation, a drag-and-drop interface for quick setup,
and a web interface for easy execution.

4.2.1 Programming API

The programming API allows defining a pipeline
by specifying and connecting modules through
their associated tags. The pipeline can then be
executed by providing an input file. The script
shown in Figure 3 depicts how to build and execute
an oAMF pipeline.

1 from oamf import oAMF
2 # Initialize the library
3 oamf = oAMF()
4 # Define pipeline as a graph
5
6
7 pipeline_graph = [
8 ("turninator", "segmenter"), # 'turninator' is a module that

segments dialogue into turns; 'segmenter' segments
discourse into ADUs

9 ("turninator", "segmenter2"), # another segmenter instance for
parallel processing

10 ("segmenter", "bert-te"), # 'bert-te' is a BERT-based inference
identifier module

11 ("segmenter2", "bert-te2") # another inference module instance
12 ]
13 oamf.pipelineExecutor(pipeline_graph, "input_file.json")

Figure 3: Create and execute pipeline with the oAMF
API.

4.2.2 Drag-and-Drop Interface
The oAMF integrates with n8n, an open-
source workflow automation tool1, available
at https://n8n.oamf.arg.tech/, offering
a visual, intuitive interface for constructing
pipelines. Users can easily drag and drop
modules and establish connections. Pipelines
can be executed using (1) the n8n interface with
user-provided input or (2) the oAMF library by
downloading workflow JSON files and running
oamf.pipelineExecutor(pipeline_graph,
“input_file.json”, “workflow.json”),
where pipeline_graph can be an empty list,
input_file.json holds xAIF input data, and
workflow.json is the n8n workflow.

4.2.3 Web Interface
The oAMF provides a web interface for quickly
running AM pipelines, which can be accessed at
https://oAMF.arg.tech. Users can upload in-
put data (e.g., text or xAIF files), select pre-built
pipelines using the n8n interface, and execute them
directly on the oAMF server—removing the need for
manual pipeline construction.

Figure 4: Web interface of oAMF for uploading input
data and running pre-built AM pipelines.

4.3 List extant functionality of the oAMF

In addition to providing a complete toolkit to imple-
ment new argument mining modules, and different
interfaces to connect them and execute pipelines,
the oAMF also comes with a set of pre-implemented
modules covering basic AM operations such as
segmentation, classification, or relation identifi-
cation. Some of these pre-implemented modules
are based on previous AM work. For example, a
segmenter based on TARGER (Chernodub et al.,
2019), a cascade propositionaliser (Jo et al., 2019),
a transformer-based argument relation identifier
(Ruiz-Dolz et al., 2021), a decoder-only model

1https://n8n.io

103

https://github.com/arg-tech/AMF_NOOP/
https://github.com/arg-tech/AMF_NOOP/
https://n8n.oamf.arg.tech/
https://oAMF.arg.tech
https://n8n.io


based on DialoGPT for argument relation identifi-
cation (Gemechu et al., 2024) or decompositional
argument mining (Gemechu and Reed, 2019). By
providing this set of pre-implemented modules cov-
ering basic AM operations, we make argument
mining accessible to a non-technical audience. A
list of available modules can be accessed here:
https://github.com/arg-tech/oAMF.

5 Conclusion

This paper addresses a significant challenge im-
pacting the AM community: the use, develop-
ment, and evaluation of practical solutions. For
that purpose, we provide a complete analysis of
the practical problems faced by the AM commu-
nity, grouped into four major categories. As a so-
lution to these problems, we introduce the oAMF:
a set of libraries, modules, and interfaces aimed
at making AM accessible to users with different
technical backgrounds. The oAMF allows, at the
same time, developers to create new interoperable
modules from scratch that can be connected with
the existing ones, programmers to implement dif-
ferent AM pipelines connecting different modules
and evaluate them fairly, and non-technical users to
analyse text in search for argument structures with
a codeless interface.
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A Implementation Details

Project Structure The project structure contains the following key components:

• config/metadata.yaml: Contains metadata information about the module.

• project_src_dir/: Directory with the application code, including Flask routes and logic.

• boot.sh: Shell script to activate the environment and launch the app.

• docker-compose.yaml: Defines the Docker service and its setup.

• Dockerfile: Specifies image configuration and dependencies.

• requirements.txt: Python dependencies list.

Metadata Configuration The metadata.yaml file provides essential module details:

Name: "Name of the Module"
Date: "2024-10-01"
Originator: "Author"
License: "Your License"
AMF_Tag: Your_tag_name
Domain: "Dialog"
Training Data: "Annotated corpus X"
Citation: ""
Variants:
- name: 0 version: null
- name: 1 version: null

Requires: text
Outputs: segments

Flask Application Routes

• Index Route (/): Displays the contents of the README.md file.

• Module Route (customisable):

– POST requests process xAIF input and return modified output.
– GET requests return module metadata and documentation.

Steps to Develop a Module

1. Clone the NOOP template from the repository: https://github.com/arg-tech/AMF_NOOP/

2. Modify metadata.yaml with your module’s details.

3. Implement core logic in routes.py.

4. Use the xAIF library to manipulate xAIF data.

5. Set up Dockerfile and docker-compose.yaml.

6. Update the README.md with documentation.
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Abstract

Legal reasoning remains one of the most com-
plex and nuanced domains for AI, with current
tools often lacking transparency and domain
adaptability. While recent advances in large
language models (LLMs) offer new opportuni-
ties for legal analysis, their ability to structure
and interpret judicial argumentation remains
unexplored. We address this gap by proposing
a structured framework for AI-assisted legal
reasoning, centered on argumentative analysis.
In this work, we use GPT-4o for discourse-
level and semantic analysis to identify argu-
mentative units and classify them according to
Philippe Bobbitt’s (Bobbitt, 1984) six constitu-
tional modalities of legal reasoning. We apply
this framework to legal rulings from the Italian
Court of Cassation. Our experimental findings
indicate that LLM-based tools can effectively
augment and streamline legal practice, by e.g.
preprocessing the legal texts under scrutiny;
still, the limited performance of the state-of-the-
art generative model tested indicates significant
room for progress in human-AI collaboration
in the legal domain.

1 Introduction

In this work, our aim is to develop a digital
tool based on Argument Mining and Artificial In-
telligence to support legal professionals (judges,
lawyers, prosecutors, notaries, and legal trainees)
in critically analysing and understanding judicial
decisions in their full argumentative complexity.
The tool is not intended to replace the legal expert,
but rather to assist in navigating the often intricate
and cognitively demanding task of interpreting ju-
dicial texts. A key theoretical premise of this work
is that judicial decisions are fundamentally argu-
mentative products, structured through layers of
reasoning that go beyond the mere operative part
of the ruling or its legal maxim. Traditional ap-
proaches, such as relying solely on summaries or

syllogistic reduction, risk obscuring the deeper ar-
gumentative processes and implicit assumptions
embedded in the decision-making. To address this,
we draw from argumentation theory and computa-
tional linguistics to extract and classify the internal
logic of judgments. The proposed system has been
developed to perform two primary functions: i) to
segment the judgment into discrete argumentative
units, each representing an independent statement
with argumentative value; and ii) to semantically
label these units by identifying the type of legal rea-
soning they instantiate, as illustrated in Figure 1.

To this end, we design a classification framework
based on Philippe Bobbitt’s typology of constitu-
tional argumentation (Bobbitt, 1984): originally
developed in the context of U.S. Supreme Court
decisions.

Our main contributions are twofold: first, we
release the first corpus of Italian judicial decisions
(civil and criminal rulings from the Court of Cas-
sation) annotated with argumentative labels based
on Bobbitt’s constitutional modalities; second, we
propose and evaluate a pipeline that integrates large
language models with expert annotation to classify
argumentative units in legal texts.

We find that GPT-4o, when guided with care-
fully designed prompts, can capture a significant
portion of the argumentative structure, providing a
useful framework for assisted legal analysis. How-
ever, human input remains essential in identifying
subtle distinctions between modalities, especially
in complex or ambiguous reasoning contexts. No-
tably, even junior expert annotators often struggle
to reach full agreement, highlighting the intrinsic
complexity and subjectivity of the task of argumen-
tative classification in judicial texts.

2 Related Works

Over the past decade, Argument Mining (AM) has
become an increasingly prominent area within the
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Figure 1: Starting from a legal document, a language model segments the text into paragraphs; then, these are
classified by an LLM and domain experts according to Bobbitt’s argumentative categories.

intersection of artificial intelligence, computational
linguics, and legal informatics.

Our approach builds on a rich body of work
by integrating discourse segmentation with seman-
tic classification of legal arguments. Unlike prior
studies that focused on broad categories such as
premise/conclusion or rhetorical roles(Palau and
Moens, 2009), (Santin et al., 2023), (Grundler et al.,
2022) we adopt Bobbitt’s (Bobbitt, 1984) consti-
tutional modalities as a semantic framework, al-
lowing for a more refined classification of legal
reasoning. Further, while much of the previous
literature has concentrated on English-language
(Chalkidis et al., 2020) decisions from suprana-
tional courts (Chlapanis et al., 2024), our work
expands the scope by applying the methodology
to Italian Court of Cassation rulings. This con-
tributes to the growing interest in multilingual and
civil law systems within the AM community, as
evidenced by recent shared tasks and datasets, such
as the AMELIA (Grundler et al., 2024) challenge
for Italian legal texts.

3 Data Collection and Categories

To implement and evaluate our framework, we com-
piled a custom corpus of Italian judicial decisions
and adopted a classification scheme grounded in
constitutional legal theory. The process involved
selecting representative rulings, curating the tex-
tual material, and mapping argumentative content
to a set of predefined categories. In what follows,
we describe the composition of the dataset and the
typology of argumentation used for annotation.

3.1 Corpus Description

The corpus used for this study consists of 20 judg-
ments from the Italian Supreme Court of Cassation,
which is the highest judicial authority responsi-
ble for ensuring uniform interpretation of the law
(a function known as nomofilachy). The selected
rulings are among the most significant ones high-
lighted by the Court’s official website1 and include
10 civil and 10 criminal cases.

All rulings were written in Italian and sourced
from the De Jure legal database.2 Civil cases span
the years 2018 to 2025, while criminal cases are
drawn from 2023 and 2024, reflecting the most
recent developments in judicial language and prac-
tice.

The rulings vary significantly in length and com-
plexity, ranging from concise decisions of 4 pages
to more elaborate ones extending up to 26 pages.
This diversity reflects the variability of legal prac-
tice and provides a realistic testbed for evaluating
both human and model-based annotation of argu-
mentative content.

Prior to annotation, all decisions were pre-
processed to extract the full text, removing non-
argumentative sections such as headers, metadata,
or procedural summaries.3

1https://www.italgiure.giustizia.it/sncass/
2Available at: https://dejure.it/
3Preliminary experiments were conducted using the De-

mosthenes dataset (CJEU decisions on fiscal state aid), as it
already featured a well-defined argumentative structure. This
allowed us to initially focus on the categorization task. How-
ever, we later decided to shift our main focus to Italian judicial
decisions.
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3.2 Categories

To classify the argumentative content of each de-
cision, we adopted Bobbitt’s typology of consti-
tutional reasoning. This framework identifies six
primary categories (Historical, Textual, Structural,
Prudential, Doctrinal, Ethical), each corresponding
to a different mode of legal justification.4

In addition to these six, we introduced a residual
category, None, to capture instances where no clear
argumentative function could be assigned, either
due to lack of information or the presence of purely
descriptive or procedural content.

4 Methodology

The core objective of our approach is to trans-
form legal rulings into structured argumentative
representations. This involves two main steps: (1)
segmenting the ruling into coherent textual units
(typically paragraphs), and (2) identifying the role
of each segment within the broader argumentative
structure of the document.

We operationalize this by first extracting the rul-
ing text and dividing it into paragraphs, which
are then labeled based on their argumentative
function—either as premises, conclusions, or non-
argumentative content. Each paragraph is uniquely
identified and embedded in a hierarchical structure
that reflects the flow of reasoning. Subsequently,
we group semantically related segments and assign
them to one of Bobbitt’s constitutional categories
of argumentation. This process results in a multi-
layered representation of the ruling that supports
both human interpretability and machine process-
ing.

4.1 Text Segmentation into Paragraphs

The tool’s primary function is to divide complex le-
gal texts into coherent paragraphs. This is essential
as it lays the groundwork for structuring the text,
which will later be analyzed at the sentence level.
Each paragraph is analyzed and classified into one
of the following categories: premise, conclusion or
null.

To maintain a structured representation of the ar-
gumentation, each paragraph is assigned a unique
identifier built via i) a single character indicating
the argument chain (e.g. A, B..) and ii) a progres-
sive number denoting the order within the chain

4Details on the description of the Categories are provided
in Appendix A.

(e.g., A1, A2, B1)5. This structured XML represen-
tation ensures that the text remains both machine-
readable and systematically organized, thereby fa-
cilitating downstream processing and analysis. Our
pipeline design follows the structure adopted in
the Demosthenes dataset proposed by Santin et al.
(2023).6

4.2 LLM Annotations

The second phase of the pipeline is the annotation
process, which is divided into two main steps.

The first step is semantic grouping, in which
paragraphs are clustered based on their semantic
similarity using a GPT-based model. Each group is
assigned a unique group_id and can include up to
eight paragraphs. Paragraphs that do not semanti-
cally align with others remain ungrouped and are
labeled with group_id: null 7 The goal of this
phase is to identify groups of argumentative units
that address the same topic or rely on a shared line
of reasoning. This semantic grouping serves a cru-
cial functional role: it establishes the granularity at
which constitutional argumentation categories (as
described in Section 3.2) are assigned. Rather than
classifying individual paragraphs—which may be
too short or context-poor for accurate labeling—we
classify entire semantic groups. Each group typi-
cally represents a coherent argumentative theme,
making it a more suitable unit for the assignment
of one of Bobbitt’s six categories.

In the categorization step, each semantic group
is passed to the LLM, which selects the most ap-
propriate constitutional argument type from the
predefined set, or assigns the label None if no cate-
gory applies. The model is instructed to justify its
choice with a brief explanation 8.

Both grouping and classification were conducted
using a zero-shot prompt with structured instruc-
tions describing each category, and a tempera-
ture setting of 0.2. At the end, each paragraph
in the XML file is annotated with three tags: an
<ID> - corresponding to the paragraph identifier; a
<Group> – corresponding to the group_id assigned
to the paragraph and a <Category> – representing
the classification label of the paragraph.

5For details on the prompt’s syntactic structure, see Ap-
pendix D.

6Implemetation details, including file conversions and an-
notation formatting, are provided in Appendix B.

7For details on the prompt’s semantic grouping, see Ap-
pendix E.

8For details on the prompt’s categorization, see Ap-
pendix F.
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4.3 Human Annotation

To validate the output of the automatic annotation
pipeline, we collected manual annotations from a
panel of five human experts with varying legal back-
grounds. The annotators included: Junior experts
(one law student, two legal trainees, one PhD can-
didate), and Senior expert (an university professor
of constitutional law).

Each annotator was provided with a structured
Excel file containing the paragraphs grouped and
labeled with group_id, as generated by the model.
For each paragraph, they were asked to assign one
of Bobbitt’s categories using a drop-down menu.
To ensure comparability with the model’s behavior,
all annotators received the exact same prompts used
by GPT during the automatic annotation phase. In
cases where a semantic group appeared incoher-
ent or internally inconsistent, annotators were in-
structed to assign the most appropriate category
nonetheless—based on the dominant argumenta-
tive theme—and to flag the group as “incorrect.”
They could also provide suggestions for a more ap-
propriate regrouping. This protocol allowed us to
both preserve comparability with GPT outputs and
collect qualitative feedback on grouping validity.

Each Junior Expert annotated a subset of the rul-
ings, while the Senior Expert annotated the entire
corpus. This design allows us to compute both hu-
man–AI agreement and human–human agreement,
with a focus on the differences between expertise
levels and the model’s alignment with legal reason-
ing across varying levels of legal training.9 Hu-
mans took from 30 to 120 minutes per judgment.

5 Experimental Results

To assess the consistency of GPT annotations rel-
ative to human judgment, we compute agreement
using two complementary strategies: intersection-
based and union-based evaluation – Both ap-
proaches rely on Cohen’s κ (Cohen, 1960). These
two perspectives allow us to evaluate GPT both
on highly reliable human annotations (intersection)
and in more flexible, real-world scenarios (union).

Intersection-based agreement (∩). In this set-
ting, we first construct a subset of the dataset con-
sisting only of those instances where both human
annotators independently assigned the same label
to a given paragraph. These agreed-upon labels

9Details on the annotation interface and inter-annotator
agreement metrics are provided in Appendix C.

Table 1: Cohen’s Kappa agreement scores between
human annotators (senior and juniors) and GPT for the
annotated documents in Criminal and Civil Law.

Criminal Law Civil Law

Senior vs Junior 0.17 0.27
Senior vs GPT 0.15 -0.03
Junior vs GPT 0.07 -0.09
Senior ∩ Junior vs GPT 0.15 -0.0936
Senior ∪ Junior vs GPT 0.46 0.1874

Table 2: Detailed classification report for GPT vs Hu-
man (union-based agreement) on annotated documents
from Italian Criminal Law.

Categories Precision Recall F1-score N.

Doctrinal 0.41 0.80 0.54 30
None 0.95 0.87 0.91 212
Prudential 0.00 0.00 0.00 2
Structural 0.00 0.00 0.00 2
Textual 0.00 0.00 0.00 8

are treated as the gold standard, and GPT’s output
is compared against them. This provides a high-
precision evaluation, focusing only on cases where
human consensus exists.

Union-based agreement (∪). In the union-based
setting, we take a more permissive approach: GPT
is considered correct if its predicted label matches
either of the two human annotators. This strat-
egy accounts for cases where annotators diverge
but GPT still aligns with one of them, thereby
capturing partial alignment with human judgment.
This formulation is particularly suited for analyzing
noisy or ambiguous labels, and reflects the inherent
subjectivity of legal interpretation.

Looking at the agreement scores in Table 1, we
observe that the Senior Expert achieves consistently
higher agreement with GPT than the Junior Ex-
pert does, particularly in the Criminal Law domain.
This suggests that the model tends to align more
closely with interpretations grounded in deeper le-
gal reasoning and experience.

However, when comparing the individual cate-
gory distributions (Tables 2 and 3), we note that
GPT often selects different categories than the ex-
perts, especially in cases where legal argumentation
is subtle or multi-layered. Moreover, we noticed
that GPT captures only a limited subset of argumen-
tative categories, missing the semantic nuances that
legal experts can identify thanks to their domain
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Table 3: Detailed classification report for GPT vs Hu-
man annotators (union-based agreement) on documents
from Italian Civil Law.

Categories Precision Recall F1-score N.

Ethical 0.00 0.00 0.00 1
Doctrinal 0.39 0.76 0.52 66
None 0.77 0.45 0.57 130
Textual 0.50 0.18 0.27 11

knowledge. These findings highlight the complex-
ity of modeling judicial argumentation, where even
human annotators often disagree.

Overall, GPT’s behavior appears more compara-
ble to that of a Junior Expert: while it demonstrates
basic familiarity with argumentative distinctions, it
lacks the consistency and depth shown by the Se-
nior Expert, particularly in capturing less frequent
or more conceptually demanding categories like
Textual, Ethical, and Prudential.

Interestingly, the underlying classification frame-
work shows limitations: Bobbitt’s categories, devel-
oped for U.S. constitutional contexts, are often too
broad or rigid to account for the fact-based and pro-
cedural reasoning typical of Italian jurisprudence.
This mismatch likely contributes to the observed
difficulties in annotation and model prediction, and
suggests the need for more refined and context-
sensitive taxonomies tailored to the Italian legal
system.

Note: In Tables 2 and 3, the last column (“N.”)
indicates the number of paragraphs in the test set
that were assigned to each category according to
human annotations. This provides context for in-
terpreting class imbalance and the model’s relative
performance per category.

6 Conclusion

This project advances the development of epistemi-
cally responsible legal AI by addressing the practi-
cal and conceptual challenges of Argument Mining
in judicial decisions. Through expert-guided anno-
tation, we exposed the limitations of current models
in handling complex legal reasoning, particularly
in terms of time demands, semantic ambiguity, and
segmentation. Yet, the process proved valuable for
enhancing legal understanding, with potential appli-
cations in education, research, and decision support.
By refining classification strategies and prompt de-
sign, our work contributes to more transparent and
trustworthy AI systems in the legal domain.

Limitations

Our current pipeline relies solely on GPT-4o, a
general-purpose model not specifically tuned for
legal tasks. This may limit its precision, especially
in domains requiring up-to-date legal knowledge or
fine-grained distinctions in terminology. Moreover,
no systematic comparison has been made with alter-
native models—either proprietary or open-source.

Future work will benchmark multiple LLMs and
investigate domain-adapted models optimized for
legal argument classification.
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A Categories

• Historical arguments: refer to reasoning
based on the original intentions of lawmak-
ers, often invoking the legislative history or
founding principles behind a norm.

• Textual arguments: rely on the literal or
grammatical meaning of the legal text itself,
emphasizing the surface structure of statutory
language.

• Structural arguments: are concerned with
the internal logic and architecture of the le-
gal system, drawing connections between dif-
ferent institutional functions or constitutional
provisions.

• Prudential arguments: take into account
the practical consequences of a legal interpre-
tation, including its potential benefits, risks,
or social implications.

• Doctrinal arguments: are grounded in le-
gal precedents and established jurisprudential
interpretations, aiming to ensure consistency
and stability in the application of the law.

• Ethical arguments: appeal to moral values
or societal ideals, often drawing on broader
cultural or philosophical principles.

B Annotation Pipeline and File
Formatting

The annotation pipeline consists of a multi-stage
process aimed at converting legal rulings in PDF
format into structured, machine-readable represen-
tations enriched with argumentative annotations.
The process includes the following steps:

1. PDF to XML conversion: The raw PDF files
are preprocessed to extract text, which is then
segmented into paragraphs and stored in an
XML structure. Each paragraph is enclosed
within a <par> tag and assigned a unique iden-
tifier.

2. Paragraph classification: Using a language
model, each paragraph is labeled as either a
Premise, Conclusion, or Null, and wrapped
in corresponding tags (<prem>, <conc>).

3. Semantic grouping and categorization: Re-
lated paragraphs are grouped semantically and
assigned a group_id and a Category. A short

explanation is generated for each group to jus-
tify both the grouping and the assigned cate-
gory. These elements are stored in a structured
JSON file and later used to augment the XML.

4. XML augmentation: The JSON-based anno-
tations are reintegrated into the XML as new
attributes: Group and Category are added to
each paragraph node, while paragraph identi-
fiers remain embedded as <ID> tags.

5. Export to Excel: For improved usability, the
enriched XML is converted into an Excel
spreadsheet in which each row represents a
paragraph, and each column corresponds to
one of the annotations (e.g., paragraph ID,
group ID, argument role, Bobbitt category).

C Human Annotation Protocol

To support training and evaluation, we collect
human-annotated data for a subset of legal rulings.
The annotation process is carried out by legal ex-
perts, who were provided with a structured Excel
file to guide and simplify the task. The annotation
workflow follows these guidelines:

• Pre-segmented input: Annotators receive the
ruling already segmented into paragraphs and
grouped semantically. Each paragraph is asso-
ciated with a pre-assigned group_id.

• Category assignment: For each paragraph,
annotators select the most appropriate consti-
tutional argument category from a drop-down
menu. The available options correspond to
Bobbitt’s six constitutional categories: Histor-
ical, Textual, Structural, Prudential, Doctri-
nal, Ethical, or None.

• Group-based validation: Since all para-
graphs belonging to the same group are vi-
sually adjacent in the spreadsheet, annota-
tors can easily compare their content and en-
sure coherent category assignment across the
group.

We provide annotators with clear definitions and
examples for each label to ensure consistency. This
setup reduces annotation ambiguity and improves
efficiency. Inter-annotator agreement is evaluated
using Cohen’s kappa and F1 score. Results are
reported in Section 5.
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D Prompt syntactic structure

This prompt guides the model in dividing a legal
text into coherent paragraphs, each labeled as a
"premise", "conclusion", or null. Each paragraph
is assigned a unique identifier based on the logic
of argument chains. It is used to generate machine-
readable XML structures, as described in the main
section of the paper.

{
"role": "system",
"content": (

"You are an assistant skilled in
analyzing and structuring legal
texts. "

↪→
↪→
"Your task is to divide the given text

into coherent paragraphs and
annotate each paragraph as either a
'premise' or a 'conclusion', "

↪→
↪→
↪→
"as part of an argument chain. An

argument chain is defined as an
argument supporting the final
conclusion concerning a specific
ground of appeal, "

↪→
↪→
↪→
↪→
"together with all counterarguments

considered by the Court. Multiple
argument chains may be present in a
single decision. "

↪→
↪→
↪→
"Each premise and conclusion is denoted

through a unique identifier (ID),
composed of a letter (indicating
the argument chain, e.g., A or B) "

↪→
↪→
↪→
"and a progressive number (indicating

the specific premise or conclusion
within that chain, e.g., A1, A2, B1,
B2).\n\n"

↪→
↪→
↪→
"**Output Guidelines:**\n"
"1. **Structure:** Return the output as

a JSON array. Each element in the
array must have the following
structure:\n\n"

↪→
↪→
↪→
"{\n"
" \"ID\": \"A1\", // A unique ID for

the paragraph (e.g., A1, A2, B1,
etc.)\n"

↪→
↪→
" \"type\": \"premise\" or

\"conclusion\", // Type of
paragraph\n"

↪→
↪→
" \"content\": \"The actual text of the

paragraph\"\n"↪→
"}\n\n"
"2. **Paragraph Coherence:** Ensure each

paragraph represents a single
logical unit.\n"

↪→
↪→
"3. **Annotation:** Annotate paragraphs

accurately as 'premise' or
'conclusion'. "

↪→
↪→
"If a paragraph does not fit clearly as

a 'premise' or 'conclusion', leave
the 'type' field as null.\n"

↪→
↪→
"4. **ID Assignment:** Assign IDs using

the following pattern:\n"↪→
" - Use a letter (e.g., A, B) to

indicate the argument chain the
paragraph belongs to.\n"

↪→
↪→

" - Use a progressive number (e.g., A1,
A2, B1, B2) to denote the order
within the chain.\n"

↪→
↪→
"5. **Ensure Consistency:** IDs must not

restart for each chunk of text.
Maintain continuity across all
chunks.\n\n"

↪→
↪→
↪→
"**Example Output:**\n"
"[\n"
" {\"id\": \"A1\", \"type\":

\"premise\", \"content\": \"The
court finds that...\"},\n"

↪→
↪→
" {\"id\": \"A2\", \"type\":

\"conclusion\", \"content\":
\"Therefore, the appeal is
dismissed.\"},\n"

↪→
↪→
↪→
" {\"id\": \"B1\", \"type\":

\"premise\", \"content\": \"A
counterargument is
presented...\"},\n"

↪→
↪→
↪→
" {\"id\": \"B2\", \"type\": null,

\"content\": \"Background context
about the case.\"}\n"

↪→
↪→
"]\n\n"
"Now process the following text

according to these guidelines."↪→
),

},
{

"role": "user",
"content": (

"Here is the text to process:\n\n"
f"{text}\n\n"
"Please divide it into coherent

paragraphs, tag them as 'premise',
'conclusion', or null, assign
unique IDs, and return the output in
JSON format."

↪→
↪→
↪→
↪→
f"PAY ATTENTION: {self.state_message}"

),
}

This message is dynamically generated and in-
cluded in the prompt to ensure that the numbering
of argument chain IDs (e.g., A1, A2, ...) remains
continuous, even when the text is processed in mul-
tiple chunks.

self.state_message = (
f"The current chain is '{chain}'.

"↪→
f"Ensure continuity of the chain

IDs {self.current_chain}{s ⌋
elf.current_progressive}."

↪→
↪→

)

E Prompt semantic grouping

The following is the prompt used to guide the lan-
guage model in grouping legal sentences based on
semantic meaning:

{
"role": "system",
"content": (

"You are an assistant skilled in the
structural and semantic analysis of
legal sentences. "

↪→
↪→
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"You will receive sentences annotated
with an ID and various attributes. "↪→

"Your task is to group the sentences
that share a common semantic logic
or address the same topic.\n\n"

↪→
↪→
"Follow these **strict guidelines** when

grouping the sentences:\n"↪→
"1. **Do not exceed 7/8 sentences per

group**: Under no circumstances
should a group contain more than 8
sentences.\n"

↪→
↪→
↪→
"2. **Group by semantic meaning**:

Ignore the IDs and order. Base the
grouping purely on the meaning of
each sentence.\n"

↪→
↪→
↪→
"3. **Leave unrelated sentences

ungrouped**: Assign them to
`group_id: null` with an
explanation.\n"

↪→
↪→
↪→
"4. **Provide clear reasons for

grouping**: Explain why sentences
are grouped together, focusing on
their shared logic or theme.\n\n"

↪→
↪→
↪→
"Format the response strictly as JSON:\n"
"{\n"
" \"groups\": [\n"
" {\n"
" \"group_id\": 1,\n"
" \"sentence_ids\": [\"ID1\",

\"ID2\", \"ID3\"],\n"↪→
" \"reason\": \"Explanation for why

these sentences are grouped
together.\"\n"

↪→
↪→
" },\n"
" {\n"
" \"group_id\": 2,\n"
" \"sentence_ids\": [\"ID4\",

\"ID5\"],\n"↪→
" \"reason\": \"Explanation for

this grouping.\"\n"↪→
" },\n"
" {\n"
" \"group_id\": null,\n"
" \"sentence_ids\": [\"ID8\",

\"ID20\"],\n"↪→
" \"reason\": \"Ungrouped sentences

due to lack of thematic
connection.\"\n"

↪→
↪→
" }\n"
" ]\n"
"}\n")

},
{

"role": "user",
"content": (

"Here are some legal sentences annotated
with IDs:\n\n"↪→

f"{json.dumps(chunk, indent=2)}\n\n"
"Please strictly adhere to the

guidelines "↪→
"Group unrelated sentences under

`group_id: null`. Provide clear
reasons for each group."

↪→
↪→
f"{mex}")

}

Because the entire text is divided into chunks due
to the maximum token length limitation of GPT,
it is crucial to maintain the continuity of group

assignments across different chunks. To achieve
this, the IDs assigned in previous chunks are passed
to subsequent chunks. This ensures that sentences
that were already grouped together remain in the
same group and that no sentence is reassigned to
a different group incorrectly. To implement this,
the following message (mex) is injected into the
prompt, warning the model to preserve the group
IDs from previous outputs:

mex = (
f"PAY ATTENTION:"
f"The past groups are

'{output_file}'. "↪→
f"Ensure continuity of the groups

IDs and don't change groups of
senteces that were yet
asisigned."

↪→
↪→
↪→

)

F Prompt semantic structure

To systematically categorize supporting arguments
in legal texts, we use the following prompt. The
goal is to classify a given argument into one of sev-
eral predefined subcategories, ensuring a structured
and interpretable classification process.

{
"role": "system",
"content": (

"You are an expert assistant in
analyzing legal texts. "↪→

"Your task is to classify a supporting
argument into one of the following
subcategories, "

↪→
↪→
"or to indicate that none is appropriate:

\n"↪→
"- **Historical Arguments**:

Interpretation based on the
original intentions of the framers
and ratifiers.\n"

↪→
↪→
↪→
"- **Textual Arguments**: Based solely on

the literal meaning of the words.\n"↪→
"- **Structural Arguments**: Analysis of

the overall constitutional system
and interactions among its parts.\n"

↪→
↪→
"- **Prudential Arguments**: Evaluation

of practical pros and cons and
social consequences.\n"

↪→
↪→
"- **Doctrinal Arguments**: Use of legal

precedents to resolve new cases.\n"↪→
"- **Ethical Arguments**: Based on moral

principles and shared societal
values.\n\n"

↪→
↪→
"If none of the categories is suitable,

you may indicate that the text does
not fit into any of them.\n\n"

↪→
↪→
"Please return the result in the

following JSON format:\n\n"↪→
"{\n"
f" \"Group\": \"Group {group}\",\n"
" \"Category\": \"[Name of Category or

'None']\",\n"↪→
" \"Reason\": \"[Explanation for the

classification]\"\n"↪→
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"}\n"
)

},
{

"role": "user",
"content": (

f"The following text is a supporting
argument: {text}. "↪→

f"Group: {group}"
"Analyze the content and identify the

most relevant subcategory from the
provided options, "

↪→
↪→
"or indicate if none of the

subcategories is appropriate. "↪→
"Please ensure the response is formatted

strictly as JSON, following the
example provided."

↪→
↪→

)
}
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Abstract

Reviews are valuable resources for customers
making purchase decisions in online shopping.
However, it is impractical for customers to go
over the vast number of reviews and manu-
ally conclude the prominent opinions, which
prompts the need for automated opinion sum-
marization systems. Previous approaches, ei-
ther extractive or abstractive, face challenges
in automatically producing grounded aspect-
centric summaries. In this paper, we propose
a novel summarization system that not only
captures predominant opinions from an aspect
perspective with supporting evidence, but also
adapts to varying domains without relying on a
pre-defined set of aspects. Our proposed frame-
work, ASESUM, summarizes viewpoints rel-
evant to the critical aspects of a product by
extracting aspect-centric arguments and mea-
suring their salience and validity. We conduct
experiments on a real-world dataset to demon-
strate the superiority of our approach in captur-
ing diverse perspectives of the original reviews
compared to new and existing methods.

1 Introduction

Online reviews are essential resources for cus-
tomers to make purchase decisions, as they more
authentically reflect the performance of some prod-
ucts or services (Boorugu and Ramesh, 2020; Am-
playo et al., 2021). It is very impractical for users
to go over most reviews one by one and conclude
the prominent opinions discussed themselves. Ide-
ally, users should have access to automated opinion
summaries to make informed decisions.

Automatic opinion summarization offers a so-
lution by aggregating all reviews into a concise,
easy-to-read summary. Previous methods concern-
ing opinion summarization can be mainly classified
as either extractive or abstractive. We see draw-
backs with both approaches. Extractive methods
select the representative sentences from the input to
generate the summary. Although attributable and

scalable, they could encounter issues in generat-
ing concise and coherent summaries. On the other
hand, abstractive methods using neural models to
generate fluent and novel summaries may lead to
hallucinated content that is challenging to detect
without any supporting evidence. Hosking et al.
(2023) implement a hybrid summarization system,
HERCULES, that produces summaries reflecting the
general feedback of all reviewers while abstracting
away too many details. Although being abstractive
and attributable, their summaries are too general
for users interested in certain aspects of the entity.

We argue that an ideal summary should reflect
the main opinion expressed in the reviews, be at-
tributable with grounding evidence and include
critical aspect information that is essential to as-
sist customers while making their purchase deci-
sions. Many attempts have been made to incorpo-
rate aspect information inside the final summary
(Amplayo et al., 2021; Tang et al., 2024; Li et al.,
2025); however, they either rely on the manually
pre-defined aspects or they lose track of the sup-
porting evidence with a fully automated pipeline
using large language models (LLMs).

To address these existing limitations, we pro-
pose an aspect-centric review summarization frame-
work, ASESUM, to produce high-quality opinion
summaries for products. With the help of argu-
mentation schemes and LLMs, ASESUM extracts
aspect-centric arguments, where the claim is the
user’s sentiment towards certain aspects, and the
premise is the supporting evidence mentioned by
the users in the reviews. This makes the summa-
rization model more generalisable than previous
systems as it can easily adapt to new domains, does
not require a pre-existing taxonomy of new aspects
and can scale up with the number of reviews. By
clustering claims supported by similar pieces of ev-
idence, we define a metric to measure the salience
and validity of an argument. This metric is used
to rank the arguments having the critical aspects
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information from which we generate our final sum-
maries. In this paper, our main contributions can
be summarized as follows:

- We develop a new automated method that can
iteratively induce the aspect taxonomy within
the product reviews;

- We introduce a new domain-independent argu-
mentation scheme for aspect-centric argument
extraction from customer reviews;

- We propose a novel hybrid review summa-
rization framework (ASESUM)1 to generate
textual summaries. Our model outperforms
the current state-of-the-art by 6% on average
on a real-world benchmark dataset.

Our paper is organised as follows. We discuss
related work on summarization and argumentation
in NLP in Section 2. We introduce our review sum-
marization framework (ASESUM) in Section 3, and
Section 4 explains our experimental setup before
we compare our approach to other models. In Sec-
tion 5, we show that ASESUM outperforms these
models, not only in terms of the amount of semantic
information captured by our summaries but also in
the diversity of viewpoints presented. We conclude
our paper with a discussion in Section 6.

2 Related work

Earlier work on opinion summarization, or review
aggregation, is either purely extractive (Mihalcea
and Tarau, 2004; Rossiello et al., 2017; Alguliyev
et al., 2019; Belwal et al., 2021) or abstractive
(Ganesan et al., 2010; Bražinskas et al., 2020).
However, both types of methods have their own
shortcomings: extractive methods tend to intro-
duce unnecessary details and struggle to cover all
topics in multi-topic inputs, while abstractive meth-
ods are limited by the input length of neural mod-
els or language models and may generate hallu-
cinated content. Hosking et al. (2023) introduce
a hybrid approach, where they encode the review
sentences as a hierarchy of paths and then decode
the most frequent path in the hierarchy structure
as the final summary. Though being unsupervised
and attributable, their hierarchy encoder is domain-
dependent, thus limiting its generalisability. Their
approach mainly focuses on the general summary
generation, neglecting aspect-relevant information.

1All the code is available online at: https://git.ecdf.
ed.ac.uk/s2236454/asesum

Angelidis et al. (2021) propose an extractive
method that generates aspect-specific summaries
using the quantized transformer. Similarly, Am-
playo et al. (2021) develop an abstractive method
where they fine-tune a Pre-trained Language Model
with aspect controllers for abstractive summaries
generation. However, these methods extract aspects
either directly from the sentence or with the assis-
tance of humans. Recently, LLMs have demon-
strated great performance across a wide range of
natural language understanding tasks. Leverag-
ing this, Tang et al. (2024) propose a fully auto-
mated aspect extraction approach through few-shot
prompting. They successfully extract aspects to-
gether with users’ sentiment towards that aspect
from reviews; then, after clustering the <aspect,
sentiment> pairs, they re-prompt LLMs to generate
the aspect-specific keypoints as the final summaries.
In this way, they achieve flexible aspect-centric
summaries generation at scale, but this iterative
prompting pipeline makes their summaries harder
to validate without grounding evidence. In contrast,
ASESUM framework preserves the same versatility
while providing the grounding evidence by consid-
ering argumentative structure. In Li et al. (2025),
they propose a more explainable and grounded
summarization pipeline through prompting LLMs,
which separates the tasks of aspect identification,
opinion consolidation, and meta-review synthesis.
However, their system requires a set of manually
pre-defined aspects, while our system incorporates
a flexible aspect induce approach.

Argumentation schemes have been widely stud-
ied in computational argumentation, aiming to
model, extract, and generate human-like arguments.
A foundational basis for this theory comes from
Walton, where he defines structured patterns of
common reasoning used in everyday discourse
(Walton et al., 2008). Each scheme is provided
with a template for constructing arguments and crit-
ical questions for evaluating their validity. More
recent approaches incorporate Walton’s schemes
into neural models to guide argument structure pre-
diction and improve the interpretability of human
conversations (Herbets de Sousa et al., 2024).

In the context of product reviews, Wyner Adam
et al. (2012) introduce a scheme for product reviews
based on customer values for semi-automated re-
view analysis. Similarly, Mumford et al. (2024)
use the Position to Know scheme and associated
critical questions to evaluate the quality of reviews.
We find both these approaches limited in that they
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Review Argument Scheme (RAS)

Claim: A of this product is S
Major Premise: X is a sign that A is S
Minor Premise: The user observes X about A

Table 1: Proposed argument scheme where A, S, X rep-
resent the aspect, sentiment and evidence respectively.

ignore the particular features (aspects) of a prod-
uct that users are discussing, making the analysis
too coarse-grained and the evaluation criteria dif-
ficult to apply automatically. In contrast, we base
our method on a scheme based on Argument from
Characteristic Sign which we make specific to our
aspect/sentiment framework. Our approach also
does not depend on critical questions and instead
uses an evidence consistency measure to identify
the most salient evidence to provide to a user.

3 ASESUM Framework

In this section, we introduce an aspect-centric re-
view summarization framework, ASESUM. The
framework has three stages: (i) aspect-centric argu-
ment extraction with a new argumentation scheme,
Review Argument Scheme, (ii) argument clustering
and evidence unification, and (iii) argument scoring
guided by aspect-centric argument relations.

3.1 Argument extraction

Inspired by the argumentation schemes defined by
Walton et al. (2008), we propose a novel argu-
mentation scheme for product reviews as shown
in Table 1. The Review Argument Scheme (RAS)
consists of three variables: the aspect (A), the sen-
timent (S) and the evidence (X). In our framework,
S takes values from {good, bad}.

In ASESUM, each argument is defined as an in-
stantiation of RAS, Definition 3.1 provides a formal
definition of an argument. Note that Argi is used
to define the ith argument.

Definition 3.1 (Argument). Arg denotes a tuple
⟨a, s, x⟩, where a, s, x represent the aspect, senti-
ment and supporting evidence respectively, as they
appear in the instantiated argument scheme Arg.

In order to instantiate RAS, we benefit from
LLMs to fill in the scheme variables and generate
arguments with provided user reviews. To avoid
LLMs generating diverse aspect representations,
we first prompt LLMs to initiate the critical aspects
of the product given the product category informa-

tion. The critical aspects represent the key evalua-
tion factors of the product, which may greatly influ-
ence customers’ purchase decisions. Then we feed
them as options into the prompt to guide LLM on
performing aspect-centric argument extraction (Fig-
ure 1a). However, for a small subset of reviews,
LLMs fail to generate any valid arguments. As
this affects only around 3% of the reviews per do-
main, it does not have a big influence on the final
results. After obtaining all the arguments extracted
by LLMs, we further unify the representations of
aspects by clustering them and representing each
cluster with a symbol (A1, A2...An). We will pro-
vide implementation details in Section 4.2.

3.2 Evidence-based Clustering
Since the evidence for each argument is extracted
or slightly summarized by LLMs, it is highly un-
likely they will have the same evidence even for
arguments sharing the same aspect and sentiment.
And so, we cluster arguments sharing semantically
close evidence and then select the most represen-
tative evidence Xk for each cluster (Figure 1b).
We assume the most representative evidence of the
cluster is the one that entails the majority of the evi-
dence in the cluster. To achieve this, we build a text
graph where the vertices are the semantic embed-
dings of each sentence, and the edge weights are
calculated by the cosine similarity between each
node pair. Then we iterate the graph-based ranking
algorithm derived from Google’s PageRank (Page
et al., 1999) as described in TextRank (Mihalcea
and Tarau, 2004) until convergence. Finally, we
select the vertex with the highest score as the most
representative evidence of this cluster.

For each argument Argi in a cluster c, we then
substitute its original evidence (Argi.x) with the
representative evidence (Xc) and we rewrite the
argument as Argci . In other words, the evidence
of each argument in a cluster is replaced with the
most representative evidence. This methodology is
depicted in Figure 1b. For example, in Cluster m,
we see five arguments, where each of them is sup-
ported with its unique evidence. Xm would be the
representative evidence for Cluster m. If Arg1 is
represented as ⟨a1, s1, x1⟩, this argument would be
rewritten as Argm1 =⟨a1, s1, Xm⟩. All other argu-
ments could be rewritten similarly.

After unifying similar evidence for every argu-
ment, we calculate a score for each argument based
on its popularity and its validity in supporting or
opposing a claim related to an aspect.
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(b) A diagrammatic representation of our methodology starting from clustered arguments. For each clustered argument, ASESUM
selects the representative piece of evidence Xk using the TextRank algorithm. This representative evidence is then used to
replace the original evidence of each argument in the cluster. Meanwhile, the system builds the relations among arguments
within the same cluster based on their aspects, which are used to measure the salience and validity of the argument as defined in
Equation 1. Finally, our system selects N unique pieces of evidence from the top-ranked arguments to generate the summary.

Figure 1: The Proposed ASESUM Framework

3.3 Aspect-centric Ranking
To quantitatively assess the salience and validity of
an argument, we make use of its support and con-
tradiction relations to other arguments in the same
cluster (Section 3.2). Firstly, we provide formal
definitions of the relations between arguments in
Definitions 3.2 and 3.3.
Definition 3.2 (Aspect-centric Support). A support
relation between two arguments in the same cluster,
Argi and Argj , exists if and only if both arguments
have the same aspect (i.e., Argi.a = Argj .a) and
sentiment (i.e., Argi.s = Argj .s).
Definition 3.3 (Aspect-centric Contradiction). A
contradiction relation between two arguments in
the same cluster, Argi and Argj , exists if and
only if both arguments have the same aspect (i.e.,

Argi.a = Argj .a) and different sentiment (i.e.,
Argi.s ̸= Argj .s).

Intuitively, we consider an argument to be
strengthened when a similar evidence supports the
same claim from another argument, and an argu-
ment to be weakened if a similar evidence is used to
support the opposite claim from another argument.
For example, for a pair of shoes, a piece of evi-
dence could be “the shoes are quite wide”. If this
evidence is used to support both arguments with
the claim “The fit is good” and the claim “The fit
is bad”; then for the aspect fit, “the shoes are quite
wide” is a piece of controversial evidence, thus we
should not include it into the final summary.

Based on Definitions 3.2 and 3.3, we measure
the global validity of an argument i in a cluster c
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by using Equation 1.

Score(Argci ) =
∑

∀Argj∈c,i ̸=j
Argi.a=Argj .a

ŝi × ŝj , (1)

where ŝi and ŝj represent the sentiment polarity of
Argci and Argcj , respectively. An argument with
a ‘good’ sentiment is assigned a polarity value of
+1.0, while an argument with a ‘bad’ sentiment is
assigned a polarity value of −1.0.

In ASESUM, as a final step, we assign each
evidence cluster with the highest score achieved
by any argument within it. The clusters are then
ranked based on their scores, and the top-N repre-
sentative evidence pieces are selected to generate
the final summary.

4 Experimental Setup

In this section, we introduce the datasets used in our
experiments (Section 4.1) and discuss the imple-
mentation details of ASESUM (Section 4.2). Then
we describe other comparison systems (Section
4.3), and explain the automatic metrics for our eval-
uation (Section 4.4).

4.1 Dataset
We conducted our experiments by using the Ama-
Sum dataset (Bražinskas et al., 2021), the largest
abstractive opinion summarization dataset, consist-
ing of more than 33,000 human-written summaries
for Amazon products from a wide range of cate-
gories. In AmaSum dataset, each product is paired
with more than 320 customer reviews and at least
one reference summary. Each reference summary
includes ‘verdict’, ‘pros’ and ‘cons’, but as the
reference summaries are obtained from external re-
sources, they are not grounded in product reviews.
Similar to the work of Hosking et al. (2023), we
concatenate these three sections together to con-
struct the final reference summary. Moreover, we
follow the same setting to build the test set by sam-
pling 50 products per domain for evaluation. De-
tailed statistics are listed in Table 2.

4.2 Implementation
In ASESUM framework, we choose one closed-
source LLM GPT-4o-mini from OpenAI2and an-
other open-source LLM Qwen2.5-7B (Qwen et al.,
2025) as our backbone models. The prompt used
for both models is shown in Appendix A.

2https://platform.openai.com/docs/models/
gpt-4o-mini

Test Domain #Reviews Avg. Length

Electronic 568 45

Shoes 381 38

Sports & Outdoor 610 44

Home & Kitchen 680 45

Table 2: The statistics of all the domains in our sampled
test set. #Reviews represents the average number of
reviews for all the products, and Avg. Length represents
the average number of words separated by space in
reviews for a particular domain.

In order to implement the aspect clustering (Sec-
tion 3.1) and evidence clustering (Section 3.2), we
opt for the Density-based spatial clustering of ap-
plications with noise (DBSCAN) algorithm (Ester
et al., 1996). DBSCAN is the most ideal cluster-
ing method for ASESUM as it does not require
a predefined number of clusters, thereby enhanc-
ing the generalizability of the framework. Based
on a series of preliminary trials on the training
set, we configure the clustering hyper-parameters
as follows: the clustering metric is set to “cosine”
similarity, the minimum number of sample per clus-
ter is set to 1, and the ϵ is set to 0.5 and 0.21 for
aspect clustering and evidence clustering, respec-
tively. Additionally, we select the top 8 pieces of
unique evidence to form our final summary based
on our exploratory experiments.

4.3 Other Models for Comparison

As depicted in Figure 1, our proposed ASESUM

framework is a hybrid summarization approach
that combines abstractive methods (by benefiting
from LLMs) and extractive methods (by selecting
the final set of arguments for summarization with
clustering and TextRank). According to this, we
primarily compare our framework with the previ-
ous state-of-the-art hybrid summarization model,
HERCULES (Hosking et al., 2023). Since HER-
CULES is domain-specific, we use their released
models for the four domains (Electronic, Shoes,
Sports & Outdoor, Home & Kitchen) as shown in
Table 2. We evaluate the models on these four do-
mains separately using their default configuration
settings.

For comparison, we also develop an LLM-based
baseline using GPT-4o-mini to evaluate the effec-
tiveness of our ASESUM framework. In this case,
we randomly sample 50 reviews (the maximum
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number of reviews that would reliably fit within
the context-length of gpt-4o-mini) and pass them
to the model along with a simple summarization
instruction3.

4.4 Evaluation Metrics
We use various automatic evaluation metrics to
compare ASESUM framework with other mod-
els, namely ROUGE-2, ROUGE-L F1 (Lin, 2004),
SummaC (Laban et al., 2022). We also propose
a new sentence diversity score to measure the
sentence-level diversity of a summary.

We calculate the ROUGE-2, ROUGE-L F1
scores against the reference summaries of Ama-
Sum dataset similar to the work of Hosking et al.
(2023). SummaC score (Laban et al., 2022) is a
popular metric for evaluating how well a summary
is entailed by the input document. It segments the
input document and reviews into sentences and
computes the average entailment score between
each pair of the input sentence and the generated
summary. We calculate the SummaC score of the
generated summaries against the reference (SCref )
and the original input reviews (SCin). Since the
reference summary is built independently of the in-
put reviews, the SummaC score computed against
original reviews (SCin) provides a more trustwor-
thy indication of the summary quality.

A helpful product review summary should cap-
ture the most frequently expressed opinions from
the input, but without repeating the same points
redundantly. Therefore, we propose a diversity
metric that evaluates the sentence-level diversity
of the final summary. The idea is to segment a
summary into sentences and evaluate the semantic
closeness of all the sentences through clustering.
As a longer summary having more sentences would
result in a higher number of clusters naturally, we
normalise the cluster number by the total number
of sentences to obtain the final diversity score of a
summary. We define this new metric in Equation 2.

Diversity(S) =
|Clusters(S)|

|S| , (2)

where S is the set of sentences in a summary,
|Clusters(S)| is the number of clusters and |S|
is the number of sentences in S.

In our implementation, we use DBSCAN algo-
rithm with the same parameter settings as the aspect

3Prompt: Summarize the following list of reviews.
Keep your answer concise while capturing as many
diverse points of view as possible.

clustering discussed in Section 4.2.

5 Evaluation Results

In this section, we analyze the quantitative results
based on all automatic evaluation metrics (Sec-
tion 5.1) and provide a detailed qualitative discus-
sion on the generated summaries for a randomly
chosen product (Section 5.2).

5.1 Quantitative Analysis

The evaluation results are shown in Table 3. We
observe that ASESUM framework with both closed-
source and open-source LLMs consistently outper-
forms other methods on all four domains across
all metrics besides ROUGE-2. Particularly for the
SCin score, our ASESUM achieves significantly
higher SCin scores across all the domains, indicat-
ing that our generated summaries are more rep-
resentative of the input reviews. Surprisingly,
our ASESUM framework paired with Qwen2.5-
7B (ASESUMqwen2.5-7B) achieves comparable per-
formance with ASESUM paired with GPT-4o-
mini (ASESUMgpt-4o-mini) across all the domains
and evaluation metrics, demonstrating both the ro-
bustness and the generalizability of the framework.

Across all models, the big difference between
the SCin and SCref score also suggests that the man-
ually constructed reference summaries do not faith-
fully entail all the product reviews, as they are built
separately. On the other hand, GPT-4o-mini base-
line performs the worst on most of the metrics,
which can be the result of the limited number of in-
put reviews. However, it achieves higher ROUGE
scores and has a smaller difference in SCref than
it has in SCin when compared to other methods.
This indicates that summaries generated by GPT-
4o-mini are more fluent and closer to manually
written summaries.

In terms of the sentence-level diversity,
ASESUMqwen2.5-7B even performs better than
ASESUMgpt-4o-mini in most domains. Notably, the
diversity of summaries generated by our ASESUM

framework is greatly dependent on the diversity of
unique aspects of products. For domains having
products with various aspects, such as Electronics
(on average 14 aspects per product ), the diversity
score of our summaries is obviously higher than
other domains, such as Shoes (on average 10 as-
pects per product). While ASESUM with LLMs
generate less diverse summaries for the Shoes and
Sports & Ourdoors domains, it achieves higher
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Models ROUGE-2 ROUGE-L SCref SCin Diversity

Electronics

GPT-4o-mini 2.93 11.38 20.80 43.76 0.55
HERCULES 2.41 12.44 22.87 79.79 0.73
ASESUMqwen2.5-7B 2.80 12.57 23.91 84.59 0.81
ASESUMgpt-4o-mini 2.68 12.80 24.18 85.28 0.80

Shoes

GPT-4o-mini 3.75 13.23 21.46 42.73 0.47
HERCULES 1.80 12.06 24.35 84.45 0.72
ASESUMqwen2.5-7B 2.14 11.41 25.30 92.72 0.75
ASESUMgpt-4o-mini 2.01 11.09 27.09 95.28 0.72

Sports & Outdoors

GPT-4o-mini 2.98 12.68 20.69 44.68 0.47
HERCULES 1.72 11.45 24.85 86.22 0.86
ASESUMqwen2.5-7B 2.20 12.67 24.79 87.27 0.82
ASESUMgpt-4o-mini 2.65 12.95 24.81 89.15 0.86

Home & Kitchen

GPT-4o-mini 2.74 12.07 20.62 43.62 0.55
HERCULES 2.26 11.35 23.31 83.24 0.81
ASESUMqwen2.5-7B 2.45 12.59 24.10 87.10 0.87
ASESUMgpt-4o-mini 2.74 12.80 23.66 87.38 0.86

Average

GPT-4o-mini 3.10 12.34 20.89 44.68 0.51
HERCULES 2.05 11.83 23.85 83.43 0.78
ASESUMqwen2.5-7B 2.40 12.31 24.53 87.92 0.81
ASESUMgpt-4o-mini 2.52 12.41 24.94 89.27 0.81

Table 3: Results for automatic evaluation on review summarization. ROUGE-2 and ROUGE-L F1 scores are
computed against the reference summaries. SCref and SCin indicate the consistency (measured using SummaC) of
generated summaries against reference summaries and input reviews, respectively. Our proposed Diversity measures
the sentence-level diversity of the final generated summaries. Bold denotes the best score per domain.

SummaC scores on these domains compared to the
others. This reveals that a summary could attain a
high SummaC score by repeating opinions closely
aligned with the input documents, even if such a
summary may not be considered helpful in a real-
life setting.

5.2 Qualitative Analysis

In addition to the numerical results in Table 3, we
randomly select one example product from the
Home & Kitchen domain to discuss qualitative as-
pects of our generated summaries. As shown in
Figure 2, we notice that our generated results are
significantly more faithful to the original reviews.
This is because HERCULES decodes the sum-

mary from a hierarchical discrete latent embedding
space, which strongly relies on its pre-trained code-
book that performs the mapping from the discrete
code to continuous embeddings (Hosking et al.,
2023). However, since the codebook is pre-trained
on the training set, for an uncommon product in
the training set, their model would struggle to en-
code the reviews properly and decode the relevant
information accordingly. This is also justified by
the unsatisfying performance of HERCULES in
the Electronics domain, where the types of prod-
ucts are more diverse than in other domains. On
the contrary, our summaries maintain the topic at
hand and minimise the likelihood of hallucination
as we only apply abstractive summarization in the
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Great Peeler. This product is a
joke. Love this ice crusher. Not
too heavy, not too light. Easy to
peel off. Keeps my coffee hot for
hours. This ice crusher works
great. The lids fit snug. The
plastic is very thin and flimsy.
Crushes ice very well. Love this
water bottle!

(a) HERCULES

One tray shattered the first time
we used it. I like the fact these
have lids. Very easy to pop out
the ice cubes. cubes end up be-
ing a little small. Lids don’t stay
closed at all. Lids are nice to
help keep the water in the trays
when transferring from the sink
to the freezer and for stacking
while they make ice. Ice cubes
are small. trays are very small,
not easy to use as ice is hard to
remove and there is only enuf
ice per tray for one small glass.
They stack great.

(b) ASESUMqwen2.5-7B

Very easy to pop out the ice
cubes. one tray broke. I like
the fact these have lids. the
lids do not stay on. the size
of the cubes, they seem much
smaller than a standard ice cube
tray. cubes end up being a little
small. Cubes could be a little
larger. Each one comes with a
lid so it’s easy to stack. the sil-
icone bottom makes them pop
out with absolutely no effort.

(c) ASESUMgpt-4o-mini

Figure 2: Example generated summaries from HERCULES and ASESUM with LLMs, for a randomly selected
product (ice-tray).

initial aspect-centric argument extraction step. In
addition, by comparing the textual summary from
ASESUMqwen2.5-7B and ASESUMgpt-4o-mini, we ob-
serve that evidence extracted by GPT-4o-mini is
summarized to be more concise, which may lead
to a lower diversity score for some domains.

6 Conclusion

This paper presents a novel summarization frame-
work that integrates aspect-based sentiment analy-
sis with argument mining to extract aspect-centric
arguments for generating diverse yet faithful sum-
maries. Although evaluating arguments based on
their controversy level may not be the most ideal
solution, our approach obtains strong performance
on a benchmark dataset in both numerical and
qualitative evaluations. Furthermore, by combin-
ing both extractive and abstractive summarization
techniques, we demonstrate strong generalisability
of our framework through automated aspect gen-
eration, the incorporation of multiple LLMs and
domain-independent summarization.

Our approach relies on the dynamic extraction
of relevant aspects and sentiments towards these
aspects. We are planning to use these aspects to
generate summaries as part of our future work. We
will also conduct user studies to find meaningful
ways to present the summary together with this as-
pect sentiment structure. Future research should
also focus on finding ways to automatically evalu-
ate structured summaries, which remains as a chal-

lenging problem for the community.

Limitations

ASESUM framework can be easily adapted to other
domains and incorporated with other language
models; however, we have a number of hyper-
parameters set to run the clustering algorithm. The
consistent performance of our framework across
four domains suggests the generalisability of this
set of chosen parameters, but it may require more
adjustments when adapting to new datasets. Be-
sides, since our summaries are generated by con-
catenating pieces of evidence from different argu-
ments, they may lack coherence in general.
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A Appendix A

We provide the prompt used in our paper in Table 4.

Fill the scheme with the provided review.
{Review Argumentation Scheme}
Note:
1. Identify the aspects mentioned in the review. Then
provide a new scheme with the relevant evidence for each
identified aspect.
2. The most mentioned aspects are {aspect}.
3. Only generate a new aspect when there is no matching
one above.
4. Do NOT provide scheme having aspect wasn’t
mentioned in the text.
5. Do NOT include too much details in the evidence.
Please return the values in JSON format:
[{“aspect”: “the property / feature of the product”,
“sentiment”: “positive/negative”,
“evidence”: “support from the argument”}, ...]

Table 4: Prompt provided to ASESUMgpt-4o-mini and
ASESUMqwen2.5-7B, where “Review Argumentation
Scheme” is the placeholder to fit in the RAS (Table
1) and the “aspect” is the placeholder to interactively
input the most popular aspects we have in the current
aspect set.
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Abstract
In assessing argument strength, the notions of
what makes a good argument are manifold.
With the broader trend towards treating sub-
jectivity as an asset and not a problem in NLP,
new dimensions of argument quality are stud-
ied. Although studies on individual subjective
features like personal stories exist, there is a
lack of large-scale analyses of the relation be-
tween these features and argument strength. To
address this gap, we conduct regression anal-
ysis to quantify the impact of subjective fac-
tors – emotions, storytelling, and hedging –
on two standard datasets annotated for objec-
tive argument quality and subjective persuasion.
As such, our contribution is twofold: at the
level of contributed resources, as there are no
datasets annotated with all studied dimensions,
this work compares and evaluates automated
annotation methods for each subjective feature.
At the level of novel insights, our regression
analysis uncovers different patterns of impact
of subjective features on the two facets of ar-
gument strength encoded in the datasets. Our
results show that storytelling and hedging have
contrasting effects on objective and subjective
argument quality, while the influence of emo-
tions depends on their rhetoric utilization rather
than the domain.

1 Introduction

Argument Mining describes the field of detecting
arguments and their components, i.e., claims and
their premises, and analyzing relationships like sup-
port and attack between those (Lawrence and Reed,
2019). This notion of argumentation as primarily
reason-giving, paired with the prominent domains
of academic writing, student essays, or professional
debate, necessitating objectivity for judging and
automatic essay scoring, led to a narrow conceptu-
alization of argument quality. Quality assessment,
as emerged from argument mining, observes objec-
tive aspects such as clarity and argument organiza-
tion (Persing et al., 2010), use of evidence (Rahimi

Sports offer a lot more than you’d think. . .
1) It gives children a sense of being a part of something
(crucial for kids without stable families)
2) Sports are a GREAT source of exercise
[. . . ] There’s many more reasons but this is all I can think
of for now. As for my own experiences, baseball and football
has helped me come out of my shell and meet some of the
best people I’ve ever met in my life. I don’t know where I’d
be without these sports. (∆1, joy, story, ∅hedges=0.051)

Table 1: Annotated CORNELL CMV instance with posi-
tive labels listed at the end and boldened hedge terms.

et al., 2014), or a combination of those (Ong et al.,
2014). In the past years, however, a clear need
for a shift towards a more subjective notion of ar-
gument quality has emerged, driven by the entry
of laypeople into the debate space through online
forums and citizen participation programs, as well
as insights contending the link between objective
quality and persuasive strength (Benlamine et al.,
2017). This paper contributes to a better empiri-
cal understanding of the impact of subjectivity on
argument quality.

More specifically, we focus on three subjective
features, namely emotions, storytelling (personal
and/or anecdotal narratives), and hedging (terms
marking uncertainty, e.g., probably, I think, likely).
While these aspects have already been investigated
individually, i.e., in works investigating the use
of personal narratives in argumentation (Falk and
Lapesa, 2022), emotional progression (Benlamine
et al., 2017), or human values (Kiesel et al., 2022),
the crucial element of novelty of this work is the
fact that we consider the (joint) impact of such sub-
jective features on argument strength as opposed
to previous work that considers them in isolation.
Table 1 shows an argument appealing to joyful emo-
tions and personal experiences, while recognizing
knowledge gaps. The argument originates from the
online forum r/ChangeMyView, where the user was
successful (∆1) in the forum’s goal of persuading
the discussion’s initiator, showing the importance
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of investigating these features and their impact on
argument quality more rigorously.

Toward this end, we carry out a parallel anal-
ysis on two datasets containing argument qual-
ity annotations which approximate the diverging
conceptualizations of argument strength related to
the function of argumentations: for the reason-
giving function we selected IBM ARGQ (Toledo
et al., 2019), whose annotations encode objective
argument quality; for the persuasion function,
we selected the CORNELL CMV dataset (Tan et al.,
2016) aggregated from the previously mentioned
r/ChangeMyView forum, whose metadata (i.e., the
presence of a delta indicating that the originator of
a discussion changed their opinion following a spe-
cific answer) encode individualized persuasion.
Differing not only in collection method, domain,
argument length, and annotation procedure, these
two datasets also lend themselves as the perfect
pairing for a contrastive analysis of the impact of
subjective features.

Our work proceeds in two steps. As a first step,
we automatically enrich the two datasets with one
annotation layer per subjective feature. To this end,
we compare and evaluate alternative annotation
methods (cf. Sec. 4) and reflect on their properties
and suitability for our domains of interest. In our
second step (Sec. 5), we address the main research
goal of the paper: the impact of subjective fea-
tures on argument strength. We employ regression
analysis and address two research questions: RQ1:
Do subjective features impact argument strength?
RQ2: Do the patterns of their impact differ in the
comparison between objective argument quality
and individualized persuasion?

The contributions of our work are accordingly
twofold. At the level of novel insights on the phe-
nomenon of argument quality, our work is the first
one that targets the joint impact of storytelling,
emotion, and hedging on argument quality. At the
level of contributed resources, we release and share
with the community the datasets with the new an-
notation: this will enable further research on the
interplay of these phenomena.1

2 Related Works

2.1 Argument Strength

The question of what makes a good argument has
been studied since Aristotle (2007), who devised

1Data and code are available at: https://github.com/
CarlottaQuensel/subjective-argument-strength

three main strategies of ethos or appeal to author-
ity (of experience or persona), pathos or appeal
to emotions, and logos or appeal to logic. The
latter strategy maps onto the notion of argumenta-
tion as reason-giving, which has historically been
favored in research. In both computational argu-
mentation and the social sciences, a primary view
of argumentation as a rational, somewhat mecha-
nistic process of finding the objectively best claim
through a combination of premises and evidence
narrowed the notion of argument quality into one
of successful logos rhetoric. In the predominant
domains of student essays and professional debate,
this is necessary, but limits the features and dimen-
sions investigated in relation to argument quality
to the objective and logical. As such, there are sev-
eral investigations into clarity, use of evidence, or
organization (Persing et al., 2010; Persing and Ng,
2013; Rahimi et al., 2014), with multiple argument
quality corpora using corresponding definitions:
ease of understanding (Swanson et al., 2015) or the
general suitability as part of a larger thesis (Toledo
et al., 2019; Gretz et al., 2020). These datasets
are usually annotated by merging crowdsourcing
labels, which further affirms the notion of argu-
ment quality as an, if not explicitly objective, then
explicitly universal measure.

The inclusion of user-generated arguments in
informal online settings shifted this focus at a simi-
lar time as the affective turn in the political sci-
ences (Hoggett and Thompson, 2012), reorient-
ing argument strength notions toward the persua-
sion function of argumentation as well as ethos
and pathos strategies. This shift produced mul-
tiple studies of features related to ethos, mainly
codifying meta-information such as prior beliefs,
personal characteristics, and human values (Lukin
et al., 2017; Al-Khatib et al., 2017; Kiesel et al.,
2022), or, only recently, personal narratives as a
form of non-traditional expertise (Falk and Lapesa,
2022, 2023). Ethos-related works mainly looked
at emotional appeal (Benlamine et al., 2017) or fal-
lacious emotions (Ziegenbein et al., 2023). While
multiply new datasets were published in parallel to
these studies, targeting convincingness and persua-
sion (Habernal and Gurevych, 2016; Simpson and
Gurevych, 2018; Gleize et al., 2019), or aiming to
codify all existing dimensions of argument quality
into a cohesive taxonomy and annotation hierarchy
(Wachsmuth et al., 2017; Ng et al., 2020), many of
these datasets similarly encode argument quality
as a universal average of multiple crowdworkers,
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thus blurring the distinction between objective and
subjective dimensions.

Thus, a gap becomes apparent in the understand-
ing of features relating to ethos and pathos, such as
the establishment of personal authority through sto-
rytelling or hedging and the direct investigation of
individual emotions. Though these three features
hold promise for argument assessment, they are
largely understudied in Computational Argumenta-
tion.

2.2 Subjective Argument Features

Storytelling Research on personal testimonies or
storytelling originates from the field of delibera-
tive research, where it has long been recognized
as a tool to convey empathy and lived experience
(Black, 2008, 2013; Esau, 2018). By establishing
personal expertise, personal narratives aid in the
construction of ethos, though Maia et al. (2020)
show how narratives enrich debates in public hear-
ings, incorporating logos and pathos in complex
ways. Thus, storytelling serves as an alternative ev-
idency type for non-experts and allows for disagree-
ments without direct conflicts of facts. These ob-
servations, however, stem from small case studies
and in Computational Argumentation, storytelling
only recently gained attention. El Baff et al. (2020)
included the number of anecdote sentences in news
editorials, but do not address the feature separately.
Falk and Lapesa (2022, 2023) consolidate multi-
ple small social science datasets to allow for com-
putational investigations of the phenomenon and
argue that integrating personal narratives into argu-
ment mining helps include voices often excluded by
logos-centric models. Their exploratory findings
suggest that storytelling may positively correlate
with several quality dimensions in an annotated
corpus, but the effects on overall argument quality
remain underexplored in a large scale or systematic
analysis.

Emotion There are multiple investigations into
the impact of emotions on arguments, though in-
vestigations of multiple discrete emotions are scant,
small, and very recent. Most Computational Argu-
mentation approaches collapse emotion and emo-
tional appeal into one feature modeled as stance,
polarity (e.g., Grosse et al., 2015; Stede, 2020;
El Baff et al., 2020), intensity, or the general pres-
ence of any emotion (Fromm et al., 2022). Further,
emotional appeal is historically seen as a fallacy
in rational discourse, leading to multiple works

investigating emotions as a negative feature (e.g.,
toxic emotions, Ziegenbein et al., 2023). The argu-
ment quality taxonomy and dataset by Wachsmuth
et al. (2017) also includes emotional appeal in
its 15 labels. In the deliberative field, Maia and
Hauber (2020) observe anger, fear, indignation
and compassion in political discussions, showing
how these emotions are distributed unevenly be-
tween different argument directions. Benlamine
et al. (2015, 2017) showed the link between emo-
tions and argumentation behavior and found that,
from Aristotle’s rhetoric strategies, emotional ap-
peal (pathos) is most persuasive. Only recently, the
first (to our knowledge) small dataset of 1031 Ger-
man arguments annotated for convincingness and
10 discrete emotions was released by Greschner
and Klinger (2024). Despite this encouraging first
step, there are, however, neither other (English)
datasets nor large-scale analysis of emotions and
argument strength available as of yet.

Hedging is one of multiple strategies to verbal-
ize the epistemic modality of a proposition (Lyons,
1977), i.e., convey its degree of certainty (likely)
or speaker-commitment (according to . . . ). In aca-
demic writing, it reflects the precision and caution
of the scientific inquiry process, anticipating objec-
tions and gaining community acceptance (Hyland,
1998; Martín, 2003). In the fields of medicine and
law, hedging serves as a professional face-saver,
to build rapport with colleagues, patients, or a
jury, and to avoid misinterpretation, thus enhanc-
ing speaker credibility (Bryant and Norman, 1979;
Prince et al., 1982; Zaitseva, 2023). Informally,
hedging is investigated as a strategy of politeness
and positive self-image (Ardissono et al., 1999),
and as a cooperative strategy to indicate openness
to corrections and change (Vasilieva, 2004; Jordan
et al., 2012).

Thus, with the rhetoric strategy of ethos encom-
passing recognized expertise, hedging is directly
tied to this strategy. Wielded purposely, it appeals
to the honest conduct and credibility of a speaker,
similar to storytelling, although apparent uncer-
tainty may just as well hamper recognized expertise.
Despite this relevance, hedging is rarely studied
in Computational Argumentation: Existing works
link hedging to debaters’ improvement (Luu et al.,
2019), predict persuasiveness with paraverbal hesi-
tation cues (Chatterjee et al., 2014) or modal verbs
(Wei et al., 2016), but few address the size and
direction of any observed effects. Habernal and

128



Gurevych (2017) show an uneven distribution of
hedges skewed toward constructive, nonpolarized
discussions. Only Tan et al. (2016) directly observe
a positive effect on persuasiveness. The mixed find-
ings highlight a gap: Given its surface-level de-
tectability and interpretive flexibility, hedging is
a promising but overlooked feature for capturing
subjective argument quality. Hedging might en-
hance argument strength by boosting credibility, or
weaken it by implying doubt – yet no systematic
study explores this trade-off.

3 Data

Investigating the link between argument strength
and the subjective features of storytelling, emo-
tions, and hedging requires argument data that is an-
notated not only for argument strength but also for
each of these features. As there is currently no such
dataset available, a suitable corpus must be aggre-
gated automatically. Multiple corpora are suitable
as a base dataset that includes a gold annotation
for the target variable (DV) of argument strength.
To approximate the diverging conceptualizations of
argument strength explicated above, we chose two
datasets that differ in collection method, domain,
argument length, and annotation procedure, cate-
gorized below as objective argument quality and
individualized persuasion.

Objective argument quality IBM-ARGQ 5.3k
(Toledo et al., 2019) consists of 5.3k short, stand-
alone arguments generated at formal debate events
by debate club members of varying skill levels and
the general audience. Participants were asked to
produce short arguments (max. 36 words) after
seeing a professional example argument and choos-
ing one of 11 controversial topics, such as privacy
laws, gambling, or vegetarianism with two oppos-
ing stances, e.g., We should adopt vegetarianism
and We should abandon vegetarianism. Partici-
pants were advised to keep arguments impersonal
to avoid privacy concerns in the final dataset.
The argument strength annotation is an average
of binary crowd judgments: for each argument,
15-17 annotators judged its adequacy as part of a
debate speech,2 which was averaged for the final
score to model the ratio of positive judgments. This
procedure attests to a rather unspecific conceptual-
ization of generalized ‘overall’ argument strength,

2‘Disregarding your own opinion on the topic, would you
recommend a friend preparing a speech supporting/contesting
the topic to use this argument as is in the speech?’

as the annotators must employ their own concept
and hierarchy of relevant features, e.g., topic rel-
evance, linguistic clarity, or sound rhetoric, and
the single binary judgment paired with the averag-
ing makes reconstruction of these features impossi-
ble. As such, while the utilized notion of argument
strength is not explicitly stated ‘objective’, the do-
main, style, and annotation process of IBM-ARGQ
5.3k invoke an argument strength conceptualiza-
tion in line with the traditional logos focus of the
argument mining field, by removing subjective con-
text and aggregating judgements to approximate
a generalized, universal, and thus more objective,
argument quality score. Thus, in the following anal-
ysis, this dataset is referred to as IBM ARGQ and
represents argument strength as conceptualized by
the traditional argument mining field.

Individualized persuasion CORNELL CMV was
aggregated by Tan et al. (2016) from 11567 com-
ments posted to the Reddit forum ChangeMyView3

between January 2013 and August 2015, where
users state their viewpoint with detailed back-
ground on their thought process to engage in con-
structive discussion that aims at changing their
view. Thus, in one comment thread, multiple users
argue against the same position until the original
poster (OP) awards a delta point (∆) to one or more
answers that persuade them. The unique setup of
the forum provides an inherent annotation and en-
sures data quality, with the delta point system that
denotes the OP’s persuasion and posting guidelines
that are actively moderated by volunteers both for
civility and for maintaining a constructive discus-
sion in which comments must advance the con-
versation and decisions for delta points must be
explained. The resulting label stands in contrast to
the score of IBM ARGQ, as it encodes the subjective
change in opinion of one person from a specific
argument, in the context of a mutual discussion and
multiple alternative arguments. The domain proper-
ties further make for much longer texts, sometimes
containing multiple premises and stances forming
a rhetoric argumentative sequence or direct quotes
from the OP, which are addressed point by point.
In the dataset used here (henceforth CORNELL CMV),
the posts are structured as contrasting pairs of com-
ments addressing the same OP, one with and one
without a delta point, making for a balanced distri-
bution of the binary persuasiveness label.

Given all the above differences between IBM

3https://www.reddit.com/r/changemyview/
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ARGQ and CORNELL CMV, it is apparent that the two
datasets conceptualize arguments as well as argu-
ment strength in very different ways. Although
the number of differences disallows a comparison
of pure argument strength conceptualization with-
out any confounding factors, the inclusion of both
corpora in the investigation covers idiosyncrasies
across the spectrum of the argument mining field
on what argument strength means. Tab. 7 shows
examples from both datasets. To illustrate the di-
verging concepts, in the following analysis, argu-
ment strength is called quality when investigating
IBM ARGQ and persuasiveness for CORNELL CMV.

4 Automatic Annotation of Subjective
Features

As the two datasets do not have annotations for
the investigated features, it is necessary to enrich
the datasets with the corresponding annotation lay-
ers as a first step. Thus, an automated annotation
model is devised for each of the three features.
In what follows, we describe the computational
methods we used to achieve this goal separately
for each feature. For storytelling and emotions, an
ensemble consisting of ten transformer-based clas-
sifiers is trained on annotated data. As hedging is
a surface feature dependent on individual terms, it
is annotated using a simple rule-based algorithm.
The following sections 4.1, 4.2, and 4.3 elaborate
on the annotation process of each feature and the
resulting statistics on the two argument datasets.

4.1 Storytelling

Training Data As most storytelling research is
comprised of small case studies from the political
sciences, we combine multiple datasets from dif-
ferent sources following the approach of Falk and
Lapesa (2022). Falk and Lapesa (2022) use a col-
lection of different datasets and domains covering
diverse topics, such as expert-moderated discus-
sions on immigration (Gerber et al., 2018) and con-
sumer debt collection (Park and Cardie, 2018) and a
subset of the online debate forum r/ChangeMyView.
They consolidate different original annotations in-
dicating wether an argument contains a personal
experience or story (1) or not.

Training Setup We fine-tune RoBERTa trans-
formers (Liu et al., 2019) using a 10-fold cross-
validation ensemble, where the full dataset is split
into ten parts and ten separate models are trained,
each on a different combination of training and

validation folds. This ensemble approach is used
to produce more robust and stable predictions, as
it mitigates variance due to random initialization
and training data fluctuations (cf. e.g., Laksh-
minarayanan et al., 2017; Mohammed and Kora,
2023). For annotation, we apply the majority vote
across the ten ensemble models to assign labels to
our two target datasets. This setup follows Falk
and Lapesa (2022), both to replicate the results of
the original paper and to harness the identification
of mixed-domain training as the most robust con-
figuration for cross-domain generalization, mak-
ing it most suitable for our IBM ARGQ data. As
their reported same-domain performance for the
ChangeMyView subset is on par with the mixed-
domain classifier, we additionally train a classifier
on only this subset to potentially harness this effect
for CORNELL CMV.

Results As apparent from the test performance
on a heldout dataset (cf. Appendix Tab. 5), the
mixed-domain ensemble prevails over the same-
domain classifier, both in terms of performance (F1

=.82 vs. F1 =.78) and lower variance, which is
in line with findings by Falk and Lapesa (2022).
Otherwise, the performance is on par with the re-
sults of the best-performing models of the original
experiments (Falk and Lapesa, 2022) (F1 between
.76 and .92), allowing us to continue with the anal-
ysis using the mixed-domain annotations. The re-
sulting predictions are, however, very sparse for
both corpora (cf. Tab. 2), especially so IBM ARGQ

(0.8% positive), which can be attributed in part
to the unbalanced distribution in the training data
(storytelling is the minority class), but more im-
portantly to the brevity and impersonality of IBM

ARGQ instances. To mitigate the sparseness, we fol-
low Lakshminarayanan et al. (2017) and interpret
the average classification probability as a certainty
measure of the binary annotation, thus introducing
a richer source of information in the next step.

4.2 Emotion

Training Data As expanded in section 2, while
there are multiple works on emotionality (intensity,
polarity, etc.) in arguments, there are no works
and related datasets modeling discrete emotions
in English arguments. As such, our approach has
to bridge a gap from the emotion domain to the
argument domain. Though recent works showed
the capabilities of LLMs in emotion classification
(cf. last year’s WASSA shared task; Maladry et al.,
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IBM ARGQ CORNELL CMV

Feature # % ∅P # % ∅P

anger 1,814 34.2 .39 6,467 55.9 .43
boredom 116 2.2 .06 538 4.7 .07
disgust 2,920 55.1 .54 5,111 44.2 .37
fear 347 6.6 .14 822 7.1 .11
guilt/shame 107 2.0 .12 631 5.5 .14
joy 47 0.9 .07 208 1.8 .05
pride 80 1.5 .10 615 5.3 .12
relief 64 1.2 .06 256 2.2 .06
sadness 175 3.3 .14 429 3.7 .12
surprise 0 0.0 .03 53 0.5 .04
trust 112 2.1 .07 159 1.4 .04
storytelling 45 0.8 .02 2288 19.8 .22

Table 2: Feature distribution according to the best en-
sembles for emotion (masked/aggregated) and story-
telling (mixed) on IBM ARGQ and CORNELL CMV, in-
cluding the number (#) and ratio (%) of positive in-
stances, and the corpus-wide average classification prob-
ability (∅P).

2024), the zero-shot approach necessitated by our
lack of in-domain examples is still outperformed
by traditional fine-tuning, given a sufficient amount
of high-quality training data (Kazakov et al., 2024).
With no emotion-annotated datasets in the argu-
ment domain, we selected our training data to
best match the register and style of our target
data. This precludes both very informal and for-
mal datasets aggregated from Twitter or from nov-
els and news headlines, as well as data collected
through emotion-specific emojis, words, hashtags,
or forums to avoid surface-level emotion represen-
tations with low cross-domain adaptability. Thus,
we chose CROWD-ENVENT (Troiano et al., 2019) as
our training data, a crowdsourced dataset of event
descriptions for eleven different emotions,4 which
allows for an implicit emotion representation.

Training Setup In line with the setup for the
storytelling feature, we employ an ensemble con-
sisting of RoBERTa classifiers (Liu et al., 2019)
fine-tuned on a 10-fold data split and aggregate
the predictions into a majority vote. The dataset
is originally single-label, with 550 event descrip-
tions generated separately for one emotion. For
our target data, we cannot assume a single-label
distribution. Thus, we trained a separate classifier
for each emotion and downsampled 1650 instances
from all other emotion instances for a balanced
training set with diverse negative instances.5 Simi-
lar to the storytelling annotation, we compare two

4Generated as, e.g., I felt fear when: . . . and analogously.
5The full dataset would result in 8% positive instances.

strategies for cross-domain robustness: the event
descriptions are available in their original form as
well as with salient emotion terms masked. We
trained models on both versions to compare the
impact of harnessing lexical surface features (orig-
inal) with that of learning more implicit emotion
representations (masked) and thus gaining more
robust performance. As the arguments in CORNELL

CMV are longer than both the texts in the train-
ing data and the model’s cutoff token length, we
additionally split these instances in half and then
aggregate the annotations for both halves.

Results As the test performance from the train-
ing process shows, using masked training data
improves classification performance significantly
(avg. F1 increase: 0.074) and exceeds the bench-
mark performance reported by Troiano et al. (2023).
The resulting label distribution of the best ensemble
is reported in Tab. 2. Apart from anger and disgust,
which occur in almost half of all instances, the data
– especially IBM ARGQ– emotions are very sparse,
with a ratio of positive instances below 10% for all
other emotions and surprise missing entirely from
IBM ARGQ. Thus, we can observe a higher use of
emotions in the more subjective CORNELL CMV data,
together with a general skew towards ‘indignation-
adjacent’ emotions like anger and disgust. While
argument-specific emotion use is further analyzed
later on (see Sec. 5), at this point, we observe that
very low performance might be related to disuse in
argumentation: arguments might intuitively stem
from anger or appeal to pride, though arguing from
a point of boredom or surprise (our two worst re-
sults) might be unusual.

Thus, we continue with annotations from the
masked and masked-aggregated classifiers for our
analysis, discarding surprise due to its absence in
IBM ARGQ and replacing the binary annotation by
averaged classification probabilities in further ex-
periments. We thereby combat data sparseness and
leverage prediction confidence (to have indications
of ‘weaker’ or ‘stronger’ signs of emotion), mak-
ing sure that the statistical model can account for
robustness.

4.3 Hedging

As a surface-level feature, hedges can be extracted
through a simple lexicon matching approach. We
adapt and combine multiple lexicons from ap-
proaches outside the argument domain (Islam
et al., 2020; Sanchez and Vogel, 2015; Ulinski and
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IBM ARGQ CORNELL CMV

IV r2 p Coef pseudo-r2 p Odds
storytelling 0.0047 0.0 *** −0.182 0.0004 0.015 * 1.148
anger 0.0011 0.009 ** −0.026 0.0000 0.377 0.928
boredom 0.0006 0.042 * −0.050 0.0000 0.487 0.897
disgust 0.0022 0.0 *** −0.031 0.0010 0.0 *** 0.751
fear 0.0026 0.0 *** 0.056 0.0003 0.035 * 1.307
guilt/shame 0.0097 0.0 *** −0.139 0.0005 0.006 ** 0.640
joy 0.0065 0.0 *** 0.173 0.0001 0.149 1.397
pride 0.0003 0.091 0.037 0.0003 0.042 * 1.365
relief 0.0008 0.023 * 0.063 0.0005 0.007 * 1.749
sadness 0.0007 0.031 * 0.044 0.0000 0.470 1.138
trust 0.0067 0.0 *** 0.140 0.0000 0.654 0.886
# hedges 0.0027 0.0 *** −0.011 0.0106 0.0 *** 1.030

Table 3: Individual regression results including the explained variance (adjusted r2), respectively, pseudo-r2 for
logistic regression, the p-value and significance of the effect (***: p < 0.001, **: p < 0.01, *: p < 0.05) and the
coefficient, respectively, the logistic odds.

Hirschberg, 2019), which are targeted toward simi-
lar semi-formal domains (i.e., internet forums) and
thus include domain-specific abbreviations and col-
loquialisms like AFAIK (As far as I know). Our
pipeline first tokenizes and parses the arguments,
then matches tokens to a hedging lexicon and fur-
ther disambiguates terms with simple syntax rules,
an example of which can be found in table 6. We
were thus able to obtain the number of hedges per
argument and create different feature variants, i.e.,
the overall number of hedges in the first and last
sentence, versus in the whole argument instance, as
well as the hedge-token ratio for each absolute vari-
ant. By including multiple, relative variants of the
feature, we are able to abstract from the difference
in instance length between the two corpora and ac-
curately portray differences in the usage of hedges.
Overall, our automated annotation approach proves
successful, with increased robustness stemming
from our generalization strategies: we find that
mixed domain training, masking superficial lexical
cues, and employing a deep ensemble is helpful.
Although the performance on the argument data is
expectably lower than in the training domain, it is
nonetheless sufficient for our subsequent analysis
and must be seen in relation to the very sparse label
distribution in the argument domain.

5 Regression Analysis

Following the successful automated annotation pro-
cedure, we implement a regression analysis to in-

vestigate the impact of all 16 features (1 story-
telling, 9 emotions excluding boredom, surprise, 6
hedging) as independent variables on the dependent
variables of quality score in IBM ARGQ and per-
suasion label in CORNELL CMV. We use the Python
statsmodels library (Seabold and Perktold, 2010) to
implement OLS linear regression with t-testing for
significance on the quality score of IBM ARGQ and
logistic regression with z-testing for significance
on the binary persuasiveness label of CORNELL CMV.
To measure how much variance can be explained
by individual features and how much additional
variance can be explained by combining features,
we compare regression models that employ a single
feature as IV to richer models with multiple IVs
and two-way interactions.

In comparing individual regression results of all
features (see Tab. 3), two major divergences be-
tween the two corpora emerge. Firstly, both sto-
rytelling (β = −.182) and the absolute hedging
count (β = −.011, for hedging in all variants, see
Appendix Tab. 8) are highly significant negative
predictors of argument quality in IBM ARGQ, but
significantly improve persuasiveness in CORNELL

CMV (βstory = 0.138, βhedge) = 0.030, cf. Fig. 1),
with hedging constituting the most informative fea-
ture for this dataset. Secondly, an overall trend of
greater and more frequent significant effects can be
observed for IBM ARGQ argument quality than for
CORNELL CMV persuasion. This trend comes along
with a greater predictive power of the IBM ARGQ
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There is a difference between a fear of being killed by a terrorist (very small likelihood) and the fear of being *terrorized*. I
was in Boston when the marathon bombings happened. Terrorism affected everyone on the streets, even though only 3 people
were killed. The scope of an act of terrorism is much greater than the strict number of casualties. It has a psychological and
traumatizing effect on people even in its periphery. That being said I am much more afraid of police than an act of terrorism.
This is because after the bombings, when Tsarnaev was hiding in a boat about a quarter mile from my apartment at the time,
militarized police with bomb dogs searched my house without announcing themselves, came to my door with assault rifles, and
kept me locked in my house for a whole day while bomb vans and squad cars raced up and down my street. It was one of the
most terrifying days of my life. I felt more electric fear answering the door to what looked like a 9-man SWAT team in full
tactical gear and AK-47s than I did in the several previous days of news coverage following the bombing.
I don’t necessarily agree that having other things to be afraid of, like the abuse of power by the police, makes being afraid of
things like acts of terrorism (which are designed to frighten) unreasonable. Fear is real and you don’t always have a choice in
the matter when it comes to whether or not it will infiltrate your life. (∆0, fear, storytelling, ∅hedges=0.007)
Don’t mean to be harsh, but that thinking is very dumb. There’s a fine line between eating other animals, and cannibalism.
Cannibalism is morally wrong because you are practical eating yourself. (∆0, guilt/shame, disgust, ∅hedges=0.0)
Social media brings more good than harm. Social media helps reconnect with past friends. I was able to reconnect with a
childhood best friend not seen in years shortly before he died. For that I am grateful. (score=0.6, joy, sadness, storytelling,
∅hedge=0.0)
Social media brings more harm than good. facts are not checked on social media platforms, allowing public shaming of
different figures, hurting them and their career immensely even without them doing anything wrong (score=0.47, disgust,
anger, ∅hedge=0.0)
Gambling should be banned. Gambling can be addictive and those who become addicted face severe financial and personal
consequences such as bankruptcy, jail (from financial crimes as stealing or embezzlement to support the addiction), divorce
and suicide. (score=1.0, fear, sadness, ∅hedge=0.11)
Flu vaccination should not be mandatory. While I believe that flu vaccines are beneficial to people, I do not believe they
should be mandatory because I should have a right to decide if I want to take a risk with my health.(score=0.8, ∅hedge=0.12)

Table 4: Fully annotated examples from CORNELL CMV and IBM ARGQ, with all positive labels listed below the
post text and hedge terms rendered bold.

models,6 and is continued in the best multiple re-
gression model, which includes more IVs for IBM

ARGQ than for CORNELL CMV.
In contrast to these domain differences, the im-

pact of emotions on argument strength is largely
domain-independent, with direction and magni-
tude of effects comparable between IBM ARGQ

and CORNELL CMV for all emotions but trust. As
such, the emotions with the highest impact on argu-
ment strength are guilt/shame and disgust, which
both significantly decrease argument strength. For
these emotions, as for most others, emotion polarity
matches effect direction, including the significant
emotions of relief (both corpora), pride (CORNELL

CMV), and joy (IBM ARGQ). Two emotions contra-
dict this trend: opposite to their polarity, fear (∗ ∗ ∗
IBM ARGQ; ∗ CORNELL CMV) and sadness (∗ IBM

ARGQ) improve argument strength in both corpora.
To further investigate the interplay between dif-

ferent argument features, we implemented two mul-
tiple regression analyses with and without interac-
tion. We used stepwise multiple regression, where
individual IVs or two-way feature interactions are
added incrementally according to their AIC value
(predictive improvement relative to model size),

6While the adjusted r2 of the IBM ARGQ models can
be interpreted as the percentage of explained variance, this
cannot be compared directly to the pseudo-r2 of the logistic
CORNELL CMV models. The general difference in magnitude
nonetheless holds.

while ensuring the significance of added IVs com-
pared to the smaller model through ANOVA (IBM

ARGQ) and F-test (CORNELL CMV).

The full models reveal the consistency of most
effects on argument strength, as the most informa-
tive features of guilt/shame retain their salience,
and notable observations like the diverging effect
of storytelling on persuasion vs. quality are present
in the full model as well. Interactions show a gen-
eral trend of same-directed features combining to
an effect of greater magnitude, as seen with the
individually positive features of fear and sadness
interacting on IBM ARGQ argument quality to form
a highly positive combined effect while their in-
dividual effects are neutralized (Fig. 2). The full
models with interaction further show the persistant
importance of storytelling, which (in contrast to
the individual IBM ARGQ regression) has a positive
effect in both datasets. The final explained vari-
ance is 3.96% adjusted r2 for IBM ARGQ and 1.36%
pseudo-r2 for CORNELL CMV. Although generally
low, these values are reasonable and expected for
a regression on the complex notion of argument
strength, considering the exclusion of contextual
information (e.g., topic, demographics of the anno-
tators/OPs) and overall low values (and thus error
margins) for both independent and target variables
(between 0 and 1).
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Figure 1: Storytelling effect on IBM ARGQ argument
quality (teal, left y-axis) and on CORNELL CMV persua-
sion (blue, right y-axis), with confidence intervals.

Discussion The diverging effects of hedging and
storytelling show the importance of domain-aware
rhetoric: harnessing such subjective features signif-
icantly improves the odds of subjective persuasion,
but in the objective domain of IBM ARGQ, they hin-
der argumentative success (cf. Fig. 1). As all sub-
jective features are infrequent in IBM ARGQ, where
arguments were mandated as short and impersonal,
their successful use in CORNELL CMV seems intu-
itive, indicating their importance for non-experts.

When viewing the results of our two steps side
by side, it is apparent that emotions are utilized
differently in argumentation than in their original
context. While disgust and anger are overrepre-
sented compared to all other features, a qualitative
analysis (see Tab. 4) shows their idiosyncratic ap-
pearance in arguments. Both emotions seem closer
to indignation or ‘righteous’ anger, and occur, with
the similarly impactful guilt/shame, almost always
explicitly targeted towards either another partic-
ipant (‘that thinking is very dumb’) or the topic
under discussion (‘allowing public shaming’). The
very beneficial emotions of fear and sadness, on
the other hand, seem reframed as an appeal to uni-
versal concerns instead of individual experiences,
even when combined with personal experiences:
‘personal consequences’, ‘whether or not it will
infiltrate your life’. Therefore, we hypothesize
that discrete emotions are utilized in two diverg-
ing strategies of emotional attacks and emotional
appeals. While the latter are highly efficient in
persuasion, the former hinder argument strength
but are much more frequent in the data.

6 Conclusion

This paper has investigated the impact of a num-
ber of subjective features on two diverging facets
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Figure 2: Interaction between fear (x-axis) and sadness
(standard deviations shown through hue and dashing)
on IBM ARGQ with confidence intervals.

of argument strength. To that end, we first de-
termined the feasibility of large-scale automated
annotation of our subjective features, to then sys-
tematically reveal correlations through a regression
analysis. We could reveal a significant effect of
almost all observed features on argument strength,
thus affirming RQ1. We moreover demonstrated
the importance of argument context for subjective
features, as personal anecdotes and uncertainty in-
dicate a lack of rhetoric proficiency in objective
settings, but strengthen arguments in the subjective
domain, thereby affirming RQ2. Further qualitative
assessment shows frequent emotional attacks with
righteous indignation impeding argument strength,
while less frequent emotional appeals to empa-
thy and universal fears seem to strengthen argu-
ments. This finding reveals an avenue for continu-
ing argument-specific emotion research, a research
gap that is further emphasized by the results of our
automated modeling. We could successfully model
storytelling and most emotions automatically due
to our robustness strategies of employing a deep en-
semble based on training data from mixed-domains
and with masked surface lexical cues. Thus, in
situations where large-scale gold data is neither
available nor easily attainable, these strategies con-
stitute an acceptable alternative. However, the un-
balanced and idiosyncratic distribution of emotions
also reveals the limits of cross-domain approaches,
as some emotions are used extremely seldomly,
or appear changed from their original definition.
We thus highlight once more the need for emotion
data and definitions directed at argumentation, a
research gap that has recently been addressed for
German text by Greschner and Klinger (2024) and
should receive further attention on a larger scale.
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Limitations

Apart from the obvious constraint of English-only
modeling, automatically annotating the indepen-
dent variables bears the risk of modeling the influ-
ence of features that differ from the named features.
For the features of storytelling and hedging, our
success in recreating results from existing works
leads us to believe that the annotations are accept-
able even on unseen data. For our emotion fea-
tures, we rely on our strategies of masking salient
surface features and aggregating predictions for
long instances to lead to an acceptable performance
based on the good results on the heldout training
data. Thus, we believe our regression to realisti-
cally model the influence of the remaining inves-
tigated features. This influence is very small, as
denoted by the low r2 and pseudo-r2 scores of the
regression models. However, while this shows that
the features investigated here cannot fully explain
argument strength, the high significance of most
features nonetheless shows their importance for ar-
gument strength. As previous research shows, argu-
ment strength is a complex and subjective feature.
We thus expect that a model regressing argument
strength to a higher degree must include context,
such as prior beliefs and demographic features of
the annotators/OP and the author, topic informa-
tion, or discussion history. The significance of our
results constitutes one step in a growing field of
research aiming to explore argument strength as a
multi-faceted complex feature.

Ethical Considerations

As always in the analysis of argument strength,
our results may potentially be exploited in the per-
suasion strategies of bad actors. However, we ob-
served significant but very small effects that may
be less impactful than demographic and contextual
features, which we omitted. Further, features like
emotions or uncertainty are likely used intuitively
and, as shown elsewhere (cf. e.g., Vasilieva, 2004),
used differently depending on demographic factors.

While reporting negative influence might discredit
argument strategies used by already disadvantaged
groups, we believe that our features bear no in-
herent demographic inclination and understanding
such effects is the first step to encourage thoughtful
argumentation.
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A Supplementary Material

A.1 Data and Annotation
Table 7 shows exemplary instances of the base cor-
pora we used, while tables 5 and 6 explicate the
further annotation process.

A.2 Regression Results
Reported below are the regression results for all
hedging variants (Tab. 8), the results of full step-
wise regression model with interaction (Tab. 9),
and two exemplary regression plots (Fig. 1, 2).

Training variant Benchmark
Feature masked orig
anger 0.76(±0.03) 0.69(±0.04) 0.53
boredom 0.88(±0.03) 0.84(±0.02) 0.84
disgust 0.82(±0.03) 0.75(±0.04) 0.66
fear 0.81(±0.03) 0.72(±0.03) 0.65
guilt/shame 0.85(±0.03) 0.80(±0.02) 0.48/0.51
joy 0.77(±0.03) 0.71(±0.02) 0.45
pride 0.83(±0.03) 0.75(±0.03) 0.54
relief 0.82(±0.03) 0.70(±0.25) 0.63
sadness 0.81(±0.04) 0.73(±0.03) 0.59
surprise 0.78(±0.02) 0.67(±0.04) 0.53
trust 0.85(±0.02) 0.80(±0.02) 0.74

mixed one
storytelling 0.82(±0.03) 0.78(±0.05) 0.76-0.94

Table 5: F1 performance of the ensemble classifiers on
the heldout test set of their respective training data with
standard deviance reported in brackets. The last column
lists the originally reported benchmark: Troiano et al.’s
(2023 text-based classifier (multilabel versus our single
label classifiers) and the best overall approach by Falk
and Lapesa (2022, performance is reported separately
for three subsets, thus ranging between values).

Term Rule
about,
around

If the token is an adjective, it is a non-hedge.
Hedge: There are around 10 million packages in
transit right now.
Non-hedge: We need to talk about Mark.

pretty If the token is used as adverbially, it is a hedge.
Hedge: I am pretty certain about this statistic.
Non-hedge: She has a really pretty cat.

impressionIf the token has a 1. person possessive pronoun
as dependent or its head has a 1. person nominal
subject as a second dependent, it is a hedge.
Hedge: I get the impression that we have to wait
longer for official information.
Non-hedge: The protagonist’s performance left
a lasting impression on everyone.

Table 6: Examplary hedge disambiguation rules, the
first of which is lifted from Islam et al. (2020).
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IBM ARGQ
We should ban fossil fuels. fossil fuels are bad for the country
because of your country dont have them they have to be in an inferior
position to ather countrys. (score=0.18)

We should ban fossil fuels. Fossil fuels destabilize
the ecosystem which will harm future generations.

(score=1.0)
CORNELL CMV
CMV: Driving a car is insanely risky and probably the most dangerous thing you do in your everyday life. I find it difficult to
understand how so many people enjoy driving a car or can even relax while doing it. I am almost continually tense while on
the road thinking about what’s at stake (and I’ve been driving for almost 20 years). [. . . ]
By the death rate, eating unhealthy is the most dangerous thing that
you can do. Cellular reproduction is up there are well. Then there’s
realizing your worthless and life is futile, then taking your own life.
Looking at the CDC, suicide isn’t on there. But breathing shit other
than oxygen and nitrogen is up there. So is, the fatty food thing
again. (∆0)

Mortality for drivers in the US is roughly 50 per mil-
lions. Death while working in construction in 2006 was
108 per millions. Driving is not the most dangerous
thing these workers do in their everyday life. (edit. The
more i’m looking into it the more I find that stats re-
garding this subject varies a lot.) (∆1)

Table 7: Examples from IBM ARGQ and CORNELL CMV of a bad (left) and good (right) argument about the same
topic, with the shortened original post from CORNELL CMV given above the two answering arguments.

score sent r2 Coef p
absolute first 0.0044 −0.029 0.0 ***

final −0.0002 0.001 0.894
all 0.0027 −0.011 0.0 ***

ratio first 0.0036 −0.160 0.0 ***
final 0.0007 −0.159 0.026 *
all 0.0036 −0.296 0.0 ***

(a) IBM ARGQ

score sent pseudo-r2 Odds p
absolute first 0.00005 1.018 0.358

final 0.0 0.999 0.947
all 0.01056 1.030 0.0 ***

ratio first 0.00002 1.235 0.565
final 0.00012 0.579 0.174
all 0.00035 0.124 0.018 *

(b) CORNELL CMV

Table 8: Individual regression results of each hedging variant as IV on IBM ARGQ argument quality and CORNELL

CMV persuasiveness. The variants are listed by score (absolute or ratio values) and the sentence for which the
score is calculated. Reported are the adjusted r2 percentage, respectively, pseudo-r2 for logistic regression, the
coefficient/odds of the feature variant and the effect’s p-value/significance.

IVs adjusted r2 sign.

guilt/shame 0.971 x
+ all hedge×storytelling 1.723 ***
+ fear×guilt/shame 2.273 ***
+ joy 2.602 ***
+ disgust×sadness 3.082 ***
+ boredom×pride 3.484 ***
+ pride×relief 3.579 *
+ pride×sadness 3.715 **
+ disgust×fear 3.774 *
+ sadness 3.845 *
+ storytelling 3.904 *
+ fear×relief 3.962 *

(a) IBM ARGQ

IVs pseudo-r2 sign.

# hedge 0.0106 x
+ disgust×guilt/shame 0.0113 ***
+ fear×pride 0.0119 **
+ anger×relief 0.0123 **
+ # hedge×anger 0.0128 **
+ disgust×pride 0.0132 **
+ # hedge×guilt/shame 0.0136 *

(b) CORNELL CMV

Table 9: Features and explained variance of the interactive multiple regression on IBM ARGQ and CORNELL CMV.
The model is built stepwise by adding features/interactions with the highest AIC (Akaike Information Criterion
relating predictive power to model size) and stops if no improvement is observed. The significance (***: p < 0.001,
**: p < 0.01, *: p < 0.05) of adding each new feature is tested via ANOVA for IBM ARGQ and via F-test for
CORNELL CMV.
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Abstract

Television debates play a key role in shaping
public opinion, however, the rapid exchange
of viewpoints in these settings often makes it
difficult to perceive the underlying nature of the
discussion. While there exist several debate vi-
sualisation techniques, to the best of our knowl-
edge, none of them emphasise the argumenta-
tive dynamics in particular. With DEBARGVIS,
we present a new interactive debate visuali-
sation tool that leverages data annotated with
argumentation structures to demonstrate how
speaker interactions unfold over time, enabling
users to deepen their comprehension of the de-
bate.

1 Introduction

Broadcast political debates such as BBC1’s ‘Ques-
tion Time’ in the UK with over a million monthly
viewers1serve as a cornerstone of political dis-
course as they provide a compact yet rich source of
information that plays a key role in shaping public
opinion. However, the rapid exchange of view-
points in these forums presents a challenge: The
wealth of information compressed into a short pe-
riod of time can make it difficult to parse the un-
derlying dynamics and the connections between
speakers’ arguments.

One way of representing such dynamics is
through an argumentative analysis, which allows
us to explore how claims are supported or attacked.
Such an analysis is frequently visualised in the
form of a graph with nodes containing claims and
the relations between them represented in terms
of edges. DebateGraph2 or ArgVis (Karamanou
et al., 2011) are, for instance, tools designed for
public-facing deliberation analysis; other resources
like Araucaria (Reed and Rowe, 2004) and OVA+
(Janier et al., 2014) are more research-oriented,

1https://tinyurl.com/2fkmdyt9
2https://debategraph.org

while techniques, such as Reason!Able, target the
improvement of critical thinking skills (Van Gelder,
2002). Graph-based representations tend to lack
the explicit encoding of the temporal dimension
which is crucial for capturing the dynamics of real-
time debates. In contrast, visualisation techniques
that focus on debate dynamics frequently do so by
depicting different layers of the debate, e.g., top-
ics, speaker interactions, and timeline, in distinct
infographics (El-Assady et al., 2016b; South et al.,
2020), making it difficult to get a holistic under-
standing of the debate landscape.

In the present paper, we aim to address this gap
between argument graph representations and de-
bate visualisations by introducing DEBARGVIS,
an interactive tool for visualising argumentative
dynamics in debate.3 As use case we take QT30
(Hautli-Janisz et al., 2022), a corpus of broadcast
political debates annotated with argumentative re-
lations using Inference Anchoring Theory (IAT)
(Budzynska et al., 2014, 2016). As Fig. 1 depicts,
DEBARGVIS interactively combines timeline, de-
bate participants, argumentative relations within
and between speaker contributions, video of the de-
bate and debate transcript. This provides users with
an overview of the overall debate dynamics, such
as how much each speaker contributes and how
they interact with each other, while also allowing
for a closer inspection of the debate’s underlying
argumentative structure.

2 Background

A variety of argument visualisation tools have been
developed, employing different techniques to rep-
resent argumentative relations. One of the well-
established approaches is the use of the node-link
layout (Lowrance et al., 2000; Van Gelder, 2002;
Reed and Rowe, 2004; Van Gelder, 2007; Gordon

3Tool preview (without the original BBC video):
zlatakikteva.github.io/DebArgVis-Demo/, video demo:
https://youtu.be/ra-RHZ5THN8
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Figure 1: Overview of the DEBARGVIS components.

et al., 2007; Karamanou et al., 2011; Janier et al.,
2014), while others visualisation strategies include
indentation-based formats (Karacapilidis and Papa-
dias, 2001; Verheij, 2003; Mcalister et al., 2004),
and nested layouts (Bell, 1998; Benn and Macin-
tosh, 2012). For the most part, such tools focus on
representing reasoning on a smaller scale, where
individual arguments are accessible. In contrast,
Kiesel et al. (2021) allows to to view and compare
larger patterns of reasoning between essays, while
Zhou et al. (2019) focus on structures in scientific
papers. Hybrid tools, such as DebateGraph, allow
for both closer inspection of the data and a general
overview of the relations.

Such approaches are not necessarily tailored to-
wards visualising large conversations or spoken
debates, for which speaker interactions and tem-
poral progression are important. Approaches that
focus on addressing the conversational nature of the
discourse include such tools as uVSAT that offers
stance visualisation in social media (Kucher et al.,
2016), ConToVi that focuses on topic-space in con-
versations (El-Assady et al., 2016a), and NEREx
that provides named-entity based analysis of de-
bates (El-Assady et al., 2017). Furthermore, such
tools as VisArgue (El-Assady et al., 2016b) and
DebateVis (South et al., 2020) offer sets of visual
analytics across several debate dimensions, such
as speaker interactions and topic progress along a
timeline, while MultiConVis (Hoque and Carenini,
2016) focuses on topics and sentiment in online dis-
cussions. Finally, CI dashboard (Ullmann, 2019)
includes an argument graph of the node-link lay-

out type among other group discussion analytics in
its suite. To the best of our knowledge, however,
none of the existing approaches represent debate
dynamics through argumentative speaker interac-
tions along a timeline as we are proposing.

3 The QT30 Dataset

The QT30 corpus consists of 30 episodes of ‘Ques-
tion Time’ (QT) (Hautli-Janisz et al., 2022), a po-
litical talk show in the UK broadcast on BBC1,
where the audience challenges a panel of politi-
cal figures regarding current topics. The panellists
then respond and freely discuss the issues with
each other. The data is annotated with Inference
Anchoring Theory (IAT) (Budzynska et al., 2014,
2016), a framework that captures how arguments
evolve and are reacted to in dialogue, anchoring
argument structure in dialogue structure by way
of illocutionary connections. Data annotated with
IAT is split into elementary discourse units (EDUs)
between which argumentative relations of support
(either between a premise and a conclusion or in
a form of agreeing with a statement), attack, and
rephrase (either a reformulation of a statement or
an answer to a question) are identified. IAT adheres
to the AIF+ (Argument Interchange Format variant
suitable for dialogue) (Reed et al., 2008), which
is a well-established framework for representing
argumentation. Therefore, DEBARGVIS can be
adapted and used with any debate data in the same
format. In addition to the corpus annotations, we
separately access the debate transcript and video.
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4 Visualisation

With DEBARGVIS we aim to develop a timeline
that reflects several dimensions of a debate, includ-
ing (i) temporal sequence of utterances; (ii) attribu-
tion of utterances to speakers; (iii) argumentative
relations between utterances; (iv) content of the
utterances; (v) debate topics; (vi) additional audio-
visual context in video format. The visualisation
therefore comprises five components: The timeline
in Fig. 1 is used to capture (i), (ii), and (iii); the
slider is used to navigate the timeline; the tran-
script window includes (iv); topic bubbles contain
(v); and a video player introduces (vi).

Timeline The timeline is the focal visualisation
component. It displays when an utterance is made,
who made it, and the argumentative relations be-
tween utterances in a diagram with an x-axis repre-
senting elapsed time (around one hour in the case
of QT debates) and speaker names on the y-axis.
The first five names belong to panel members, ‘pub-
lic’ represents any member of the audience who
is invited to participate in the debate, and Fiona
Bruce is the moderator. Speaker contributions are
indicated with thin bars in the timeline, where each
bar corresponds to an EDU. Thus, each part of
a speaker’s contribution is usually represented by
several consecutive bars. Each individual speaker
and the public as a whole are associated with their
own colour. Attached to the bars are arrows indi-
cating the argumentative relations based on the IAT

annotations. Each relation has a source bar and
a target bar. The relations of support (labelled as
‘arguing’) are in green, of attack (‘disagreeing’) in
red, rephrase (‘restating’) in purple, and answers to
questions (‘answering’) are in orange.

Slider High density of the utterance bars on the
timeline limits the ability to closely examine the
data. We mitigate this by introducing a slider in
the form of a compressed version of the timeline.
When a white transparent rectangle initially located
to the left of the diagram is used to move along
the slider, a corresponding area in the timeline is
expanded.

Transcript Window and Video Player The tran-
script window displays the text corresponding to
the utterance bars in the timeline. It allows the
users to examine the content of the speakers’ con-
tributions. Each transcript block associated with a
different speaker is colour-coded accordingly. The

Figure 2: Three areas that are expanded when interact-
ing with the timeline using the slider.

Figure 3: Argumentative relations displayed in the tran-
script (above) and timeline (below).

video player adds an audio-visual view of the de-
bate.

Topic Bubbles The purpose of the topic map is
to help users gain a deeper understanding of the
content by representing the topics covered in the
debate. In order to extract topics from the text, La-
tent Dirichlet Allocation (LDA) (Blei et al., 2001)
is used as a ‘black box’ on the transcript. It returns
nine topics, each represented by seven words.

Interaction with the Components The slider
can be clicked and dragged and has a major effect
on the timeline, transcript, and video player. When
the white rectangle is dragged across the slider, the
corresponding area on the timeline is enlarged by
increasing the width of the bars, while the rest of
the timeline gets compressed and dimmed in colour
to draw attention to the selected area. Two areas
adjacent to the selected section on both sides are
enlarged to lesser degrees, which creates a ‘fish-
eye’ effect shown in Fig. 2. Simultaneously, drag-
ging the slider navigates to the text in the transcript
window corresponding to the utterance bars in the
selected area, along with the corresponding video
segment. Starting the video uses the slider func-
tionality by constantly updating the x-value of the
center of the sliding window to the current time
of the video. Thus, when the video is playing, the
sliding window moves automatically.

The users can also interact with the timeline by
hovering over the utterance bars. If the utterance
bar is a source of an argumentative relation(s), it
will be italicised and underlined in the transcript
window, while the target(s) of the relation(s) will
change their colour to the one of the correspond-
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ing relation as shown in Fig. 3. If the target of
the relation is outside of the selected area, its text
will be displayed over the timeline. Hovering over
text in the transcript window will highlight the cor-
responding utterance bar in the timeline and all
potential argumentative relations associated with it
both in the timeline and the transcript. In this way,
the users are able to closely inspect any arguments
in the debate. When hovering over utterance bars
outside of the selected area, the corresponding text
will be displayed over the timeline.

Topic bubbles can also be interacted with: Hov-
ering over a word in a bubble will highlight all
bars in the timeline with a corresponding utterance
containing that word, and hovering over the bub-
ble itself highlights the utterances that include the
topic. At the same time, text corresponding to the
bars is highlighted in the transcript.

Implementation The visualisation is imple-
mented in JavaScript using D3, an open-source
visualisation library.4 The source code is publicly
available in the repository at https://github.
com/DarkSilver-1/DebArgVis-Code.

5 Use Case

In order to showcase how the tool can be used to
make meaningful observations regarding the debate
dynamics, we use DEBARGVIS to visualise one of
the QT30 debates from November 2021 depicted in
Fig. 1. At first glance, we notice the general debate
structure, where relatively longer panel member
turns, indicated by sets of consecutive utterance
bars in one colour, are interspersed with public con-
tributions in orange and much shorter input from
the moderator in blue. The debate seems balanced
as all participants get to contribute to the discussion
at various points throughout the debate. Moreover,
the length of the speakers’ turns suggests that, for
the most part, all panel members have relatively
equal speaking time, with the exception of Paul
Scully, whose turns are on the shorter side.

Further inspection of the visualisation results
allows us to make several observations regarding
the argumentative patterns within the debate. We
find a number of long-distance relations, primar-
ily marked by orange ‘answering’ arrows between
moderator and panel members. The other relation
that similarly stands out is ‘disagreeing’ between
the public or moderator and the panel, as well as,

4https://d3js.org/

in a few instances, between different panel mem-
bers. Relations of ‘arguing’ and ‘restating’ are
much rarer between speakers. These patterns in-
dicate that the driving force behind the debate are
the moderator and the public with whom the panel
members have direct interactions, while exhibit-
ing limited engagement with each other. Relations
of ‘arguing’ and ‘rephrase’ are significantly more
frequent within speaker turns, indicating a general
tendency of speakers to support the claims they are
making.

We also note how long-distance relations are con-
tained within four separate debate segments. Such
behaviour is related to the way ‘Question Time’
is organised, where the debate is driven by four
questions asked by the public at different points
in the episode.5. This suggests that each question
prompts a largely self-contained discussion. No-
tably, the first two questions appear to be more
complex, evidenced by a higher number of long-
distance relations within these segments, which
together take up about 50 minutes of the episode’s
total runtime of about one hour.

Finally, we observe that the debate is well mod-
erated as the speaker turns are rarely interrupted.
The interruptions are indicated by a gap in the con-
tinuous set of utterance bars by one speaker with an
utterance by a different participant. One example
of such an instance can be found at the 32-minute
mark on the timeline when the moderator interrupts
Paul Polman with a question. In fact, most of the
interruptions are made by the moderator when she
invites different audience members to contribute
or reiterates questions to the panel to prompt a de-
sirable response. Only in a few rare instances the
panel members interrupt each other.

Based on these observations, we conclude that
this debate, while giving a relatively equal oppor-
tunity for the panel members to respond to the
audience members, does not focus on allowing the
panel members to interact with each other, who
instead have more exchanges with the public and
the moderator.

6 Conclusion

With DEBARGVIS we present an interactive tool
for the visualisation of argumentative dynamics in
debate, with a particular emphasis on the temporal
dimension of the data and speaker interaction. We

5Questions are marked on the timeline in Fig. 4 in the
Appendix A.
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demonstrate the tool’s applicability through a vi-
sual analysis of a ‘Question Time’ episode, which
allows insights into several aspects of the debate,
such as quality of its moderation, the lack of direct
interaction between the invited panel members, and
a focus on addressing the audience’s questions.
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Limitations

One of the main limitations of our visualisation tool
is that currently it is tailored to the data annotated
with IAT. While there is more corpora available
in this format, such as a corpus of US2016 pres-
idential debates (Visser et al., 2020), this limits
the tool’s applicability. The decision to use IAT

data specifically is based on the fact that the infor-
mation it offers goes beyond relations of support
or attack, to which argument mining corpora are
frequently limited. Such information includes, for
instance, an indication of when questions are an-
swered, which can provide valuable insights given
the nature of the data genre. That being said, it
should be possible to adapt the tool to differently
annotated corpora, provided a transcript and video
are available.
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A Four Questions from the Public in the Debate

Figure 4: Points in the debate at which the public is invited to introduce new questions for discussion.
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Abstract

Being aware of frames, i. e., the aspect-based
grouping of arguments, is crucial in applica-
tions that build upon a corpus of arguments,
allowing, among others, biases and filter bub-
bles to be mitigated. However, manually iden-
tifying and naming these frames can be time-
consuming and therefore not feasible for larger
datasets. Within this work, we present a se-
quential three-step pipeline for automating this
task in a data-driven manner. After embedding
the arguments, we apply clustering algorithms
for identifying the frames and subsequently, uti-
lize methods from the field of cluster labeling
to name the frames. The proposed approach is
tailored towards the requirements of practical
applications where arguments may not be easily
split into their argumentative units and hence
can belong to more than one frame. Performing
a component-wise evaluation, we determine the
best-performing configuration of the pipeline.
Our results indicate that frames should be iden-
tified by performing overlapping and not exclu-
sive clustering and the naming of frames can be
accomplished best by extracting aspect terms
and weighting them with c-TF-IDF.

1 Introduction

By “select[ing] some aspects of a perceived re-
ality and mak[ing] them more salient in a com-
municating text” (Entman, 1993, p. 52), framing
introduces a bias in the presentation of informa-
tion. Hence, applications utilizing among oth-
ers argument mining (Skiera et al., 2022), argu-
ment search (Ajjour et al., 2019), discourse anal-
ysis (Ruckdeschel and Wiedemann, 2022), sum-
marization (Misra et al., 2016), or argumentative
dialogue (Rach et al., 2018; Aicher et al., 2019)
need to be aware of the frames that are present in
their data.

Within this work, we present a pipeline for au-
tomatically identifying and naming such topic-
specific frames among a collection of arguments.

Thereby, we consider the overlapping nature of the
task, i. e., that an argument can belong to more than
one frame (Reimers et al., 2019; Dumani et al.,
2021; Ruckdeschel and Wiedemann, 2022).

Current works identifying argumentation frames
apply an exclusive mapping of arguments to frames
and leave the naming of the identified frames to fu-
ture work. While Reimers et al. (2019) and Daxen-
berger et al. (2020) directly state these limitations
as directions for future work, Dumani et al. (2021)
justify the exclusive clustering procedure by assum-
ing that the arguments are provided in elementary
parts, i. e. argument units (Trautmann et al., 2020),
that belong to exactly one frame. However, this
assumption is not always viable for a practical ap-
plication to arguments “in the wild” since argument
unit extraction itself is not an easy task (Stab et al.,
2018; Trautmann et al., 2020). Therefore, we focus
on creating an overlapping clustering for identify-
ing frames and do not exclude their naming from
the task.

Following the conceptual discussion in Schindler
(2024), we perform the automatic identification and
naming of frames in three sequential steps. First,
the arguments need to be embedded in an embed-
ding space that is capable of capturing aspect-based
similarity. With this notion of similarity, we then
cluster the arguments into frames, thereby consider-
ing the overlapping nature of the task. Afterwards,
we utilize methods from the field of cluster labeling
to name the identified frames. In a component-wise
evaluation setup, we identify the best performing
approach for each step. In the course of this, we
demonstrate that the identification of frames ben-
efits from applying overlapping clustering algo-
rithms on the argument-level and show that the
naming performs best when building upon aspect-
based candidate extraction.

The remainder is organized as follows: After
clarifying the terminology used throughout this
work in Section 2, Section 3 gives an overview over
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related work. We detail the individual steps of our
pipeline for identifying and naming overlapping,
topic-specific argumentation frames in Section 4.
The different approaches of performing these steps
are evaluated in Section 5 along with a discussion
of the results before we conclude in Section 6.

2 Terminology

Following the definition of arguments by Stab and
Gurevych (2014), in this work, an argument is a
sentence that is making a defeasible point and is
having a stance towards a debatable topic. Such
an argument is built from one or more argument
units (Trautmann et al., 2020), i. e. indivisible argu-
mentative spans that can be used in different com-
bination in other arguments as well. The aspects of
an argument “hold the core reason upon which the
conclusion/evidence is built” (Schiller et al., 2021,
p. 380). The tokens of an argument that are in-
dicative for the aspect(s) addressed by it are aspect
terms (Trautmann, 2020). When arguments that are
addressing similar aspects of the topic are grouped
together, the resulting group is a frame. In this
work, frames are topic-specific, independent of the
stance of the arguments, non-redundant, and can
be named succinctly in a human-understandable
manner by a frame label. The grouping of argu-
ments into frames can be also viewed as a grouping
of similar aspects into aspect categories. Since
an argument can address multiple aspects of the
topic that not necessarily need to be grouped into
the same aspect category, an argumentative sen-
tence can belong to more than one frame (Reimers
et al., 2019; Dumani et al., 2021; Ruckdeschel and
Wiedemann, 2022).

3 Related Work

Without automation, the identification and naming
of frames needs to be performed manually in a time
consuming process for every topic individually (Lai
et al., 2022; Jurkschat et al., 2022; Ruckdeschel
and Wiedemann, 2022). The topic-independent au-
tomation, however, is a challenging task. Yet, it
is little known about what features are relevant for
grouping arguments with respect to the aspects they
address (Opitz et al., 2021), but fine-grained seman-
tic nuance might already be crucial (Reimers et al.,
2019). Further, there is no general guideline for
creating or naming frames, leaving room for sub-
jectivity in the process (Lai et al., 2022; Jurkschat
et al., 2022; Ruckdeschel and Wiedemann, 2022).

Identification of Frames When identifying
frames with the help of clustering, one performs
aspect-based argument clustering. For aspect-
based argument clustering, there are no frame la-
bels given and labeling the resulting clusters is
often left to future work. By formulating the
clustering problem as a similarity scoring task be-
tween pairs of arguments, one can perform super-
vised training; either by regression with a graded
scale (Misra et al., 2016) or by classification with
a binary labeling scheme (Reimers et al., 2019).
Even with little training data, the supervised ap-
proach outperforms the unsupervised methods in a
cross-topic evaluation setup (Reimers et al., 2019).
Moreover, Reimers et al. (2019) point out that
exclusive clustering algorithms are a sub-optimal
choice since they do not reflect the properties of the
data: In 21.9% of the cases the transitivity prop-
erty induced by exclusive clustering is violated in
their dataset. Hence, the overlapping nature of
aspect-based argument clustering should be taken
into account as in the herein presented work.

Operating on the term-level with an exclusive
clustering approach as in Lai et al. (2022) for
aspect-based document clustering, was addition-
ally inspired by the following works. Ruckdeschel
and Wiedemann (2022) performed an investiga-
tion on the level at which frames should be coded.
For annotating arguments with a predefined set
of frame labels, they found the token-level to be
best-suited. In a multi-label argument classifica-
tion setting, their results suggest that it is beneficial
to consider a more granular level than sentence-
level. An unsupervised clustering approach pro-
posed by Heinisch and Cimiano (2021) groups fine-
granular, topic-specific aspects into more general
aspect categories. There, no names are derived for
the created categories.

Naming of Frames IBM Project De-
bater (Slonim et al., 2021; Bar-Haim et al.,
2021) makes use of Wikipedia titles that are
related to the individual argumentative sentences
in order to exclusively cluster and label them.
In the summetix API1, formerly known as
ArgumenText API (Daxenberger et al., 2020), a
labeling of the clusters is implemented (Skiera
et al., 2022) on top of an exclusive clustering with
fine-tuned embeddings (Reimers et al., 2019). The
label of each cluster is the aspect term with the
highest c-TF-IDF (Grootendorst, 2022) score. This

1https://api.summetix.com/
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Figure 1: Pipeline for automatic identification and naming of argumentation frames.

is one of the approaches that we are going to test
for the naming of overlapping frames.

Topic Modelling Given a collection of texts,
topic modelling (Churchill and Singh, 2022) aims
at structuring these texts by identifying and naming
the topics they belong to. Topic modelling is com-
monly performed on a set of documents, however,
it can also be applied to a set of arguments that are
belonging to different but unknown topics (Ajjour
et al., 2019; Färber and Steyer, 2021). Hence, topic
modelling is similar to our task but operating on
topics instead of frames. The neural topic model
BERTopic (Grootendorst, 2022) is noteworthy in
the scope of this work since our steps for identi-
fying and naming frames are similar to theirs for
topic modelling and Haddadan et al. (2022) already
have applied BERTopic for the qualitative analysis
of a dataset into frames. However, our contribution
goes beyond the pipeline approach by consider-
ing and investigating the overlapping nature of the
resulting clustering and providing a quantitative
evaluation.

Related Tasks Formally, frame detection is a su-
pervised multi-label argument classification task
with a predefined set of frame labels (Mou et al.,
2022). We, however, do not have any frame labels
given and hence we would need to obtain them in
a data-driven manner first before performing zero-
shot frame detection (Syed et al., 2023; Mou et al.,
2022; Ajjour et al., 2018). Moreover, the general-
ization of classifiers to unseen topics and label sets
poses a major challenge for zero-shot approaches.
Given a set of arguments, key point analysis (Bar-
Haim et al., 2020a,b; Friedman et al., 2021) aims
at creating a list of prominent key points and then
matching the arguments to these key points. This
results in every key point being the label for an indi-
vidual group of arguments. Differently to our task,
the groups are stance-dependent and the key points
labelling the clusters are argumentative sentences
that could be utilized for creating a summary on
the topic.

When we think about this
resource, many of us
think about nuclear

bombs or the meltdowns
that have happened at a

number of nuclear plants
around the world.

aspect-term extraction
argument-level

term-level

Language Model
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Figure 2: Exemplary processing of an argument from
the AAC dataset in our pipeline.

4 Pipeline for Automatic Identification
and Naming of Frames

Our pipeline for identifying and naming frames
is depicted in Figure 1 and entails three sequen-
tial steps, which are described in more detail be-
low. Given a set of n argumentative sentences S =
{s1, ..., sn} about the topic t, we first require em-
beddings that capture the notion of aspect-based
similarity. Second, we perform a complete cluster-
ing C = {c1, ..., ck} of the embeddings into k dis-
tinct frames with k not being known in advance.
Finally, we apply methods from the field of cluster
labeling to name the frames with a frame label.

Besides performing the clustering in an overlap-
ping manner on the argument-level, we also experi-
ment with applying exclusive clustering algorithms
on the term-level and mapping the resulting cluster-
ing back to the argument-level. On the argument-
level, the sentential argument itself is treated as
the unit to be clustered, while on the term-level
we extract the aspect terms from the arguments
and utilize these for further processing. An exam-
ple of performing the frame identification on the
argument- and term-level is provided in Figure 2.
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4.1 Embeddings for Aspect-based Similarity

To gain embeddings that are suited for aspect-based
similarity, it is infeasible to utilize pre-trained lan-
guage models since they are tailored towards the no-
tion of semantic textual similarity (STS) (Cer et al.,
2017). Whereas STS measures the similarity of
two texts based on their meaning, we are concerned
with the similarity of the aspects addressed by the
arguments irrespective of the actual point they are
making regarding the aspect (Misra et al., 2016).
Hence, when the task involves aspect-based prop-
erties, unsupervised models that are pre-trained on
semantic properties are outperformed by their fine-
tuned counterparts with supervision (Reimers et al.,
2019; Dumani et al., 2021).

A task that is utilized for fine-tuning embed-
dings for aspect-based similarity is aspect-based
similarity prediction, where the model has to de-
cide whether two arguments s1 and s2 about the
same topic t are similar in terms of the aspects
they address. In the course of this, every argument
is embedded by the model individually and the
cosine similarity between the embeddings serves
as a measure for aspect-based similarity. The bi-
nary classification decision is made by applying a
threshold to the predicted similarity score. During
fine-tuning, there is also the option to not use a
binary but a graded label set, reflecting the circum-
stance that aspect-based similarity is not a discrete
decision (Misra et al., 2016).

In Schindler (2024), the STS-based embeddings
of the SBERT (Reimers and Gurevych, 2019)
model all-mpnet-base-v2 were fine-tuned. Follow-
ing the experimental procedure of Reimers et al.
(2019), they performed a four-fold cross-topic val-
idation on the Argument Aspect Similarity (UKP
ASPECT) Corpus2 (Reimers et al., 2019). Depend-
ing on the level of granularity that they were oper-
ating on, they tested different kinds of information
for creating the embeddings.

Here, we employ their respective best perform-
ing model in the pipeline. On the argument-level,
we utilize their SBERT model fine-tuned on all top-
ics of the UKP ASPECT corpus with the topic t
prepended to the argumentative sentence s as an
input. With this input configuration, they achieved
human-like performance in the four-fold cross-
topic validation. On the term-level, the input to
the model is a single aspect term AT and no fine-

2https://tudatalib.ulb.tu-darmstadt.de/handle/
tudatalib/1998

tuning is performed. The aspect terms are ex-
tracted from the arguments by querying the sum-
metix API3 (Schiller et al., 2021).

Their results are confirming that STS is not a
good indicator for aspect-based similarity on the
argument-level. Nevertheless, STS is performing
well on the level of aspect terms. This observation
can be explained by the fact that the meaning of
terms grouped into an aspect category should be
similar. However, for an argumentative sentence,
meaning is evaluated on a larger scale than aspects.

4.2 Identification of Frames

We make use of clustering to identify frames, i. e.,
group the arguments by the aspects they address.
The cosine distance between the embeddings of the
items serves as the distance measure. To account
for the curse of dimensionality that distance mea-
sures are prone to (Aggarwal et al., 2001; Steinbach
et al., 2004), we apply dimensionality reduction on
a per topic basis as a preprocessing step.

For a comparison of overlapping clustering on
the argument-level and exclusive clustering on
the term-level, which is afterwards mapped back
to the argument-level, we select the following
equivalent centroid-based clustering algorithms:
k-means (MacQueen, 1967) as an exclusive clus-
tering algorithm, which has already been applied
for similar frame identification tasks in previous
works (e. g., Färber and Steyer (2021); Ajjour et al.
(2019); Heinisch and Cimiano (2021)), and fuzzy
c-mean (FCM) (Bezdek et al., 1984) as a soft/fuzzy
clustering algorithm whose output can be trans-
formed into a hard overlapping clustering. We ap-
proach this transformation by assigning every clus-
tered item to the clusters with the highest scores
until the cumulative sum of cluster scores that the
item is assigned to exceed the threshold θcum. If
multiple clusters are having the same score for an
item, we select all of them simultaneously.

4.3 Naming of Frames

For automatically naming the identified frames, we
apply a differential cluster labeling strategy that is
agnostic of the other frames. This way, the name
of the frame label of each frame solely depends on
the arguments within the frame and the complete
collection of arguments.

First, we generate a set of candidates for each
frame. The candidates are either lemmatized as-

3https://api.summetix.com/
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pect terms ATs extracted from the arguments as in
Skiera et al. (2022) or terms FTs extracted from the
lemmatized collection of arguments without stop
words based on Luhn’s expressiveness of terms as-
sumption (Luhn, 1958). This assumption states that
the most important terms are those with mid fre-
quencies, i. e., that neither occur too frequently nor
too rarely. To this end, we consider the following
approaches, where frame and ¬frame denote that
the terms are selected within the frame or among
the arguments outside the frame, respectively:

(A) FTsframe

(B) ATsframe

(C) FTsframe \ FTs¬frame

(D) ATsframe \ ATs¬frame

(E) FTsframe ∩ ATsframe

(F) (FTsframe \FTs¬frame)∩ (ATsframe \ATs¬frame)

(G) FTsframe ∪ ATsframe

(H) (FTsframe \FTs¬frame)∪ (ATsframe \ATs¬frame)

For each approach, we optionally remove the topic
and the individual words the topic is constituted
of from the set of candidates (i. e., \topic) and re-
move the terms FTs extracted over the complete
collection of arguments (i. e., \FTscorpus). Remov-
ing the topic and the most frequent terms within
the topic, follows the idea of topic-removal for
aspect-based argument clustering by Ajjour et al.
(2019). Moreover, this way, we can make sure
that terms belonging to the topic are not utilized
for describing a frame. Afterwards, we weight
the candidates per cluster applying class-based TF-
IDF (c-TF-IDF) (Grootendorst, 2022). The next
step is optional and filters the set of candidates by
applying maximal marginal relevance (MMR) (Car-
bonell and Goldstein, 1998) as in the topic model
BERTopic (Grootendorst, 2022) and refines the
weighting of the resulting candidates by applying
Jensen-Shannon divergence (JSD) as in Carmel
et al. (2009). Finally, the name for a frame is either
the list of top-i candidates based on the raking by
their weight or the name generated by prompting
a large language model (LLM) with the task of
naming the frame / “subtopic”4 given the set of all
candidates sorted by their weight.

4While subtopics and frames are generally distinct con-
cepts, subtopic is a more well-known and well-defined term
and due to the limited context, we assume subtopics and
frames to be equivalent in the scope of this task.

5 Evaluation

In the following, we individually evaluate the iden-
tification and the naming of frames. For each of
these subtasks, we detail our experimental setup
and subsequently present the results and a discus-
sion of these.

5.1 Dataset and Preprocessing
The Argument Aspect Corpus (AAC)5 (Ruckde-
schel and Wiedemann, 2022) is built for the task of
frame detection on the token-level and can thus be
viewed as a ground truth dataset for our task. To our
knowledge, it is the only dataset containing argu-
mentative sentences and following our definition of
overlapping argumentation frames including their
naming. The AAC is based on the argumentative
sentences written in English of the UKP Sentential
Argument Mining Corpus (Stab et al., 2018) re-
garding the topics abortion, marijuana legalization,
minimum wage, and nuclear energy. These topics
are not part of the UKP ASPECT Corpus (Reimers
et al., 2019) that was used for fine-tuning the em-
beddings. Per topic, there are 1, 118 to 1, 502 ar-
guments and 12 to 15 frames excluding the frame
with the label Other. Note, that the definition of
frames utilized in this work precludes the usage of
an Other category, which is a grouping of multiple
unrelated aspects. Hence, we include all arguments
of the AAC for identifying frames but ignore the
Other label and arguments solely belonging to it
during evaluation and for naming the frames. The
overlap size of the frames in the AAC dataset is
1.2261, meaning that approximately every fifth ar-
gument belongs not only to one frame but to two
frames.

5.2 Identification of Frames
Experimental Procedure Based on the results
in Schindler (2024), we apply the following di-
mensionality reduction prior to the clustering:
Principal component analysis (PCA) (Pearson,
1901) with 75 components on the term-level
and uniform manifold approximation and projec-
tion (UMAP) (McInnes and Healy, 2018) with
50 output dimensions and a local neighborhood
of 30 on the argument-level.

We perform the topic-wise grouping of argu-
ments into frames by applying the overlapping
clustering algorithm (i. e., FCM) on the argument-
level and the exclusive clustering algorithm (i. e., k-

5https://doi.org/10.5281/zenodo.7525183
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means) on the term-level. The clustering on the
term-level is mapped back to the argument-level
based on the association of the terms to the argu-
ments. To compare against the so-far common pro-
cedure, we additionally apply exclusive clustering
with k-means to the argument-level.

Building upon the PyClustering li-
brary (Novikov, 2019), we transform the
results of FCM into a hard overlapping clustering
by either setting θcum = 0, which equals selecting
the cluster(s) with the highest score, or θcum = 0.5.
The initial points for the clustering are selected by
the k-means++ algorithm (Arthur and Vassilvitskii,
2007) utilizing the farthest points as centers. Since
the amount k of frames is not known in advance,
we test different values between 6 and 21. Based
on previous works (Boydstun et al., 2014; Dumani
et al., 2021; Jurkschat et al., 2022; Ruckdeschel
and Wiedemann, 2022; Aicher et al., 2022),
where frames and generic aspect-based categories
were defined manually, this is a reasonable
range. We are not aware of a common method to
automatically determine the amount of clusters
for an overlapping clustering without accessing
the ground truth. Therefore, we report our results
averaged over all k to get an insight on the overall
performance independent of the selection of k.

Since we evaluate the identification of frames
on the argument-level, where overlapping clus-
ters are formed, we apply measures suited for
this kind of clustering. Following (N’Cir et al.,
2015), we report the extrinsic measures Psim,
Rsim, F1sim, BCubed-Psim, BCubed-Rsim, and
BCubed-F1sim and the intrinsic measure overlap
size. The BCubed- variants are calculated with a
re-implementation6 of the work by (Amigó et al.,
2009), extending the measures from the domain
of exclusive to overlapping clustering. An advan-
tage of the BCubed- measures over the regular
ones is that they additionally consider the amount
of predicted and ground truth clusters shared be-
tween the pairs of arguments. For consistency with
formerly reported measures on the task of aspect-
based argument similarity prediction (Reimers
et al., 2019), we additionally calculate Pdissim,
Rdissim, F1dissim and F1marco. Moreover, we
report OmegaSoft7 (Lutov et al., 2019), which is
a generalization of the adjusted Rand index (ARI)
for overlapping clusters, and GNMI8 (Lutov et al.,

6https://github.com/hhromic/python-bcubed
7https://github.com/eXascaleInfolab/xmeasures
8https://github.com/eXascaleInfolab/GenConvNMI

term-level argument-level
clustering k-means k-means FCM(θcum=0) FCM(θcum=0.5)

F1macro 0.5712 0.6060 0.6075 0.6185
F1sim 0.3500 0.3261 0.3284 0.3625
Psim 0.2930 0.4843 0.4872 0.4378
Rsim 0.4593 0.2608 0.2627 0.3281
F1dissim 0.7925 0.8860 0.8865 0.8744
Pdissim 0.8566 0.8456 0.8460 0.8531
Rdissim 0.7421 0.9323 0.9330 0.8991

BCubed-F1sim 0.3564 0.3735 0.3738 0.4115
BCubed-Psim 0.2931 0.4969 0.4981 0.4691
BCubed-Rsim 0.4766 0.3109 0.3108 0.3804

OmegaSoft 0.1467 0.2255 0.2283 0.2377
GNMI 0.2316 0.3941 0.3951 0.4158
overlap size 1.8960 1.000 1.0000 1.2133

Table 1: Results for identifying frames averaged over
five random seeds, 16 different k, and the four topics of
the AAC. The highest standard errors for the individual
averaging steps are 0.0361 for the seeds, 0.0244 for k,
and 0.0264 for the topics. The ground truth overlap size
is 1.2261.

2019), which is the respective generalization of
normalized mutual information (NMI). To deter-
mine the best approach for identifying frames, we
focus on the measures F1marco, BCubed-F1sim,
OmegaSoft, GNMI, and overlap size.

Results and Discussion The results averaged
over five random seeds, the 16 different values of k,
and the four topics of the AAC are presented in
Table 1. Performing the clustering on the term-
level leads to worse results than following the so-
far common approach of exclusively clustering on
the argument-level. The higher (BCubed-)Rsim

and Pdissim on the term-level show that more ar-
guments are regarded as similar on the term-level
than on the argument-level. On the argument-level,
FCM(θcum=0.5) is performing slightly better than
FCM(θcum=0) by 0.94 up to 3.77 percent points,
while FCM(θcum=0) and k-means are performing
equally well. Moreover, we can observe the follow-
ing relationship between the performance of the
approaches and their overlap size: The closer the
overlap size is to the ground truth, the better the
performance of the approach.

This observation can be explained by the indica-
tive role of the overlap size for the amount of argu-
ment pairs that are regarded as similar or dissimilar.
The higher the overlap in the clustering, the more
arguments are predicted to be similar in terms of
the aspects they address. Thus, it is not surprising
that the algorithms show a better performance, the
more this property is in line with the data that we
compare against. A reason why the term-level is
not performing as well as the argument-level, could
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be the fewer amount of context that is provided by
aspect terms compared to a whole sentence. More-
over, it is possible that we identified valid frames
which are differing from the ones in the dataset.
Hence, our evaluation procedure comparing against
the frames in the AAC, which were created with
a single topic-wise pre-defined set of frame labels,
might underestimate the performance. Deep clus-
tering algorithms (Zhou et al., 2022), which are
learning the embedding and the clustering of the
arguments jointly, are an interesting direction for
future work. While different embeddings and clus-
tering algorithms could have been employed in this
work to gain even better results, note that this was
not the goal of our evaluation. Instead, we have
shown that clustering arguments in an overlapping
manner can overcome limitations of and improve
upon the so-far common procedure of exclusively
clustering arguments into frames. To this end, we
utilized embeddings with human-like performance
in the task of aspect-based similarity detection and
a well-known centroid based clustering algorithm
which is used in its exclusive formulation in related
work as well.

5.3 Naming of Frames

Experimental Procedure We evaluate the au-
tomatic naming of frames by applying our set of
methods topic-wise to the ground truth frames of
the AAC. The aspect terms (ATs) are extracted
by the summetix API9 (Schiller et al., 2021). For
the terms FTs, we consider 1- to 4-grams (Hoppe,
2010) with a document frequency between 0.1
and 0.9. The implementation of c-TF-IDF, MMR,
and the name generation with the LLM flan-
T5-base (Chung et al., 2022) follow the one in
BERTopic (Grootendorst, 2022).

Since automatically evaluating the naming
against the ground truth with exact matching is
too restrictive and collecting any possible equally
correct frame labels is not feasible, we conduct an
annotation study. To reduce the set of approaches
to a reasonable amount for the human, quantitative
evaluation, we first perform a qualitative evaluation
with the following criteria based on the top-1 can-
didate: Every frame should have a different name,
otherwise the frames would be describing the same
aspect category and hence could be merged. We
refer to this criterion as the diff-criterion. More-
over, no frame must be named with (a) the name

9https://api.summetix.com/

of another frame as this name is definitely wrong,
(b) the topic of the arguments as this is the wrong
level of granularity, or (c) with no name in case
the set of candidate terms is empty. Approaches
that are not fulfilling this criterion are viewed as
invalid.

In the subsequent human annotation, we ask
seven participants the following four questions per
frame / “subtopic”10 in the light of the broader
main topic, where question (2) and (4) are rated on
a seven-point Likert scale from 1 (totally disagree)
to 7 (totally agree):

(1) Which of the following lists of terms describes
the subtopic <frame label> the best?

(2) The list of terms I have selected in the previous
question describes the subtopic <frame label>
well.

(3) Which of the following lists of terms describes
the subtopic <frame label> the worst?

(4) The list of terms I have selected in the previous
question describes the subtopic <frame label>
well.

Additionally, the participants were instructed to
take the order of the list of terms into account when
choosing the best and worst one. To avoid bias in
the single choice questions due the order in which
the lists of terms of the different approaches are
presented, we randomize their sequence for every
participant. We perform two plausibility checks on
the annotations, more precisely per frame (a) the
selected list of terms has to be different for ques-
tion (1) and question (3) and (b) the rating in ques-
tion (4) must not be higher than the rating in ques-
tion (2). Among the plausible annotations, we se-
lect the three most agreeing ones for evaluation
based on the inter-rater reliability assessed through
Krippendorff’s alpha (Krippendorff, 2019) for ordi-
nal data. Therewith, we gain a result that is as objec-
tive as possible by eliminating outliers (Wachsmuth
et al., 2017). For questions (1) and (3), we perform
the majority vote and report the percentage of best
and worst rated namings per approach. In case the
majority vote is inconclusive, we do not consider
any of the lists of terms as best or worst, respec-
tively. For questions (2) and (4), we report the
mean based on the averaged rating per question.

10While subtopics and frames are generally distinct con-
cepts, subtopic is a more well-known and well-defined term
and due to the limited context, we assume subtopics and
frames to be equivalent in the scope of this task.
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Results and Discussion Any approach building
upon candidate set (F), applying JSD, or utilizing
the generative approach in the last step, were not
able to fulfill the diff-criterion for any topic, i. e.,
they were not able to produce a naming without
giving at least one name to more than one frame.
The approaches including JSD or the generative
approach are also the only approaches producing
certainly wrong names for the frames by suggest-
ing frame labels that belong to other frames. Ad-
ditionally, set (E) and (F) are prone to producing
empty candidate lists. Continuing with the remain-
ing approaches, there is no difference in our criteria
for applying MMR or not. Applying both \topic
and \FTscorpus has the same effect as perform-
ing \topic or \FTscorpus on its own, except for the
topic nuclear energy in case of the latter. To make
sure that the topic cannot be utilized as a name
for a frame, we therefore propose to apply \topic
and if the topic was not known, \FTscorpus as an
approximation of the same. With this configura-
tion, candidate set (B) violates the diff-criterion
one time and candidate set (D) three times over all
topics, while candidate sets (A), (C), (G), and (H)
never violate the diff-criterion.

Since it might be hard to grasp the concept of a
frame by just having a look at the candidate with
the highest weight, we perform the annotation study
with the top-3 ranked candidates and thus include
all of the six remaining sets. Therewith, our anno-
tation study reduces to identifying the best set of
candidate terms when applying \topic and weight-
ing with c-TF-IDF. Our plausibility checks lead to
the exclusion of two study participants. The remain-
ing five participants have an inter-rater agreement
of 0.39 for questions (1) and (3), and of 0.56 for
the questions with Likert scales. The three most
agreeing annotators are the same for both kinds of
questions and have an agreement of 0.59 and 0.70,
respectively. For the lists of terms, the descriptive
fit with respect to the frame label is rated on aver-
age with 5.94 for the best and 3.33 for the worst
one. This indicates that the approaches are in gen-
eral able to produce a naming that is describing the
frame very well, while at the same time the worst
namings have a rather bad descriptiveness. Based
on the evaluation of the single choice questions,
which is provided in Table 2, set (B) is perform-
ing the best and set (D) is by far the worst. Thus,
we can conclude that for the top-3 terms as a nam-
ing, the best configuration among our approaches
is to extract the aspect terms ATsframe of the frame,

set A B C D G H

best 0.44 0.65 0.44 0.12 0.56 0.50
worst 0.19 0.17 0.19 0.71 0.12 0.13

Table 2: Results for naming the frames. We report the
ratio of best and worst rated list of terms over all topics
for the respective approaches. Set (A) and (C) are based
on frequent terms, set (B) and (D) on aspect terms, and
set (G) and (H) on the union of both kind of terms.

apply topic-removal \topic, and weight the terms
with the c-TF-IDF procedure. The naming gener-
ated with this approach and set (A) is exemplarily
shown in Table 3 in the appendix.

The results indicate that the approaches with
JSD or the generative naming approach are per-
forming on the wrong level of granularity since the
predicted names are more related to the general
concept of the topic. For MMR, we did not observe
a difference even within the top-10 since for the
valid approaches, the amount of extracted candi-
dates either is already below the 10 candidates that
MMR is filtering for or MMR removed candidates
that are not within the top-10 anyways. The differ-
ences in inter-coder agreement in the annotation
study shows that there is still subjectivity in the
ratings. However, by performing the evaluation
with the three best agreeing participants, we were
able to substantially improve the reliability of our
results. Interestingly, the best (ATsframe) as well as
the worst (ATsframe \ ATs¬frame) performing set are
based on aspect terms. This observation allows to
conclude that the aspect terms shared among dif-
ferent frames are highly relevant to the success of
naming the frames. While this might be surprising
in the first place, the context provided by the other
aspect terms of the frame can lead to a different in-
terpretation of the same aspect terms and therefore
give rise to a different frame label. In future work,
the approaches for naming the frames could benefit
from utilizing external sources that are not gener-
ative as in this work to group the candidate terms
into the underlying concept they are describing.

6 Conclusion and Future Work

We introduced a sequential three-step pipeline that
not only identifies but also names frames while
considering the fact that an argument can belong
to more than one frame. Through evaluating each
step of the pipeline individually, we obtain the fol-
lowing configuration: The pipeline operates on the
argument-level, where the arguments are embedded
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together with their topic by an SBERT model that is
fine-tuned for aspect-based similarity. Afterwards,
we apply fuzzy c-means clustering and perform
a transformation to a hard overlapping clustering
such that the overlap size of the resulting frames is
close to 1.2. Our alternative approach performing
the clustering on the term-level with k-means and
mapping the results back to the argument-level is
performing worse than the so-far common proce-
dure of exclusive clustering on the argument-level.
The naming of the frames, which is the last step
in the pipeline, is performed for each frame indi-
vidually. Per frame, we select the candidates with
the highest c-TF-IDF scores from a set of candi-
dates obtained through aspect term extraction and
removing any terms that are part of the topic.

The next step with respect to evaluation is to
investigate the pipeline in its entirety since there
is an interaction between identifying and naming
frames. The data-driven identification of frames,
as performed in the herein work, poses the risk
of resulting in an infeasibly large amount of clus-
ters or clusters not representing meaningful and
well-defined frames (Jurkschat et al., 2022; Ruck-
deschel and Wiedemann, 2022). Nevertheless, the
latter is a general risk when not defining the frame
labels by hand and the amount of clusters can be
defined by setting the hyperparameters respectively.
Though, the question remains how many frames to
create. To this end, we propose to either investi-
gate internal clustering measures or to perform a
selection with a human-in-the-loop setting based
on the predicted frame labels of the frames. More-
over, it would be interesting to investigate deduc-
tive approaches to frame identification as a post-
processing step once the respective names of the
frames are known.

Limitations

In our experiments, we did not select the amount of
frames and instead averaged over all tested k. For
exclusive clustering algorithms, k can be selected
by applying the elbow method, average silhouette
approach, Hartigan statistics, or gap static, for ex-
ample (Yang et al., 2019). Though, these selection
methods are still having weaknesses that need to be
overcome, making the problem relevant to active
research (Yang et al., 2019). Overlapping cluster-
ing algorithms, additionally, are lacking intrinsic
evaluation metrics that go beyond the measure of
overlap size. Due to this, it is not clear how to

perform the selection of k without having access to
the ground truth. Since an investigation of strate-
gies for automatically determining the amount of
clusters in overlapping clustering goes beyond the
scope of this work, we performed an evaluation
that remains agnostic to the ground truth in the
dataset by treating k as a factor to be averaged out.
Moreover, not selecting k based on intrinsic clus-
ter evaluation metrics also provides the chance to
have the user decide on the amount and hence the
granularity of the frames that is best suited to their
application. Such a decision could be guided by
the respective naming of the frames for different k.

To evaluate the automatic naming of frames, we
performed a qualitative evaluation on the identified
ground-truth frames. Though, it would be interest-
ing to apply the naming to the frames identified by
our approach and therewith go a step towards evalu-
ating the pipeline end-to-end. Additionally, instead
of selecting the three top-ranked terms from the
weighted list of candidates as the herein work, one
could also investigate other heuristics for choosing
the terms, assuring that the frame is well described
and potentially can be transformed into a single-
term description for the frame label.

Throughout the work, we based our experiments
on a single dataset since to the best of our knowl-
edge this is the only one suiting our task with topic-
specific overlapping argumentation frames includ-
ing ground truth labels for their naming. However,
since the dataset is covering four different topics,
our results should be generalizable with respect to
the topic of the arguments.

Ethical Considerations

Consideration of ethics is essential for applications
that work with arguments. Our proposed automa-
tion of identifying and naming frames, is a generic
approach that allows to further structure collections
of topic-related arguments based on the aspects
they address. Employed in combination with argu-
ment search, for example, this will make discus-
sions and their arguments more intuitively accessi-
ble to humans. Moreover, by creating awareness of
frames, our work allows to, among others, discover
biases and filter bubbles (Pariser, 2011; Ekström
et al., 2022) in the data and thus paves the path for
approaches to mitigate these. While our work could
be misused to influence people, e. g., by reinforcing
such biases and filter bubbles, we see the positives
of our work prevailing, namely being a tool provid-
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ing transparency about the frames that are existing
in the data. As such, it could also be utilized in the
process of discovering such malicious intentions.
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A Example for Naming of Frames

Table 3 shows the lists of top-3 candidate terms for
set (A) and (B) as utilized in the annotation study
for the topics abortion and minimum wage. The
configuration with set (B) was identified as the best
performing one for naming the frames.

ground truth set (A): FTsframe set (B): ATsframe

abortion
abortion industry industry, profit, consistent industry, profit, dirty
adoption adoption, couple, adopt adoption, baby, kid
bodily autonomy/women’s rights choice, body, make choice, body, decision
consequences of childbirth welfare, unwanted, care raise, unwanted, poverty
fetal defects/disabilities defect, syndrome, fetal syndrome, health, pregnancy
fetal/newborn rights fetus, person, unborn fetus, person, unborn
funding of abortion poor, medicaid, funding poor, medicaid, funding
health effects of pregnancy/childbirth pregnancy, mother, risk pregnancy, mother, risk
illegal abortions illegal, unsafe, 000 illegal, unsafe, alley
moral/ethical values god, moral, immoral moral, religious, catholic
parental consent parental, minor, parent minor, parent, consent
psychological effects of abortion regret, mental, psychological regret, mental, psychological
rape rape, incest, raped rape, incest, raped
responsibility contraception, control, use control, contraception, contraceptive
safety/health effects of legal abortion cancer, breast, risk cancer, risk, medical

minimum wage
capital vs labor power, sweatshop, bargaining market, labor, monopsony
competition/business challenges small, company, owner small, profit, hotel
economic impact economy, spend, money economy, spend, money
government government, market, free government, market, state
low-skilled skilled, unskilled, employment employment, young, skill
motivation/chances school, opportunity, skill school, opportunity, skill
prices price, consumer, raise price, consumer, raise
social justice/injustice poverty, living, income poverty, income, inflation
turnover turnover, training, employee turnover, productivity, reduce
un/employment rate employment, unemployment, effect employment, unemployment, labor
welfare tax, program, assistance tax, government, income
youth and secondary wage earners household, family, teenager household, family, teenager

Table 3: Frame labels as predicted by the automated naming approaches selecting the top-3 candidates ranked by
their c-TF-IDF weight from the respective candidate set with topic-removal.
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Abstract

Sequential sentence classification extends tra-
ditional classification, especially useful when
dealing with long documents. However, state-
of-the-art approaches face two major chal-
lenges: pre-trained language models struggle
with input-length constraints, while proposed
hierarchical models often introduce irrelevant
content. To address these limitations, we pro-
pose a simple and effective document-level re-
trieval approach that extracts only the most
relevant context. Specifically, we introduce
two heuristic strategies: Sequential, which cap-
tures local information, and Selective, which re-
trieves the semantically similar sentences. Ex-
periments on legal domain datasets show that
both heuristics lead to consistent improvements
over the baseline, with an average increase of
∼5.5 weighted-F1 points. Sequential heuristics
outperform hierarchical models on two out of
three datasets, with gains of up to ∼1.5, demon-
strating the benefits of targeted context.

1 Introduction

Sequential sentence classification (SSC) is the task
of classifying each sentence based on its semantic
role within a document. Since a sentence’s mean-
ing is often shaped by its surrounding context, SSC
is particularly useful in structured texts such as le-
gal cases. Identifying key rhetorical components
(e.g., preamble, issue, or analysis; see Figure 1)
benefits downstream tasks such as information re-
trieval (Neves et al., 2019; Safder and Hassan,
2019) and document summarization (Kalamkar
et al., 2022; Muhammed et al., 2024).

Recent SSC approaches rely on hierarchical
models that process full-document sequences to
capture broader context (Jin and Szolovits, 2018;
Brack et al., 2021; Kalamkar et al., 2022). How-
ever, processing all sentences is not always bene-
ficial, as it may introduce noise from irrelevant
content (Shi et al., 2023). This issue is com-
pounded by the fact that pre-trained language mod-

on Anticipatory Bail?...

IN THE COURT OF THE V ADDL SESSIONS JUDGE, MYSORE. 
Dated this the 23rd day of May 2013...

Now, the points that arise for consideration of the Court are: 1.
Whether the Petitioner has made out sufficient grounds to release him 

Positive Point No.2: As per final order for the...

Preamble

Issue

Analysis

My findings on the above points are as follows: Point No.1: In the 

Figure 1: A segment of a legal document with sentences
labeled by their function.

els (PLMs) remain constrained by input-length lim-
itations (Warner et al., 2024), even with advances
in large language models (LLMs) (BehnamGhader
et al., 2024). Overcoming these limitations by re-
trieving only the most relevant context offers a way
to both reduce noise and improve the efficiency of
SSC models, particularly when using PLMs.

Several studies have begun exploring strategies
for retrieving relevant informations (Amalvy et al.,
2023; Lan et al., 2024). However, to our knowl-
edge, no prior work has specifically addressed how
to retrieve the most relevant sentence-level context
to optimize PLMs performance for the SSC task.
We focus only on encoder-only models, which cur-
rently combine effectiveness with low computa-
tional cost compared to LLMs for classification
tasks (Roccabruna et al., 2024).

In this paper, our contributions are twofold: (1)
we analyze the role of context in SSC by introduc-
ing two heuristic retrieval strategies—Sequential,
which assumes that the most informative context
lies in positional proximity, and Selective, which re-
trieves semantically similar sentences regardless of
their position in the document; and (2) we demon-
strate that these strategies enhance PLM perfor-
mance by providing more relevant context and can
outperform state-of-the-art hierarchical models.

We evaluate on document-level datasets in the
legal domain, the primary benchmark for SSC task.
To foster transparency and reproducibility, we re-
lease our code under an open-source license1.

1https://github.com/AnasBelfathi/ACL-2025
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2 Related Work

2.1 Input Sequence Constraints in PLMs
Encoder-only models such as BERT (Devlin et al.,
2019) offer a strong tradeoff between size and per-
formance, making them a compelling alternative
to larger generative models for classification tasks.
However, the quadratic complexity of self-attention
in vanilla Transformer models limits their effec-
tive input length, posing challenges for processing
long documents. To mitigate this, sparse attention
mechanisms have been introduced to reduce com-
putational costs (Zaheer et al., 2020; Wang et al.,
2020; Beltagy et al., 2020). While these methods
extend the range of accessible context, they still
struggle to effectively aggregate the task-relevant
information needed for fine-grained sentence clas-
sification in long-document settings (Warner et al.,
2024; Nussbaum et al., 2025).

2.2 SSC for Long Documents
Early work on SSC focused on hierarchical mod-
els to incorporate broader context into sentence
representations. Hierarchical Sequential Labeling
Network (HSLN) was among the first to process
full-document sequences for contextualized repre-
sentations (Jin and Szolovits, 2018; Brack et al.,
2021; Kalamkar et al., 2022). More recent studies
have explored refined learning strategies: T.y.s.s.
et al. (2024) applied contrastive and prototypical
learning to enhance sentence representations by
leveraging semantic similarities, while Santosh
et al. (2024) introduced a hierarchical curriculum
learning framework to progressively improve the
model’s ability to distinguish rhetorical labels at
different levels of granularity.

While these studies have primarily focused on
improving HSLN, our work addresses a differ-
ent challenge: overcoming PLM input-length con-
straints by retrieving only the relevant context, thus
reducing noise and improving efficiency in SSC.

3 Context Retrieval

We propose a simple yet effective set of heuristics
to enhance SSC in long documents. The moti-
vation for introducing the two types—Sequential
and Selective—is to explore complementary defini-
tions of contextual relevance. Sequential heuristics
are based on the assumption that the most useful
context comes from nearby sentences, leveraging
positional proximity. In contrast, Selective heuris-
tics test whether semantically similar sentences,

regardless of their position, provide better context,
particularly in long structured documents.

Sequential Heuristics extract context from sen-
tences adjacent to the target sentence within the
same document. We consider three widely adopted
strategies:

• Before: Selects the k sentences immediately
preceding the target sentence.

• After: Selects the k sentences immediately
following the target sentence.

• Surrounding: Selects k
2 sentences before and

after the target sentence.

Selective Heuristics , unlike sequential strate-
gies, retrieve sentences from anywhere in the docu-
ment, independent of their position relative to the
target sentence. We explore three selection tech-
niques:

• Random: Randomly selects k sentences from
the entire document.

• BM25: Retrieves the k most relevant sen-
tences using a ranking function based on term
frequency-inverse document frequency (TF-
IDF) weighting (Trotman et al., 2014), widely
used in information retrieval for lexical rele-
vance scoring.

• Sentence-BERT: Selects the k semantically
closest sentences to the target sentence using
embeddings that capture sentence-level simi-
larity via a siamese BERT network (Reimers
and Gurevych, 2019).

Given computational constraints, we limit our
analysis to k = 6. Table 2 in the Appendix provides
illustrative examples.

Sentence Ordering We further investigate
whether the order of retrieved sentences impacts
SSC performance. Inspired by NAREOR (Gangal
et al., 2022), which explores sentence reordering
to analyze narrative coherence in storytelling, we
examine whether maintaining full document sen-
tences (k = N) while altering their order affects
performance.

To evaluate this, we use our heuristics. In Se-
quential, we retain the original human-written order
to preserve logical flow. In Selective, we reorder
sentences based on their relevance to the target sen-
tence while ensuring that all remain included for a
fair comparison.
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Before After Surrounding

Random BM25 Sentence-BERT

Baseline (No context)

(a) DeepRhole(Seq) (b) Legal Eval(Seq) (c) SCOTUS(Seq)

(d) DeepRhole(Sel) (e) Legal Eval(Sel) (f) SCOTUS(Sel)

Figure 2: Weighted F1 scores for different context lengths k across three datasets. The top row (a, b, c) presents
results using Sequential context(Seq), while the bottom row (d, e, f) represents Selective context(Sel). k = N indicates
that the full document is used to address the sentence ordering question. We set k as an even number for Surrounding
heuristic to ensure comparability in context length with other ones.

4 Experimental protocol

4.1 Datasets

Our experiments focus on the legal domain, as
it is the only domain with datasets annotated at
the document level in english. We utilize three
datasets: (i) DeepRhole (Bhattacharya et al., 2023),
(ii) LegalEval (Kalamkar et al., 2022), and (iii)
SCOTUS (Lavissière and Bonnard, 2024), derived
from Indian and U.S. legal judgments. DeepR-
hole contains 7 rhetorical role labels, while the
others have 13 each. For evaluation, we report the
weighted F1-score2.

4.2 SSC Model for Context Analysis

To ensure that our analysis covers all sentences in
a document, we build upon the hierarchical HSLN
model (Brack et al., 2021), with two minor modi-
fications: (1) Motivated by ablation studies (Jin
and Szolovits, 2018; Chen et al., 2023), which
identified the contextual sentence enrichment layer

2All datasets were split at the document level into 80%
training, 10% validation, and 10% test sets.

as HSLN’s primary driver of effectiveness, we re-
moved the conditional random field (CRF) layer,
and (2) We optimize only over the target sentence,
enriched with context selected by our heuristics.

Further architectural details, including our re-
finements, are provided in Appendix A. All results
are averaged over three runs for robustness.

5 Results

5.1 Context Analysis
Figure 2 shows that Sequential Heuristics system-
atically improve classification as more sentences
are included. In LegalEval and SCOTUS, the Sur-
rounding heuristic achieves the highest F1 score
(83.6% and 79.2% at k = 6, respectively). This
indicates that rhetorical signals are distributed in
both directions, and that accessing context from
both sides helps to more accurately situate the cur-
rent sentence within its transitional flow. However,
in DeepRhole, the Before heuristic performs best,
reaching 58.2%. This suggests that this dataset
follows a progressive narrative and argumentative
thread, where the meaning of each sentence is fun-
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Model Seq DeepRhole Legal Eval SCOTUS

BERT (baseline) 512 52.23 69.74 75.58
+ Before 67.18† 78.41† 79.74†

+ After 56.72† 79.74† 81.34†
+ Surrounding 62.87† 77.27† 75.47
+ Random 46.86 67.05 74.70
+ BM25 51.59 69.43 75.96
+ Sentence-BERT 52.23 68.98 76.24

Nomic-BERT (baseline) 2048 50.32 68.90 75.50
+ Before 67.89† 80.54† 81.12†

+ After 57.75† 81.11† 81.32†
+ Surrounding 65.51† 78.20† 80.81†

+ Random 51.61 68.43 75.73
+ BM25 53.90 70.82‡ 77.06†

+ Sentence-BERT 54.02‡ 70.76‡ 77.17‡

BERT-HSLN (SOTA) 512×N 54.45 93.06 79.66

Table 1: Performance of PLMs using the best configu-
ration observed in context analysis for k ≤ 6 for each
heuristic. Bold values represent the best improvement
over the baseline (w/o context), while underlined values
indicate the second-best. BERT-HSLN is the SOTA for
the SSC task. Markers † and ‡ denote statistical sig-
nificance over the baseline at p = 0.05 and p = 0.01,
respectively.

damentally built upon what has been previously
developed.

In contrast, Selective Heuristics yield marginal
gains, with BM25 being the most effective, reach-
ing ≈ 74% F1 in SCOTUS when k ≤ 6.
The limited effectiveness of those heuristics could
be attributed to two factors: (1) When documents
lack semantically similar sentences, heuristics re-
trieve unrelated ones, adding noise (as observed in
DeepRhole), and (2) The rhetorical function of a
sentence often depends on its placement within the
overall argumentative structure, rather than on its
intrinsic semantics alone.

At k = N , the Sentence Ordering experiment
confirms that SSC is sensitive to how context is
structured—with the highest scores observed when
the document’s logical flow is preserved. Con-
versely, reordering sentences using Selective heuris-
tics suggests that taking the full document may not
be necessary; instead, prioritizing only the most
relevant ones yields competitive performance.

5.2 Context Enrichment for PLMs

To examine how PLMs benefit from contex-
tual enrichment3, we conduct experiments with
BERT (Devlin et al., 2019) and the recently in-
troduced model Nomic-BERT (Nussbaum et al.,
2025), as shown in Table 1.

3Context sentences were integrated with the target sentence
into the PLM input while maintaining the natural human order
for sequential heuristics.

Our results indicate that Sequential heuristics
typically yield the largest improvements, signifi-
cantly outperforming both the no-context baseline
and state-of-the-art BERT-HSLN4. We attribute the
substantial improvement observed, particularly in
DeepRhole, to a statistical property of the dataset:
on average, a rhetorical label persists across approx-
imately 8.56 consecutive sentences before shifting
to another56. Consequently, fully hierarchical mod-
els like BERT-HSLN, which process entire docu-
ment sequences, may dilute the relevant signal by
incorporating structurally irrelevant or conflicting
content. In contrast, a simpler PLM guided by a
well-targeted Before context can focus more effec-
tively on the most informative local cues, resulting
in more accurate and efficient predictions.

However, LegalEval remains challenging, as
these PLMs have not yet matched SOTA perfor-
mance. A plausible explanation is its higher label
complexity, making it difficult for small models
like BERT to achieve strong discrimination, as
noted in SCOTUS annotation guidelines (Lavis-
sière and Bonnard, 2024).

Finally, our retrieval-based models offer sub-
stantial efficiency gains compared to BERT-HSLN.
With k = 6, our models typically process around
500 tokens per example using BERT as the back-
bone, whereas BERT-HSLN requires additional
components for enriching representations and pro-
cesses entire document sequences. This results in a
∼3× to 5× reduction in GPU memory usage and
∼2× to 4× faster training and inference time, de-
pending on batch size and model configuration (see
Appendix A for details).
Additional results with RoBERTa (Liu et al., 2019),
LegalBERT (Chalkidis et al., 2020), and Long-
former (Beltagy et al., 2020) are provided in Ap-
pendix B.

6 Conclusion and Future Work

In this study, we investigated how the role of
context affects the SSC task in long legal docu-
ments. Our findings reveal that sequential heuris-
tics, which preserve the natural flow of discourse,
systematically lead to stronger performance gains
than selective heuristics. An important insight is

4For a fair comparison, we compare against the original
model, which does not include our modifications introduced
in context analysis.

5Segment refers to consecutive annotation units (sentences)
that share the same label within a document.

6The statistics are based on our corpus analysis.
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that similarity alone is not enough—what matters
more is where the sentence appears and whether
the extracted relevant context forms a coherent unit.
Moreover, enriching PLMs such as BERT with use-
ful context yielded significant improvements over
hierarchical models that process entire documents.
Future work should give priority to (1) expanding
the study to the corpus level, where multi-document
signals will be explored, and (2) refining selective
heuristics to extract high-quality context without
increasing noise.

7 Limitations

While this study demonstrates the benefits of con-
textual information for SSC, a few limitations must
be considered:

• We purposefully kept the heuristics basic,
as our focus is not on peak performance.
Nonetheless, more sophisticated approaches
may yield higher scores than what we present.

• We have focused our experiments on a single
document. In practice, integrating the context
of several documents could potentially offer
richer information for selective heuristics.

• We cannot reject the hypothesis that our find-
ings about the utility of context may not be
universally generalizable across other tasks.
Our analysis centered on legal datasets, and
thus further research is needed to determine
whether similar gains would arise in other set-
tings.
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A Model Overview for Context Analysis

The model consists of four key components:

• Word Embedding: The target sentence
and its retrieved context are encoded using
BERT (Devlin et al., 2019), generating word-
level embeddings.

• Sentence Encoding: A Bi-LSTM (Hochre-
iter, 1997) processes these embeddings, fol-
lowed by attention-based pooling to obtain
sentence representations.

• Context Enrichment: This layer models
inter-sentence relationships to refine contextu-
alized embeddings.

• Output Layer: A linear transformation maps
the target sentence representation to logits,
with labels predicted via softmax7.

Model Seq DeepRhole Legal Eval SCOTUS

Roberta-base (baseline) 512 52.63 72.43 76.28
+ Before 68.29† 78.3† 81.75†

+ After 60.3† 80.12† 81.43†

+ Surrounding 63.86† 78.40† 80.10†

+ Random 50.04 72.35 75.79
+ BM25 53.54 72.79 77.78‡

+ Sentence-BERT 53.33 73.25‡ 77.84‡

Legal-BERT (baseline) 512 54.06 69.43 76.85
+ Before 69.10† 79.65† 81.40†

+ After 63.19† 80.99† 82.81†

+ Surrounding 67.15† 78.55† 78.72
+ Random 50.32 68.55 76.56
+ BM25 54.59 70.77‡ 77.06
+ Sentence-BERT 56.30 70.55 77.47

Longformer (baseline) 4096 53.83 72.57 76.26
+ Before 67.62† 79.89† 81.58†

+ After 61.16† 80.09† 81.09†

+ Surrounding 64.83† 73.09† 81.35†

+ Random 52.55 72.54 75.78
+ BM25 54.82 73.22 77.44†

+ Sentence-BERT 54.3 77.95‡ 77.47‡

Table 3: Performance of PLMs using the best configu-
ration observed in context analysis for k ≤ 6 for each
heuristic. Bold values represent the best improvement
over the baseline (w/o context), while underlined values
indicate the second-best. Markers † and ‡ denote sta-
tistical significance over the baseline at p = 0.05 and
p = 0.01, respectively.

7We optimize for the target sentence, eliminating the CRF
layer, as supported by the ablation study in Jin and Szolovits
(2018).

Dataset Source Sub-domain Targets

DeepRhole (Bhattacharya et al., 2023) Indian law 7 classes
Legal Eval (Kalamkar et al., 2022) Indian law 13 classes
SCOTUS (Lavissière and Bonnard, 2024) U.S. law 13 classes

Table 4: Statistics of the datasets used for evaluation.

B Additional Results

We report additional results with enriching PLMs:
RoBERTa (Liu et al., 2019), LegalBERT (Chalkidis
et al., 2020), and Longformer (Beltagy et al., 2020)
in Table 3.
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Target Sentence: “This case focuses upon the requirement of ‘fair presentation.’”

Heuristic Extracted Sentence

Before “O’Sullivan v. Boerckel, 526 U.S. 838, 845 (1999).”
After “Michael Reese, the respondent, appealed his state-court kidnapping and attempted sodomy

convictions and sentences through Oregon’s state court system.”

Surrounding “O’Sullivan v. Boerckel, 526 U.S. 838, 845 (1999).”
“Michael Reese, the respondent, appealed his state-court kidnapping and attempted sodomy
convictions and sentences through Oregon’s state court system.”

Random “In such instances, the nature of the issue may matter more than does the legal validity of
the lower court decision.”

BM25 “For another thing, the opinion-reading requirement would impose a serious burden upon
judges of state appellate courts, particularly those with discretionary review powers.”

Sentence-BERT “The petition provides no citation of any case that might have alerted the court to the alleged
federal nature of the claim.”

Table 2: Examples of sentences extracted using different heuristics from the SCOTUS dataset.
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Abstract

Definition generation models trained on dic-
tionary data are generally expected to produce
neutral and unbiased output while capturing the
contextual nuances. However, previous studies
have shown that generated definitions can in-
herit biases from both the underlying models
and the input context. This paper examines the
extent to which stance-related bias in argumen-
tative data influences the generated definitions.
In particular, we train a model on a slang-based
dictionary to explore the feasibility of gener-
ating persuasive definitions that concisely re-
flect opposing parties’ understandings of con-
tested terms. Through this study, we provide
new insights into bias propagation in definition
generation and its implications for definition
generation applications and argument mining.

1 Introduction

The task of definition generation has been explored
in the context of lexical semantic change analysis
(Giulianelli et al., 2023), automated generation of
definitions for unfamiliar terms in scientific con-
texts (August et al., 2022), and assisted language
learning and reading (Huang et al., 2022).

Definition generation can be framed as a
sequence-to-sequence problem: "Given an input
sequence C containing a term T, generate a contex-
tually appropriate, neutral definition D for T" (Giu-
lianelli et al., 2023). As illustrated in Table 1, the
model receives an input sequence — in this case, an
argumentative usage example — and is prompted
to define the term death penalty as used in con-
text. The generated output is the corresponding
definition.

Models fine-tuned on dictionary data are gen-
erally expected to produce neutral and unbiased
output. However, previous research on definition
generation has shown that generated definitions can
exhibit bias or reflect stereotypes inherited from
the underlying models (Giulianelli et al., 2023).

Since definition generation relies on contextual em-
beddings of input sequences, we hypothesize that
stance-related bias in the argumentative input se-
quence can also propagate into the generated defi-
nitions.

Not all bias in natural language is inherently neg-
ative (Shah et al., 2020). Some forms of bias reflect
diverse cultural perspectives, values, and stances
on a given topic. In argumentation, for instance,
one group may define abortion as murder, while
another may describe it as a right of a woman to
choose to terminate her pregnancy. While both
groups agree that murder is immoral, they differ in
how they interpret and categorize abortion. As a
result, their definitions carry distinct emotive con-
notations aligned with their stance. Reflecting such
subjectivity could be leveraged in argument min-
ing to generate persuasive definitions that capture
differing perspectives and understandings of the
contested terms. This can aid in clustering argu-
ments by perspective, summarizing key points of
contention, and enhancing the understanding of
diverse viewpoints within debates.

This paper examines how biased training data
and biased input sequences influence the presence
of bias in the generated definitions. It also explores
the intentional generation of contextually biased,
or persuasive, definitions that express an opinion
about the target word based on usage examples
from argumentative texts.

This study contributes the following:

• We demonstrate that stance-related bias from
argumentative data can propagate to vary-
ing degrees into definitions generated by
dictionary-trained models, resulting in out-
puts such as "abortion is the act of deliber-
ately killing a fetus" produced by Llama-3-
8b-Instruct1 trained on three standard English

1https://github.com/meta-llama/llama3/blob/
main/MODEL_CARD.md
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Usage Example Target Word Definition

As long as death penalty is kept, this confirms that our
society is founded on violence.

death penalty The punishment of death by a state or
other legal system for a crime or offence.

Table 1: An example of a definition generated by Flan-T5 Base (Giulianelli et al., 2023) on an instance of the IBM
argument corpus (Friedman et al., 2021).

dictionaries.

• Our findings confirm that a model fine-tuned
on more expressive and loaded language, such
as Llama-3-8b-Instruct fine-tuned on the Ur-
ban Dictionary (Ni and Wang, 2017), which
is usually avoided (Periti et al., 2024), is more
likely to capture and reproduce stance-related
bias with examples as follows: "a punishment
for someone who has committed a crime that
is so bad that it should result in death", "as-
sisted suicide is a euphemism for murder".
This model exhibits the biggest overlap be-
tween stances of the generated definitions and
those of the corresponding argument.

• We show that inference-time prompts can
influence the degree of propagated stance-
related bias in generated definitions.

• We provide (1) a manually annotated dataset
evaluating the stance and plausibility of gen-
erated definitions, which can be used for neu-
tral plausible definition detection or persua-
sive definition detection tasks; (2) a series
of Llama-3-8b-Instruct definition generation
models trained on dictionaries and combina-
tions of dictionaries (including and excluding
the Urban Dictionary) that have comparable
performance to the state of the art2.

2 Related work

2.1 Definition generation

In recent years, a number of studies have focused
on generating contextual definitions, based on an
input sequence and a target word (Giulianelli et al.,
2023; Periti et al., 2024; Mickus et al., 2022). The
generation of definitions has been successfully ap-
plied to a variety of tasks, such as interpretability of
static embeddings (Gadetsky et al., 2018), learning
and reading assistance (Ni and Wang, 2017; Zhang

2The models, their training parameters, and data
are available at huggingface.co/collections/LT3/stance-
aware-definition-generation-for-argumentative-texts-
6841456cadeec0116d0bad24.

et al., 2022), and semantic change analysis (Giu-
lianelli et al., 2023; Fedorova et al., 2024). Notably,
Giulianelli et al. (2023) show that generated defini-
tions, derived from word usage examples, enhance
the interpretability of semantic change analysis,
making it easier for lexicographers and other re-
searchers to track diachronic shifts in meaning.

Most English training data are sourced from
traditional lexical resources such as the Oxford
English Dictionary (Gadetsky et al., 2018), Word-
Net (Noraset et al., 2017), Wikipedia (Ishiwatari
et al., 2019), and Wiktionary (Mickus et al., 2022),
while the Urban Dictionary is generally avoided un-
less non-standard English is specifically targeted,
as in the work of Ni and Wang (2017).

Recent methods approach the task as a lan-
guage modeling problem, where transformer-based
large language models are instruction-tuned (Zhang
et al., 2023) to generate contextually appropri-
ate definitions, as illustrated in Table 1. Sev-
eral models have been explored in this setup, in-
cluding sequence-to-sequence transformers like
Flan-T5 (Giulianelli et al., 2023) and decoder-only
architectures such as Llama2-Chat and Llama3-
Instruct (Periti et al., 2024). These models are typi-
cally fine-tuned and evaluated on a combination of
different dictionaries to assess their generalization
ability.

In addition to instruction tuning, methods have
been developed to enhance the quality of gener-
ated definitions, such as adjusting their specificity
(Huang et al., 2021) and complexity (August et al.,
2022). These adjustments help tailor definitions to
different contexts, making them more informative
and interpretable across various applications.

The quality of generated definitions is typi-
cally assessed using standard natural language
generation (NLG) metrics that measure over-
laps with reference texts, such as BLEU (Pap-
ineni et al., 2002), SACREBLEU (Post, 2018)
NIST (Doddington, 2002), ROUGE-L (Lin, 2004),
and METEOR (Banerjee and Lavie, 2005),
alongside semantic similarity measures such as
BERTScore (Zhang et al., 2020). Additionally, hu-
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man evaluations are conducted to assess the quality
of the generated output, addressing, for example,
‘truthfulness’ and ‘fluency’, with inter-annotator
agreement between 0.35 and 0.45 Krippendorff’s
alpha (Giulianelli et al., 2023). Human annotations
play a crucial role in evaluating the plausibility,
or soundness, of generated definitions, offering in-
sights into how well they align with intended mean-
ings based on specific evaluation criteria. Combin-
ing NLG metrics with human judgments ensures
a more comprehensive and balanced evaluation,
leveraging both quantitative and qualitative per-
spectives.

Generally, definition generation models have
demonstrated the ability to capture fine-grained
semantic nuances of target words depending on
the context, highlighting their potential for broader
applications in Natural Language Processing.

2.2 Definitions in argumentation
Work on argumentation theory has stated that many
argumentative discussions stem from or involve a
debate about how to define particular terms (Wal-
ton, 2005). The notions of persuasive definitions
and quasi-definitions were introduced by Steven-
son (1938, 1944). They often include loaded terms
and rely on pathos, or emotive meaning, to make
an argument about a topic: "Abortion is a murder
of a human being". A pro-choice definition of abor-
tion could then be "Abortion is the right of every
woman to decide to have a child or not".

Formally, these statements function as defini-
tions. However, they also serve as implicit argu-
ments because they convey a stance. This con-
trasts with standard dictionary definitions, which
aim to be objective and do not typically reflect an
opinion. Dictionary definitions rely on common
knowledge — accepted propositions that are not
subject to dispute (Macagno and Walton, 2008) —
whereas persuasive definitions act as implicit argu-
ments, often reflecting the values and priorities of
a particular group advocating for or against a topic,
and implying a conclusion (Walton, 2005, p. 224).

Macagno and Walton (2008) describe persuasive
definitions as those that align with two key argu-
mentative schemes: argument from classification
and argument from values. Stevenson (1938, 1944)
identified two main strategies: altering the denota-
tive meaning of a term by including or excluding
specific objects (e.g., "Graffiti is art," redefining art
to include graffiti), or modifying its emotive con-
notation without changing its meaning (e.g., "The

death penalty is murder," framing the death penalty
in morally charged terms). According to Macagno
and Walton (2008), argument from classification
involves redefining a term’s denotation, while argu-
ment from values shifts its emotional connotation.

While exploring the shifting boundaries of such
terms as art, justice, democracy, etc. using NLP
techniques presents an intriguing area for explo-
ration, this paper focuses on analyzing definitions
as potential arguments from values. Specifically,
we aim to examine whether models trained on bi-
ased or unbiased data capture stance-related emo-
tive connotations in the generated definitions.

Similarly, as stated by (Walton, 2005), defining
a term using loaded language constitutes an argu-
ment. While such definitions may not always be
considered high-quality arguments, they provide
a stance-specific interpretation of a concept, high-
lighting the value-based aspects that are most rel-
evant to a given perspective — an approach also
referred to as framing (Eemeren and Houtlosser,
1999; Ajjour et al., 2019a).

In argument mining, the subjective and values-
related nature of arguments has recently gained in-
creased attention, leading to the adaptation of value
taxonomies and the annotation of argumentative
data for values (Kiesel et al., 2022), as well as the
generation of arguments tailored to specific sets of
morals (Alshomary et al., 2022). In this context, we
investigate whether value-based information about
opposing groups can be retrieved by generating
context-dependent definitions that capture differing
moral perspectives on a given topic.

3 Methodology

As we have demonstrated above, definition gener-
ation has the potential to move beyond neutrality,
offering a means to explore and represent stance-
based perspectives in argumentative contexts.

Based on these considerations, this paper inves-
tigates the following hypotheses:

1. H1: The stance-related bias in argumentative
data will seep into definitions generated by
dictionary-trained models that are expected to
produce neutral definitions.

2. H2: A model fine-tuned on more expres-
sive and loaded language will capture stance-
related bias more accurately.

3. H3: In instruction fine-tuned models, prompts
for zero-shot inference can be used to control
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the degree of persuasiveness (and/or bias) in
the generated definitions.

To explore these hypotheses, we instruction-tune
Llama-3-8b-Instruct on the same dictionary data
as in (Giulianelli et al., 2023; Periti et al., 2024):
WordNet (Ishiwatari et al., 2019), Oxford (Gadet-
sky et al., 2018), as well as Wiktionary (Mickus
et al., 2022), the standard English dictionaries. In
addition to that, we include the online Urban Dic-
tionary (Ni and Wang, 2017) in our training data.
This crowd-sourced dictionary defines slang words,
phrases, and cultural expressions. Previously, re-
searchers abstained from using the Urban Dictio-
nary as training data for non-slang applications to
avoid unnecessary bias or possible errors (Periti
et al., 2024). The train, validation, and test splits
are used as in Ishiwatari et al. (2019)3.

We adhere to the Alpaca template (Taori et al.,
2023) for instruction-tuning our dictionary models.
This involves providing the model with a prompt
consisting of an instruction and an input context
sequence. The model is instructed to answer the
following prompt: What is the definition of
{keyword} in the following text: {usage
example}?

The fine-tuned dictionary models are then used
to generate definitions for a target word in an ar-
gumentative input sequence. The target word is
the topic of the argument, the input sequence is the
argumentative sentence containing the target word.
Each input sequence thus expresses a stance to-
wards the target word — pro or contra; see Table 1
for an example.

The argumentative dataset comprises stance-
annotated arguments on abortion, gay marriage,
and the death penalty from the Webis args.me cor-
pus (Ajjour et al., 2019b), as well as arguments
on assisted suicide and capital punishment from
the IBM Keypoint Dataset (Friedman et al., 2021),
sourced from a debate platform described by Bar-
Haim et al. (2020). The topics were selected based
on the high number of available arguments and their
contested nature, as agreed upon in discussions
among the authors. We preprocess the datasets by
retaining only the sentences that contain the target
word: arguments are first split into sentences, and
only those in which the target word appears are
kept. Corpus statistics are shown in Table 2, with
abortion being the most represented topic.

3https://github.com/shonosuke/
ishiwatari-naacl2019

Dataset Topic PRO CON

Webis Abortion 3773 3560
Gay marriage 960 871
Death penalty 947 1144

IBM Assisted suicide 121 125
Capital punishment 110 126

Table 2: Number of argumentative sentences per stance
and topic

The generated definitions are evaluated using
standard NLG metrics mentioned above, followed
by a qualitative analysis assessing the stance (pro,
con, neutral) and plausibility — a clear and accu-
rate explanation of the term — in the generated
definitions.

4 Results

4.1 Language Model Evaluation
We train unsloth/llama-3-8b-Instruct4 on Oxford,
Wordnet, and Urban dictionaries separately, in com-
bination "All" — all dictionaries including Urban,
and "NoSlang" — all dictionaries excluding the
Urban Dictionary.

We evaluate the fine-tuned models’ performance
on dictionary test sets as in Ishiwatari et al. (2019),
reporting the above-mentioned standard NLG met-
rics for comparison with previous work, including
BERTScore (BERT-F1), ROUGE-L, BLEU, NIST,
SacreBLEU, METEOR, and EXACT MATCH:
these metrics demonstrate both exact lexical over-
lap between the generated output and the reference
as well as semantic similarity (BERT-F1).

Table 3 presents the evaluation results of our
trained Llama models compared to the recent state-
of-the-art Flan-T55 (Giulianelli et al., 2023) and
Llama6 (Periti et al., 2024) models.

The performance of our models trained with
the Unsloth framework7 is comparable to state-of-
the-art results but does not significantly exceed
established benchmarks due to lightweight train-
ing and reduced training parameters, but it demon-
strates the highest semantic similarity score for the
Oxford-trained model and higher overlap rates for
"NoSlang" combination.

4Llama-3-70b was also fine-tuned but showed only
marginal improvement with the average BERT-F1 of 88.19 on
test splits

5https://huggingface.co/ltg/
flan-t5-definition-en-xl

6https://huggingface.co/FrancescoPeriti/
Llama3Dictionary

7https://huggingface.co/unsloth
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Model BERTScore-F1 ROUGE-L BLEU NIST SACREBLEU METEOR EX. MATCH

Oxford 0.882 0.293 0.091 0.498 9.200 0.259 13.650
WordNet 0.870 0.225 0.058 0.411 5.900 0.185 10.350
All 0.865 0.312 0.101 0.325 10.100 0.269 49.800
Slang 0.868 0.155 0.028 0.365 2.800 0.112 4.367
NoSlang 0.860 0.426 0.132 0.327 13.200 0.381 49.700

Flan-T5 XL 0.867 0.268 0.180 0.583 12.010 0.249 0.110*
Llama3 Dict 0.869 0.292 0.191 0.680 13.729 0.305 50.093*

Table 3: Comparison of definition generation models across training data sources. The table presents average
scores across all test sets (Oxford, WordNet, Wiki, Urban). Notably, the "Oxford" model achieves the highest
BERTScore-F1, indicating superior semantic similarity, while the "NoSlang" model excels in ROUGE-L and
METEOR scores, reflecting its effectiveness in capturing content overlap. Averages for the Flan-T5 XL (Giulianelli
et al., 2023) and Llama3 Dict (Periti et al., 2024) baselines are based on results reported in Periti et al. (2024). *On
seen data.

4.2 Bias evaluation

As part of our preliminary analysis, we apply a
sentiment classification model8 to pre-annotate the
sentiment of definitions on the three largest top-
ics of our argumentative data — Abortion, Death
Penalty, and Gay Marriage. Initially, we expected
Llama-Slang to produce a consistently more nega-
tive output, however, that was not confirmed: our
results did not show any particular pattern for the
models; what we observed was a general negative
sentiment (−0.4) associated with the topics. We
attribute this mostly to the negatively associated
vocabulary in the chosen topics.

Next, we automatically annotated the stance of
the generated definitions for the three topics of the
preprocessed Webis args.me dataset. To do so, we
fine-tuned microsoft/deberta-v3-base9 models. The
training utilized argumentative sentences contain-
ing target words from the Webis args.me corpus,
with train, validation, and test splits as detailed
in Table 4. The model’s performance was evalu-
ated on the test split, yielding the following results:
for gay marriage, Macro-F1: 0.747 and Accuracy:
0.755; for death penalty, Macro-F1: 0.754 and Ac-
curacy: 0.755; and for abortion, Macro-F1: 0.707
and Accuracy: 0.707.

This setup allowed us to compare the pro and
contra stance detected in each generated definition
with the gold-standard stance of the corresponding
argument. The results (see Figure 1) show the per-
centage of stance overlap for each Llama model

8https://huggingface.co/tabularisai/
multilingual-sentiment-analysis

9https://huggingface.co/microsoft/
deberta-v3-base

Topic Train Dev Test

Abortion 3480 1160 1160
Gay Marriage 1005 335 336
Death Penalty 1397 466 466

Table 4: Dataset splits illustrating the number of sen-
tences containing the target word used for training topic-
based stance-detection deberta-v3-base models.

and prompt: a neutral Prompt 0, context-sensitive
Prompts 1-2, persuasive Prompt 3, and emotion-
ally charged Prompt 4, as shown in Table 5. The
highest proportion of stance-aligned definitions —
those that expressed the same stance as the argu-
ment in the original corpus — was observed for the
model trained on Urban Dictionary data (Llama-
Slang), followed by the model trained on all dic-
tionaries (Llama-All). The WordNet-trained model
also achieved relatively high stance alignment in
the abortion topic, likely due to its broad lexical
coverage and usage examples. Prompts 1 and 4
consistently resulted in slightly higher stance align-
ment rates, while Prompts 3 and 4 tended to pro-
duce longer definitions — by approximately 5–10
tokens on average.

In addition, we computed how often Llama-
Slang’s higher proportion of stances overlap was
statistically significant compared to other models
using a two-proportion z-test (see Table 10 in the
Appendix for the detailed scores). As summa-
rized in Figure 6, Llama-Slang showed statistically
significant results in seven comparisons against
Llama-NoSlang, four against Llama-WordNet, and
nine against Llama-Oxford. These effects were
most prominent for Prompt 1 and Prompt 4, which
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explicitly encouraged contextually or emotionally
framed definitions (see Figure 7).

# Prompt Text

0 What is the definition of {keyword} in the fol-
lowing text?

1 What is the contextual definition of {keyword}
in this text?

2 In what sense is the {keyword} used in the fol-
lowing text?

3 What is the persuasive definition of {keyword}
in the following text?

4 What is the emotionally charged definition of
{keyword} in the following text?

Table 5: Prompts used for definition generation.

4.3 Definitions Topic Modeling
Previous research has explored clustering meth-
ods for retrieving various word senses (Giulianelli
et al., 2023). In this study, we investigate whether
soft clusters obtained through unsupervised topic
models exhibit stance-related bias. To this end,
we apply a BERTopic model (Grootendorst, 2022)
on definitions of the term "abortion" generated by
both the Llama-Slang — which is expected to pro-
duce stance-related clusters — and Llama-Oxford
— which showed best results for the definition gen-
eration similarity to dictionary gold standards —
models on the same dataset.

Our results (see Appendix for visualizations) in-
dicate that Llama-Slang, in addition to using more
loaded and emotive language, tends to produce top-
ics that reflect opposing perspectives on abortion.
Interestingly, both sides of the argument are re-
flected in the output, with some clusters focusing
on keywords "right to choose" while others contain
negatively associated words such as "killing un-
born baby" or "innocent/killing/murder". This is in
contrast to Llama-Oxford where topics tend to be
fairly uniform and lack the more charged language
of the context sentences.

These findings lead us to believe that contextual
bias from the test data seeps into the generated def-
initions, primarily when the model is trained on
emotionally charged data. The model’s awareness
of bias can help better reflect varying perspectives,
making it a potential tool for analyzing how differ-
ent ideological groups use and frame a particular
term. In contrast, we find Llama-Oxford to be
much more robust with most clusters correspond-
ing to what one would intuitively consider a neutral

and plausible definition. A thorough analysis of
the generated definitions shows, however, that a
"neutral" model might still generate biased output
based on the input: "abortion is the act of deliber-
ately killing a fetus", "death penalty is the judicial
killing of a human", "assisted suicide is a deliberate
act of self-destruction that is facilitated by another
person" — these definitions are generated by one
of our most robust models — Llama-NoSlang.

4.4 Annotated stance and plausibility across
models

Evaluation of generated definitions is often sup-
plemented by qualitative analysis and human an-
notations. Despite a decent BERTScore-F1 (0.87)
across models as shown in Table 3, generated def-
initions might not be plausible because they are
too general, subjective (Huang et al., 2021), or not
meaningful.

In order to provide a thorough assessment of the
generated definitions, we set up an annotation task
where we analyze the presence of stance in the def-
inition — pro, contra, and neutral — and assess
the general plausibility of the generated definitions.
In this setup, plausibility is understood as clarity
and accuracy of the definition. The annotations
were performed by two human annotators, both
graduate-level NLP researchers, authors of this pa-
per. In the task, annotators were presented with a
target word, its corresponding generated definition,
and were asked to evaluate:

• Stance: What stance is expressed in the definition to-
wards the topic?
(Options: Pro, Contra, Neutral)

• Plausibility: Does the generated text function as a
proper definition by providing a clear and accurate ex-
planation of the term?
(Options: Yes, No)

In total, 1000 definitions were annotated. First,
we selected random samples of 100 definitions gen-
erated by each of the following models: Llama-
Slang, Llama-NoSlang, Llama-All; Flan-T5-Base
and Flan-T5-XL (Giulianelli et al., 2023) to ex-
plore stance-related bias in both Llama and Flan-
T5 model outputs. In addition, we took a closer
look at all five Llama models trained on Oxford,
Wordnet, Slang, All and NoSlang data — specif-
ically for the topic of abortion — to assess how
training data influences the stance-related bias in
generated definitions.

Both stance and plausibility judgments involve
a degree of subjectivity, with agreement scores in-
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Figure 1: The overlap between the stance detected in the generated definitions and the
gold-standard stance of the arguments used as context during generation.

Baseline Model ↑ Accuracy p < 0.05

Llama-NoSlang 15/15 7/15
Llama-WordNet 14/15 4/15
Llama-Oxford 15/15 9/15

Table 6: Llama-Slang vs. baselines across 15 prompts.
Columns show how often Llama-Slang outperformed
each model in stance accuracy and in how many cases
the difference was statistically significant (p < 0.05).

Prompt 0 Prompt 1 Prompt 2 Prompt 3 Prompt 4

0.1334 0.0250 0.2172 0.1720 0.0184

Table 7: Average p-values across model comparisons
per prompt for Llama-Slang. Prompts 1 and 4 showed
significant differences (p < 0.05), indicating stronger
stance alignment under subjectively framed instructions.

fluenced not only by individual annotator interpre-
tations but also by the diversity and distribution
of annotated instances. In Table 8, we report both
the percentage of agreement between the two an-
notators and Cohen’s Kappa (κ) to assess inter-
annotator reliability for stance and plausibility an-
notations. Although the overall agreement is mod-
erate, the highest inter-annotator agreement is ob-
served for Llama-Slang in stance annotation (84%,
κ = 0.688), which corresponds to the model with
the largest proportion of biased definitions. This
suggests that Llama-Slang produced more polar-
ized definitions that facilitated stronger annotator
agreement.

The polarized definitions were not marked as
plausible in most cases, as they were too subjec-
tive for a standard definition. For other models,
annotators often detected slight biases that were
insufficient to be annotated as pro or contra stance;
thus, they were marked neutral. Higher percent-
ages and low κ in Table 8 indicate cases where
most stances were annotated as neutral.

For example, Llama-NoSlang, which was ex-

Models Stance Plaus. Stance Plaus.
(%) (%) (κ) (κ)

Llama-Slang 84 72 0.688 0.440
Llama-All 85 71 0.454 0.430
Llama-NoSlang 94 66 -0.017 0.222
Flan-T5-Base 95 82 0.519 0.572
Flan-T5-XL 97 76 0.652 0.465

Llama-Wordnet: abortion 78 74 0.541 0.470
Llama-Oxford: abortion 91 81 0.469 0.313
Llama-NoSlang: abortion 94 93 0.603 0.682
Llama-All: abortion 82 84 0.621 0.684
Llama-Slang: abortion 76 85 0.574 0.676

Table 8: Inter-Annotator Agreement for Llama and Flan-
T5 definition annotations for stance and plausibility.

pected to generate more neutral definitions, showed
the highest percentage of agreement for stance
(94%), but worse-than-chance Kappa score (κ =
−0.017), which was the result of most generated
definitions being neutral, suggesting that Llama-
NoSlang is generally successful in generating neu-
tral, dictionary-like definitions.

For plausibility judgments, agreement scores are
generally lower than for stance, with Llama-Slang
reaching κ = 0.440 and Llama-NoSlang showing
the lowest reliability (κ = 0.222) with most ex-
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Model % Stance-Taking Match Rate (if stance) Overall Match Rate Avg. Plausibility (%)

Llama-Slang 38.75 76.84 29.75 37.25
Llama-All 24.00 75.27 17.75 53.25
Llama-WordNet 35.00 49.66 17.50 43.00
Llama-Oxford 9.00 54.17 5.50 84.50
Llama-NoSlang 5.50 35.42 2.00 79.75

Flan-T5-Base 5.50 81.67 4.50 70.00
Flan-T5-XL 4.50 75.00 3.50 66.00

Table 9: Comparison of stance sensitivity and definition plausibility across models. Llama-Slang produced the
highest number of stance-aligned definitions, while Llama-Oxford and Flan models received the highest plausibility
ratings.

amples being neutral and plausible; a larger-scale
plausibility annotation might help evaluate the mod-
els better.

While for all the Llama models neutral stance
would be associated with plausibility, annotators
observed that Flan-T5 had cases of neutral defini-
tions that are not plausible, like: "Gay marriage is
the practice of marrying people who are not your
mate" (Flan-T5-XL). These models would also re-
produce bias from the input sequence as in this
definition of death penalty: "The infliction of the
death penalty, in particular, the killing of an inno-
cent person as a form of punishment".

The moderate and substantial inter-annotator
agreement suggests that while stance annotation
involves some interpretative variation, annotators
were largely consistent in their judgments when
evaluating biased definitions.

Table 9 presents a comparison of models based
on their stance sensitivity (both pro and con) and
definition plausibility. Llama-Slang stands out with
the highest percentage of stance-taking definitions
(38.75%) and the highest overall stance match
rate between definitions and original arguments
(29.75%), indicating that training on informal or bi-
ased data (like slang) can steer models to produce
more context-sensitive outputs. However, these
benefits come at the cost of plausibility: LLama-
Slang received the lowest average plausibility rat-
ing (37.25%), mostly because annotators would
not perceive biased definitions as plausible. In con-
trast, models like LLama-Oxford and Flan-T5-Base
produced significantly fewer stance-taking defini-
tions but were rated as more plausible, with Oxford
achieving the highest plausibility score (84.5%).
The model choice should therefore be guided by
the specific goals of the application, whether to
prioritize contextual and/or stance- sensitivity or
definitional neutrality.

5 Conclusions and Future Work

This study explored how stance-related bias in argu-
mentative data is reflected in the definitions gener-
ated by models trained on dictionary data. Our find-
ings confirm key hypotheses regarding bias propa-
gation, demonstrating how both training data and
prompts influence models to produce more context-
sensitive and stance-aware definitions.

H1: Stance-related bias in argumenta-
tive data seeps into definitions generated by
dictionary-trained models. Our results demon-
strate that Llama and Flan-T5 models trained on
neutral dictionary data might be influenced by bias
present in the input sequence to a different extent.
The best results in terms of neutrality were demon-
strated by Llama-NoSlang trained on a few stan-
dard dictionaries and Llama-Oxford that shows the
least changes when prompted to generate more con-
textually sensitive definitions.

H2: Models fine-tuned on more expressive
and loaded language capture stance-related bias
more accurately. We demonstrated that Llama-
Slang, fine-tuned on the Urban Dictionary, had
the highest degree of definition stance alignment
with the corresponding argument sentence. Llama-
All, trained on all the dictionaries including Urban,
showed second-best sensitivity to stance-related
bias in the input sequence among Llama models.

H3: Instruction fine-tuned models allow for
prompt-based control over persuasiveness. We
observed a statistically significant improvement in
stance match accuracy for the model trained on
slang data when prompts encouraged contextually
or emotionally framed definitions. These prompts
also resulted in longer definitions, indicating that
explicitly requesting more context led to more elab-
orate and persuasive outputs.

Overall, our study provides insights into how
stance-related biases of the argumentative data
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manifest in automated definition generation of the
words that represent a topic of an argument across
Llama and Flan-T5 models. The results highlight
opportunities for refining models to better balance
neutrality and context awareness. Additionally,
leveraging context-dependent bias can offer valu-
able insights into underlying opinions and perspec-
tives in argumentative discourse. Future work may
focus on developing robust methods for controlling
the degree of contextual bias in generated output
and fine-tuning models specifically tailored for per-
suasive definition generation.

Limitations

The limitations of this study are the following.
First, the study is limited to English-language data
and perspective only: what is plausible may differ
across languages and countries depending on, for
example, whether the death penalty, abortion, gay
marriage, etc. is a legal practice or not. Second, we
only trained and evaluated a series of comparatively
smaller generative Llama models (Llama-8b), and
only marginally touched upon other models, like
Flan-T5. It is possible that our observations of
stance and bias do not fully generalize to other
models. Here, we anticipate two key possibili-
ties: different or larger models could potentially be
more robust against contextual variation in the in-
put prompt, or they might become more reliant on
their original training data, potentially reinforcing
certain biases and failing to capture context entirely.
Third, we only annotated a limited number of the
generated definitions for the stance dataset. As a
result, the analysis presented in the paper only pro-
vides a snapshot of the broader picture. While our
sample size is sufficient for initial insights, future
work should aim to extend the annotation process
and provide a more complete human evaluation of
the generated data. Fourth, we limited ourselves
to target words that corresponded to topics of ar-
guments, however, the arguments might have other
interesting target words that can be defined persua-
sively e.g. fetus in a debate on abortion. Finally,
there is a lot of room to explore not only arguments
from values but also arguments from classification:
understanding the boundaries of abstract concepts
that are commonly used in arguments is an excit-
ing area for further research that could provide in-
sights into questions like "What is understood with
terms like extremism, terrorism, justice, democracy
across languages and cultures?".
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Appendix

Figure 2: Average sentiment score per model across
topics.

Figure 3: Llama-Slang: overlap between annotated
stance of definitions and their corresponding argument
stances.

Topic Definition Model B Acc A (%) Acc B (%) Z p-value

Death definition_1_death_penalty Llama-WordNet 38.41 29.98 3.673 0.0002
Death definition_4_death_penalty Llama-WordNet 38.76 30.56 3.559 0.0004
Abortion definition_4_abortion Llama-Oxford 41.62 37.33 3.096 0.0020
Death definition_4_death_penalty Llama-Oxford 38.76 32.44 2.729 0.0064
Death definition_1_death_penalty Llama-NoSlang 38.41 32.20 2.683 0.0073
Abortion definition_4_abortion Llama-WordNet 41.62 37.98 2.630 0.0085
Death definition_1_death_penalty Llama-Oxford 38.41 32.32 2.632 0.0085
Abortion definition_4_abortion Llama-NoSlang 41.62 38.02 2.601 0.0093
Abortion definition_1_abortion Llama-Oxford 41.06 37.62 2.490 0.0128
Abortion definition_1_abortion Llama-WordNet 41.06 37.62 2.490 0.0128
Death definition_3_death_penalty Llama-NoSlang 37.94 32.44 2.381 0.0172
Gay Marriage definition_4_gay_marriage Llama-Oxford 32.19 28.18 2.289 0.0221
Gay Marriage definition_1_gay_marriage Llama-Oxford 32.26 28.25 2.287 0.0222
Death definition_3_death_penalty Llama-Oxford 37.94 32.67 2.278 0.0227
Gay Marriage definition_4_gay_marriage Llama-NoSlang 32.19 28.25 2.247 0.0247
Gay Marriage definition_1_gay_marriage Llama-NoSlang 32.26 28.32 2.245 0.0248
Abortion definition_1_abortion Llama-NoSlang 41.06 38.06 2.170 0.0300
Death definition_4_death_penalty Llama-NoSlang 38.76 33.72 2.164 0.0304
Abortion definition_3_abortion Llama-Oxford 40.14 37.21 2.120 0.0340
Gay Marriage definition_0_gay_marriage Llama-Oxford 31.75 28.25 2.001 0.0454

Table 10: Results of z-tests comparing stance-match accuracy between Llama-Slang and baseline models. Only
definition-topic pairs with statistically significant differences (p < 0.05) are shown.

Figure 4: Llama-Slang abortion definitions Figure 5: Llama-Oxford abortion definitions
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Model Topic Stance Generated Definition

Llama-Slang Abortion neutral the act of a woman to remove an unwanted fetus from
her uterus

Llama-Slang Abortion pro a medical procedure that is both a right and a responsi-
bility of women, and should not be illegal

Llama-Slang Abortion contra the act of a woman killing a fetus with her body

Llama-All assisted suicide neutral a method of suicide in which a person deliberately ends
their own life with the assistance of another person or a
device

Llama-All assisted suicide contra the act of killing another human
Llama-All assisted suicide pro the right to choose to end one’s life

Llama-NoSlang Abortion neutral the deliberate termination of a human pregnancy, most
commonly performed as a surgical procedure by a quali-
fied health professional

Llama-NoSlang Abortion pro the deliberate termination of a human pregnancy, as a
means of birth control, or because it poses health risks to
the mother; the induced expulsion of a fetus or embryo
from the uterus before the viability of birth.

Llama-NoSlang Abortion contra the act of deliberately killing a human fetus

Llama-Oxford Abortion contra a violent or illegal termination of pregnancy
Llama-Oxford Abortion neutral the termination of a pregnancy by the removal or expul-

sion from the uterus of a non-viable fetus, or a fetus that
does not stand a viable chance of survival after birth

Llama-Oxford Abortion neutral the deliberate termination of a human pregnancy, most
often performed before the fetus is viable, by various
medical means, in order to remove a fetus that has seri-
ous abnormalities or is otherwise unsuitable for delivery
or would otherwise produce a child that would suffer.

Flan-T5-Base Death penalty neutral The punishment of death, in particular the execution of
a condemned person by hanging

Flan-T5-Base Gay marriage contra The practice of marrying people who are not your mate
Flan-T5-Base Abortion neutral The act of terminating a pregnancy, either naturally or

by artificial means
Flan-T5-Base Death penalty contra The infliction of the death penalty, in particular the

killing of an innocent person as a form of punishment
Flan-T5-Base Death penalty neutral The punishment of death, especially as a legally man-

dated part of a state’s criminal code

Flan-T5-XL Gay marriage neutral The practice of marrying people who are not your mate
Flan-T5-XL Abortion neutral The act of terminating a pregnancy, either naturally or

by artificial means
Flan-T5-XL Death penalty contra The infliction of the death penalty, in particular the

killing of an innocent person as a form of punishment

Table 11: Generated definitions across models and stances for contested topics. Each definition reflects a perspective
that aligns with a stance (pro, contra, neutral) as annotated by human annotators.

180



Proceedings of the 12th Argument Mining Workshop, pages 181–188
July 31, 2025 ©2025 Association for Computational Linguistics

Reproducing the Argument Quality Prediction of Project Debater

Ines Zelch1,2 Matthias Hagen1 Benno Stein3 Johannes Kiesel4

1Friedrich-Schiller-Universität Jena 2Leipzig University 3Bauhaus-Universität Weimar
4GESIS – Leibniz Institute for the Social Sciences

Abstract

A crucial task when analyzing arguments is to
determine their quality. Especially when you
have to choose from a large number of suitable
arguments, the determination of a reliable argu-
ment quality value is of great benefit. Probably
the best-known model for determining such an
argument quality value was developed in IBM’s
Project Debater and made available to the re-
search community free of charge via an API. In
fact, the model was never open and the API is
no longer available. In this paper, IBM’s model
is reproduced using the freely available training
data and the description in the corresponding
publication. Our reproduction achieves similar
results on the test data as described in the origi-
nal publication. Further, the predicted quality
scores of reproduction and original show a very
high correlation (Pearson’s r = 0.9) on exter-
nal data.

1 Introduction

When developing large datasets of arguments, the
automatic assessment of the arguments’ quality is
crucial in order to provide arguments of sufficient
quality for applications like a searchable argument
index (Dumani and Schenkel, 2020; Wachsmuth
et al., 2017b). A commonly used model for ar-
gument quality prediction was developed as part
of the IBM argumentation system Project De-
bater (Bar-Haim et al., 2021; Slonim et al., 2021)
and was made available for researchers via an
API (Bar-Haim et al., 2021). The model was used,
for example, by Bar-Haim et al. (2020) to select
high quality arguments for the generation of key
points, and by Alshomary and Wachsmuth (2023)
for the generation of counter-arguments. However,
as the API was closed in May 2024 (and the model
is no longer available on request from the authors),
this high-quality resource is no longer accessible
to researchers; i.e., research based on this model
cannot be applied to new datasets.

This paper contributes to an open reproduction
of IBM’s original model in order to make this im-
portant resource available again.1 We follow the
specifications of the original publication (Gretz
et al., 2019) to finetune a BERT regression model
on the publicly available original dataset of crowd-
sourced arguments and quality ratings.2 As shown
in this paper, our model achieves a very high cor-
relation in terms of predicted quality scores with
the IBM model: In a test with a subset of the third-
party args.me corpus, the Pearson’s r is 0.9.

The paper in hand outlines the retraining pro-
cess and presents an analysis of the predictions
of the trained models and a comparison with the
original model. Section 2 provides an overview
of the concept of argument quality in general and
the IBM model of Gretz et al. (2019) in particu-
lar. Section 3 describes the reproduction of the
IBM model in the detail. Section 4 reports on two
evaluation studies on our reproduced model: (1) Us-
ing the original test data, we calculate the Pearson
and Spearman correlation coefficients between the
predictions of our model and the real annotations
and compare these with the numbers given in the
original paper (Gretz et al., 2019). (2) Using the
args.me corpus (Ajjour et al., 2019), we calculate
the same coefficients, but between the predictions
of our model and the IBM model. For this pur-
pose, we had acquired the necessary predictions of
the IBM model before the API shut down. Inter-
estingly, we find considerable differences in pre-
dictions for argumentative texts from the args.me
corpus, although we achieve similar effectiveness
with the original test set. This observation implies
that the score achieved on a particular test set does
not necessarily reflect the ability of the model to
generalize to external data.

In order to keep the reproduced model lean and

1github.com/webis-de/argmining25-reproducing-ibm-arg-quality-api
2https://research.ibm.com/debating_data.shtml#Argument_Quality
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to make it usable in downstream applications with-
out further dependencies on external models, we de-
liberately refrained from extending the IBM model
by integrating LLMs.

2 Related Work

Argument quality can be assessed considering vari-
ous quality dimensions. An overview of these di-
mensions is compiled in Wachsmuth et al. (2017a)
and extended by Ivanova et al. (2024). They in-
clude logical dimensions that affect the cogency
of an argument, dialectic dimensions that influ-
ence the reasonableness of arguments, and rhetoric
dimensions that are important for an argument’s
effectiveness. Different quality dimensions are con-
sidered in existent datasets, mainly annotated in an
absolute manner where each argument is labeled in-
dividually (Toledo et al., 2019; Ivanova et al., 2024).
Other works approach argument quality analysis
in a relative way, processing arguments in pairs
and choosing the one of higher quality (Toledo
et al., 2019). The latter approach has the advan-
tage of being less complex (Ivanova et al., 2024),
resulting in potentially more consistent annotations.
Additionally, the various approaches applying ab-
solute annotations often use different annotation
scales that are not necessarily transferable to each
other (Ivanova et al., 2024).

The argument quality model of the Project De-
bater was trained on the IBM-Rank-30k dataset
(Gretz et al., 2019). In order to avoid subjective
scales, it was labeled in a relative manner, com-
paring pairs of arguments (independent of the per-
sonal opinion) on 71 controversial topics that were
created by crowd-workers. Each argument was an-
notated by ten different annotators. To derive con-
tinuous argument quality scores from the binary
annotations, the authors calculate the likelihood
of a positive label between 0 and 1, using MACE
probability (MACE-P) (Hovy et al., 2013; Habernal
and Gurevych, 2016) and Weighted-Average (WA).
Both scores inherently incorporate the annotator re-
liability in the final label. A comparison of the two
scoring functions reveals that WA tends to produce
a gradual continuous scale, while MACE-P tends to
binary labels (i.e., it produces more extreme values
close to 0 and 1).

Based on these continuous scores, Gretz et al.
(2019) train different models on both WA and
MACE-P scores. We focus on the model with the
best effectiveness, which is a pre-trained BERT

model (Devlin et al., 2019), finetuned in a regres-
sion task to predict quality scores given an argu-
ment and the corresponding topic. The model is
evaluated using Pearson (r) and Spearman (ρ) cor-
relations on the test set (Gretz et al., 2019). Using
BERT as contextual language model, Gretz et al.
(2019) aim to create an argument quality model
that is able to consider quality dimensions such as
clarity, relevance and impact of an argument.

Recent works addressing the assessment of ar-
gument quality rely on BERT models as well as
on “traditional” approaches such as interpreting
the sentence lengths (Skitalinskaya et al., 2021;
Joshi et al., 2023). An evaluation of the usefulness
of large language models for automated argument
quality assessment shows a moderate agreement
with human annotations, but also demonstrates the
potential for improving agreement between annota-
tors (Mirzakhmedova et al., 2024).

3 Reproducing the IBM Model

The original model training process is described
in Gretz et al. (2019); we here add missing details
and outline how we dealt with these. The authors
also referred us to the paper and the original dataset
when we asked them for access to the model.

For the pre-trained model on which the IBM
model is built, Gretz et al. (2019) link to the offi-
cial BERT repository,3 but do not specify which
of the various models listed on this page it refers
to, except for that is has an output dimensional-
ity of 768. We use the BERT-Base model in the
uncased variant, as we assume this is the most fre-
quently used one that matches the description. Fol-
lowing Gretz et al. (2019), we add a linear layer to
this pre-trained model and use a sigmoid activation
function for the output; the loss is calculated as the
mean squared error (MSE). Inspired by Huggin-
face’s BertForSequenceClassification model, we
also add a dropout level (with a probability of 0.1),
although this is not specified in the paper for the
original model, which improves the predictions of
our model in preliminary tests. A detailed overview
of all training parameters can be found in Table 3
as well as in our public repository (linked in Sec-
tion 1).

Gretz et al. (2019) do not report the number of
training epochs used, nor whether the final model
was trained on the WA or MACE-P scores in the
dataset (see Section 2). For this reason, we report

3https://github.com/google-research/bert
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the results for different models trained, based on
the WA and MACE-P scores and with a different
number of epochs for evaluation on the test set.

The models with the highest scores that achieve
similar results in the test set to the original model
reported in Gretz et al. (2019) are applied to “ex-
ternal” data as an additional assessment. This data
comes from the args.me corpus (Ajjour et al., 2019).
This corpus contains argumentative texts on con-
troversial topics that were crawled from various de-
bate portals. In another work of ours (Zelch et al.,
2025), we extracted 50 sample texts on different
topics from this corpus and split them into sen-
tences (resulting in about 1,100 sentences). While
the API of the Project Debater was still available,
we predicted the argumentative quality of these
sentences using the Debater API to filter out non-
argumentative sentences. To evaluate the newly
trained models, we compare their predictions on
sentences from the args.me corpus with the predic-
tions of the IBM model by calculating the Pearson
(r) and Spearman (ρ) correlation coefficients, simi-
lar to the evaluation of the original test set.

4 Evaluating the Reproduced Model

We compare the predictions of the reproduced ar-
gumentation quality models with the predictins of
the IBM model both with the original test dataset
and with an “external dataset” that was not used
during training.

4.1 Evaluation on the Original Test Set
In a first step, we evaluate our reproduced models
similarly to the original IBM model as described
in Gretz et al. (2019). Table 1 shows the effective-
ness of the reproduced models on the original test
data in terms of correlation with the two types of
ground truth scores (WA and MACE-P). As the ta-
ble shows, the original effectiveness on the test set
can be achieved within one or two training epochs.
With longer training, the model quickly overfits.
On average, the models that are trained for two
epochs achieve the highest values. For this reason,
we use these two models in the following evalu-
ations, one that is trained for two epochs on the
MACE-P scores (referred to as MACE-P2), the
other that is trained for two epochs on the weighted
average scores (referred to as WA2).

4.2 Evaluation on External Data
In addition to the comparison on the original test
set, we evaluate the generalization ability of our

Model Correlation with Ground-Truth

MACE-P WA

r ρ r ρ

Original 0.53 0.52 0.52 0.48

Reproduced
1 epoch 0.537 0.523 0.532 0.482
2 epochs 0.533 0.522 0.536 0.487
3 epochs 0.485 0.480 0.494 0.441

Table 1: Effectiveness of the reproduced models on the
testset, compared to the results reported for the original
model by Gretz et al. (2019) in terms of correlation
(Pearson’s r and Spearman’s ρ) with the ground-truth.

Model RMSE #→ → # → → r ρ

MACE-P2 0.359 1132 0.34 1 0.03 0.816 0.823
WA2 0.080 428 0.05 705 0.07 0.901 0.889

Table 2: Correlation between the quality scores of the re-
trained models and the original IBM scores on args.me
arguments; reporting the RMSE, the number of argu-
ments for which the reproduced model predicts a lower
score (# →) or a higher score (#→ ), the average dis-
tance to the original score for the lower and higher
predictions( → and → ), and the Pearson (r) and Spear-
man (ρ) correlation coefficient.

models on an external dataset. For this, we com-
pare the predictions of the reproduced models and
the original IBM model, reporting the deviation
between their predictions and fitting a simple lin-
ear regression between the original and reproduced
models’ scores. As described in Section 3, the ex-
ternal dataset consists of roughly 1,100 sentences
from 50 texts on various topics from the args.me
corpus (Ajjour et al., 2019) that were labeled while
the IBM Project Debater API was still available.

To evaluate our reproduced models, we compare
their predictions on the args.me sentences with the
predictions of the IBM model in Table 2, calcu-
lating the Pearson r and Spearman ρ correlation
coefficient between the predictions. The results
show a high correlation between the predictions of
the reproduced models and the predictions of the
original model as ground truth. The RMSE is low
for the model trained on the basis of the weighted
average values (WA2), which indicates that the pre-
dictions are close to those of the original model.
The number of predictions that are lower and higher
than the original values is more or less balanced.
In contrast, the MACE-P2 model (trained on the
MACE-P scores of the dataset) produces consis-
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Figure 1: Correlations of the reproduced models’ predictions and the original IBM model’s predictions on external
data (sentences from the args.me corpus). The models are trained on the MACE-P (left) and the WA scores (right).

tently lower scores than the IBM model, which
also have a higher deviation (see the higher RMSE).
This is consistent with the observation by Gretz
et al. (2019) that the models trained on MACE-P
scores tend to produce more extreme values close
to 0 and 1, while the WA scoring function leads to
graduated values.

For the WA2 model, only 12 of 1133 predictions
deviate more than 0.2 (but all less than 0.3) from
the original IBM predictions. About 20% of the
WA2 predictions deviate more than 0.1 from the
IBM predictions (223 of 1133), for only 64 of them
the difference is greater than 0.15. About half of
the WA2 predictions deviate less than 0.05 from
the IBM predictions (536 of 1133), 102 of them
less than 0.01.

The results in Table 2 are complemented by two
scatter plots in Figure 1, which illustrate the corre-
lation between the reproduced models’ predictions
and the original IBM model for each of the argu-
ments (sentences) from 50 args.me texts. For both
models, we show the least squares linear regression
(y = ax+ b) for the given data (red line) and the
optimal linear reference (dashed yellow line). For
model WA2 (graph on the right), the regression line
is close to the optimum, but has a steeper slope (re-
gression coefficients: a = 0.76 and b = 0.16). The
variance is slightly lower at the upper and lower
end of the scale. This makes sense, as arguments
that are clearly of high or low quality should be
easier to identify than arguments of medium qual-

ity. Overall, the predictions are roughly in the same
range as the original predictions, deviating on av-
erage by about 0.05 to 0.07 from the IBM predic-
tions. The scatter plot for the MACE-P2 model
(left) looks completely different. The predictions
show a strong bias towards lower values and also a
significantly higher variance. The regression line
has a similar slope to the reference line (regres-
sion coefficients: a = 0.91 and b = −0.29), but is
shifted downwards by around 0.3, corresponding
to the RMSE in Table 2. The variance of the pre-
dictions increases with the improved quality of the
arguments, indicating that the models have prob-
lems identifying high quality arguments. Based on
our evaluation, we therefore assume that the origi-
nal model was trained on weighted averages with
two epochs.

Qualitative Evaluation Table 4 shows exem-
plary sentences and corresponding quality scores
from the second evaluation scenario using args.me
texts. The consistently low scores of MACE-P2
are reflected in these examples. There are several
cases for which the low predictions are adequate
(sentences 6, 7 and 8), however, this cannot be
attributed to a good discrimination ability of the
model, since most of its predictions are similarly
low. The WA2 model predicts similar scores as
the IBM model for the examples 2, 3 and 5. In
some cases the WA2 predictions appear more rea-
sonable than the IBM scores, such as the higher
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quality score for sentence 1, as well as the lower
score for sentence 6. It is interesting to investigate
this in more detail in a follow-up work, to ana-
lyze whether one of the two models is consistently
better than the other on external data. Both IBM
and WA2 seem to have difficulties to recognize
non-argumentative sequences, such as the exam-
ples 6, 7 and 8 (probably because this kind of data
is not present in the training data). However, this is
not necessarily problematic as it can be taken into
account with an appropriate filtering threshold.

We additionally list the sentences for which the
WA2 predictions deviate more than 0.2 from the
original IBM predictions in Table 5 (upper half).
Interestingly, for these sentences, the reproduced
models predictions are all higher than the IBM pre-
dictions, except for one (sentence 6). A shared
feature of many of these sentences is that they are
potentially argumentative for the respective topic
when considered together with one or more neigh-
boring sentences—however, they are difficult to
interpret without their context. This might also ex-
plain the larger deviations in the predictions of the
models. The lower half of Table 5 shows the nine
sentences with the most similar predictions of WA2
and the IBM model (difference <= 0.001). Several
of these sentences with medium scores would not
be considered to be very argumentative by humans
(e.g., sentence 1132 or 1128), it is interesting that
the predicted scores are so similar nevertheless.

5 Conclusion

The paper reports on the reproduction of a model
for argument quality prediction that was provided
as part of IBM’s Project Debater. The original
IBM model is not available any longer. With our
reproduced models,4 which follow the training in-
structions given in Gretz et al. (2019), we achieve
similar results on the original test set as reported
for the IBM model. On external texts from the
args.me corpus, we reach a Pearson’s r of 0.9 for
the predictions of our best model and the original
IBM predictions as ground truth. It is not clear
whether this means that the predictions of our re-
produced model are worse on the external data, or
even better than the predictions of the IBM model.
We will address this question in a future work, to-
gether with a comparison of our models with more
recent approaches.

4Repository and models are made available to the public.

Limitations

Our reproduced model achieves similar results as
the original model on the original test data, and a
high correlation with the IBM predictions on for-
eign data. Nevertheless, the question remains as to
where the remaining gap in this correlation and also
the partially high variance of the predictions come
from. Although we follow the training instructions
provided in the paper as good as possible for the
reconstruction of the model, some information are
not available which might cause small deviations
in the training process.
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A Appendix

Parameter Value

Base model bert-base-uncased
Seed 42
Epochs 2
Batch size 32
Dropout 0.1
Learning rate 2e-5
Epsilon 1e-8
Optimizer AdamW
Early stopping no
Added layers dropout, linear, sigmoid

Table 3: Training parameters for the reproduced argument quality model.

Sentence Quality Scores

IBM Model MACE-P2 WA2

(1) The military is in no obligation to let women into the frontlines just because they hold
95% of the Armies positions, just like why Hooters as no obligation to let men in.

0.52 0.18 0.65

(2) 1) Women already hold just about every kind of post/job in the military and make up
a substantial portion of the military My problem with this argument is that it doesn’t
actually say why the Army should allow women in the frontlines.

0.75 0.48 0.75

(3) Evidence show the DP is more expensive. 0.45 0.08 0.48

(4) So there are undoubtedly instances in the past where we have executed an innocent man
but did not know so, and still do not know.

0.82 0.29 0.69

(5) But does this make it right to kill them back?. 0.43 0.06 0.47

(6) In these cases I made it clear that I could not properly refute my opponent without
proper sources.

0.71 0.18 0.56

(7) Now as for the definition. 0.39 0.14 0.48

(8) [1] http://www.military.com... [2] http://www.healthline.com... [3] Stuart A. Cohen
Israel and Its Army: From Cohesion to Confusion, pg.

0.37 0.24 0.54

Table 4: Example sentences from the args.me corpus on various topics (“We should prohibit women in combat”,
“We should abolish capital punishment”, etc.), along with the quality predictions of the original IBM model and the
two reproduced models.
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Sentence Quality Scores

IBM Model WA2

(1) Being locked in a single small room in solitary confinement for years on end is certainly not very
pleasant.

0.36 0.65

(2) Just because there are movements for something doesn’t mean we should be worried about it. 0.34 0.62

(3) That’s what will soon happen if we can clone, if we can just donor this for that, saving people’s
lives, people got cured, got strong again, maybe they won’t be immortal, but the point is that the
increasing of human will soon beyond the balance, causes the disrupt of nature and it’s balance,
human cloning as you say that is "ethical" can also create tons more of human, also add fuel to
that big problem.

0.51 0.78

(4) (imagine [. . . ] they suddenly see that ring on their finger and it sends a flood of guilt through
them) In polygamy a very unfair ’status’ system will form where only the offspring of the alpha
male of the previous generation will be able to compete for the next because all women will
think "OOH!

0.43 0.69

(5) -When people give up all their rights to be protected their is a problem. 0.36 0.61

(6) It was reported that 0.5% of inmates escaped. 0.81 0.57

(7) ... 2)All the ways that nature preserves that God preserves to help decreasing human popula-
tion(old age, sickness.

0.32 0.55

(8) However, when that present is a grenade with the pin pulled out, THEN it becomes immoral. 0.35 0.57

(9) There are two parts of the act: Giving, and the danger of the grenade" _ So my opponent here
believe it is ok to give thee grenade for the present, just don’t pull the pin, ok here are the
problems with that analogy: 1) How can you give a grenade, a dangerous present to a person
whom you loved?

0.33 0.54

(10) You don’t have to learn golf, study it, know the rules and own clubs to be a non-golf player! 0.43 0.64

(11) More simply, she’s protecting rights by protecting rights. 0.48 0.69

(12) Violating anothers rights does not deprive you of your own: John Stuart Mill is essentially saying
the "eye for eye tooth for tooth" concept is right.

0.41 0.61

(1133) Whether it is or isn’t morally correct? 0.47 0.47

(1132) The goal of debate is to find objective truth. 0.65 0.65

(1131) First of I would like to say that prostitution is somewhat legal in the U. S. (since only two states
allow it, Nevada and Rhode Island).

0.41 0.41

(1130) Immigration Actually, application for citizenship is still a necessity, as well as a very rigorous INS
process which requires applicants to display some sort of evidence of a pre-existing relationship
prior to entering the country.

0.64 0.64

(1129) You might say women have no issue with this, but I will explain. 0.41 0.41

(1128) My opponent has clearly adopted a strategy based in deception and omission. 0.64 0.64

(1127) In 2003, Terri Schiavo recovered from a vegetative state that she had been in for 13 years. 0.82 0.82

(1126) Sure, I’ll grant my opponent that there’s a correlation; however, we all know that correlation
doesn’t imply causation, especially considering the maelstrom of recent evidence that I provided
in Round 1 suggesting the opposite of Pro’s claims.

0.66 0.66

(1125) Arson is an essential tool in the quest for reform. 0.82 0.82

Table 5: Sentences from the args.me corpus for which the WA2 model’s predictions deviate most (> 0.2, upper
half) and least (≤ 0.001, lower half) from the original IBM predictions.
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Abstract

This paper explores the application of argu-
ment mining to mental health narratives us-
ing zero-shot transfer learning. We fine-tune
a BERT-based sentence classifier on ∼15k
essays from the Persuade dataset—achieving
69.1% macro-F1 on its test set—and apply
it without domain adaptation to the CAMS
dataset, which consists of anonymized men-
tal health–related Reddit posts. On a manu-
ally annotated gold-standard set of 150 CAMS
sentences, our model attains 54.7% accuracy
and 48.9% macro-F1, with evidence detection
(F1 = 63.4%) transferring more effectively than
claim identification (F1 = 32.0%). Analysis
across expert-annotated causal factors of dis-
tress shows that personal narratives heavily
favor experiential evidence (65–77% of sen-
tences) compared to academic writing. The
prevalence of evidence sentences, many of
which appear to be grounded in lived experi-
ences, such as descriptions of emotional states
or personal events, suggests that personal narra-
tives favor descriptive recollection over formal,
argumentative reasoning. These findings under-
score the unique challenges of argument min-
ing in affective contexts and offer recommen-
dations for enhancing argument mining tools
within clinical and digital mental health support
systems.

1 Introduction

Argument mining (AM) has produced strong re-
sults with structured texts, such as persuasive es-
says and legal documents (Stab and Gurevych,
2017; Habernal et al., 2023; Lippi and Torroni,
2016). Recent approaches have expanded the
scope of AM to include less formal domains,
such as online forums and social media (Schaefer
and Stede, 2020). However, mental health narra-
tives—personal accounts of psychological distress
shared on peer support platforms—remain under-
studied despite their potential to reveal how individ-

uals think about their mental state (Iskender et al.,
2021).

This paper investigates whether models trained
on structured, formal-domain texts can be used
to analyze mental health narratives in a zero-
shot transfer setting. Additionally, we examine
how argumentative structures vary across expert-
annotated causal factors of distress in mental
health–related posts. Our approach involves fine-
tuning BERT on the Persuade corpus of argumen-
tative essays (Crossley et al., 2022), applying it
without adaptation to the CAMS dataset of Reddit
posts about mental health (Garg et al., 2022), and
evaluating both transfer performance and shifts in
argumentative patterns1.

Our contributions are:

1. An empirical evaluation of zero-shot AM
across domains was conducted, demonstrat-
ing a decrease in macro-F1 scores from 69.1%
in the source domain to 48.9% in mental
health narratives and quantifying transfer lim-
itations.

2. The analysis of argumentative structures
in mental health discourse revealed that per-
sonal narratives predominantly consist of ex-
periential evidence (65-77%), with minimal
explicit claims. This contrasts sharply with
academic writing.

This study deepens our understanding of how ar-
gumentation occurs under psychological distress. It
also paves the way for the development of domain-
specific argumentation management (AM) tools
for affective contexts, such as clinical and digital
mental health applications.

1All code and datasets used in this study are pub-
licly available at https://github.com/JannisKoeckritz/
ReasoningUnderDistress
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2 Related Work

Argument mining identifies components such as
claims and premises within a text (Lawrence and
Reed, 2020). Earlier work demonstrated strong
performance in formal domains—persuasive es-
says (Wachsmuth et al., 2016; Stab and Gurevych,
2017), legal reasoning (Habernal et al., 2023), and
debates (Lippi and Torroni, 2016)—where argu-
ments align with clear schemas (Lauscher et al.,
2018; Cohan et al., 2019). More recent research
has extended AM to informal genres, including
online discussions and social media, where mod-
els confront implicit argumentation and emotion-
ally charged content (Dusmanu et al., 2017; Vecchi
et al., 2021; Cabessa et al., 2024; Mezza et al.,
2024). Some studies such as Gupta et al. (2024)
propose novel zero-shot methods for argument
explication using large language models (LLMs).
These LLMs decompose informal arguments into
structured components, such as claims, reasons,
and warrants.

Research in mental health NLP has focused on
diagnostics, such as identifying depression and sui-
cide risk, using lexical and affective features (Mal-
garoli et al., 2023; Montejo-Ráez et al., 2024), with
little attention to argumentative structure. A small
number of studies have applied AM to subjective or
health-related narratives (Mayer et al., 2020), but
cross-domain transfer remains largely unexplored.

This work bridges the fields of argumentation
mining (AM) and mental health by applying a
formal-domain AM model to CAMS. This reveals
the challenges of mining arguments in affect-laden,
informal texts. Building on this research, we ex-
plore whether formal-domain AM models can be
applied to mental health discourse in a zero-shot
setting.

3 Data & Methodology

3.1 Datasets
We use two datasets. The Persuade dataset is used
to train argument mining models, and the CAMS
dataset is used for zero-shot evaluation in the men-
tal health domain.

The Persuade dataset (Crossley et al., 2022)
contains argumentative essays from U.S. students
in grades 6-12 with professional annotations across
seven categories: Lead, Position, Claim, Counter-
claim, Rebuttal, Evidence, and Concluding State-
ment. We have consolidated these into three cate-
gories: (1) Claim (combining original Claim, Coun-

terclaim, and Rebuttal), (2) Evidence, and (3) Other
(consolidating Lead, Position, Concluding State-
ment, and unannotated text). This simplified tax-
onomy makes it easier to transfer to informal con-
texts while preserving the core argumentative dis-
tinctions. The dataset consists of approximately
25,000 documents. For training our sentence-level
classification model, we used only 15,000 of these
documents, corresponding to around 300,000 sen-
tences.

The CAMS dataset (Garg et al., 2022) com-
prises 5,051 Reddit posts that have been annotated
for an interpretable causal analysis of mental health
issues. It includes 3,155 posts that were crawled
from the r/depression subreddit, as well as 1,896 re-
annotated posts from the existing SDCNL dataset.
Each post is labeled with one of six categories re-
flecting psychological distress: (i) no reason, (ii)
bias or abuse, (iii) jobs and careers, (iv) medication,
(v) relationships, and (vi) alienation. The distribu-
tion of posts across causal categories is shown in
Figure 1. Trained student annotators performed
the annotations following expert-developed guide-
lines, and a clinical psychologist and a rehabili-
tation counselor later verified them. Posts were
selected using keyword filtering and language cri-
teria to ensure relevance and consistency.
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Figure 1: Distribution of Causal Factors in Mental
Health Distress This figure shows how 4,963 social me-
dia posts are distributed across six categories of causal
factors of mental health distress. Alienation (28.4%)
and relationship issues (27.2%) collectively account for
over half of all posts, highlighting the predominance
of social and existential concerns. The remaining cat-
egories—jobs/career (12.8%), medication (12.6%), no
identified reason (11.8%), and bias/abuse (7.1%)—rep-
resent a more diverse set of external stressors and unex-
plained distress.
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3.2 Model Architecture and Training

We fine-tuned a sentence-level classification model
based on BERT-base, treating each sentence as
a discrete argumentative unit. The preprocess-
ing pipeline involves sentence segmentation using
spaCy, followed by BERT tokenization. The model
architecture consists of a classification head that
receives the token representation from BERT, ap-
plies dropout with a probability of 0.1, and passes
it through a linear layer with softmax activation
to produce the final classification. We use cross-
entropy loss with class weighting based on inverse
frequency to address class imbalance for training.
We also use a batch size of 32, and a learning rate
of 5e-4 with linear decay. We employed early stop-
ping based on the validation F1 score with a pa-
tience of 20 epochs. The trained model achieves
69.0% accuracy and 69.1% macro F1 on the Per-
suade test set, performing best on Evidence identi-
fication (F1: 76.9%).

3.3 Evaluation Methodology

To establish a reliable evaluation baseline for the
mental health domain, we manually annotated 150
sentences, randomly sampled from 30 CAMS posts
and balanced across six causal-factor categories.
Although this subset is a small part of the full
CAMS corpus, it was carefully chosen to include a
variety of distress sources, making it a good sam-
ple for our analysis. Two annotators, both experts
in argument mining and mental health discourse,
independently labeled each sentence in the CAMS
sample as Claim, Evidence, or Other, based on
our consolidated taxonomy. The six causal factors
were pre-existing annotations in the CAMS dataset;
however, the argumentative role labels introduced
in this study were newly assigned by the annotators.
The annotation process achieved an inter-annotator
agreement of Cohen’s κ = 0.71. Disagreements
resolved through discussion to create the final gold
standard.

We evaluated zero-shot transfer by applying
the Persuade-trained model directly to the CAMS
dataset without additional training. For the quan-
titative evaluation, we report the accuracy and F1
scores on the gold-standard subset. Then, to ana-
lyze domain-specific patterns, we apply the model
to the full CAMS dataset and examine the distribu-
tion of argumentative elements across causal fac-
tors. Finally, we compare these patterns to those
observed in the Persuade corpus.

4 Results

We consolidated the original Persuade annotation
scheme by mapping Claim, Counterclaim, and Re-
buttal into a single Claim category, maintaining Ev-
idence as a separate category, and grouping Lead,
Position, Concluding Statement, and unannotated
text as Other.

Our BERT-based sentence classification model
achieved an overall accuracy of 69.0% and a macro-
averaged F1 score of 69.1% on the Persuade test set.
Performance varied across argument categories,
with Evidence sentences achieving the highest F1
score (76.9%), while Claims proved more challeng-
ing (F1: 53.1%). Table 2 presents the detailed
performance metrics.

Category Precision Recall F1 Score
Other 0.686 0.642 0.663
Claim 0.578 0.491 0.531
Evidence 0.736 0.806 0.769
Accuracy 0.690
Avg F1 0.691

Table 1: Classification performance metrics for the
BERT sentence classification model on the Persuade
test set.

The confusion matrix (Figure 2) reveals that the
model most frequently confused Claims with Ev-
idence (2,185 instances), indicating the challenge
of distinguishing between these categories. Claims
were also frequently misclassified as Other (1,029
instances). The model demonstrated strongest per-
formance in identifying Evidence, correctly classi-
fying 13,239 instances.

4.1 Zero-Shot Domain Transfer Evaluation

To evaluate cross-domain generalization, we man-
ually annotated a gold-standard subset of 150 sen-
tences from the CAMS dataset using our three-
category scheme. When evaluated against this stan-
dard, our model achieved an accuracy of 54.7% and
a macro F1 score of 48.9%. Performance varied
across categories, with Evidence again being most
reliably identified (F1: 63.4%), followed by Other
(F1: 51.3%), while Claim classification remained
challenging (F1: 32.0%). Compared to the source
domain, this represents a 14.3-percentage-point
drop in accuracy and a 20.2-point drop in macro
F1, highlighting the challenges of cross-domain
transfer to mental health narratives. These scores
are informative but should be interpreted cautiously
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Figure 2: Confusion matrix for the BERT sentence clas-
sification model on the Persuade test set, showing the
distribution of predicted vs. true labels.

due to the small evaluation sample size and the very
low number of claim-labeled sentences. Larger an-
notated samples are needed to reliably estimate
cross-domain generalization, particularly for under-
represented argument types.

Category Precision Recall F1 Score
Other 0.547 0.482 0.513
Claim 0.376 0.279 0.320
Evidence 0.618 0.651 0.634
Accuracy 0.547
Avg F1 0.489

Table 2: Zero-shot transfer performance on the gold
standard CAMS dataset.

The prevalence of evidence sentences, many of
which appear to be grounded in lived experiences,
such as descriptions of emotional states or personal
events, suggests that personal narratives favor de-
scriptive recollection over formal argumentative
reasoning. During the annotation process, sen-
tences were labeled as evidence if they served a
justifying function, typically through descriptions
of lived experiences, emotional states, or contextual
details, even if they lacked external citations. This
differs from academic domains, where evidence
often consists of formally structured reasoning or
references to facts.

A comparative analysis revealed that Evidence
identification transferred relatively well across do-
mains, while Claim recognition showed more sig-
nificant degradation. This pattern aligns with our

hypothesis that personal narratives express claims
differently than academic writing does, while the
presentation of evidence (often through personal ex-
periences or references to external sources) shows
more structural consistency across domains.

4.2 Distribution of Argumentative Elements
by Causal Factors of Distress

We used our model to analyze how argumenta-
tive elements are distributed across different men-
tal health categories in the CAMS dataset (Fig-
ure 3). The analysis reveals distinct patterns across
categories. Evidence represents the most signif-
icant proportion in most categories, accounting
for approximately 42-75% of sentences. In con-
trast, Claims remain consistently low across all
categories (under 2%). This differs markedly from
the Persuade corpus, where Claims represent ap-
proximately 28% of sentences.

The Other class is also well-represented, espe-
cially in the "No reason" and "Alienation" cate-
gories, where it accounts for about 40-55% of the
sentences.
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Figure 3: Distribution of argumentative elements
(Claims, Evidence, Other) across the expert-annotated
causal factors of distress in the CAMS dataset. Evi-
dence statements are prevalent across most categories,
while claims are rare.

The prevalence of Evidence across all causal
factors suggests that personal narratives prioritize
experiential descriptions over explicit claims or
conclusions. Distress attributed to "Bias/abuse,"
"Jobs/career," "Medication," and "Relationship"
shows the highest proportion of Evidence (>60%),
indicating a greater focus on descriptive con-
tent. The "No reason" and "Alienation" categories
exhibit slightly lower Evidence proportions and
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higher Other content, potentially reflecting more
abstract or emotional expressions that fall outside
our argumentative framework.

5 Discussion

Our results demonstrate the challenges and insights
gained from applying argument mining to men-
tal health narratives. The uneven transfer of ar-
gumentative components—with Evidence transfer-
ring more successfully than Claims—reveals fun-
damental differences in how arguments manifest
across domains. This asymmetry, coupled with the
substantial performance degradation in zero-shot
transfer (20.2 point drop in macro F1), highlights
the domain-specific nature of argumentative struc-
tures.

Mental health narratives exhibit a distinctive ar-
gumentative profile: Evidence statements (65-77%)
dominate across all causal factors of distress. In
contrast, Claims represent only 1-2% of the con-
tent, which is dramatically different from academic
writing where claims form the backbone of argu-
mentation. This suggests that, when explaining
psychological distress, individuals prioritize expe-
riential descriptions over explicit claim-making,
regardless of the attributed cause. The boundary
between personal experience (Evidence) and in-
terpretation (Claim) often blurs in mental health
narratives, creating inherent ambiguity. For exam-
ple, a sentence such as “I stopped going to work
because I couldn’t get out of bed” can be both a fac-
tual recounting and an implied assertion of a causal
link. This interpretive ambiguity suggests the need
for more nuanced annotation schemes in emotion-
ally charged contexts. These challenges highlight
the potential benefits of redefining argumentation
categories for mental health discourse.

Although zero-shot classification is simple to im-
plement, it fails to account for domain-specific pat-
terns. More promising approaches include few-shot
learning with minimal in-domain data and domain-
adversarial training, which explicitly models cross-
domain differences. This work contributes valuable
insights into cross-domain argument mining for
mental health narratives; however, certain limita-
tions should be acknowledged. First, the annotated
CAMS subset is relatively small, which may af-
fect generalizability. Additionally, although BERT
provides a robust and well-established baseline, fu-
ture studies could examine more recent transformer
models, such as DeBERTa and RoBERTa, as well

as instruction-tuned LLMs. Other promising di-
rections include few-shot adaptation, discourse-
level modeling, and developing domain-specific
taxonomies suited to affective contexts.

Future research should develop argumentation
schemes specific to mental health and expand
beyond sentence-level classification to capture
multi-sentence argumentative structures. Dialog-
based systems that integrate interaction and ex-
planation could provide additional value. For in-
stance, Castagna et al. (2023) propose EQRbot,
a chatbot that uses expert knowledge to provide
argument-based explanations and critical questions.
Such systems not only classify argument types
but also clarify reasoning—particularly valuable
in emotionally charged, ambiguous contexts like
mental health discourse. Integrating dialogic and
explanatory elements into future AM models could
better align computational processing with real-
world needs in digital mental health, enhancing
clinical applications, peer support, content modera-
tion, and research

6 Conclusion

This study examined the zero-shot transfer of ar-
gument mining from structured essays to men-
tal health narratives. Our results show that evi-
dence transfers reasonably well across domains,
but claims are more difficult due to how they man-
ifest in emotional contexts. The 20.2-point drop
in macro F1 score between domains underscores
the need for argument mining techniques tailored
to mental health discourse. Promising directions
include few-shot learning and domain-adaptive ap-
proaches to better capture argumentative structures
in narratives about psychological distress. Recent
work has emphasized the growing role of AI in pub-
lic health infrastructure and decision support sys-
tems, particularly through explainable and human-
in-the-loop approaches to foster trust and trans-
parency (Hattab et al., 2025). Our findings un-
derscore the importance of domain-specific natu-
ral language processing (NLP) techniques for un-
derstanding patient-generated narratives in digital
health contexts.
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Abstract

In the study of argumentation, the schemes in-
troduced by Walton et al. (2008) represent a
significant advancement in understanding and
analyzing the structure and function of argu-
ments. Walton’s framework is particularly valu-
able for computational reasoning, as it facil-
itates the identification of argument patterns
and the reconstruction of enthymemes. De-
spite its practical utility, automatically iden-
tifying these schemes remains a challenging
problem. To aid human annotators, Visser et al.
(2021) developed a decision tree for scheme
classification. Building on this foundation, we
propose a means-end approach to argument
scheme classification that systematically lever-
ages expert knowledge—encoded in a decision
tree—to guide language models through a com-
plex classification task. We assess the effective-
ness of the means-end approach by conducting
a comprehensive comparison with a standard
multi-class approach across two datasets, ap-
plying both prompting and supervised learning
methods to each approach. Our results indi-
cate that the means-end approach, when com-
bined with supervised learning, achieves scores
only slightly lower than those of the multi-class
classification approach. At the same time, the
means-end approach enhances explainability
by identifying the specific steps in the decision
tree that pose the greatest challenges for each
scheme—offering valuable insights for refining
the overall means-end classification process.

1 Introduction

Argumentation is a crucial process in shaping our
understanding of the world and fostering critical
thinking. It plays a vital role in a range of contexts,
including debate, decision-making, and the pro-
cess of informing or changing beliefs. To classify
common patterns of argumentation, the schemes
developed by Walton et al. (2008) are of particu-
lar interest, as these schemes are extremely versa-
tile and allow for a range of use cases. They can

identify reasoning patterns within specific domains,
such as legal reasoning (Verheij, 2003), help in the
selection of argumentation strategies (Wachsmuth
et al., 2018), and also uncover patterns in reason-
ing synthesis applications (Baff et al., 2019). In
addition, the schemes can be used to reconstruct
missing parts of arguments (Feng and Hirst, 2011),
to train argumentation skills, or to enhance existing
debate systems such as those described by Rak-
shit et al. (2017); Le et al. (2018); Slonim et al.
(2021). Table 1 illustrates an example of such a
scheme, namely the ‘Cause to Effect’ scheme.1

Due to their fine nuances, the classification of Wal-
ton schemes is very challenging, even for people
with a background in linguistics (Macagno et al.,
2017). In addition, in a real life argumentation sce-
nario, many parts of the schemes are only hinted
and not explicitly mentioned (Dumani et al., 2021).
To help people classify arguments based on Walton
schemes, Visser et al. (2021) has developed the
Argument Scheme Key (ASK) - a decision tree that
guides users step by step through the annotation
process. This raises the question of whether such a
decision tree approach could be applied to language
models to improve argument classification.

In this paper, we explore how the ASK deci-
sion tree can enhance the effectiveness of argument
scheme classification. We refer to this approach
as means-end classification. Rather than requiring
the model to perform the complex task of scheme
detection in a single step, the means-end approach
decomposes the process into a guided sequence of
simpler subtasks. At each stage, the model exe-
cutes a straightforward task, such as identifying the
presence of a specific argument property. In addi-
tion to potentially improving classification scores,
this approach also boosts explainability: it enables
the analysis of each decision made during the pro-

1In Walton’s compendium (Walton et al., 2008), scheme
names frequently begin with the prefix ‘Argument from’. For
brevity, we omit this prefix throughout this work.
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Cause to Effect

Definition

Premise 1 Generally, if A occurs, then B will (might) occur.
Premise 2 In this case, A occurs (might occur).
Conclusion Therefore, in this case, B will (might) occur.

Examples

Dataset EthiX

Example 1 If entropy leads to universal randomness and randomness is the lack of all deterministic forces, then at
least one part of a wholly deterministic universe is false, meaning there must be something else
influencing the universe outside of determinism.

Example 2 The sensations felt when consuming marijuana and alcohol are very different. As such, they are not
interchangeable, meaning that people may use both.

Dataset USTV

Example 1 USA is in deep trouble. These countries, especially China, are giving incentives.
Example 2 NRA is protecting the Second Amendment. NRA are very, very good people. TRUMP is very proud of

the endorsement of the NRA.

Table 1: Definition of the Cause to Effect’ scheme, accompanied by examples from the EthiX (Bezou-Vrakatseli
et al., 2024) and USTV (Visser et al., 2021) datasets. The definition used follows the version in Bezou-Vrakatseli
et al., which slightly adapts the original formulation by Walton et al. (2008). As shown, most of the arguments are
enthymemes, lacking a direct correspondence to the scheme definitions, and the two datasets display distinct styles
of argumentation.

cess, making it possible to identify where and why
the model’s classification succeeds or fails. The
contributions of this paper are:

(1) We conduct a comprehensive evaluation of
argument scheme classification by comparing the
traditional multi-class classification approach with
the means-end approach on two separate datasets.
Each approach is evaluated using both prompting-
based and supervised learning methods. Our results
highlight the key strengths and weaknesses of each
approach and offer insights into how the means-
end approach can be effectively applied to scheme
classification tasks.

(2) We assess the effectiveness of ASK decision
tree nodes using both prompting-based and super-
vised learning models. This novel analysis yields
valuable insights into the utility—and limitations—
of individual nodes in argument scheme classifi-
cation. It also reveals which schemes can be reli-
ably identified and to what extent. These findings
offer a deeper understanding of the classification
process, surpassing the explanatory power of tradi-
tional multi-class classification approaches.

2 Related Work

This section provides an overview of the diverse ap-
plications and methodological approaches to argu-
ment schemes within computational argumentation.

We explore the classification and analysis of these
schemes, their incorporation into datasets, and the
challenges in their annotation and automated gener-
ation. The concept of argument schemes suggests
that arguments can be organized based on diverse
characteristics, reflecting commonly used patterns
of argumentative reasoning (Macagno and Walton,
2015). This idea has ancient roots, tracing back to
the works of Aristotle, as discussed in (Macagno
et al., 2017). One of the most debated issues in this
context is how such schemes should be appropri-
ately classified, leading to the development of mul-
tiple approaches. The dialectical approach, high-
lighted by van Eemeren and Grootendorst (2003),
focuses on the abstract representation of arguments
within debates, while Wagemans (2016) organizes
arguments into three main distinctions, culminat-
ing in the periodic table of arguments. Other ap-
proaches, such as those by Kienpointner (1992)
and Grennan (1997), aimed to identify common
argumentative features. In this tradition, Walton
schemes are empirically developed in a bottom-up
manner (Walton, 1996; Walton et al., 2008), involv-
ing the selection and analysis of arguments from
varied domains. This method has led to the docu-
mentation of over 60 primary schemes and more
than 100 sub-schemes (Walton et al., 2008). An
initial approach to grouping schemes together was
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ID Which option applies to the argument?

ID-17 A: Conclusion is about a course of action
B: Conclusion is not specifically action-oriented

ID-32 A: Argument explicitly mentions values
B: Argument is not specifically value-based

ID-47 A: Argument relies on a causal relation
B: Argument does not specifically rely on causality

Table 2: Dichotomous questions from the ASK decision
tree.

Schema: Consequences

Schema: Values

Schema: Cause to Effect

A B17

Schema: Example

47

32A B

A B

Figure 1: Trimmed ASK decision tree for classifying
four argumentation schemes. Classification starts at the
root node (ID-17), where the user selects the option
that best matches the argument under analysis. Each
response directs the user to the next relevant question,
guiding them through the tree until the correct scheme
is identified. The options for each node are listed in
Table 2. The ID number assigned to each node corre-
sponds to the original node IDs in the ASK decision
tree from Visser et al. (2021). To correctly identify a
scheme as ‘Cause to Effect’ (see Table 1 for examples),
one must answer node ID-17 with ‘B’, node ID-32 with
‘B’, and node ID-47 with ‘A’.

first proposed by Walton et al. (2008) and later
refined by Walton and Macagno (2015).

Various datasets have been created to support re-
search on Walton schemes. The Araucaria dataset,
for instance, includes arguments from various me-
dia and institutional sources (Katzav et al., 2004;
Reed, 2006; Moens et al., 2007). The dataset by
Visser et al. captures the dynamics of the 2016 pres-
idential debates (Visser et al., 2021), while the Re-
CAP dataset focuses on German education policy
(Dumani et al., 2021). Further, datasets like those
curated by Macagno (2022) and Bezou-Vrakatseli
et al. (2024) expand the scope to argumentative
tweets and ethical debates, respectively. A signifi-
cant challenge in this field is achieving high levels
of annotator agreement. Studies such as those by
Lindahl et al. (2019) have revealed inconsistencies
in annotation, underscoring the need for clearer
guidelines. The use of decision trees for scheme
annotation has been shown to significantly improve
annotator agreement (Visser et al., 2021; Macagno,
2015, 2022).

Walton schemes are used to analyze various ar-

eas, such as newspapers (Lindahl et al., 2019), elec-
tions (Hansen and Walton, 2013) or student work
(Duschl, 2007). They are also used to analyze
paralogisms in student work (Rapanta and Wal-
ton, 2016a). Automated generation of arguments
aligned with specific schemes has been explored
in works like those by Saha and Srihari (2023) and
the NLAS-multi corpus (Ruiz-Dolz et al., 2024a),
showcasing the potential for synthetic argument
generation. Several methods have been developed
to classify schemes in texts (Bezou-Vrakatseli et al.,
2024). Feng and Hirst (2011) analyze the five most
common arguments from the Araucaria dataset to
construct decision trees based on argumentative
structural and linguistic features. The approach of
Moens et al. (2007) leverages the same dataset to
detect arguments using a multinomial naive Bayes
classifier and a maximum entropy model. Song
et al. (2014) develop protocols for annotating Wal-
ton schemes and their associated critical questions.
Furthermore, Bezou-Vrakatseli et al. (2024) uti-
lizes a range of BERT-based classifiers for auto-
mated scheme classification, while Lawrence and
Reed (2016) leverages argumentation schemes to
identify argumentative structures. Similarly, Green
(2018) utilizes logic programs and schemes to mine
arguments in biomedical research articles, building
on earlier work (Green, 2015). Walton schemes are
utilized across various domains to analyze content
from newspapers, election campaigns, and educa-
tional settings, highlighting their adaptability and
relevance in real-world applications (Lindahl et al.,
2019; Hansen and Walton, 2013; Duschl, 2007;
Rapanta and Walton, 2016a).

3 Multi-Class and Means-End
Approaches

Humans often struggle with annotating argumen-
tation schemes, partly because many schemes rely
on implicit assumptions (enthymemes), and some
schemes such as consequences require multiple
steps of reasoning (Macagno and Walton, 2015).
To simplify the annotation process for schemes,
Visser et al. (2021) developed a binary decision tree
that systematically guides annotators through the
annotation task. Rather than classifying the argu-
ment directly, annotators make a series of choices
between two characteristics of the argument at each
step. For instance, one choice might involve deter-
mining whether the conclusion of the argument is
about a course of action. Each decision narrows
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down the classification path by determining the
next characteristic to be evaluated. An illustration
of this classification procedure is provided in Fig-
ure 1.

Instead of relying on a human annotator, a lan-
guage model can follow the steps outlined in the de-
cision tree—a method we refer to as the means-end
approach for argument classification. In contrast,
traditional multi-class classification presents the
model with an argument—optionally enriched with
contextual information—and requires it to select
the appropriate argumentation scheme from a pre-
defined set. The means-end approach, by contrast,
decomposes the classification task into a sequence
of smaller, more manageable decisions. At each
step, the model identifies a specific characteristic
of the argument, which then determines the sub-
sequent step in the classification sequence. This
procedure is guided by external expert knowledge
structures, such as decision trees. The approach
is inspired by the means-end analysis problem-
solving technique, in which an agent incrementally
selects and applies actions to achieve a goal, based
on an information gain heuristic (Newell and Si-
mon, 1995). Note that this approach is different
from merely breaking a problem into smaller steps;
it also encodes a specific sequence for how the clas-
sification should be performed. The correctness of
this sequence is ensured by the expert knowledge
employed.

A key advantage of the employed step-wise de-
composition is enhanced explainability: unlike the
multi-class approach, which often operates as a
black box, the means-end method allows for de-
tailed analysis of each individual decision. This
not only helps identify sources of classification
errors but also makes it easier to refine specific
steps within the classification process. Moreover,
this approach is not limited to the domain of ar-
gumentation and can be applied to other complex
classification tasks that benefit from codified expert
knowledge.

4 Experiments and Evaluation

Our experiments are designed to address two pri-
mary objectives. First, we evaluate whether the
means-end approach—guided by the ASK decision
tree—offers improved results over the traditional
multi-class classification approach for argument
scheme classification. Second, we conduct a de-
tailed analysis of the means-end approach to de-

termine which decision points are most effective
and where the classification process is most suscep-
tible to errors, all while providing a high level of
explainability.2

4.1 Dataset and Decision Tree

For argument scheme classification, we utilize two
datasets: EthiX (Bezou-Vrakatseli et al., 2024) and
the US2016G1tvWALTON dataset (referred to as
USTV) (Visser et al., 2021). The EthiX dataset
consists of 686 arguments extracted from ethical
debates on Kialo3, spanning 22 topics and covering
eight distinct argumentation schemes. The USTV
dataset includes 505 arguments in total, spanning
38 argumentation schemes. Its content is sourced
from the first head-to-head debate of the 2016 U.S.
general election and was transformed into the Argu-
ment Interchange Format (Chesñevar et al., 2006).
A key advantage of these two datasets is that the
human annotators applied the same ASK decision
tree logic from Visser et al. (2021) that we uti-
lize for the means-end classification approach. To
facilitate the classification process and ensure a suf-
ficient amount of training data, we focus on four
schemes that are included in both the EthiX and
USTV datasets. For the means-end approach, we
simplify the original ASK decision tree by retain-
ing only the three nodes necessary to differentiate
between the four considered schemes. This refine-
ment removes questions related to not-considered
schemes while preserving the consistency and in-
tegrity of the remaining ones. Although the orig-
inal annotators had to answer a greater number
of questions, those included in the reduced tree
are answered identically to the original process,
allowing for a meaningful comparison between hu-
man and machine judgment. Figure 1 presents
the modified decision tree, used in our means-end
experiments. A summary of the refined dataset,
along with key statistics, is provided in Table 3.
We split the datasets in a 70/10/20 ratio for training,
validation and testing, respectively. Minor adjust-
ments were made to ensure that each scheme was
represented in every split. For the EthiX dataset
specifically, we ensured that every combination of
scheme and topic appeared in each split. Addition-
ally, we made sure that the test set for each dataset
contained at least 11 distinct arguments for each
scheme.

2All our code is available at: https://github.com/
webis-de/Argmining-25

3https://www.kialo.com/
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Datasets

Argument Schemes EthiX USTV Σ

Name Walton-ID DT-Depth # % # % # %

Example 6 3 120 24.0 81 44.0 201 29.4
Values 19 2 118 23.6 15 8.2 133 19.5
Cause to Effect 28 3 87 17.4 48 26.1 135 19.8
Consequences 33 1 174 34.9 40 21.7 214 31.3

Σ 499 184 683

Table 3: Overview of the four schemes and their frequency in the EthiX (Bezou-Vrakatseli et al., 2024) and USTV
(Visser et al., 2021) datasets. The second column, labeled ‘Walton-ID’, shows the canonical scheme numbers as
defined by Walton et al. (2008). The ‘DT-depth’ column (Decision Tree Depth) indicates the number of decisions
required in the trimmed ASK decision tree to correctly identify each scheme (see Figure 1).

Multi-Class Means-End
EthiX USTV EthiX USTV

PR SV PR SV PR SV PR SV

Macro F1 0.63 0.72 0.44 0.44 0.44 0.68 0.33 0.38
Micro F1 0.65 0.72 0.48 0.50 0.45 0.68 0.35 0.45

Table 4: Macro and Micro F1 scores are reported for
multi-class and means-end approaches using two classi-
fication methods: few-shot prompting (PR) with GPT-
4o-mini and a supervised training approach (SV) with
BERT. Results are presented for the EthiX and USTV
datasets.

4.2 Experiments Overview

For each classification approach, we employ
two distinct methods. The first is prompt-
ing, which leverages a large language model—
specifically, GPT-4o-mini (2024-07-18) (OpenAI,
2023). Prompting enables us to provide the model
with the same natural language instructions used by
human annotators, making it particularly suitable
for executing decision trees designed for human
reasoning. The second method is supervised learn-
ing, in which we fine-tune a conventional BERT-
based classifier (Devlin et al., 2019) on the training
data. These two methods also incorporate different
model architectures. GPT-4o-mini processes text
unidirectionally, from left to right, predicting each
token based solely on the preceding tokens. In con-
trast, BERT’s bidirectional architecture allows it
to consider both the preceding and following con-
text around every token simultaneously, enabling a
holistic understanding of the text.

In the multi-class approach using prompting, the
model receives an argument along with a list of
argumentation schemes and is tasked with select-
ing the most appropriate scheme. The prompt also

includes definitions of all the schemes (for an exam-
ple, see Table 1), adapted from Bezou-Vrakatseli
et al. (2024) and based on the original formulations
in Walton et al. (2008). Similarly, the means-end
approach combined with prompting provides the
model with an argument paired with a characteriza-
tion derived from the ASK decision tree, where the
model’s task is to determine which characterization
best applies to the argument. In all prompting-
based methods, we employ a few-shot learning
strategy by including example instances. To mini-
mize randomness and encourage precise, controlled
outputs, we set the temperature to 0.2 and the top-p
value to 0.1 across all tasks. In the multi-class ap-
proach using supervised learning, a single classifier
is trained to differentiate among the four argumen-
tation schemes. In contrast, the supervised learning
means-end approach trains a separate binary clas-
sifier for each of the three nodes in the decision
tree. As a result, nodes deeper in the tree receive
fewer training examples, since each node—except
the root—handles only a subset of the full set of
arguments. Table 4 presents the macro and micro
F1 scores for both the multi-class and means-end
classification approaches. The detailed results for
the multi-class classification methods are shown in
Table 5. Table 6 reports the scores for the means-
end approach, along with the accuracy of the corre-
sponding decision tree nodes. To ensure consistent
evaluation across argument schemes, classification
approaches, and datasets, we sample 10 arguments
per scheme from each dataset. The same set of ar-
guments is used across all experiments to compute
the reported scores.

5 Discussion

Classifying arguments remains a particularly chal-
lenging task, as reflected in our results. First, we
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Multi-Class

EthiX USTV

Prompting Supervised Prompting Supervised
Scheme Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1

Example 1.00 0.40 0.57 0.75 0.60 0.67 0.33 0.10 0.15 0.67 0.60 0.63
Values 0.64 0.70 0.67 0.73 0.80 0.76 0.73 0.80 0.76 0.0 0.0 0.0
Cause to Effect 0.62 0.50 0.56 0.78 0.70 0.74 0.40 0.40 0.40 0.36 0.80 0.50
Consequences 0.59 1.00 0.74 0.67 0.80 0.73 0.38 0.60 0.46 0.67 0.60 0.63

Table 5: Overview of multi-class classification results for Precision (‘Pre.’), Recall (‘Rec.’), and F1 on the EthiX
and USTV datasets. ‘Prompting’ refers to the few-shot approach using the GPT-4o-mini model, while ‘Supervised’
denotes the fine-tuned BERT-based classifier.

Means-End

Prompting Supervised

DT-Nodes DT-Nodes

ID-17 ID-32 ID-47 Scheme classification ID-17 ID-32 ID-47 Scheme classification

Dataset Scheme Acc. Acc. Acc. Pre. Rec. F1 Acc Acc Acc Pre. Rec. F1

EthiX

Example 0.80 0.80 0.70 0.43 0.60 0.50 0.90 0.90 0.60 0.55 0.60 0.57
Values 0.80 0.60 0.44 0.40 0.42 0.90 0.70 0.70 0.70 0.70
Cause to Effect 1.00 0.80 0.60 0.50 0.50 0.50 1.00 0.90 0.70 0.67 0.60 0.63
Consequences 0.30 0.43 0.30 0.35 0.80 0.80 0.80 0.80

USTV

Example 0.60 0.60 0.60 0.22 0.20 0.21 1.00 1.00 0.90 0.36 0.90 0.51
Values 0.40 0.50 0.33 0.20 0.25 1.00 0.0 0.0 0.0 0.0
Cause to Effect 0.90 0.80 0.50 0.50 0.30 0.38 1.00 1.00 0.60 0.50 0.60 0.55
Consequences 0.70 0.37 0.70 0.48 0.30 1.00 0.30 0.46

Table 6: Overview of two classification method for the Means-End approach. ‘Prompting’ refers to the few-shot
prompting method using the GPT-4o-mini model, while ‘Supervised’ denotes the fine-tuned BERT-based classifier.
‘DT-Nodes’ represents the nodes in the ASK decision tree that an argument must pass through to be correctly
classified. The node IDs correspond to those listed in Table 2. The Accuracy (‘Acc.’) columns indicate the
proportion of the 10 arguments per scheme that were correctly identified at the respective decision nodes. Accuracy
is computed by tracing each argument’s correct path through the decision tree and recording the decision at each
node. The Precision (‘Pre.’), Recall (‘Rec.’), and F1 columns represent overall classification performance, with each
argument’s scheme determined by following the decision tree logic. The evaluation is conducted on the EthiX and
USTV datasets.

observe that the supervised learning method con-
sistently outperforms LLM prompting. The limi-
tations of large language models in classification
tasks stem from the nature of their pretraining,
which often does not sufficiently prepare them for
domain-specific or fine-grained distinctions with-
out additional adaptation. It is unlikely that an
LLM has encountered highly specialized tasks—
such as argument scheme classification using a
means-end approach—during its training, which
limits its effectiveness in this context. In contrast,
the supervised learning approach benefits from ex-
plicit fine-tuning on the relevant argument schemes
and datasets, resulting in substantially improved

scores. Classification scores on the EthiX dataset
are consistently higher than those on the USTV
dataset, regardless of the approach or methods used.
This disparity can be attributed to the nature of the
USTV arguments, which are especially difficult
to interpret without a clear understanding of the
specific speech context in which they were made.
In particular, the notably weak scores of the su-
pervised method on the ‘Values’ scheme in the
USTV dataset can be attributed to the extremely
limited number of training examples available for
that category. In contrast, the prompting method
achieves better results for this scheme, leveraging
the extensive pre-training of large language mod-
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els. However, due to the high complexity of the
arguments in the datasets and the small sample size
used for the comparison, these results should be
interpreted with caution.

As shown in Table 4, a comparison of the multi-
class and means-end approaches indicates that,
despite comparable overall F1 scores, the multi-
class approach achieves marginally higher results.
Nonetheless, the scores for the means-end ap-
proach remain solid, especially given the reduced
amount of training data available for nodes deeper
in the classification tree. Examining the scores for
individual schemes reveals varying results. For
the Ethix and ‘Consequences’ schemes, the super-
vised means-end approach achieves the highest F1

score among all compared configurations (Table 6).
In the same configuration, the ‘Example’ scheme
produces the lowest F1 score. A similar variation
in scheme scores is observed in the multi-class
approach (Table 5). This suggests that some ar-
gument schemes (e.g., ‘Consequences’) are easier
to classify than others. A key challenge in clas-
sification arises from the nature of the arguments
themselves: they are often highly enthymematic,
containing implicit or omitted components. In con-
trast, arguments associated with certain schemes
may be more explicit, leading to higher classifica-
tion scores.

One of the key advantages of the means-end
approach is its explainability, as illustrated in Ta-
ble 6. Here, differences appear notably at the
root node ID-17. For most schemes—except
‘Consequences’—the prompting method classifies
this node correctly. However, since this node is
intended to distinguish ‘Consequences’ from other
schemes, it is not an appropriate choice at this point.
In contrast, the supervised learning method shows
better accuracy in detecting ‘Consequences’ argu-
ments. We also observe that node ID-47 consis-
tently struggles to differentiate between the ‘Ex-
ample’ and ‘Cause to Effect’ schemes across both
prompting and supervised learning methods in both
datasets. This kind of insight underscores a key ad-
vantage of the means-end approach: when specific
decision points in the tree underperform, human
experts can intervene to refine the relevant nodes,
thereby enhancing the overall system (Visser et al.,
2021). Additionally, the means-end approach of-
fers flexibility by allowing adaptation to the granu-
larity of the classification task. If the objective is
to classify broader categories of argument schemes
rather than individual ones, the decision tree can

be truncated at a desired depth—for example, by
omitting node ID-47. In doing so, the classifica-
tion process can be adjusted dynamically without
requiring further training.

6 Conclusion

There are several compelling reasons why auto-
mated classification of Walton schemes is valu-
able. First, an automated classifier enables large-
scale analysis of argumentation patterns across di-
verse domains, such as legal reasoning, online de-
bates, and news articles. Second, once a scheme
is classified, it becomes possible to identify cor-
responding critical questions as provided by Wal-
ton et al. (2008), facilitating the detection of er-
rors in argumentation. These critical questions can
also serve as commonplace arguments (Bilu et al.,
2019). Third, schemes support enthymeme recon-
struction, the training of argumentation skills and
critical thinking (Figueras and Agerri, 2024), and
the enhancement of existing debate systems (Ra-
panta and Walton, 2016b). Reliable scheme iden-
tification poses a significant challenge for human
annotators due to the high cognitive load involved
(Bezou-Vrakatseli et al., 2024). Additionally, while
multi-class classification proves more effective for
scheme detection, the means-end approach delivers
comparable results with only a slight decrease in
scores. To this end, the means-end approach of-
fers significant advantages by providing valuable
insights into the classification process, highlighting
potential sources of error, and clearly identifying
which specific argument characteristic are incon-
sistently recognized. Our findings confirm that au-
tomatically detecting argument schemes continues
to be a challenging task. Additionally, our results
show that the supervised training approach lever-
aging BERT surpasses the prompting method in
performance across both multi-class and means-
end approaches.

For future work, several directions are promis-
ing. One avenue is to further fine-tune the decision
tree nodes, particularly those deeper in the tree that
have fewer training examples. In this context, sup-
plementary datasets—including synthetically gen-
erated arguments—may prove valuable. Another
promising direction is the exploration of alternative
datasets that feature more formal argumentation
(Saha and Srihari, 2023; Ruiz-Dolz et al., 2024a).
Hybrid methods for argument scheme classifica-
tion deserve further investigation. For example,
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the vast knowledge contained in large language
models might be used to create contextual informa-
tion that enhances a fine-tuned classifier based on
the means-end framework—thus effectively merg-
ing the advantages of prompting and supervised
learning techniques. Additionally, alternative de-
cision tree structures—such as those proposed by
Macagno (2015) and Macagno (2022)—or other
classification frameworks could be employed to fur-
ther improve classification scores within the means-
end approach.

7 Limitations

The effectiveness of the means-end approach de-
pends on the quality of the underlying decision
tree. For the approach to be practical, each node’s
task must be clearly defined, precise, and easily
interpretable. This enables annotators or language
models to make accurate decisions without rely-
ing on extensive prior knowledge. However, when
tasks are overly complex or ambiguous, the over-
all effectiveness of the approach declines. As a
result, designing an effective decision tree poses a
significant challenge, even for experts.

Ideally, a well-optimized decision tree would po-
sition nodes that classify frequently used schemes
closer to the root, reducing the expected external
path length. However, the ASK decision tree is
imbalanced. For example, identifying an argument
as the frequently used ‘Example’ scheme (see Ta-
ble 3) requires correctly answering three successive
decisions. The more decisions that must be made,
the higher the risk of misclassification. This struc-
tural imbalance is also evident in the original ASK
tree presented by Visser et al. (2021).

Both datasets largely consist of enthymemes,
containing implicit premises or conclusions. In
the EthiX dataset, arguments are drawn from Kialo
debates; however, the specific context—such as
whether an argument supports or attacks another—
is not explicitly provided. In the USTV dataset,
arguments originate from a televised debate, where
many points rely on prior context and earlier topics
that are not directly present within the arguments
themselves. In such cases, contextual understand-
ing and enthymeme reconstruction are essential
for accurate classification by both human annota-
tors and language models. This absence of explicit
context makes the classification task particularly
challenging. A markedly improved outcome is
observed when classifying arguments that strictly

follow the semi-formal Walton scheme definitions,
as demonstrated by Ruiz-Dolz et al. (2024b), with
near perfect F1 scores. Lastly, it should also be
considered that, due to the limited available data,
only 10 arguments could be tested per scheme and
dataset, which restricts the generalizability of the
results.
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Abstract

This paper addresses the problem of cross-
register generalization in argument mining
within political discourse. We examine whether
models trained on adversarial, spontaneous U.S.
presidential debates can generalize to the more
diplomatic and prepared register of UN Secu-
rity Council (UNSC) speeches. To this end,
we conduct a comprehensive evaluation across
four core argument mining tasks. Our experi-
ments show that the tasks of detecting and clas-
sifying argumentative units transfer well across
registers, while identifying and labeling argu-
mentative relations remains notably challeng-
ing, likely due to register-specific differences in
how argumentative relations are structured and
expressed. As part of this work, we introduce
ArgUNSC, a new corpus of 144 UNSC speeches
manually annotated with claims, premises, and
their argumentative links. It provides a resource
for future in- and cross-domain studies and
novel research directions at the intersection of
argument mining and political science.

1 Introduction

Argumentation is integral to human communica-
tion, enabling individuals to express opinions, per-
suade others, and collaboratively reason about the
world. As artificial intelligence systems increas-
ingly assist humans, both in everyday interactions
and in high-stakes decision-making scenarios, their
ability to detect and interpret arguments is more
critical than ever. Therefore, Argumentation Min-
ing (AM) plays a central role in such systems, en-
abling them to identify and structure argumentative
content across a variety of domains, spanning le-
gal decision support (Habernal et al., 2024), edu-
cational tools for developing students’ reasoning
skills (Wambsganss et al., 2021), social media anal-
ysis (Feger and Dietze, 2024; Chakrabarty et al.,
2019), and even autonomous debating technologies
(Slonim et al., 2021).

Building robust AM systems is tightly connected
to high-quality annotated data. However, creat-
ing such datasets across all potential domains and
contexts is time-consuming, costly, and intellectu-
ally demanding. To address this challenge, cross-
domain generalization—a strategy where models
trained in one domain (e.g., legal) are evaluated
in another (e.g., medical)—has emerged (Daxen-
berger et al., 2017; Schaefer et al., 2022; Gemechu
et al., 2024). At the same time, relatively little atten-
tion has been paid to cross-register generalization—
a special case of domain transfer where the broader
discourse remains consistent but the rhetorical
style, structure, or communicative setting varies.
This scenario appears promising and challenging at
the same time, as, on the one hand, registers within
the same domain often share core argumentative
structures, allowing for potential knowledge trans-
fer, particularly when communicative goals such
as persuasion or justification are preserved. On the
other hand, even subtle differences in style, lexi-
cal choices, or discourse organization can hinder
generalization.

To address this open question, our paper focuses
on the challenge of cross-register generalization in
AM within the domain of political discourse. We
contrast U.S. presidential debates and United Na-
tions Security Council (UNSC) speeches, which
represent markedly different registers. Presidential
debate discourse is often spontaneous, and aimed
at persuading a public audience. In contrast, UNSC
speeches are mostly prepared, and delivered in for-
mal institutional settings to articulate national posi-
tions.

Our goal is to investigate whether argumentation
models trained on political speech of one register
can generalize to a speech with a different register.
We evaluate this across four core AM tasks: (1)
Argumentative Component Segmentation (ACS) –
detecting argumentative components (claims and
premises); (2) Argumentative Component Classifi-
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cation (ACC) – distinguishing between claims and
premises; (3) Argumentative Relation Identifica-
tion (ARI) – determining whether a claim and a
premise are argumentatively related; and (4) Ar-
gumentative Relation Classification (ARC) – iden-
tifying whether the relation is support or attack.
For language modeling, we use encoder-based ar-
chitectures (BERT and RoBERTa) and evaluate
performance in both in-register and cross-register
settings. Additionally, we prompt GPT-4 in zero-
and few-shot setups and compare its performance
to that of fine-tuned models.

Beyond this systematic cross-task and cross-
model evaluation, a major part of our contribu-
tion lies in releasing a novel corpus of 144 UNSC
speeches, annotated with claims, premises, and the
relations between them.

Our results reveal that ACS and ACC tasks gen-
eralize well across registers, whereas ARI and
ARC do not, highlighting the greater complexity of
relation-level tasks and their sensitivity to register
variation. Additionally, LLMs consistently under-
perform compared to encoder models fine-tuned
both in in- and cross-register scenarios, with par-
ticularly large performance gaps on ACS and ACC
tasks.

2 Related Work

2.1 Political Argument Mining
Our work contributes to the literature on political
argument mining, motivating a review of existing
political corpora and the specific AM tasks they
support. For example, Menini et al. (2018) intro-
duce a corpus of 1,462 manually annotated argu-
ment pairs drawn from Nixon and Kennedy’s 1960
presidential campaign speeches. The pairs are la-
beled with support and attack relations across five
major political topics.

Similarly, Visser et al. (2020) present the
US2016 corpus, which includes transcriptions of
televised debates leading up to the 2016 US presi-
dential election, as well as audience reactions col-
lected from Reddit.1

Lippi and Torroni (2016a) compile an original
dataset based on the 2015 UK political election
debates, combining textual and audio features and
test whether spoken language cues improve claim
detection.

Another multimodal corpus is presented by
Mestre et al. (2021). Their M-Arg dataset is based

1https://www.reddit.com/

on the US 2020 presidential debates and includes
both audio and transcripts, annotated with claims
and premises and the argumentative relationship
between them across 4,104 sentence pairs.

Haddadan et al. (2019) present a large-scale cor-
pus of 39 U.S. presidential debates spanning from
1960 to 2016, annotated with claims and premises.
They further explore argument filtering and argu-
ment component classification. A recent extension
enriches the corpus with relation annotations and
labels for argumentative fallacy types (Goffredo
et al., 2022). We select this corpus to represent the
presidential debates register in our study.

2.2 Argument Mining under Low-Resource
Conditions

2.2.1 Cross-Domain Generalization

The challenge of transferring models across do-
mains or text genres has been widely studied in
NLP more broadly (Hupkes et al., 2023), and re-
mains particularly difficult in the context of AM.
In an early study, Ajjour et al. (2017) demonstrate
significant generalizability issues for the argument
unit segmentation task across three datasets. Dax-
enberger et al. (2017) undertake systematic exper-
iments in cross-domain claim classification in six
different datasets, and find generally high degrada-
tion compared to in-domain performance. Using
qualitative analysis, they show that the underlying
notions of claim in the datasets vary significantly.
Similarly, Schaefer et al. (2022) use four corpora
of varying genres and sizes and conclude that large
training sets, homogeneous claim ratios, and less
formal language tend to improve generalization. In
a series of relation identification tasks, Gemechu
et al. (2024) propose a benchmark architecture en-
compassing three approaches and conduct experi-
ments on—and across—eight datasets. In line with
previous cross-domain studies, they observe con-
sistently poor performance when detecting support
and attack relations in corpora unseen during train-
ing.

Turning from cross-domain to cross-register se-
tups closer to ours, Blokker et al. (2020) examine
the generalizability of claim detection models by
training on newspaper data and testing on political
party manifestos. Despite linguistic and concep-
tual differences between formats, their BERT-based
model shows strong cross-text performance and
strong overlap in party positions across registers.
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2.2.2 Large Language Models in AM
A rapidly growing body of literature highlights the
remarkable capabilities of Large Language Mod-
els (LLMs) in argument mining (Chen et al., 2024;
Favero et al., 2025; Cabessa et al., 2025; Sviri-
dova et al., 2024). LLMs are particularly well-
suited for low-resource settings, showing strong
performance even with simple instruction prompts.
However, given their recent emergence, research
remains limited and evidence mixed regarding
their performance on AM tasks compared to other
state-of-the-art models. For instance, Gorur et al.
(2025) examine argument relation identification
and find that prompted LLMs significantly outper-
form RoBERTa across 11 datasets. On the other
hand, Ruiz-Dolz and Lawrence (2023) find that
fine-tuned RoBERTa outperforms GPT-4 in most
cases in the context of argumentative fallacy detec-
tion.

3 Data

3.1 US Presidential Debates

As a starting point for our register transfer experi-
ments, we focus on presidential debates discourse.
We adopt the large-scale US-ElecDeb16To60 v.01
corpus (hereafter, USElecDeb), introduced by
Haddadan et al. (2019). The corpus comprises
transcripts from 39 U.S. presidential and vice-
presidential debates spanning from 1960 to 2016.
These transcripts were originally obtained from the
Commission on Presidential Debates2.

The USElecDeb corpus contains annotations
of argumentative components, namely claims and
premises. According to Haddadan et al. (2019),
in political debate discourse, a claim may take the
form of an advocated policy, a candidate’s stance
on a policy, an opinion on a particular issue, or their
personal judgment. To justify their claims, politi-
cians provide premises (sometimes referred to as
evidence in the AM literature (e.g., Cheng et al.
(2022); Lippi and Torroni (2016b)), which may in-
clude references to specific events, data, outcomes
of past policies, etc.

Importantly, annotations in the original corpus
are made on the component level, with components
defined as the minimal discourse units that inde-
pendently convey argumentative meaning. Such
units can span the entire sentence or be more gran-
ular, e.g., take the form of a clause. For modeling

2https://www.debates.org/

purposes, the authors map the component-level an-
notations to the sentence level, a setup we adopt
in our experiments as well. Table 1 provides the
sentence-level distribution of claims and premises
in the USElecDeb corpus.

Level Total Arg Non-Arg Claim Premise

Sent. 29.621 22.280 7.252 11.964 10.316

Table 1: Distribution of argumentative sentence types
in the USElecDeb.

While the original dataset did not include rela-
tion annotations, these were later introduced by
Goffredo et al. (2022) as part of a study on fal-
lacy detection. In addition to augmenting the cor-
pus with relational links (support or attack) be-
tween components, this extended version also in-
cludes transcripts from Biden-Trump debates held
in 2020.3 We use this enhanced version for our ex-
periments on Argumentative Relation Identification
(ARI) and Argumentative Relation Classification
(ARC). The summary statistics on support vs. at-
tack sentence pairs is presented in Table 2.

Level Total Support Attack

Sent. 25.524 21.689 3.835

Table 2: Distribution of support/attack sentence-pairs in
the USElecDeb.

Example (1) represents an argumentative struc-
ture in USElecDeb. Claims are marked in bold,
premises in Italics, and the component boundaries
are additionally indicated by [square brackets]. In
this example, both premises support the claim.

(1) Nixon-Kennedy, September 26, 1960:

NIXON: We often hear gross national prod-
uct discussed, and in that respect may I say that
[when we compare the growth in this Administra-
tion with that of the previous Administration that
then there was a total growth of eleven percent
over seven years]Premise1 ; [in this Administration
there has been a total growth of nineteen percent
over seven years]Premise2 . [That shows that there’s
been more growth in this Administration than
in its predecessor]Claim.

3https://github.com/pierpaologoffredo/
ElecDeb60to20/tree/main
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3.2 UN Security Council Speeches
The United Nations Security Council (UNSC) is
a principal body responsible for maintaining in-
ternational peace and security; it convenes when
global conflicts, crises, or threats to peace require
collective diplomatic response. The UNSC dis-
course was selected as a contrasting register to pres-
idential debates in our cross-register experiments.
Its largely formal and pre-written language differs
markedly from the spontaneous and often emo-
tionally charged language of debates. Beyond this
stylistic divergence, it also holds intrinsic value for
argument mining due to its high-stakes discourse
in which nations articulate their positions through
structured and strategic reasoning.

To collect the data, we use the raw corpus
of UNSC speeches published by Schönfeld et al.
(2019). We select speeches from the years 2014 to
2018, a period marked by the onset of the Russia-
Ukraine conflict—a topic that prompted diverse
and rich argumentative positions from various coun-
tries. In addition to discussions of this conflict, a
few speeches address issues related to the UNSC’s
Women, Peace, and Security (WPS) agenda. The fi-
nal dataset includes 144 speeches delivered by rep-
resentatives from 24 different nations. Appendix A
details the distribution of speeches by country and
year. Notably, our corpus was developed in par-
allel with UNSCon (Zaczynska et al., 2024) and
contains 44 overlapping speeches, enabling joint
analyses of argumentation structures and conflict
discourse in diplomatic setting in future work.

Level Total Arg Non-Arg Claim Premise

Sent. 4.765 4.105 660 2.081 2.024

Table 3: Distribution of argumentative types across sen-
tences in the ArgUNSC.

Level Total Claim Premise

Component 4.584 2.328 2.256

Table 4: Distribution of claim and premise components
in the ArgUNSC.

During annotation, claims and premises were
marked on a component level, following Haddadan
et al. (2019). To identify and distinguish argument
components, we initially relied on the guidelines
provided by the authors of USElecDeb. We note
that, as the genres are slightly different, we met

Level Total Support Attack

Component 2.973 2.623 350

Table 5: Distribution of support/attack argumentative-
component pairs in the ArgUNSC.

N premises N components

no premise 640

one premise 1007

two premises 381

three premises 156

> three premises 144

Table 6: Distribution of the number of premises per one
claim in the ArgUNSC corpus.

several types of arguments that are specific to our
data, which resulted in some annotation guideline
extensions. In particular, diplomatic speeches fo-
cusing on military conflict often include claims that
express the speaker nation’s interpretation or evalu-
ation of the current situation, their position on the
actions of other parties, or proposals for conflict
mitigation. Typical premises in this context involve
references to concrete events or official documents.
These statements frequently include details such
as dates, actors involved, actions taken, and conse-
quences observed, as illustrated in Example (2).

A support relation indicates that the premise pro-
vides a reason to believe the claim, as in Example
(2), while an attack relation represents an opposing
position—typically anticipating or addressing po-
tential objections a hearer might raise, as shown in
Example (3).

(2) United Kingdom, 2014:
[The situation in eastern Ukraine has contin-

ued to deteriorate]Claim. [Armed groups stormed
the Prosecutor’s office in Donetsk yesterday, fur-
ther increasing the number of Government build-
ings occupied since the 17 April Geneva agree-
ment]Premise

(3) China, 2014:
China notes that, [since the signing of the Minsk

agreements between the Ukrainian Government
and eastern militias at the beginning of Septem-
ber, there have been no large-scale armed clashes
in eastern Ukraine]Premise. However, [the security
situation on the ground still remains fragile with
sporadic violent attacks in violation of the cease-
fire agreement, causing casualties and damage
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to infrastructure]Claim
We report statistics of the dataset for both

sentence- and component levels. (Tables 3 and
4). Like in the USElecDeb corpus, we observe that
claims slightly outnumber premises, which is not
rare in political discourse, where speakers do not
always provide premises to justify their claims.

We also note that, according to our guidelines,
claims can relate to more than one premise at a
time. Similarly, one premise may relate to one or
more claims. In our corpus, we observe consider-
able variation in the number of premises per claim,
ranging from none to more than three, as shown
in Table 6. Regarding relations, as seen from the
tables 2 and 5, in both UNSC speeches and pres-
idential debates, premises predominantly support
rather than attack claims, reflecting speakers’ ten-
dency to reinforce their position, no matter if one
is speaking on behalf of a country or campaigning
for the presidency.

Three annotators with backgrounds in compu-
tational linguistics participated in the annotation
process. First, A1 and A2 collaboratively devel-
oped the annotation guidelines, using several test
speeches to explore the intricacies of the corpus
and iteratively refine the guidelines. After this pi-
lot phase, A1 completed the full annotation of the
corpus. Subsequently, A2 independently annotated
29 documents (excluding the test set), representing
20% of the corpus), labeling argumentative com-
ponents as claims or premises. The annotation of
argumentative relations (support/attack) was then
performed by a third annotator (A3), who had ac-
cess to the existing fixed component boundaries
established by A2. The annotation process was
carried out using the INCEpTION software (Klie
et al., 2018).

Inter-annotator agreement (IAA) was measured
using Cohen’s κ statistic, calculated at the sentence
level. First, we assessed whether annotators agreed
on the sentence’s argumentative status (κ = 0.69).
Next, considering only sentences both annotators
identified as argumentative, we measured agree-
ment on whether the sentence contained a claim or
a premise (κ = 0.77). To compute IAA for relations,
we considered the sentence-pair level. Within each
speech, we generated the set of all possible claim-
premise pairs of sentences and calculate agreement
on whether each pair is labeled as support, attack,
or no relation (κ = 0.68). Thus, we report over-
all substantial agreement on argument component
and relation annotation tasks (Artstein and Poesio,

2008). A1’s labels serve as gold standard.

4 Methodology

4.1 Argument Mining Pipeline

Following Liu et al. (2023), we divide argumen-
tation mining into the following four steps. We
approach each step as a binary classification task,
precisely formulated as follows.

Argumentative Component Segmentation
(ACS). Given a sentence X , predict whether it con-
tains an argumentative component (can be either a
claim or a premise) or not.

Argumentative Component Classification
(ACC). Given an argumentative sentence X , pre-
dict whether it contains a claim or a premise.

Argumentative Relation Identification (ARI).
Given a pair of sentences (or components) (X,Y ),
the task is to predict whether X is argumentatively
related to Y (as either support or attack), or not. For
training, we randomly generate an equal number of
unrelated pairs by sampling sentences (or compo-
nents) from speeches in close temporal proximity—
specifically, within eight speeches before or after
the given speech—thereby ensuring comparable
contextual conditions.

Argumentative Relation Classification (ARC).
Given a pair of argumentatively related sentences
(or components) (X,Y ), predict whether X and Y
are in a support or attack relationship.

All tasks are first performed at the sentence
level. For ACS, a sentence is labeled argumen-
tative if it contains at least one argumentative com-
ponent—claim or premise. For ACC, since a sen-
tence may contain both a claim and a premise, we
follow Haddadan et al. (2019) and assign the la-
bel based on the longer component. For ARI and
ARC, we consider a sentence pair (X,Y ) as related
if a component in X is linked to a component in
Y . While the sentence-level setup is straightfor-
ward, we acknowledge that it may obscure infor-
mation when multiple components appear in the
same sentence. In our corpus, this happens in about
7% of cases, which poses particular challenges for
relation-based tasks. Therefore, we also report
component-level results for ARI and ARC.

4.2 Experimental Setup

We treat all tasks as sequence classification and fine-
tune transformer-based encoders using the bert-for-
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Evaluation Label Majority Vote BERT RoBERTa
F1 P R F1 P R F1

IR–USElecDebsentence

Argument 0.810 0.877 0.939 0.907 0.883 0.945 0.913
Not Argument 0.000 0.717 0.541 0.617 0.745 0.563 0.641
Avg Macro 0.551 0.797 0.740 0.762 0.814 0.754 0.777

IR–ArgUNSCsentence

Argument 0.926 0.936
± 0.008

0.973
± 0.008

0.954
± 0.004

0.937
± 0.008

0.978
± 0.005

0.957
± 0.004

Not Argument 0.000 0.778
± 0.043

0.586
± 0.055

0.667
± 0.038

0.810
± 0.029

0.591
± 0.056

0.682
± 0.039

Avg Macro 0.463 0.857
± 0.022

0.780
± 0.026

0.810
± 0.021

0.874
± 0.015

0.784
± 0.027

0.819
± 0.021

CRsentence

Argument 0.926 0.916 0.980 0.947 0.930 0.965 0.947
Not Argument 0.000 0.776 0.441 0.562 0.713 0.547 0.619
Avg Macro 0.463 0.846 0.710 0.754 0.822 0.756 0.783

Table 7: F1-score for the majority vote baseline and Precision (P), Recall (R), and F1-scores for BERT and RoBERTa.
Task: Argumentative Component Segmentation (ACS) in in-register and cross-register settings.

Evaluation Label Majority Vote BERT RoBERTa
F1 P R F1 P R F1

IR–USElecDebsentence

Claim 0.677 0.671 0.754 0.710 0.660 0.806 0.726
Premise 0.000 0.705 0.614 0.656 0.736 0.567 0.640
Avg Weighted 0.346 0.688 0.685 0.684 0.698 0.689 0.684

IR–ArgUNSCsentence

Claim 0.673 0.716
± 0.006

0.850
± 0.019

0.777
± 0.006

0.757
± 0.029

0.766
± 0.027

0.761
± 0.009

Premise 0.000 0.809
± 0.014

0.653
± 0.028

0.722
± 0.014

0.756
± 0.014

0.745
± 0.045

0.750
± 0.020

Avg Weighted 0.341 0.762
± 0.006

0.753
± 0.007

0.750
± 0.008

0.757
± 0.014

0.755
± 0.014

0.755
± 0.013

CRsentence

Claim 0.673 0.698 0.801 0.746 0.719 0.772 0.745
Premise 0.000 0.759 0.643 0.696 0.747 0.690 0.717
Avg Weighted 0.341 0.728 0.723 0.721 0.733 0.732 0.731

Table 8: F1-score for the majority vote baseline and Precision (P), Recall (R), and F1-scores for BERT and RoBERTa.
Task: Argumentative Component Classification (ACC) in in-register and cross-register settings.

sequence-classification framework4, which builds
on HuggingFace Transformers (Wolf et al., 2020).
We use bert-base-uncased (Devlin et al., 2019) and
roberta-base (Liu et al., 2019), both comprising
12 transformer layers with 12 attention heads each.
A linear classification head is placed on top of the
final hidden state. Models are trained using the
Adam optimizer (Kingma and Ba, 2014) and nega-
tive log-likelihood loss. We compare performances
of BERT and RoBERTa against a majority vote
baseline, which always predicts the most frequent
class.

Regarding training, we find that two epochs are
optimal for fine-tuning on the large USElecDeb
corpus across all tasks. In contrast, the smaller size
of ArgUNSC benefits from longer training, and we
fix the number of epochs between 6 and 8 for all
cross-validation runs.

4https://pypi.org/project/
bert-for-sequence-classification/

In addition to experimenting with encoder-only
models like BERT and RoBERTa, we evaluate a
GPT-4 LLM developed by OpenAI (OpenAI, 2023).
We prompt GPT-4 under two conditions: zero-shot
and few-shot. In the zero-shot setup, the model
is given only task instructions without any labeled
examples. In the few-shot setup, the prompt is aug-
mented with three labeled examples per class. For
instance, in the ACS task, the prompt includes three
sentences labeled as arguments and three labeled as
non-arguments to guide the model’s classification.

4.3 Evaluation Setup

Our experiments are designed to evaluate model
performance both within and across two corpora.
We consider three main scenarios: (a) fine-tuning
and testing on the large-scale USElecDeb corpus
(serving as an in-register baseline), (b) fine-tuning
and testing on the smaller ArgUNSC corpus, and
(c) fine-tuning on USElecDeb and testing on Ar-
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Evaluation Label Majority Vote BERT RoBERTa
F1 P R F1 P R F1

IR–USElecDebsentence

Relation 0.666 0.696 0.824 0.755 0.754 0.876 0.810
No Relation 0.000 0.785 0.640 0.705 0.852 0.714 0.777
Avg Weighted 0.333 0.741 0.732 0.730 0.803 0.795 0.794

IR–ArgUNSCsentence

Relation 0.667 0.664
± 0.023

0.738
± 0.048

0.697
± 0.011

0.698
± 0.022

0.774
± 0.031

0.733
± 0.007

No Relation 0.000 0.706
± 0.020

0.623
± 0.061

0.659
± 0.028

0.747
± 0.013

0.662
± 0.048

0.700
± 0.023

Avg Weighted 0.333 0.685
± 0.008

0.680
± 0.009

0.678
± 0.011

0.722
± 0.008

0.718
± 0.011

0.717
± 0.012

IR–ArgUNSCcomponent

Relation 0.670 0.642
± 0.009

0.712
± 0.040

0.675
± 0.019

0.708
± 0.009

0.741
± 0.062

0.723
± 0.025

No Relation 0.000 0.678
± 0.024

0.603
± 0.027

0.637
± 0.011

0.732
± 0.043

0.693
± 0.036

0.710
± 0.006

Avg Weighted 0.335 0.660
± 0.014

0.657
± 0.012

0.656
± 0.011

0.720
± 0.019

0.717
± 0.014

0.717
± 0.013

CRsentence

Relation 0.667 0.541 0.922 0.682 0.536 0.960 0.688
No Relation 0.000 0.738 0.219 0.338 0.808 0.169 0.279
Avg Weighted 0.333 0.640 0.571 0.510 0.672 0.564 0.484

Table 9: F1-score for the majority vote baseline and Precision (P), Recall (R), and F1-scores for BERT and RoBERTa.
Task: Argumentative Relation Identification (ARI) in in-register and cross-register settings on both sentence and
component levels.

gUNSC to evaluate cross-register generalization
ability of models. Hereinafter, we adopt the IR ab-
breviation for the in-register experiments and CR
for the cross-register ones.

For all experiments involving USElecDeb, we
use the official training and testing splits provided
by the authors. In the CR setting, we fine-tune the
models on the USElecDeb training set and evaluate
on the full ArgUNSC corpus. For IR experiments
on ArgUNSC, we follow a 5-fold stratified cross-
validation protocol and report mean and standard
deviation. GPT-4 setups are evaluated using the
entire ArgUNSC.

Across all IR and CR settings, and for both
encoder-based models and LLMs, each of the four
stages in the argument mining pipeline is evaluated
using gold standard labels, without propagating
errors from one step to the next.

5 Results and Discussion

5.1 In- and Cross-Register Performance

Table 7 presents IR and CR results on the Ar-
gumentative Component Segmentation (ACS)
task. First, we observe that in-register (IR) per-
formance for both ArgUNSC and USElecDeb is
moderately high, with RoBERTa approaching an
F1 score of 0.8, indicating that argument segmen-
tation (ACS) is a fairly solvable task in both cor-
pora, even with class imbalance. We also note that,

with per-class F1 scores of 0.913 and 0.641, our
RoBERTa model performs competitively compared
to the LSTM predictions reported in Haddadan
et al. (2019), which are 0.913 and 0.547, respec-
tively. In the cross-register (CR) setting, RoBERTa
achieves an F1 score of 0.783, which—when com-
pared to the strong majority vote baselines in IR
and CR—suggests robust generalization, both over-
all and at the class level. BERT follows a sim-
ilar pattern, showing solid cross-register perfor-
mance, although RoBERTa consistently outper-
forms it across all setups.

Results for the Argumentative Component
Classification (ACC) task are shown in Table 8.
First, we again note a competitive performance of
our RoBERTa (0.684) compared to Haddadan et al.
(2019)’s LSTM (0.673). Generally, while perfor-
mance in both IR and CR settings hovers around the
0.7 F1 mark, there is a consistent drop compared
to ACS, reflecting the higher complexity of compo-
nent type classification. Nevertheless, both BERT
and RoBERTa generalize remarkably well: in the
CR setup, they achieve F1 scores of 0.721 and
0.731 accordingly, surpassing even their IR perfor-
mance on USElecDeb. This suggests that the con-
ceptual distinction between claims and premises
is relatively stable across the two political speech
genres.

Argumentative Relation Identification (ARI)
results are summarized in Table 9. In the IR set-
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Evaluation Label Majority Vote BERT RoBERTa
F1 P R F1 P R F1

IR–USElecDebsentence

Support 0.919 0.890 0.970 0.929 0.908 0.954 0.931
Attack 0.000 0.658 0.326 0.436 0.639 0.456 0.532
Avg Macro 0.459 0.774 0.648 0.682 0.773 0.705 0.731

IR–ArgUNSCsentence

Support 0.937 0.918
± 0.008

0.973
± 0.006

0.944
± 0.003

0.937
± 0.014

0.958
± 0.016

0.947
± 0.005

Attack 0.000 0.628
± 0.039

0.349
± 0.075

0.444
± 0.068

0.630
± 0.047

0.511
± 0.126

0.551
± 0.049

Avg Macro 0.469 0.773
± 0.022

0.661
± 0.035

0.694
± 0.035

0.783
± 0.021

0.735
± 0.057

0.749
± 0.031

IR–ArgUNSCcomponent

Support 0.936 0.925
± 0.006

0.974
± 0.007

0.949
± 0.003

0.943
± 0.009

0.973
± 0.010

0.958
± 0.003

Attack 0.000 0.673
± 0.060

0.399
± 0.055

0.497
± 0.044

0.741
± 0.065

0.548
± 0.075

0.624
± 0.040

Avg Macro 0.468 0.799
± 0.029

0.686
± 0.026

0.723
± 0.023

0.842
± 0.030

0.761
± 0.034

0.791
± 0.021

CRsentence

Support 0.937 0.884 0.994 0.936 0.895 0.982 0.937
Attack 0.000 0.320 0.023 0.043 0.511 0.137 0.216
Avg Macro 0.469 0.602 0.508 0.489 0.703 0.560 0.576

Table 10: F1-score for the majority vote baseline and Precision (P), Recall (R), and F1-scores for BERT and
RoBERTa. Task: Argumentative Relation Classification (ARC) in in-register and cross-register settings on both
sentence and component levels.

tings, models perform reasonably well, with F1
scores surpassing 0.79 on RoBERTa—comparable
to or even exceeding results from ACC, despite
ARI typically being considered the more complex
task.

In contrast, cross-register generalization (CR) re-
veals a substantial performance drop: the weighted
F1 score decreases to 0.484 for RoBERTa and
0.510 for BERT. Notably, the model barely im-
proves over the majority vote baseline for the Rela-
tion class. A likely explanation lies in the structural
differences between corpora. In the USElecDeb
corpus, argumentative relations are annotated not
only between premises and claims but also between
claims and between premises. This variation likely
introduces noise and confuses the model at infer-
ence time.

We also report component-level results for ARI,
where we expected a performance gain due to more
granular inputs. However, the results remain on par
with the sentence-level setting.

Argumentative Relation Classification (ARC)
results are reported in Table 10. In the IR settings,
both models perform well, but RoBERTa proves to
be more competitive. We note that Attack relations
remain substantially harder than Support relations,
consistently showing F1 scores below 0.65 – even
IR.

The CR scenario further highlights this difficulty.
While Support generalizes well (0.937 F1 with

RoBERTa), Attack F1 drops to 0.216, pulling the
macro average down to 0.576 on RoBERTa. These
results suggest that although positive argumentative
relations transfer reliably across registers, adversar-
ial patterns (e.g., attacks) are less stable.

Component-level results show slightly improved
performance compared to sentence-level, with a
more pronounced benefit for ARC than ARI. This is
likely because fine-grained component boundaries
benefit the task of distinguishing relation polarity
(support vs. attack) more than the task of relation
existence detection.

General findings can be summarized as follows.
First, RoBERTa consistently outperforms BERT
across all tasks and evaluation settings (with the
only notable exception of ARI in cross-register
setting), confirming its superior contextual repre-
sentation capabilities for argumentative language.
Second, among the four tasks, ACS emerges as
the easiest in the IR setting, likely due to the pres-
ence of clear lexical markers. In contrast, ARC
proves to be the most challenging, as it demands
nuanced modeling of argument polarity. Third, for
ARC, moving from sentence- to component-level
modeling substantially improves performance, par-
ticularly in the ArgUNSC IR setting. RoBERTa
achieves near 0.80 F1, underscoring the value of in-
creased granularity in argumentative polarity classi-
fication. Finally, regarding generalization, the best
transfer is observed for ACC and ACS. ARC ex-
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Task IR CR GPT-4 zero GPT-4 few

ACS 0.819 0.783 0.652 0.767
ACC 0.755 0.733 0.683 0.706
ARI 0.717 0.484 0.594 0.562
ARC 0.749 0.576 0.636 0.639

Table 11: F1 scores (average macro for tasks ACS and
ARC and average weighted for tasks ACC and ARI) for
GPT-4-prompting methods compared with the IR and
CR predictions (RoBERTa).

hibits moderate robustness, suggesting that relation
polarity (e.g., support vs. attack) transfers more
reliably than the identification of whether a relation
exists at all. ARI remains the most difficult to gen-
eralize, potentially due to cross-register differences
in density, directionality, and linking strategies in
underlying argument structure graphs.

5.2 Comparison to GPT-4 models

Table 11 presents the results of zero-shot and few-
shot prompting using the GPT-4 model across the
four core argument mining tasks on ArgUNSC
dataset. Overall, GPT-4 underperforms compared
to fine-tuned RoBERTa models in all IR and half
of the CR scenarios. The gap is particularly pro-
nounced in tasks ACS (0.819 IR and 0.783 CR
vs. 0.767 few-shot) and ACC (0.755 IR and 0.733
CR vs 0.706 few-shot). On ARI and ARC, zero-
and few-shot prompting outperforms the CR setup,
but it still falls short of IR-fine-tuned RoBERTa on
these tasks with.

This may be because fine-tuned BERT-based
models are directly adapted to the domain, reg-
ister and context intricacies of the dataset, while
prompting alone often fails to capture such sub-
tleties—especially for complex discourse tasks
like argumentative relation detection in political
speech. Fine-tuning large open-weight models such
as LLaMA (Touvron et al., 2023) or Mistral (Jiang
et al., 2023) could address this gap.

6 Conclusion

Our work presents a comprehensive study of cross-
register generalization in argument mining within
political discourse. We introduce ArgUNSC, a new
manually annotated corpus of UN Security Council
speeches, and benchmark four core AM tasks.

We acknowledge several limitations. The study
is restricted to the English language and two politi-
cal registers. Further, our sentence-level setup sim-
plifies structures in multi-component sentences,—

future work may explore more fine-grained ap-
proaches, such as token-level prediction.

In the future, we plan to conduct a qualitative
error analysis to identify which register-specific
differences contribute to model failures in ARI and
ARC.

Beyond its value for argument mining pipelines,
ArgUNSC also opens new avenues for political
science research, such as analyzing how nations
justify their own or foreign policies and rhetorically
align with allies or opponents.

Reproducibility

The new ArgUNSC dataset, annotation
guidelines and Python scripts can be found
at: https://github.com/mpoiaganova/
political-argument-mining

Acknowledgements

The work was supported by the Deutsche
Forschungsgemeinschaft (DFG), project
(448421482) "Trajectories of Conflict: The
Dynamics of Argumentation in the UN Security
Council“.

We thank Costanza Rasi, Dietmar Benndorf, and
Karolina Zaczynska for their support with data an-
notation and corpus preparation.

References
Yamen Ajjour, Wei-Fan Chen, Johannes Kiesel, Hen-

ning Wachsmuth, and Benno Stein. 2017. Unit seg-
mentation of argumentative texts. In 4th Workshop
on Argumentation Mining, pages 118–128.

Ron Artstein and Massimo Poesio. 2008. Inter-coder
agreement for computational linguistics. Computa-
tional linguistics, 34(4):555–596.

Nico Blokker, Erenay Dayanik, Gabriella Lapesa, and
Sebastian Padó. 2020. Swimming with the tide? po-
sitional claim detection across political text types. In
Proceedings of the Fourth Workshop on Natural Lan-
guage Processing and Computational Social Science,
pages 24–34, Online. Association for Computational
Linguistics.

Jérémie Cabessa, Hugo Hernault, and Umer Mushtaq.
2025. Argument mining with fine-tuned large lan-
guage models. In Proceedings of the 31st Inter-
national Conference on Computational Linguistics,
pages 6624–6635, Abu Dhabi, UAE. Association for
Computational Linguistics.

Tuhin Chakrabarty, Christopher Hidey, Smaranda Mure-
san, Kathy McKeown, and Alyssa Hwang. 2019.
AMPERSAND: Argument mining for PERSuAsive

213

https://github.com/mpoiaganova/political-argument-mining
https://github.com/mpoiaganova/political-argument-mining
https://doi.org/10.18653/v1/2020.nlpcss-1.3
https://doi.org/10.18653/v1/2020.nlpcss-1.3
https://aclanthology.org/2025.coling-main.442/
https://aclanthology.org/2025.coling-main.442/
https://doi.org/10.18653/v1/D19-1291


oNline discussions. In Proceedings of the 2019 Con-
ference on Empirical Methods in Natural Language
Processing and the 9th International Joint Confer-
ence on Natural Language Processing (EMNLP-
IJCNLP), pages 2933–2943, Hong Kong, China. As-
sociation for Computational Linguistics.

Guizhen Chen, Liying Cheng, Anh Tuan Luu, and Li-
dong Bing. 2024. Exploring the potential of large
language models in computational argumentation. In
Proceedings of the 62nd Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 2309–2330, Bangkok, Thailand.
Association for Computational Linguistics.

Liying Cheng, Lidong Bing, Ruidan He, Qian Yu, Yan
Zhang, and Luo Si. 2022. IAM: A comprehensive
and large-scale dataset for integrated argument min-
ing tasks. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 2277–2287, Dublin,
Ireland. Association for Computational Linguistics.

Johannes Daxenberger, Steffen Eger, Ivan Habernal,
Christian Stab, and Iryna Gurevych. 2017. What is
the essence of a claim? cross-domain claim identi-
fication. In Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing,
pages 2055–2066, Copenhagen, Denmark. Associa-
tion for Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. In Proceedings of the 2019 conference of the
North American chapter of the association for com-
putational linguistics: human language technologies,
volume 1 (long and short papers), pages 4171–4186.

Lucile Favero, Juan Antonio Pérez-Ortiz, Tanja Käser,
and Nuria Oliver. 2025. Leveraging small llms for
argument mining in education: Argument component
identification, classification, and assessment. arXiv
preprint arXiv:2502.14389.

Marc Feger and Stefan Dietze. 2024. TACO – Twitter
arguments from COnversations. In Proceedings of
the 2024 Joint International Conference on Compu-
tational Linguistics, Language Resources and Evalu-
ation (LREC-COLING 2024), pages 15522–15529,
Torino, Italia. ELRA and ICCL.

Debela Gemechu, Ramon Ruiz-Dolz, and Chris Reed.
2024. Aries: A general benchmark for argument re-
lation identification. In 11th Workshop on Argument
Mining, ArgMining 2024, pages 1–14. Association
for Computational Linguistics (ACL).

Pierpaolo Goffredo, Shohreh Haddadan, Vorakit Vorak-
itphan, Elena Cabrio, and Serena Villata. 2022. Fal-
lacious argument classification in political debates.
In Thirty-First International Joint Conference on Ar-
tificial Intelligence {IJCAI-22}, pages 4143–4149.
International Joint Conferences on Artificial Intelli-
gence Organization.

Deniz Gorur, Antonio Rago, and Francesca Toni. 2025.
Can large language models perform relation-based
argument mining? In Proceedings of the 31st Inter-
national Conference on Computational Linguistics,
pages 8518–8534, Abu Dhabi, UAE. Association for
Computational Linguistics.

Ivan Habernal, Daniel Faber, Nicola Recchia, Sebastian
Bretthauer, Iryna Gurevych, Indra Spiecker genannt
Döhmann, and Christoph Burchard. 2024. Mining
legal arguments in court decisions. Artificial Intelli-
gence and Law, 32(3):1–38.

Shohreh Haddadan, Elena Cabrio, and Serena Villata.
2019. Yes, we can! mining arguments in 50 years of
US presidential campaign debates. In Proceedings of
the 57th Annual Meeting of the Association for Com-
putational Linguistics, pages 4684–4690, Florence,
Italy. Association for Computational Linguistics.

Dieuwke Hupkes, Mario Giulianelli, Verna Dankers,
Mikel Artetxe, Yanai Elazar, Tiago Pimentel, Chris-
tos Christodoulopoulos, Karim Lasri, Naomi Saphra,
Arabella Sinclair, et al. 2023. A taxonomy and review
of generalization research in nlp. Nature Machine
Intelligence, 5(10):1161–1174.

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-
sch, Chris Bamford, Devendra Singh Chaplot, Diego
de las Casas, Florian Bressand, Gianna Lengyel, Guil-
laume Lample, Lucile Saulnier, Lélio Renard Lavaud,
Marie-Anne Lachaux, Pierre Stock, Teven Le Scao,
Thibaut Lavril, Thomas Wang, Timothée Lacroix,
and William El Sayed. 2023. Mistral 7b. Preprint,
arXiv:2310.06825.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.

Jan-Christoph Klie, Michael Bugert, Beto Boullosa,
Richard Eckart De Castilho, and Iryna Gurevych.
2018. The inception platform: Machine-assisted and
knowledge-oriented interactive annotation. In Pro-
ceedings of the 27th international conference on com-
putational linguistics: system demonstrations, pages
5–9.

Marco Lippi and Paolo Torroni. 2016a. Argument min-
ing from speech: Detecting claims in political de-
bates. In Proceedings of the AAAI conference on
artificial intelligence, volume 30.

Marco Lippi and Paolo Torroni. 2016b. Margot: A web
server for argumentation mining. Expert Systems
with Applications, 65:292–303.

Boyang Liu, Viktor Schlegel, Riza Batista-Navarro, and
Sophia Ananiadou. 2023. Argument mining as a
multi-hop generative machine reading comprehen-
sion task. In Findings of the Association for Com-
putational Linguistics: EMNLP 2023, pages 10846–
10858, Singapore. Association for Computational
Linguistics.

214

https://doi.org/10.18653/v1/D19-1291
https://doi.org/10.18653/v1/2024.acl-long.126
https://doi.org/10.18653/v1/2024.acl-long.126
https://doi.org/10.18653/v1/2022.acl-long.162
https://doi.org/10.18653/v1/2022.acl-long.162
https://doi.org/10.18653/v1/2022.acl-long.162
https://doi.org/10.18653/v1/D17-1218
https://doi.org/10.18653/v1/D17-1218
https://doi.org/10.18653/v1/D17-1218
https://aclanthology.org/2024.lrec-main.1349/
https://aclanthology.org/2024.lrec-main.1349/
https://aclanthology.org/2025.coling-main.569/
https://aclanthology.org/2025.coling-main.569/
https://doi.org/10.18653/v1/P19-1463
https://doi.org/10.18653/v1/P19-1463
https://arxiv.org/abs/2310.06825
https://doi.org/10.18653/v1/2023.findings-emnlp.724
https://doi.org/10.18653/v1/2023.findings-emnlp.724
https://doi.org/10.18653/v1/2023.findings-emnlp.724


Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Stefano Menini, Elena Cabrio, Sara Tonelli, and Serena
Villata. 2018. Never retreat, never retract: Argumen-
tation analysis for political speeches. In Proceedings
of the AAAI Conference on Artificial Intelligence,
volume 32.

Rafael Mestre, Razvan Milicin, Stuart E. Middleton,
Matt Ryan, Jiatong Zhu, and Timothy J. Norman.
2021. M-arg: Multimodal argument mining dataset
for political debates with audio and transcripts. In
Proceedings of the 8th Workshop on Argument Min-
ing, pages 78–88, Punta Cana, Dominican Republic.
Association for Computational Linguistics.

OpenAI. 2023. Gpt-4 technical report.

Ramon Ruiz-Dolz and John Lawrence. 2023. Detecting
argumentative fallacies in the wild: Problems and
limitations of large language models. In Proceedings
of the 10th Workshop on Argument Mining. Associa-
tion for Computational Linguistics.

Robin Schaefer, René Knaebel, and Manfred Stede.
2022. On selecting training corpora for cross-domain
claim detection. In Proceedings of the 9th workshop
on argument mining, pages 181–186.

Mirco Schönfeld, Steffen Eckhard, Ronny Patz, and
Hilde Van Meegdenburg. 2019. The un secu-
rity council debates 1995-2017. arXiv preprint
arXiv:1906.10969.

Noam Slonim, Yonatan Bilu, Carlos Alzate, Roy
Bar-Haim, Ben Bogin, Francesca Bonin, Leshem
Choshen, Edo Cohen-Karlik, Lena Dankin, Lilach
Edelstein, et al. 2021. An autonomous debating sys-
tem. Nature, 591(7850):379–384.

Ekaterina Sviridova, Anar Yeginbergen, Ainara Estar-
rona, Elena Cabrio, Serena Villata, and Rodrigo
Agerri. 2024. CasiMedicos-arg: A medical question
answering dataset annotated with explanatory argu-
mentative structures. In Proceedings of the 2024 Con-
ference on Empirical Methods in Natural Language
Processing, pages 18463–18475, Miami, Florida,
USA. Association for Computational Linguistics.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-
bert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti
Bhosale, et al. 2023. Llama 2: Open founda-
tion and fine-tuned chat models. arXiv preprint
arXiv:2307.09288.

Jacky Visser, Barbara Konat, Rory Duthie, Marcin Kos-
zowy, Katarzyna Budzynska, and Chris Reed. 2020.
Argumentation in the 2016 us presidential elections:
annotated corpora of television debates and social me-
dia reaction. Language Resources and Evaluation,
54(1):123–154.

Thiemo Wambsganss, Tobias Kueng, Matthias Soell-
ner, and Jan Marco Leimeister. 2021. Arguetutor:
An adaptive dialog-based learning system for argu-
mentation skills. In Proceedings of the 2021 CHI
conference on human factors in computing systems,
pages 1–13.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Remi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander Rush. 2020. Trans-
formers: State-of-the-art natural language processing.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38–45, Online. Association
for Computational Linguistics.

Karolina Zaczynska, Peter Bourgonje, and Manfred
Stede. 2024. How diplomats dispute: The un se-
curity council conflict corpus. In Proceedings of the
2024 Joint International Conference on Computa-
tional Linguistics, Language Resources and Evalua-
tion (LREC-COLING 2024), pages 8173–8183.

A ArgUNSC Descriptive Statistics

Year Speeches

2014 93
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2016 11
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Country Speeches

Russia 25

Ukraine 16

United States 15

United Kingdom 11

France 11

China 11

Lithuania 8

Australia 7

Rwanda 6

The Republic of Korea 6

Luxembourg 5

Argentina 4

Chile 4

Nigeria 3

Jordan 2

Sweden 1

Ethiopia 1

Angola 1

Belgium 1

New Zealand 1

Venezuela 1

Spain 1

Chad 1

Indonesia 1

UNSC Briefing 1

Table 13: Number of speeches per country
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Abstract

Psychological research has long suggested that
storytelling can shape beliefs and behaviors by
fostering emotional engagement and narrative
transportation. However, it remains unclear
whether these effects extend to online argumen-
tative discourse. In this paper, we examine
the role of narrative in real-world argumenta-
tion using discussions from the ChangeMyView
subreddit. Leveraging an automatic story de-
tection model, we analyze how narrative use
varies across persuasive comments, user types,
discussion outcomes, and the kinds of change
being sought. While narrative appears more
frequently in some contexts, it is not consis-
tently linked to successful persuasion. No-
tably, highly persuasive users tend to use narra-
tive less, and storytelling does not demonstrate
increased effectiveness for any specific type
of persuasive goals. These findings suggest
that narrative may play a limited and context-
dependent role in online discussions, highlight-
ing the need for computational models of argu-
mentation to account for rhetorical diversity.

1 Introduction

Argumentation is a key form of communication
in online spaces, where people often try to justify
their beliefs, challenge others’ opinions, or per-
suade readers to reconsider their views. Research
in computational argumentation has predominantly
focused on identifying argumentative components
(Lawrence and Reed, 2019), evaluating argument
quality (Wachsmuth et al., 2024), and generating
arguments automatically (Saha and Srihari, 2023).
However, effective persuasion, arguably one of the
primary goals of argumentation, often extends be-
yond logical structure, relying on rhetorical strate-
gies such as framing, emotional appeal, and narra-
tive (Nabi and Green, 2015). Among these strate-
gies, narrative remains relatively underexplored in
existing computational approaches.

In social sciences, narrative has been extensively
studied as a persuasive strategy. A substantial body
of research highlights the role of narrative trans-
portation in enhancing persuasive effects (Fitzger-
ald and Green, 2017). Narrative transportation
refers to the psychological process through which
individuals become deeply immersed in a story, ex-
periencing it as if it were unfolding around them.
This immersion has been shown to reduce counter-
arguing, increase identification with characters, and
render arguments more natural and emotionally
resonant. As a result, narrative emerges as a pow-
erful tool for influencing beliefs, attitudes, inten-
tions, and behaviors. While these effects are well-
documented in controlled experimental settings (de
Graaf et al., 2016; van Laer et al., 2013) and across
applied domains such as education (Green, 2004),
law (Mazzocco, 2011), and public health (Huang
and Green, 2022; de Graaf et al., 2016), it remains
unclear whether similar persuasive mechanisms op-
erate in everyday online discourse, where users
engage in informal and often unstructured debates
across a wide range of topics.

Building on these insights from the social sci-
ences, this paper investigates the role of narrative
in online argumentation through a large-scale em-
pirical analysis of discussions from the Change-
MyView (CMV) subreddit. Our goal is to exam-
ine whether the use of narrative in this context
reflects the persuasive patterns established in prior
research, and to better understand its association
with successful persuasion. We adopt a computa-
tional approach, leveraging predictions from a story
detection model trained on Reddit data to identify
narrative across thousands of CMV discussions.
We then conduct a series of analyses to explore
how narrative presence correlates with persuasion
outcomes (e.g., successful), user argumentation
skill (e.g., average), and targeted change type (e.g.,
attitude). The analyses showed that while narrative
is not strongly predictive of persuasive success at
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the comment or user level, its frequent appearance
suggests that it still plays a meaningful role in how
users frame and express arguments.

This type of analysis is important for bridging
theoretical and applied perspectives on narrative
persuasion. It enables us to empirically test as-
sumptions from narrative theory within real-world,
user-generated discourse, offering insights into how
storytelling functions as a rhetorical strategy in ev-
eryday argumentative practice. More broadly, this
work contributes to the advancement of argument
mining by extending its scope beyond logical struc-
ture to include richer rhetorical dimensions, such as
narrative, that shape how arguments are constructed
and received.

2 Related Work

Narratives have been widely studied in social sci-
ence as a tool for persuasion, but their role in com-
putational models of argumentation has received
less attention. Recent efforts, however, have be-
gun to bridge this gap by modeling narrative in
argumentative contexts.

Falk and Lapesa (2023) introduce StoryARG, a
multi-layer annotated corpus that captures both
narrative and argumentative dimensions of sto-
ries. The corpus includes annotations for narra-
tive elements (e.g., protagonist type, narrative prox-
imity) and argumentative properties (e.g., claim,
stance, effectiveness). Stories were collected from
ChangeMyView (Egawa et al., 2019), Regulatin-
gRooms (Park and Cardie, 2018), Europolis (Ger-
ber et al., 2018), and NYT comments. The argu-
mentative effectiveness of the stories was evaluated
through four annotators’ ratings of how persuasive
each story was. Their findings suggest that stories
proposing solutions tend to be rated as more ef-
fective, and that narratives with certain structural
properties (e.g. longer text, first-person perspec-
tive) are perceived as more persuasive. However,
the persuasiveness here is measured via the annota-
tors’ perception rather than real-world behavioral
outcomes, and the dataset remains relatively small.

In a follow-up to their earlier work, Falk and
Lapesa (2024) study the role of storytelling in on-
line discourse during the COVID-19 pandemic,
focusing on how users use personal experiences
and narratives in socially tense discussions. Us-
ing Reddit data from multiple subreddits, including
ChangeMyView, they apply the StoryARG frame-
work to automatically detect storytelling spans and

classify them by narrative type and argumentative
function. The study finds that different types of sto-
ries are used in distinct argumentative contexts: per-
sonal narratives are common in discussions around
social distancing, harm disclosure stories often ap-
pear in environmental and social issues threads,
solution-oriented stories dominate in homeschool-
ing debates, and background-setting narratives are
especially prevalent in conversations involving con-
spiracy theories. However, their study does not
evaluate the persuasive impact of the stories.

Antoniak et al. (2024) present StorySeeker, a
toolkit and classifer for detecting narrative spans in
online dicourse. Using a RoBERTa-based model
(Liu et al., 2019) fine-tuned on Reddit data, they
predict storytelling presence across 1,000 samples
from 291 subreddits, showing that narrative is a
widespread communicative strategy with over 50%
of texts containing stories, with higher prevalence
in subreddits centered on personal experience and
lower rates in abstract or analytical domains. In a
focused case study on ChangeMyView, they apply
their model alongside topic modeling to examine
where and how stories are used in persuasive dis-
course. They find that topics related to lifestyle
and personal decisions tend to receive more sto-
rytelling, while abstract topics such as economics
receive less. However, they also observe that the
presence of narrative does not strongly correlate
with persuasive success across topics. Our work
complements these studies by taking a broader per-
spective, examining how narrative use relates to
persuasion outcomes at scale using behavioral sig-
nals like CMV delta awards.

3 Data

Exploring the role of narrative in argumentation
requires a source where narrative use is both likely
and observable within argumentative discourse.
One prominent source of publicly available data for
such analysis is the ChangeMyView (CMV) sub-
reddit.1 CMV is an online discussion forum where
users post a viewpoint on a given topic and invite
others to challenge it. CMV is designed to promote
open, thoughtful conversations in which partici-
pants are encouraged to reconsider their stances in
response to sound counterarguments.

To indicate when persuasion has occurred, CMV
employs a delta system. When a commenter suc-
cessfully changes the mind of the original poster

1https://www.reddit.com/r/changemyview

218

https://www.reddit.com/r/changemyview


Statistic Value
Total posts 20,436
Unique original posters (OPs) 13,704
Total comments 1,017,724
Awarded deltas 11,643
Avg. deltas per post 0.5697
Avg. comments per post 49.9619
Avg. unique participants per post 23.7417

Table 1: Summary statistics of the ChangeMyView
dataset after preprocessing.

(OP) or another participant, the person whose view
was changed responds with a delta symbol (∆). We
treat the presence of a delta as an explicit signal
that a comment was persuasive. An example of
a CMV thread and delta interaction is shown in
Figure 1.

CMV hosts a diverse range of discussion top-
ics from everyday issues and personal decisions to
political, ethical, and philosophical debates. This
diversity makes it a valuable resource for studying
how people, often without formal training in debate,
engage in argumentation, persuasion, and opinion
expression through various rhetorical strategies, in-
cluding the use of narrative.

For this study, we use the CMV corpus built
by Tan et al. (2016), which comprises all CMV
threads posted between January 2013 and August
2015. Although the corpus is split into training and
held-out subsets, we include both in our analysis.

Prior to the analysis (see Section 5), we applied
several preprocessing steps to clean the dataset. We
removed all empty comments and those marked as
deleted by the system, as they lack textual content.
We also excluded threads created by moderators
or system accounts, which typically serve admin-
istrative or community-oriented purposes such as
gathering feedback, announcing new features, or
outlining policy changes, and do not represent au-
thentic attempts to present or defend a personal
view. Summary statistics of the final dataset are
provided in Table1.

4 Analysis Method

We conduct our study to analyze the use of narra-
tive in CMV discussions by following a structured
methodology. First, we employ a computational
model to detect the presence of narrative elements
in CMV posts and comments. Next, we categorize
these texts based on key criteria such as persuasion

outcome, the argumentation skills of the author,
and the type of change being targeted. We then
apply our identification model to each group to
examine the presence, frequency, and intensity of
narrative use across these different contexts. Fi-
nally, we synthesize our findings to draw informed
conclusions about the role and patterns of narrative
in CMV interactions.

4.1 Narrative Identification Method

To identify the presence of narrative in CMV posts
and comments, we use the story detection model
introduced as part of the StorySeeker toolkit2 by
Antoniak et al. (2024).

The model is based on a RoBERTa-base lan-
guage model (Liu et al., 2019), fine-tuned on a
dataset of Reddit posts sampled from the Webis-
TLDR-17 Reddit corpus (Völske et al., 2017). The
training data was annotated by two expert annota-
tors, who labeled whether each post contained sto-
rytelling, as well as the specific spans that formed
the narrative, using the definition of a story as
“a sequence of events involving one or more peo-
ple” provided in the annotation guideline (Antoniak
et al., 2024).

The model was trained as a binary classifier to
distinguish between texts that contain storytelling
and those that do not. On the expert-annotated test
set, it achieved strong performance: an F1 score
of 0.86 for the story class and 0.88 for the non-
story class. These scores were averaged across
five cross-validation folds and demonstrated low
variance, indicating the model’s stability and relia-
bility. In addition to Reddit-based evaluation, the
model was tested on several non-Reddit datasets.
Despite domain differences, it maintained strong
performance, showing good generalizability across
various text types and topics.

We selected this model due to its high per-
formance and close alignment with our data do-
main. Since both the training corpus and our tar-
get dataset for analysis are drawn from Reddit,
the language style, tone, and structure are closely
matched. This domain similarity, combined with
the model’s demonstrated effectiveness, makes it
particularly well-suited for detecting narrative con-
tent in ChangeMyView arguments.

2https://huggingface.co/mariaantoniak/
storyseeker
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ORIGINAL POST
PostTitle: CMV: We do not have to fear automation
They've been saying this since the 30s. Keynes predicted that as 
technology increased and our material needs would be met, we would only 
need to work 15 hours aweek, instead we are working longer hours than 

USER X: There are different kinds of automation. The industrialrevolution 
was characterized by automation thatprimarily beat humans in physical 
domains, ie: theywere faster or stronger than we were......

ORIGINAL POSTER: I don’t think I agree with you on ......

USER Y: This is kind of an aside: I think both sides of this argument are 
missing the pointhere (and I do agree with points on both sides). While I 
dothink that it is possible for automation to replace .....

ORIGINAL POSTER: Thank you for this, You exactly changedmy view and I 
agree that we need to seechanges to the way our economy worksand 
things cannot remain the same. Δ

DeltaBot: Confirmed: 1 delta awarded to User Y

Figure 1: An example CMV discussion thread. The original poster (OP) expresses a belief, and other users respond.
The green comment is the one that received a delta, indicating it successfully changed the OP’s view. The red
comment is the OP’s response awarding the delta. The blue comment is an automatic confirmation from DeltaBot,
Reddit’s system for tracking awarded deltas.

5 Analyses and Results

Using the narrative predictions generated by the
StorySeeker model, we conduct an analysis of how
narrative is employed in argumentation on Change-
MyView. Our investigation spans multiple levels
including the comment level, user level, and discus-
sion level to uncover broader patterns in narrative
usage. Specifically, we examine: (1) the relation-
ship between narrative and comment-level persua-
siveness, (2) variations in narrative use based on
debater effectiveness, and (3) shifts in narrative use
across different types of targeted change. The fol-
lowing subsections detail our analytical approach
and provide a discussion of the findings.

5.1 Narrative Use in Persuasive Comments

Our first analysis is conducted at the comment level,
investigating whether persuasive comments (i.e.,
those that received a delta) are more likely to con-
tain narrative elements than non-persuasive ones.
This provides a direct means of assessing the poten-
tial relationship between storytelling and persua-
sive success in CMV argumentation. To address
this question, we employ the binary predictions
of the StorySeeker model to classify each com-
ment in the CMV discussions as either narrative
or non-narrative. We then compare the proportion
of narrative comments between two groups: those
that received a delta and those that did not. In addi-
tion, we examine the degree of narrativity among
comments labeled as story, using the model’s con-
fidence scores as a proxy for narrative strength.

Results: Our findings reveal that 5.06% of delta-
awarded comments are labeled as narrative, com-
pared to 4.63% of non-delta comments. This indi-

Figure 2: Narrative confidence scores for comments
labeled as story, grouped by whether the comment re-
ceived a delta.

cates that storytelling is slightly more prevalent in
persuasive arguments. To assess the significance
of this difference, we conduct a chi-square test of
independence, which yields a statistically signif-
icant result (p = 0.0384 < 0.05). However, the
effect size, measured using Cramér’s V, is very
small (V = 0.0025), suggesting a weak associ-
ation between narrative presence and persuasive
outcome. Table 2 presents the distribution of both
groups across the full dataset.

The results also show that non-delta comments
have a slightly higher average narrative score
(M = 0.8048, SD = 0.1444) than delta-awarded
comments (M = 0.7914, SD = 0.1459). A
Mann–Whitney U test indicated that this differ-
ence is statistically significant (p = 0.0183 <
0.05), with a very small effect size (Rank −
Biserial Correlation = 0.0598). Figure 2
shows the distribution of narrative confidence
scores across the two groups.
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Comment Type Narrative Non-narrative Total
Count % Count % Count %

Delta-awarded 525 0.05% 9,844 0.97% 10,369 1.02%
Non-delta 46,628 4.58% 960,727 94.40% 1,007,355 98.98%

Total 47,153 4.63% 970,571 95.37% 1,017,724 100.00%

Table 2: Distribution of narrative and non-narrative comments across delta-awarded and non-delta comments.
Percentages reflect proportions of the full dataset.

5.2 Narrative Use in Delta-Awarded
Discussions

For this analysis, we move beyond individual com-
ments to the level of full discussion threads, aiming
to assess whether narrative use is more prevalent
in persuasive conversations overall. Specifically,
we compare threads where at least one delta was
awarded (delta threads) to those without any deltas
(non-delta threads) in terms of both narrative den-
sity and narrativity degree. For each thread, we
compute the following metrics:

• Narrative density: the proportion of com-
ments within the thread classified as story by
the StorySeeker model.

• Average degree of narrativity: the mean nar-
rative confidence score across all comments
labeled as story within the thread (Steg et al.,
2022).

Results: Threads that received deltas exhibit a
higher average narrative density (0.0486) than
those that did not (0.0407), and this difference
is statistically significant (p < 0.001, Rank −
Biserial Correlation = 0.1340). Figure 3
shows the distribution of narrative density across
both groups, highlighting a greater concentration
of narrative-heavy threads among delta threads.

As for the degree of narrativity, delta threads also
display a slightly higher average confidence score
(0.7900) compared to non-delta threads (0.7884).
However, this difference is not statistically signif-
icant (p > 0.05). The distribution of narrativity
degree across groups is illustrated in Figure 4.

5.3 Narrative Use by Delta-Awarded vs.
Other Participants

In this analysis, we investigate whether users who
successfully persuaded someone in a thread (i.e.,
those who received a delta) tend to use more nar-
rative than other participants within the same dis-
cussion. Focusing exclusively on delta-awarded

Figure 3: Narrative density per thread, grouped by
whether a delta was awarded in the thread.

Figure 4: Degree of narrativity per thread, measured as
the average confidence score for comments labeled as
story, grouped by whether a delta was awarded in the
thread.

threads, we compute two metrics for each user per
thread: narrative density and degree of narrativ-
ity. We then compare these metrics between delta
recipients and non-recipients within each thread.

Results: Interestingly, users who received a delta
used slightly less narrative than their peers in
the same persuasive threads. The average nar-
rative density for delta recipients was 0.0544
(SD = 0.1703), compared to 0.0560 (SD =
0.2064) for non-recipients. This difference is
statistically significant (p < 0.001, Rank −
Biserial Correlation = 0.0474).

Similarly, the degree of narrativity was lower
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Figure 5: Degree of narrativity per user in delta-awarded
threads, among users who wrote at least one narrative
comment, grouped by whether a user was awarded a
delta in the post

for delta recipients (M = 0.7866) than for non-
recipients (M = 0.8037), and this difference was
also statistically significant (p < 0.001, Rank −
Biserial Correlation = 0.0862). Figure 5
shows the distribution of narrativity degree across
both user groups.

5.4 Narrative and User Persuasiveness
Prior work on persuasion in ChangeMyView has
categorized users based on their overall effective-
ness in persuasion, measured by the frequency with
which their comments receive deltas (Wiegmann
et al., 2022). Following this classification, we ex-
amine the relationship between a user’s persuasive
skill and their use of narrative. Users are grouped
into three categories:

• Good debaters: at least 5% of their com-
ments received deltas.

• Average debaters: between 0% and 5%.

• Poor debaters: 0% of their comments re-
ceived deltas.

For each user, we compute two metrics: narrative
density and degree of narrativity. These metrics are
then compared across the debater categories.

Results: Narrative density varies significantly
across debater groups, as indicated by a Kruskal–
Wallis H test (p < 0.001, ϵ2 = 0.0487). As shown
in Table 3, poor debaters exhibit the highest aver-
age narrative density (0.0714), followed by good
debaters (0.0673), and average debaters (0.0445).
All pairwise differences are statistically significant
(p < 0.001). However, the distributional patterns
point to a more nuanced interpretation: the median
narrative density for both good and poor debaters

Debater Type Count Density Narr. Deg.
Good 2063 0.0673 0.7915
Average 2373 0.0445 0.7921
Poor 68040 0.0714 0.8081

Table 3: Narrative use statistics by debater quality.

Figure 6: Narrative density by debater quality.

is 0.0, suggesting that many users in both groups
rarely employ narrative. Poor debaters also show
the greatest variability (SD = 0.2058), with a long
tail of users who employ narrative heavily, thereby
skewing the group mean upward. These patterns
are visualized in Figure 6, which highlights the
presence of heavy tails and outliers, particularly
among poor debaters.

Narrativity degree also differs significantly
among debater groups, again confirmed by a
Kruskal–Wallis H test (p < 0.001, ϵ2 = 0.0071).
Poor debaters have the highest average narrativ-
ity degree (0.8081), followed by average debaters
(0.7921), and good debaters (0.7915). Pairwise
comparisons show that poor debaters use signifi-
cantly stronger narrative than both good and aver-
age debaters (p < 0.001), while the difference be-
tween good and average debaters is not statistically
significant (p = 0.019). Figure 7 illustrates the
distribution of narrativity degree across the three
groups.

5.5 Narrative Use and Effectiveness Across
Persuasion Goals

Prior work in narrative persuasion suggests that the
effectiveness of storytelling may vary based on the
type of change being targeted, such as shifts in be-
liefs, attitudes, intentions, and behaviors (Zebregs
et al., 2015; Green and Appel, 2024). To investi-
gate whether similar patterns hold in the context
of ChangeMyView, we analyze narrative use across
different persuasion goals. We begin by classifying
each original post according to the type of change

222



Figure 7: Narrativity degree by debater quality. Poor de-
baters show higher narrative confidence scores overall.

it aims to achieve: belief, attitude, intention, or be-
havior. For each post, we compute two key metrics:
narrative density and degree of narrativity. These
values are compared across the four goal types to
examine how narrative use differs by persuasion
context. Finally, to assess the effectiveness of narra-
tive in each goal category, we compare its usage in
persuasive (delta-awarded) versus non-persuasive
(non-delta) comments within each group.

For the classification task, we employ a zero-shot
classifier3 (Laurer et al., 2024), trained as a uni-
versal classifier using Natural Language Inference
(NLI). The model evaluates whether a given post
(the premise) entails a hypothesis representing each
potential goal type. We use the hypothesis template:
“This post is primarily about changing someone’s
[LABEL]”, with the placeholder replaced by one
of the candidate labels. The label with the highest
entailment score is assigned as the persuasive goal
for the post. To ensure label reliability, we include
only posts where the top prediction exceeds a con-
fidence threshold of 0.7. Appendix A presents two
ChangeMyView posts after classification, including
the persuasive goals assigned by the model and
example comments from the discussions.

Results: Narrative density varies significantly
across persuasion goals (p < 0.001, ϵ2 = 0.0167).
Posts targeting behavior and belief change exhibit
the highest average narrative density (0.0549 and
0.0532, respectively), while posts targeting atti-
tude and intention show lower values (0.0341 and
0.0405, respectively). Pairwise comparisons con-
firm that behavior and belief posts include signif-
icantly more narrative than intention posts (p <
0.001); no other pairwise differences are statisti-
cally significant.

By contrast, narrativity degree does not differ

3https://huggingface.co/MoritzLaurer/
deberta-v3-base-zeroshot-v1.1-all-33

Figure 8: Narrative density by persuasive goal type.

Figure 9: Narrativity degree by persuasive goal type.

significantly across persuasion goals (p > 0.05),
and none of the pairwise comparisons reach signif-
icance. Figures 8 and 9 show the distributions of
narrative density and degree of narrativity, respec-
tively. Summary statistics for narrative use across
persuasion goal types are shown in Table 4.

Regarding narrative effectiveness, we find no
significant differences in the proportion of nar-
rative use between delta-awarded and non-delta
comments within any of the goal categories (p >
0.05). Likewise, the degree of narrativity does not
differ significantly between persuasive and non-
persuasive comments across all goal types. Full
results are presented in Tables 5 and 6.

6 Discussion

The results of our analysis show that while narra-
tive is present in online persuasive discourse, its
association with success is weak and more limited
than found in prior theory. We find a small but
statistically significant increase in the proportion
of narrative comments among delta-awarded com-
ments, yet the effect size is negligible. Also, delta-
awarded comments tend to have a slightly lower
narrativity degree than the non-delta ones, suggest-
ing that stronger storytelling, measured by model
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Goal Count Density Narrativity
Attitude 44 0.0341 0.7733
Behavior 212 0.0549 0.8073
Belief 1157 0.0532 0.7920
Intention 1149 0.0405 0.7826

Table 4: Narrative use by persuasive goal type.

Goal Delta% Non-Delta%
Attitude 0 0.0401
Behavior 0.0667 0.0625
Belief 0.0610 0.0550
Intention 0.0377 0.0432

Table 5: Proportion of narrative comments in Delta vs.
Non-delta comments across goal types

confidence, does not guarantee persuasiveness.
At the thread level, posts where a delta was

awarded tend to contain more narrative overall.
However, when we zoom in to the user level within
the same discussions, we find that users who re-
ceived deltas used slightly less narrative than other
participants. This finding is counterintuitive if nar-
rative was a consistent indicator of persuasion suc-
cess, and suggests that successful arguers may rely
more on other rhetorical techniques, or that narra-
tive alone is not sufficient to persuade.

The patterns observed at the user level support
this idea. We found that poor debaters use nar-
rative more than good ones, and use stories with
higher narrativity. A potential explanation for this
could be that relying on narrative may be a fall-
back strategy for users who struggle to persuade
with reasoning, but this needs to be confirmed by
additional research.

The analysis of the narrative use across different
types of persuasive goals showed that stories are
more frequently used in posts aiming to change
beliefs or behaviors. Yet, this difference in usage
does not translate into effectiveness: narrative com-
ments are not more likely to succeed within any
goal type, and narrativity degree does not differ
between persuasive and non-persuasive comments
in these contexts.

Overall, these findings suggest that narrative is a
visible but not consistently persuasive part of online
argumentation. Its effectiveness likely depends on
how it is used, who the audience is, and what norms
govern the discussion space.

Several limitations should be taken into account
when interpreting these findings. First, our analysis

Goal Delta Non-Delta
Attitude - 0.7761
Behavior 0.7435 0.8189
Belief 0.8220 0.8160
Intention 0.7903 0.7981

Table 6: Narrativity degree of comments in Delta vs.
Non-delta comments across goal types

depends on the predictions of an automatic story de-
tection model. Although the model was trained on
Reddit data and demonstrates strong performance
on held-out benchmarks, it may still overlook more
subtle or implicit forms of storytelling. Second,
the classification of persuasion goals relies on zero-
shot predictions from an NLI-based model. To
enhance reliability, we included only posts with
high-confidence predictions; however, the absence
of human validation may introduce noise. Third,
we operationalize persuasion success through delta
awards. While deltas serve as a useful community-
driven signal of agreement, they do not capture all
forms of influence. Some persuasive comments
may go unrecognized, while others may receive
deltas for reasons unrelated to argumentation qual-
ity. Finally, our findings are specific to the Change-
MyView (CMV) platform, which has distinct rules,
cultural norms, and moderation practices. These
factors influence how arguments are constructed
and what is considered persuasive. As such, the
generalizability of our results to other platforms or
domains remains an open question.

7 Conclusion

In this paper, we have examined the role of nar-
rative in online argumentation through a large-
scale analysis of persuasive interactions on Change-
MyView. By applying an automatic story detec-
tion model to user comments, we have explored
how narrative has been employed in argumentative
contexts and whether it contributes to persuasive
success. Our findings have shown that narrative
is indeed used in argumentative discourse. How-
ever, its presence alone has not consistently pre-
dicted successful persuasion. These results suggest
a more complex relationship between storytelling
and persuasion than what has often been assumed
in theoretical or experimental work.

Future research could build on these insights
by examining how narrative interacts with other
rhetorical strategies. Also, distinguishing between
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types of stories, such as personal experiences ver-
sus hypothetical scenarios, and analyzing how they
are integrated into arguments may offer a deeper
understanding of when and how narrative enhances
persuasion. Extending this analysis to other plat-
forms may also help identify the broader conditions
under which storytelling supports persuasiveness.

References
Maria Antoniak, Joel Mire, Maarten Sap, Elliott Ash,

and Andrew Piper. 2024. Where do people tell stories
online? story detection across online communities.
In Proceedings of the 62nd Annual Meeting of the
Association for Computational Linguistics (Volume 1:
Long Papers), pages 7104–7130, Bangkok, Thailand.
Association for Computational Linguistics.

Anneke de Graaf, José Sanders, and J.A.L. Hoeken.
2016. Characteristics of narrative interventions and
health effects: A review of the content, form, and con-
text of narratives in health-related narrative persua-
sion research. Review of Communication Research,
4:88–131.

Ryo Egawa, Gaku Morio, and Katsuhide Fujita. 2019.
Annotating and analyzing semantic role of elemen-
tary units and relations in online persuasive argu-
ments. In Proceedings of the 57th Annual Meeting of
the Association for Computational Linguistics: Stu-
dent Research Workshop, pages 422–428, Florence,
Italy. Association for Computational Linguistics.

Neele Falk and Gabriella Lapesa. 2023. StoryARG: a
corpus of narratives and personal experiences in ar-
gumentative texts. In Proceedings of the 61st Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 2350–2372,
Toronto, Canada. Association for Computational Lin-
guistics.

Neele Falk and Gabriella Lapesa. 2024. Stories and per-
sonal experiences in the COVID-19 discourse. In
Proceedings of the 2024 Joint International Con-
ference on Computational Linguistics, Language
Resources and Evaluation (LREC-COLING 2024),
pages 15320–15340, Torino, Italia. ELRA and ICCL.

Kaitlin S. Fitzgerald and Melanie C. Green. 2017. Chap-
ter 3. Narrative persuasion: Effects of transporting
stories on attitudes, beliefs, and behaviors, pages
49–67. John Benjamins Publishing Company.

Marlène Gerber, André Bächtiger, Susumu Shikano,
Simon Reber, and Samuel Rohr. 2018. Deliberative
abilities and influence in a transnational deliberative
poll (europolis). British Journal of Political Science,
48(4):1093–1118.

Melanie C. Green. 2004. Storytelling in teaching. APS
observer, 17.

Melanie C. Green and Markus Appel. 2024. Chapter
one - narrative transportation: How stories shape
how we see ourselves and the world. volume 70 of
Advances in Experimental Social Psychology, pages
1–82. Academic Press.

Yan Huang and Melanie Green. 2022. Reducing covid-
19 vaccine hesitancy among african americans: The
effects of narratives, character’s self-persuasion, and
trust in science. Journal of Behavioral Medicine, 46.

Moritz Laurer, Wouter van Atteveldt, Andreu Casas, and
Kasper Welbers. 2024. Building efficient universal
classifiers with natural language inference. Preprint,
arXiv:2312.17543.

John Lawrence and Chris Reed. 2019. Argument min-
ing: A survey. Computational Linguistics, 45(4):765–
818.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. Preprint, arXiv:1907.11692.

Philip J. Mazzocco. 2011. Narrative persuasion in legal
settings: What’s the story?

Robin L. Nabi and Melanie C. Green. 2015. The role of
a narrative’s emotional flow in promoting persuasive
outcomes. Media Psychology, 18(2):137–162.

Joonsuk Park and Claire Cardie. 2018. A corpus of
eRulemaking user comments for measuring evalua-
bility of arguments. In Proceedings of the Eleventh
International Conference on Language Resources
and Evaluation (LREC 2018), Miyazaki, Japan. Eu-
ropean Language Resources Association (ELRA).

Sougata Saha and Rohini Srihari. 2023. ArgU: A con-
trollable factual argument generator. In Proceedings
of the 61st Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 8373–8388, Toronto, Canada. Association for
Computational Linguistics.

Max Steg, Karlo Slot, and Federico Pianzola. 2022.
Computational detection of narrativity: A compar-
ison using textual features and reader response. In
Proceedings of the 6th Joint SIGHUM Workshop on
Computational Linguistics for Cultural Heritage, So-
cial Sciences, Humanities and Literature, pages 105–
114, Gyeongju, Republic of Korea. International Con-
ference on Computational Linguistics.

Chenhao Tan, Vlad Niculae, Cristian Danescu-
Niculescu-Mizil, and Lillian Lee. 2016. Winning ar-
guments: Interaction dynamics and persuasion strate-
gies in good-faith online discussions. In Proceedings
of WWW.

Tom van Laer, Ko de Ruyter, Luca M. Visconti, and
Martin Wetzels. 2013. The extended transportation-
imagery model: A meta-analysis of the antecedents
and consequences of consumers’ narrative transporta-
tion. Journal of Consumer Research, 40(5):797–817.

225

https://doi.org/10.18653/v1/2024.acl-long.383
https://doi.org/10.18653/v1/2024.acl-long.383
https://doi.org/10.12840/issn.2255-4165.2016.04.01.011
https://doi.org/10.12840/issn.2255-4165.2016.04.01.011
https://doi.org/10.12840/issn.2255-4165.2016.04.01.011
https://doi.org/10.12840/issn.2255-4165.2016.04.01.011
https://doi.org/10.18653/v1/P19-2059
https://doi.org/10.18653/v1/P19-2059
https://doi.org/10.18653/v1/P19-2059
https://doi.org/10.18653/v1/2023.acl-long.132
https://doi.org/10.18653/v1/2023.acl-long.132
https://doi.org/10.18653/v1/2023.acl-long.132
https://aclanthology.org/2024.lrec-main.1331/
https://aclanthology.org/2024.lrec-main.1331/
https://doi.org/doi:10.1075/lal.27.04fit
https://doi.org/doi:10.1075/lal.27.04fit
https://doi.org/doi:10.1075/lal.27.04fit
https://doi.org/10.1017/S0007123416000144
https://doi.org/10.1017/S0007123416000144
https://doi.org/10.1017/S0007123416000144
https://api.semanticscholar.org/CorpusID:63533631
https://doi.org/10.1016/bs.aesp.2024.03.002
https://doi.org/10.1016/bs.aesp.2024.03.002
https://doi.org/10.1016/bs.aesp.2024.03.002
https://doi.org/10.1007/s10865-022-00303-8
https://doi.org/10.1007/s10865-022-00303-8
https://doi.org/10.1007/s10865-022-00303-8
https://doi.org/10.1007/s10865-022-00303-8
https://arxiv.org/abs/2312.17543
https://arxiv.org/abs/2312.17543
https://doi.org/10.1162/coli_a_00364
https://doi.org/10.1162/coli_a_00364
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/1907.11692
https://api.semanticscholar.org/CorpusID:146296323
https://api.semanticscholar.org/CorpusID:146296323
https://doi.org/10.1080/15213269.2014.912585
https://doi.org/10.1080/15213269.2014.912585
https://doi.org/10.1080/15213269.2014.912585
https://aclanthology.org/L18-1257/
https://aclanthology.org/L18-1257/
https://aclanthology.org/L18-1257/
https://doi.org/10.18653/v1/2023.acl-long.466
https://doi.org/10.18653/v1/2023.acl-long.466
https://aclanthology.org/2022.latechclfl-1.13/
https://aclanthology.org/2022.latechclfl-1.13/
https://doi.org/10.1086/673383
https://doi.org/10.1086/673383
https://doi.org/10.1086/673383
https://doi.org/10.1086/673383


Michael Völske, Martin Potthast, Shahbaz Syed, and
Benno Stein. 2017. TL;DR: Mining Reddit to learn
automatic summarization. In Proceedings of the
Workshop on New Frontiers in Summarization, pages
59–63, Copenhagen, Denmark. Association for Com-
putational Linguistics.

Henning Wachsmuth, Gabriella Lapesa, Elena Cabrio,
Anne Lauscher, Joonsuk Park, Eva Maria Vecchi,
Serena Villata, and Timon Ziegenbein. 2024. Ar-
gument quality assessment in the age of instruction-
following large language models. In Proceedings of
the 2024 Joint International Conference on Compu-
tational Linguistics, Language Resources and Eval-
uation (LREC-COLING 2024), pages 1519–1538,
Torino, Italia. ELRA and ICCL.

Matti Wiegmann, Khalid Al Khatib, Vishal Khanna, and
Benno Stein. 2022. Analyzing persuasion strategies
of debaters on social media. In Proceedings of the
29th International Conference on Computational Lin-
guistics, pages 6897–6905, Gyeongju, Republic of
Korea. International Committee on Computational
Linguistics.

Simon Zebregs, Bas van den Putte, Peter Neijens, and
Anneke de Graaf and. 2015. The differential impact
of statistical and narrative evidence on beliefs, atti-
tude, and intention: A meta-analysis. Health Com-
munication, 30(3):282–289. PMID: 24836931.

A Example CMV Threads

Table 7 presents examples of ChangeMyView
(CMV) threads targeting different persuasive goals,
with comments annotated for narrative presence
and persuasive success (delta).

226

https://doi.org/10.18653/v1/W17-4508
https://doi.org/10.18653/v1/W17-4508
https://aclanthology.org/2024.lrec-main.135/
https://aclanthology.org/2024.lrec-main.135/
https://aclanthology.org/2024.lrec-main.135/
https://aclanthology.org/2022.coling-1.600/
https://aclanthology.org/2022.coling-1.600/
https://doi.org/10.1080/10410236.2013.842528
https://doi.org/10.1080/10410236.2013.842528
https://doi.org/10.1080/10410236.2013.842528


Type Content

Title I’m financially stable, but I don’t intend to give to charity until I’m older and have gathered even more
money. CMV.

Post I could: - Never give any money to charity - Give lots of my money to charity right now (i.e., give up my
worldly possessions so that others may thrive) - Give a small amount of money now, and on a regular,
continuing basis (e.g., every Christmas give out X% of my current net worth) - Invest now, and give lots
of my money later (perhaps all of it, donated via my will) The last option appears wisest to me. It seems
like it will get the most money out to charity in the long term. It also allows me a cushion in case hard
times happen to hit me, which is likely enough. I think that people seem to encourage the 3rd option
(continue giving, regularly). Why is my choice not the best? Is there a better choice, and I just didn’t
think of it to list here?

Comment 1
Delta
Non-Story

Charity works both ways. It helps the people you give it to, and it also helps you by changing your heart
and making you more caring. Every time you put off good deeds, you are not just delaying the receipt
of those good deeds, you are also becoming a less caring person. You are developing habits that make
you less likely to help others around you as well as less likely to give to charity later. If you genuinely
believe that your investment strategies are so much better than the strategies of any other charitable
foundations (are you Warren Buffett?) then by all means invest your donations. Create a separate bank
account (or foundation - if you’re that good you’ll need one) and donate to that account/foundation,
acting as custodian of that money in terms of investment choices but knowing that you’ve already set
it aside for others and that it is no longer yours. And by all means, recognize that most charity is not
money. It is good deeds.

Comment 2
Non-Delta
Non-Story

I can give a defense of option 3, which is potentially the best one. Think of it this way- nonprofits
have budgets, and they have to try and stay within them, like everyone else. Charities have a chronic
problem of being unsure about what their budget will look like. Giving money regularly gives those
charities budgeting power, meaning not only will they have more money, but they can use that money
more effectively and consistently because they’ll have a better understanding of what their finances will
look like next month or next year. Big one-time donations are great, don’t get me wrong, and it certainly
helps, but it doesn’t give them the same kind of budgetary power.

(a) Example of a thread targeting intention change

Type Content

Title CMV: ‘Be yourself’ is a totally useless piece of advice.
Post What does it even mean? How can one not be one-self? Now I’m mostly talking about the everyday

use of the phrase – where it is typically offered moments before an uncomfortable or unfamiliar social
interaction, like a date. And in this scenario, I assume it means something like ‘be yourself but without
any of the debilitating neurosis and subsequent façade’. But this is just as useless. Don’t you think if
people could magically wish away such impediments, they would have already done so? It’s possible
that some people are able to do this – but then they presumably wouldn’t be in need of such banal advice.
But even if you are held back by anxiety / hiding behind a façade etc. – are these things not an integral
part of the ego that constitutes the ‘self’? ...

Comment 1
Delta
Story

So how can we change your view about this? You don’t think there are people who need this advice,
but I can anecdotally tell you that it took several people telling me this exact advice before it finally
‘clicked’ and I started acting more like my usual self on dates. For a long time I would take a girl out and
then try to act like the person I thought she wanted me to be. It took my mother, father, and a few close
friends, and then finally an actual date of mine, before I finally got the message that I really should just
“be myself”.

Comment 2
Non-Delta
Story

Oh sure, it’s plainly obvious. Simply stating it in a nonchalant manner probably won’t do anything. But I
had a friend who was the opposite of me. We were very similar (humor, likes, dislikes, what we like
to do for fun) except I would get anxious and this guy was fearless. By a kind of lead by example “be
yourself” philosophy he lived by, he rubbed off on me slowly over time and I became less anxious. So
yeah, I guess a simple statement won’t do much, or maybe it’s the slap on the face someone needs to get
motivated. But the philosophy behind it definitely helped me personally gravitate towards confidence
and normalcy.

(b) Example of a thread targeting belief change

Table 7: Examples of CMV threads targeting intention change and belief change.
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Abstract

Argument mining is the task of identifying the
argument structure of a text: claims, premises,
support/attack relations, etc. However, deter-
mining the complete argument structure can be
quite involved, especially for unpolished texts
from online forums, while for many applica-
tions the identification of argumentative key
statements would suffice (e.g., for argument
search). To this end, we introduce and investi-
gate the new task of segmenting an argumen-
tative text by its key statements. We formalize
the task, create a first dataset from online com-
munities, propose an evaluation scheme, and
conduct a pilot study with several approaches.
Interestingly, our experimental results indicate
that none of the tested approaches (even LLM-
based ones) can actually satisfactorily solve key
statement segmentation yet.

1 Introduction

The field of argument mining deals with the iden-
tification and extraction of arguments from a text.
A fundamental step in argument mining is text seg-
mentation, which deals with the separation of differ-
ent statements (argumentative discourse units) from
each other (Stede and Schneider, 2019). When
placed in relation to each other, the statements form
a tree structure in which the root node represents
the topic statement of the text and the nodes of the
first level correspond to the main statements on this
topic (Lawrence et al., 2014). Other nodes in the
tree are, for example, explanations and examples
that support their parent node.

But identifying the segments within a text is
challenging, mainly because the exact segment
boundaries are often up for debate (Pevzner and
Hearst, 2002; Ghosh et al., 2014). Natural lan-
guage texts, especially in debate forums and other
argumentation-rich media, are rarely comprised of
clear-cut and well arranged statements. Ambigu-
ities, interjections, digressions and other factors

Thanks for the timely response. To address my oppo-
nents argument, I want to emphasize that eating meat isn’t
necessary for maximum physical development. All of the
vitamins, minerals etc. in meat can also be found in other
foods. And does the taste of meat really outweigh the costs
of killing? My conclusion: Vegetarianism is a good thing
because it saves animals’ lives, improves one’s health and
helps the environment. I didn’t bring religion into this de-
bate but almost all of the major religions (even the ones
that allow meat eating) agree that vegetarianism is better
than eating meat.

Figure 1: Argumentative text on vegetarianism, high-
lighting key statements (underlined) and optional sup-
plements of segments (colored).

prevent the establishment of general rules for the
delimitation of segments. However, many argu-
ment analysis tasks do not require to identify the
fine-grained argument structure of a text. To know
what an argumentative text is about, it is usually suf-
ficient to know its main points, which are thus typi-
cally the elements of interest in applications such
as key point generation (Bar-Haim et al., 2020a,b),
argumentation summarization (Syed et al., 2020)
or argument search (Wachsmuth et al., 2017).

So far, main points have mostly been gathered by
crowdsourcing (e.g., Misra et al. (2015); Friedman
et al. (2021)). For an automated extraction of the
main points of a text, we propose an alternative and
coarser-grained segmentation task that aims to sep-
arate the key statements—the level-one nodes in the
argument tree—from each other. To model the am-
biguity of boundaries, we only require a segment
to (1) completely cover a single key statement and
(2) not overlap with other key statements. Other
contents can be included in the segment, but do
not have to be. To illustrate the segmentation goal,
Figure 1 shows examples of key statements (un-
derlined) and text passages that could be included
in a segment (colored text without underlining).
To address this new task on realistic web data, we
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use the args.me corpus, which provides texts on
different controversial topics crawled from four dif-
ferent debate portals (Ajjour et al., 2019b). We
apply a range of segmentation approaches, includ-
ing simple sentence and paragraph segmenters, two
previous models for argument unit segmentation,
and two different LLMs.1

Section 2 provides an overview of the challenges
of the segmentation task and presents previous seg-
ment approaches. Section 3 defines key statements
against the background of different terms of ar-
gumentative text units and formalizes the coarse-
grained segmentation task. Section 4 outlines the
evaluation procedure and Section 5 presents the
corresponding results. Amongst others, we find
that a segmentation by paragraphs provides a good
baseline and LLMs achieve the best results. The
predictions of the previous argument unit segmen-
tation approaches are often too short to be useful.

2 Background

This section outlines various challenges of argu-
ment segmentation and introduces a selection of
approaches that tackle this task.

Challenges Some challenges arise due to the
overall distribution of arguments in texts. A seg-
mentation at sentence boundaries is usually not suf-
ficient, as multiple propositions might be contained
in a single sentence, or a proposition may stretch
over more than one sentence (Stede and Schnei-
der, 2019). Multiple arguments can enforce each
other in so called compound argumentations (Palau
and Moens, 2009; Stab and Gurevych, 2017) and
have to be recognized as being part of the same
segment. Further, segments can be embedded into
another (Lawrence and Reed, 2020) so that they
cannot be separated appropriately. Another chal-
lenge are implicit statements which are difficult to
capture on text-level, for example enthymemes (im-
plicit premises that are considered obvious), rhetor-
ical questions or sarcasm (Lawrence and Reed,
2020; Trabelsi and Zaïane, 2019; Hasan and Ng,
2014). Sometimes, propositions require knowl-
edge beyond the text span under consideration,
such as back-references to (parts of) previous state-
ments (Lawrence and Reed, 2020), or missing co-
references that have to be resolved. Finally, there is
the problem of segment evaluation since humans of-
ten disagree on the exact boundaries, and the impor-

1Our code is available at https://github.com/webis-
de/argmining25-argument-segmentation.

tance of different types of errors might depend on
the application of the resulting segments (Pevzner
and Hearst, 2002; Ghosh et al., 2014).

Related Work Approaches that tackle the argu-
ment segmentation task, usually process a text on
either sentence or token level. On sentence level,
argument segmentation is typically approached as
classification task, labeling a sentence as argumen-
tative (probably even more fine-granular, for exam-
ple as claim or premise, pro or con) or as not argu-
mentative (Reimers et al., 2019; Lippi and Torroni,
2015; Moens et al., 2007). On token level, several
approaches are based on BiLSTM architectures or
BERT, sometimes in combination with Conditional
Random fields or other additional components (Fu
et al., 2023; Alhindi and Ghosh, 2021; Trautmann
et al., 2020; Chernodub et al., 2019). For exam-
ple, Ajjour et al. (2017) use a BiLSTM model with
different textual features including POS-tags, in-
formation about clauses, phrases, and sentences as
well as a list of discourse markers. Others propose
rule-based approaches (Fujii and Ishikawa, 2006)
or use the parse tree representations of the sen-
tences (Guilluy et al., 2023; Dumani et al., 2020;
Persing and Ng, 2016). Recent approaches also use
LLMs for the segmentation task (D’Agostino et al.,
2024). All approaches have in common that they
extract argument units with specific boundaries.

3 Conceptualizing Key Statement
Segmentation

The extraction of argumentative text units has been
addressed under varying terms and definitions and
with different scope. Against this background, we
formalize the segmentation task for our use case.

3.1 Defining Key Statements

In order to describe, illustrate, and categorize the
concept of key statements of a text, we relate and
contrast it with existing concepts.

Key statements are argument discourse units
Stede and Schneider (2019) define an argumenta-
tive discourse unit (ADU) as a text segment “that
plays a single role for the argument being analyzed,
and is demarcated by neighboring text spans that
play a different role, or none at all [for the argu-
mentation.]” The nature of “role” can vary between
analyses and ADUs can thus span multiple sen-
tences, or be shorter than a sentence. ADUs are
in this sense the argumentative counterpart to the
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elementary discourse units (EDUs) in rhetorical
structure theory (see Taboada and Mann (2006)
for an introduction). Typically, ADUs are a text’s
statements (Lawrence and Reed, 2020) and can be
seen as nodes in a tree in which the edges indi-
cate support and attack relationships and with the
topic statement as the tree’s root node. In this view,
key statements are a subset of all ADUs in a text,
namely the ADUs at depth (or level) one, i.e., the
children of the root node.

Key statements are linked to key points In argu-
mentation, one distinguishes between the written or
spoken words (statement) and their abstract mean-
ing (proposition). Key statements are the salient
statements in an argumentative text. As statements,
they are linked to the abstract propositions a reader
forms in their mind while comprehending the text.
In this sense, the concept of “central propositions”
of a text, introduced by Misra et al. (2015) and
extracted by means of abstractive summarization,
coincides with the propositions of key statements.
Furthermore, the concept of “key points” of a topic,
introduced by Bar-Haim et al. (2020a,b); Friedman
et al. (2021), follows the same idea, but defines
salience with respect to a topic—described by a
collection of texts—and not single texts. Key state-
ments can thus be used to infer central propositions
and potential key points.

Key statements are not aspects Though seem-
ingly related, key statements are not the salient
parts of single statements or propositions. For
example, typical aspect terms in statements on
minimum wage increases are “job” and “econ-
omy,” which indicate that the statements concern
effects on the respective aspect (Trautmann, 2020).
The same concept for segments longer than single
words has been coined “point at issue” by Fujii
and Ishikawa (2006). The corresponding concept
for propositions has been coined “argument facet”
by Misra et al. (2015). In contrast to these, key
statements are complete statements.

3.2 Formalizing Key Statement Segmentation

Having defined key statements, we define the task
of segmenting by key statements as follows:

Given an argumentative text and the con-
troversial topic it discusses, segment the
text such that each segment contains ex-
actly one key statement (as per the topic).

The most important difference compared to previ-
ous argument segmentation approaches is that this
task definition allows segments to encompass more
text than just the key statement. Instead of defining
specific segment boundaries, we permit some vari-
ability in the segments in order to account for the
ambiguity of the segmentation task, as explained in
Section 1. Key statements only define a minimum
set of ADUs that the segments must cover in terms
of content, and they must be correctly separated
from each other.

3.3 Segmentation Approaches

We apply a range of different approaches to the
segmentation task. Based on the structural text fea-
tures, we apply a segmentation at sentence bound-
aries using NLTK’s sentence tokenizer, and at each
new paragraph based on HTML tags (<br> and
<p>). Additionally, we apply a re-implementation
of the unit segmentation by Ajjour et al. (2017),
and TARGER (Chernodub et al., 2019) which is
usable via an API. Finally, we prompt PaLM and
GPT-4 as representatives of LLMs.2 The prompt
used for the segmentation with PaLM (provided
in Figure 4 in Appendix A) is derived from a
prompt by Chen et al. (2024) for the segmentation
of Wikipedia pages into propositions. For GPT-4,
the prompt is subtly varied for better results. We
also tested prompt optimization with DSPy (Khat-
tab et al., 2022, 2023), but did not achieve fur-
ther improvements by this. For all created seg-
ments, we automatically filter those with less than
three whitespaces in order to reduce noise without
potential argumentative content.3 We further test
the effect of filtering segments classified as non-
argumentative by the model provided by Reimers
et al. (2019),4 since the applied approaches do not
necessarily distinguish between argumentative and
non-argumentative propositions of a text.

4 Developing an Evaluation Framework
for Key Statement Segmentation

To evaluate the coverage of the key statements by
predicted segments, we provide a test set with man-
ually extracted key statements, and propose an au-
tomatic matching approach that assigns segments
to semantically equivalent key statements (indepen-

2PaLM 2 and GPT-4o mini
3For example, for the sentence approach, this removes

segments like “It’s that simple.”, “1.2 Contention 1” or links.
4github.com/UKPLab/acl2019-BERT-argument-

classification-and-clustering
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The given texts contain arguments on different controver-
sial claims (“topics”). Your task is to annotate the text’s
key statements.
A key statement is a minimal text passage that expresses
exactly one proposition that directly supports or attacks the
text’s topic. It can range from a single phrase to multiple
sentences.
If a key statement is repeated in a similar way, annotate
only the occurrence that expresses the statement best.

Figure 2: Instructions for the expert annotators.

dent of the specific segment boundaries). Further-
more, we introduce suitable evaluation categories
and measures.

4.1 Compiling a Dataset for Key Statement
Segmentation

In order to evaluate key statement segmentation ap-
proaches on relevant web data and analyze the rela-
tionship between the key statements and key points,
we create a dataset by sampling texts from the
args.me corpus of online discussion forums (Ajjour
et al., 2019a). In this sampling process, we focus on
texts discussing topics that are related to the topics
in IBM’s Key Point Analysis Shared Task (Fried-
man et al., 2021). The dataset consists of 50 texts
that comprise 1,263 sentences and 25,201 words
in total,5 and cover 14 different controversial IBM
topics. We manually annotated the key statements
of these texts, resulting in 147 ground truth seg-
ments, covering 204 sentences and 4,019 words
(16%). Figure 2 shows the annotation instruction
for our three expert annotators.6 The dataset is
available online.7

To analyze the ambiguity of the annotation task,
ten argumentative texts were annotated indepen-
dently by all three annotators.8 A discussion be-
tween the annotators revealed a general agreement;
a major ambiguity resides in semantically similar
sentences that could all be selected as key state-
ments. Due to this ambiguity, traditional measures
for inter annotator agreement are unsuitable for
the task. For illustration purposes, consider the
situation in Figure 3, where it is somewhat arbi-
trary which of the first two sentences to choose as
key statement. Still, Cohen’s Kappa would pro-
duce a negative score for annotators ann1 and ann3,
who both agree that the last sentence is not a key

5As per NLTK’s word and sentence tokenizer.
6Members of our research group
7Data: https://doi.org/10.5281/zenodo.14865977
8Using doccano (Nakayama et al., 2018)

Forced marriages are not supported theologically by any
of the major religions.[ann2, ann3] Whilst different re-
ligions may disagree on the nature of marriage and its
formation, all are agreed that some level of consent is
necessary.[ann1] Forced marriage is no more than a bar-
baric tribal custom which has no place in a modern
society.[ann2]

Figure 3: Example annotations for a text on the topic
“We should abandon marriage.” The brackets show
which annotators annotated each sentence as key state-
ment. The first two of the three sentences are seman-
tically very similar and which one to annotate as key
statement is somewhat arbitrary.

statement. We thus performed a manual match-
ing of annotated key segments between annotators
and use the pairwise Jaccard index9 to assess the
agreement, resulting in medium to high scores be-
tween 0.47 and 0.80 macro-averaged across the
ten texts. Given the ambiguity of the task, moder-
ate agreement in argument segmentation studies is
a common result (Habernal and Gurevych, 2017;
Ghosh et al., 2014; Palau and Moens, 2008). The
amount of words that the annotators marked as key
statements is similar (between 41% and 51%). To
complete our agreement assessment, Section 4.3
shows that evaluation results vary only slightly
when switching between the annotations of the dif-
ferent annotators as ground truth. We thus conclude
that a reliable annotation of key statements is possi-
ble, except for ambiguities induced by repetitions.
For future datasets, one could consider to change
the annotation instructions for repetitions (last sen-
tence of Figure 2) to suggest the first occurrence
instead of the commonly used but more ambigu-
ous “best” occurrence to potentially reduce these
ambiguities.

4.2 Matching Segments to Key Statements

To match predicted segments to ground truth key
statements, we require an approach that goes be-
yond simple string matching for multiple reasons.
Firstly, a text may contain paraphrases of the same
statement. In such cases, all different formulations
should be matched to the corresponding ground
truth key statement (see, for example, the high-
lighted text snippets in Figure 5). Secondly, the
ground truth key statements are not necessarily
continuous text snippets. However, they should

9Jaccard index: |segments both annotated|
|segments at least one annotated|
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still be matched to segments from extractive ap-
proaches, such as sentence or paragraph segmenta-
tion. Thirdly, using LLMs often results in segments
that are not strictly extractive, but these should still
be matched to the key statement that is semanti-
cally most similar. For example, a ground truth key
statement “Prostitution and recreational drugs are
totally different: with prostitution you are not really
harming anyone and recreational drugs can have a
negative effect on people” should be matched with
the LLM-generated segment “Prostitution is differ-
ent from recreational drugs; it doesn’t inherently
harm others, unlike addictive drugs.”

To match segments, we tested different similarity
measures at various thresholds (skipped for brevity)
against a human matching. We found that a com-
bination of 3-gram overlap (threshold: 0.12), dif-
flib’s SequenceMatcher,10 (threshold: 0.5), and an
SBERT sentence transformer model11 (threshold:
0.9) yields the best performance for PaLM seg-
ments and key statements, and outperforms each
single measure: Counting it as a match if the simi-
larity is above the threshold for at least one of the
three measures, we reach a precision of 0.90, a
recall of 0.79, and a very good F1 of 0.84.

4.3 Distinguishing Segment Match Categories
In order to distinguish between different kinds
of mismatches between predicted segments and
ground truth key statements, we derive different
matching categories (Table 1). Key statements
are missed if they are not covered at all, predicted
segments without a corresponding key statement
are spurious. A match between two segments can
be correct or either incomplete, impure or incom-
plete&impure. The categories are illustrated with
an example in Table 7 (Appendix).

To assess the correct matching category auto-
matically, we build upon the segment matching
and corresponding similarity scores. For each pre-
dicted segment (precision perspective), we count
the number of ground truth segments to which it
was matched. If this count is one, we consider the
key statement to be correctly covered (match), if it
is zero, the predicted segment falls in category spu-
rious, and if it is greater than one, we assume that
the prediction condenses multiple key statements
into a single segment (impure). Similarly, we count
the number of matches for each ground truth seg-
ment (recall perspective). Again, it is a match if

10docs.python.org/3/library/difflib.html
11all-mpnet-base-v2, https://www.sbert.net/

this count is one, if it is zero, the ground truth seg-
ment is missed by the prediction; if it is greater
than one, we assume that the ground truth segment
is erroneously divided into multiple predicted seg-
ments and therefore only incompletely covered. An
exception are predictions with a similarity > 0.9 to
a key statement for either the SequenceMatcher or
SBERT. They are considered as match rather than
incomplete, to take into account that a statement
can be repeated with different wording throughout
a text, so that multiple matches would be possi-
ble. Segment pairs where both ground truth and
prediction are matched multiple times are assigned
an incomplete&impure label. In a strict evaluation,
we only consider correct matches, whereas a re-
laxed evaluation comprises all matched segments
(including incomplete and impure ones).

To further extend our assessment of inter anno-
tator agreement, this time with respect to implica-
tions of disagreement on segmentation results, we
evaluate each approach against the annotations of
each annotator separately (cf. Section 4.1). Table 2
shows the mean and standard variation over anno-
tators for relaxed precision, recall, and F1. As the
low standard deviation indicates, evaluation results
vary only slightly for different annotators, which
shows a general agreement among annotators.

4.4 Measuring the Key Point Coverage

In order to assess how critical incomplete, impure
and even missed segments are, we can estimate
their effect on the end application (as described
by Pevzner and Hearst (2002)), which will be the
creation of key points in future work. It can be
analyzed whether missed predictions lead to a com-
plete loss of key points, or if they are still covered
by other texts in the corpus. We therefore map the
manually extracted key statements and predicted
segments to the key points of the Key Point Analy-
sis Shared Task 2021 (Friedman et al., 2021), which
summarize the most important premises for a con-
troversial topic (five pro, five con).12 We apply the
best matching approach (Alshomary et al., 2021)
that participated in the shared task to map the seg-
ments to their most similar key point, but only if
the calculated similarity is > 0.9. Key points cov-
ered by key statements should also be covered by
the predicted segments.

12github.com/ibm/KPA_2021_shared_task
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Category Explanation

Matched correct A key statement is covered correctly by a prediction (additional text may be included)

Incomplete A key statement is covered partially or split into multiple segments
Impure Different key statements are merged into a single predicted segment
Incomplete & impure Different (incomplete) key statements are merged

Spurious A predicted segment matches no key statement (e.g., non-argumentative text, examples)
Missed A key statement is not covered by any predicted segment

Table 1: Explanation of segment match categories. In the pictogram, blue and and purple rectangles illustrate key
statements (ground truth), whereas orange boxes represent predicted segments. For calculating strict precision
and recall, only matched correct segments are counted as true positives, whereas the relaxed measures also count
incomplete and impure (and both combined) as such.

Measure Approach

PaLM GPT-4 Paragr. Sent. Ajjour Targer

Precision 0.49±0.02 0.27±0.04 0.50±0.02 0.23±0.00 0.21±0.02 0.17±0.02
Recall 0.66±0.08 0.65±0.03 1.00±0.00 1.00±0.00 0.90±0.02 0.98±0.03
F1 strict 0.47±0.02 0.29±0.05 0.29±0.05 0.26±0.05 0.22±0.04 0.18±0.01
F1 relaxed 0.56±0.03 0.37±0.04 0.67±0.01 0.39±0.00 0.35±0.02 0.28±0.03

Table 2: (Micro-) average and standard deviation for (relaxed) precision, recall, and (strict and relaxed) F1 score
calculated by evaluating each approach for each of the three ground truths (one per annotator).

All Filtered

Man. Auto. Man. Auto.

matched | Precision 0.54 0.56 0.63 0.57
– correct 0.33 0.31 0.44 0.43
– incorrect 0.21 0.25 0.19 0.14
spurious 0.46 0.54 0.37 0.43

matched | Recall 0.84 0.74 0.64 0.59
– correct 0.64 0.58 0.52 0.50
– incorrect 0.20 0.16 0.12 0.09
missed 0.16 0.27 0.36 0.41

F1 micro strict 0.44 0.40 0.48 0.46
F1 micro relaxed 0.66 0.56 0.63 0.58

Table 3: Comparison of automatic (auto.) and manual
(man.) matching results using PaLM segments, report-
ing micro average scores from a precision and recall
perspective. Row ’incorrect’ summarizes incomplete
and impure matches, ’matched’ covers all correct and
incorrect segments.

5 Results

The evaluation results for the automatic matching
approach as well as the effectiveness of the segmen-
tation approaches are reported in the following.

5.1 Matching Categories
The automatic assignment of matching categories
is evaluated using the PaLM segments. Table 3
compares the segmentation effectiveness based on
the automatic matching procedure with the effec-

tiveness based on a manual matching. The differ-
ences in the scores mainly result from a shift of
correct or incomplete segments (manually labeled)
to spurious or missed (automatically labeled). The
overall precision and recall are very similar, the
slightly better scores resulting from the manual
assignments indicate that we do not erroneously
improve the overall results by the automatic esti-
mation of the categories.

5.2 Segmentation

Table 4 shows the effectiveness of the presented
segmentation strategies, whose segments are au-
tomatically matched to the key statements. After-
wards, the matching categories are assigned auto-
matically. The scores are reported on micro-level,
averaging over all predicted and ground truth seg-
ments of all argumentative texts together. The up-
per half of the table presents a precision-oriented
evaluation. The matched/precision row shows the
relaxed proportion of predicted segments that are
matched to a key statement, comprising correct,
incomplete and impure segments; the remaining
predictions are spurious. The recall-oriented re-
sults are similarly arranged in the second half of
the table. The precision of the approaches can be
improved at the cost of recall by filtering segments
classified as non-argumentative by Reimers et al.’s
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Measure Approach

PaLM f. PaLM GPT-4 Paragr. Sent. f. Sent. Ajjour Targer

# Segments 173 285 470 347 408 1125 1174 1759

matched | Precision 0.57 0.46 0.28 0.42 0.38 0.22 0.17 0.14
– correct 0.43 0.31 0.18 0.22 0.21 0.08 0.07 0.05 →
– incomplete 0.11 0.13 0.10 0.13 0.16 0.13 0.10 0.09 →
– impure 0.02 0.01 0.00 0.04 0.00 0.00 0.00 0.00 →
– incomplete & impure 0.01 0.01 0.00 0.03 0.01 0.01 0.00 0.00 →
spurious 0.43 0.54 0.71 0.58 0.62 0.78 0.82 0.86 →
matched | Recall 0.59 0.74 0.69 0.93 0.79 1.00 0.90 1.00 →
– correct 0.50 0.58 0.52 0.49 0.56 0.59 0.55 0.53
– incomplete 0.05 0.10 0.14 0.12 0.21 0.38 0.34 0.45 →
– impure 0.03 0.03 0.02 0.25 0.01 0.01 0.00 0.01 →
– incomplete & impure 0.01 0.03 0.01 0.07 0.01 0.02 0.01 0.01 →
missed 0.41 0.27 0.30 0.07 0.20 0.01 0.10 0.00 →
F1 micro strict 0.46 0.40 0.27 0.30 0.31 0.14 0.12 0.09
F1 micro relaxed 0.58 0.56 0.41 0.58 0.52 0.36 0.30 0.25

Table 4: Evaluation of different argument segmentation approaches from a precision- and recall-oriented perspective,
reporting the micro average scores. The rows ’matched’ cover all correct and incorrect segments. The total number
of manual reference segments is 147. For PaLM and the sentence approach, the results after filtering (f.) are shown
for comparison.

(2019) argument classifier. In Table 4, this is exem-
plarily shown for the segments created by PaLM
and the sentence approach (columns ’PaLM f.’ and
’Sent. f.’), the filtering results for all segmentation
approaches can be found in Table 8 (Appendix).

Both sentence and paragraph segmentation ap-
proaches produce segments that cover almost the
complete text (except the filtered short segments)
and therefore have a high recall. Accordingly, a
high number of spurious segments causes a low
precision. The recall of the paragraph segmenta-
tion is not a hundred percent because the semantic
matching approach may miss a key statement, for
example if the segment contains much additional
content. Also, the paragraph segments vary consid-
erably in length (depending on the text formatting)
and can thereby result in short spurious segments
(see example in Table 10 in the Appendix). The two
argument unit segmentation approaches, TARGER
and Ajjour, create a high number of segments that
are usually shorter than a sentence. The created
segments are in some cases useful and succinct,13

but in most of the cases not self-contained and not
argumentative (e.g., “agree that would be absurd”,
“As for lives saved”), resulting in the lowest pre-
cision scores of all approaches. PaLM provides a
better balance between precision and recall, pro-
duces considerably less segments than the sentence

13for example, “DP sometimes kills innocents”, “Violates
the right to life” for the topic “abolish capital punishment”

Measure Approach

PaLM f. PaLM GPT-4 f. GPT-4

matched | Pre. 0.67 0.58 0.53 0.47
– correct 0.32 0.24 0.19 0.14
– incomplete 0.32 0.31 0.34 0.33
– impure 0.03 0.02 0.00 0.00
– inc. & imp. 0.00 0.01 0.00 0.00
spurious 0.32 0.42 0.48 0.53

matched | Rec. 0.62 0.84 0.65 0.90
– correct 0.34 0.45 0.31 0.42
– incomplete 0.20 0.27 0.32 0.45
– impure 0.08 0.10 0.01 0.02
– inc. & imp. 0.00 0.02 0.01 0.01
missed 0.37 0.16 0.36 0.11

F1 micro strict 0.33 0.31 0.24 0.21
F1 micro relaxed 0.65 0.69 0.57 0.62

Table 5: Evaluation with fix boundaries for PaLM and
GPT-4 segments (with filtering in columns ’f.’).

approach, TARGER and Ajjour, and does not re-
turn the complete text, like paragraph and sentence
approach. GPT-4 has a lower precision and recall
than for example the paragraph segments, however,
it has a higher proportion of correct matches and
therefore a comparable strict F1. Still, the segmen-
tation with LLMs has room for improvement.

To compare our evaluation setup with the tradi-
tional evaluation based on explicit segment bound-
aries, we map the key statements and LLM-created
segments to the original text, to verify whether the
key statements’ boundaries are within the bound-
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aries of the predictions. Our evaluation shows that
the results with explicit boundaries are less accu-
rate. Key statements or segments by LLMs can
consist of disconnected text passages (e.g., leaving
out lengthy explanations). Mapping such segments
to contiguous text passages to get the exact bound-
aries, can result in segments much longer than the
original one. On the one hand, this produces longer
key statements, which are more difficult to cover,
on the other hand, it can cause predictions to cover
additional content, so that key statements might
be matched by mistake. The results in Table 5
show that the number of correctly matched seg-
ments is lower than with our proposed evaluation
approach. At the same time, the number of incom-
plete matches is much higher, which results from
the changed segment sizes. This leads to an im-
provement of the relaxed F1, while the strict F1 is
clearly lower for the LLM-generated segments.

5.3 Key Point Coverage

Table 6 shows the key point coverage of the differ-
ent segmentation approaches with the key points
covered by the manual segments as reference.
Since segmentation approaches with a high out-
put number have a higher probability to cover all
key points, we only report the numbers of the more
reasonable approaches. Although the paragraph ap-
proach covers almost the complete text, it does not
cover all key points. As before, this can most proba-
bly be explained by the potentially greater length of
these segments which might prevent the matching
model from a correct mapping, since the matching
approach for key points (Alshomary et al., 2021)
was trained on segments of sentence length. This
might also explain why the filtering approach re-
moves more relevant segments for paragraphs. The
highest coverage of key points is achieved for seg-
ments from GPT-4, although it has lower F1 scores
than PaLM and the paragraph approach. This indi-
cates that an approach can provide a good overall
coverage of argumentative propositions in a pool of
texts, even if not every single key statement is cov-
ered. Also, the filtering approach works very well
on the GPT-4 segments, as the key points coverage
does not drop here. All in all, using the key points
of the IBM shared task gives only an estimation of
the covered key points. Ideally, we would generate
new key points for the underlying data, however,
this is beyond the scope of this work.

PaLM PaLM f. GPT-4 GPT-4 f. Paragr. Paragr. f.

0.74 0.70 0.87 0.87 0.70 0.57

Table 6: Coverage of key points for segments created by
three approaches (with filtering in columns ’f.’), with
key points covered by the key statements as reference.

5.4 Qualitative Analysis

Different challenges of the segmentation task that
were described in Section 2 are also present in the
texts from the args.me corpus. For example, rhetor-
ical question express opinions only implicitly, like
“should we ban Kentucky fried chicken because it
too can be used as an instrument for terrorists ?”
(topic “We should prohibit flag burning”). Another
problem is the citation of counterarguments that
can result in segments with the opposite stance. In
the passage “hate is the motivational force behind
the burning. Untrue”, the contrary proposition is
indicated by a single negating word. A sentence
segmenter can never capture this, but PaLM cre-
ates the following segment: “In the first round,
my opponent claimed that hate is the motivational
force behind flag burning. This is untrue. [. . . ]”.
Beyond that, LLMs allow to address most of the
other segmentation challenges as well, for exam-
ple, they can segment texts independently of sen-
tence boundaries, make them self-contained, and
filter non-argumentative content (illustrated in Fig-
ure 6 for the example text in Section 1). Other text
attributes that require reformulations to obtain a
meaningful segment are careless mistakes in writ-
ing that can distort the meaning and even turn a
statement into the opposite, as in the following sen-
tence: “Study shows that there there is not enough
evidence to support the fact that the death penalty
does not act as a deterrence.”, where the writer is
actually arguing against the death penalty, but re-
verses the statement by adding a “not” too many.
Implicit references to previous posts, cannot be re-
solved without further knowledge: “With the Cain
and Abel story [. . . ] the bible never said that they
were the only people on the earth” (referring to a
passage where his opponent argues with illogical
parts of the bible). A downside of the use of LLMs
are reformulations that change the original content.
An example is the generated segment “The Dutch
euthanasia’s have doubled since 1998.”, whereas
the text originally states “The euthanasia’s in Bel-
gium have doubled since 1998”. In our case, this
only happens in exceptional cases and is therefore
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not further considered, but it is important to keep
this possibility in mind. Moreover, LLMs have
problems with argumentative chains (such as ”1:
Every state of the universe is caused by another
state. 2: If every state of the universe if caused by
another state, then an initial state is logically impos-
sible. 3: From 1 and 2, an initial state is logically
impossible. 4: From 3, there can be no cause of the
initial state. 5: According to the definition of god,
god cannot exist.”) that are consistently separated
rather than kept together.

6 Conclusion

In this work, we formalize the new task of text
segmentation by key statements, the most salient
argumentative statements in a text that form the
basis for an abstract overview of the contained ar-
guments. We provide detailed insights into the
theoretical background of the task, and into its eval-
uation that takes the ambiguity of segmentation
into consideration. Moreover, we demonstrate the
suitability of the proposed coarse-grained segmen-
tation approach for less structured web documents,
such as discussion forums, and apply a range of seg-
menters of varying complexity. For the evaluation,
we provide a first test set with human annotations
of key statements in 50 texts. First experiments on
this test set show that a segmentation by paragraphs
represents a strong baseline for the task. While pre-
vious unit segmentation approaches result in a high
number of very short segments, LLMs provide the
most promising results so far. They additionally
have the advantage that they allow subtle adapta-
tions to the text which can be useful in order to
tackle segmentation challenges, such as resolving
missing co-references or formulating implicit state-
ments more explicitly. All approaches benefit in
terms of precision when applying an additional fil-
tering step to remove non-argumentative segments.
Our results suggest that a combination of different
approaches, such as paragraphs and LLMs, could
lead to even better results. Also, chain-of-thought
prompting could further improve the effectiveness
of LLMs on this task. Apart from that, we plan to
investigate the usefulness of key statements for the
generation of key points in future work.

7 Limitations

The presented setup for the automatic segmenta-
tion of an argumentative text by key statements
entails different limitations which are important to

consider. First of all, we propose a “stacked” evalu-
ation approach where multiple steps are performed
until the final results are available. Although all
steps are evaluated, each step is a potential source
of error. For example, the quality of the interme-
diate matching step (and optionally of the classi-
fication approach for filtering non-argumentative
segments) influences the final effectiveness of the
different segmentation approaches. The estimation
of the key point coverage additionally relies on the
approach for mapping segments and key points.
The key point coverage as calculated in this paper,
is additionally limited by the number of key points
provided in the ArgKP 2021 dataset. Table 9 shows
example segments where none of the provided key
points is suitable. It is therefore desirable, to extend
the existing key points in future work. Regarding
the data base, it should be emphasized that work-
ing with unstructured documents from the web is
always more challenging than with curated data,
and that automatic analysis methods can only be
applied to a limited extend. Finally, we are aware
of the limited size of our test dataset. However, it
covers a considerable range of texts with different
levels of quality and structuredness, and is thus suf-
ficient to demonstrate the concept of our proposed
evaluation setup. Moreover, it can be extended for
further evaluations.

8 Ethical Considerations

All annotators gave their consent to the use of
their key statement annotations. They all have
an academic background, but we collected no fur-
ther demographic information as they are not rel-
evant in our context, and could not be sufficiently
anonymized for three people. Since no personal
data were collected, an approval by an ethics re-
view board was not necessary. The texts collected
from the debate portals might contain harmful con-
tent, but we do not take responsibility for offen-
sive content of any kind. All argumentative texts
were processed by annotators and authors indepen-
dent of their personal opinion on the expressed
statements. As already noted, the use of LLMs
for the segmentation task has the potential to dis-
tort the content, so their output should always be
verified. All scientific artifacts used in this work
are free to use for research purposes. This mainly
concerns the args.me corpus (CC BY 4.0), data
from the IBM shared task (Apache License 2.0),
the argument classification model by Reimers et al.
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(2019) (Apache License 2.0) and the TARGER API
(MIT License). All artifacts are used in the con-
text of argumentation mining and analysis which is
consistent with their original use.
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A Appendix

Decompose the ’content’ into clear and simple arguments, ensuring they are interpretable out of context.

1. Maintain the original phrasing from the input whenever possible.
2. Decontextualize each argument by adding necessary modifier to nouns or entire sentences and replacing pronouns

(e.g. ’it’, ’he’, ’she’, ’they’, ’this’, ’that’) with the full name of the entities they refer to.
3. Each argument can consist of multiple sentences.
4. Present the results as a list of strings.

Input: Good morning my fine opponent and thank you for this wonderful debate. I will start off with a small overview
of my points, and then leave it to you for the next round. [. . . ] Teens should be able to develop self-expression
and their personal identity. Instead, they might resort to unconventional piercings and tattoos... School uniforms
encourage followers not leaders. The practice discourages independent thinkers. This follower mentality could
extend into adulthood. [. . . ]

Output: • Teens should be able to develop self-expression and their personal identity. With school uniforms, they
might resort to unconventional piercings and tattoos...

• School uniforms encourage followers not leaders. The practice discourages independent thinkers. This
follower mentality could extend into adulthood.

• . . .

Input: <new text>
Output:

Figure 4: PaLM prompt for segmentation.

[. . . ] So if there is no evidence left behind and there are scientific explanations for things usually described to god. Than
the evidence points more towards there being no god. Just because we can’t know absolutely doesn’t mean that based on
the evidence we can’t make an educated guess about what is most likely true. "In short, you have faith God doesn’t exist
therefore live your life as if he did not. " I don’t have faith that he does not exist I have no reason to believe he does [. . . ] We
can never know anything absolutely but we do have evidence that that can help us know what is most likely true.

Figure 5: Text on topic ’We should adopt atheism’, highlighting two different formulations of the same statement.

• Eating meat isn’t necessary for maximum physical development.

• All of the vitamins and minerals in meat can be found in other foods.

• The taste of meat does not outweigh the costs of killing.

• Vegetarianism saves animals’ lives.

• Vegetarianism helps one’s health.

• Vegetarianism helps the environment.

• Almost all major religions agree that vegetarianism is better than eating meat.

Figure 6: Segments generated by GPT-4o mini for the argumentative text in Section 1, Figure 1.
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Match Category Manual Model

matched man Eating meat isn’t necessary for maximum physical development.
matched man Eating meat isn’t necessary for maximum physical development. All of the vitamins,

minerals etc. in meat can be found in other foods.
incomplete (a) man Eating meat isn’t necessary.
incomplete (b) man part 1: Eating meat isn’t necessary

part 2: All of the vitamins, minerals etc. in meat can be found in other foods.
impure man Eating meat isn’t necessary for maximum physical development. All of the vitamins,

minerals etc. in meat can be found in other foods. And does the taste of meat really
outweigh the costs of killing?

incomplete & impure man Eating meat isn’t necessary. And does the taste of meat really outweigh the costs of
killing?

missed man —
spurious — Thanks for the timely response.

Table 7: Examples for different error categories in segment matching. Manually extracted main proposition (man):
“Eating meat isn’t necessary for maximum physical development.”

Measure Approach

PaLM filt. GPT-4 filt. Paragr. filt. Sent. filt. Ajjour. filt. Targer. filt.

# Segments 173 272 154 408 413 465

matched | Precision 0.57 0.35 0.63 0.38 0.29 0.30
– correct 0.43 0.24 0.36 0.21 0.18 0.18
– incomplete 0.11 0.10 0.16 0.16 0.11 0.11
– impure 0.02 0.01 0.08 0.00 0.00 0.00
– incomplete & impure 0.01 0.00 0.03 0.01 0.00 0.01
spurious 0.43 0.65 0.37 0.62 0.70 0.69

matched | Recall 0.59 0.52 0.66 0.79 0.64 0.73
– correct 0.50 0.41 0.38 0.56 0.49 0.56
– incomplete 0.05 0.08 0.07 0.21 0.14 0.15
– impure 0.03 0.02 0.18 0.01 0.0 0.01
– incomplete & impure 0.01 0.01 0.03 0.01 0.01 0.01
missed 0.41 0.47 0.33 0.20 0.36 0.27

F1 micro strict 0.46 0.30 0.37 0.31 0.26 0.27
F1 micro relaxed 0.58 0.42 0.65 0.52 0.41 0.44

Table 8: Effectiveness of different argument segmentation approaches after filtering segments labeled as non-
argumentative (classification approach by (Reimers et al., 2019)). The evaluation is done from a precision- and
recall-oriented perspective, reporting the micro average scores. The rows ’matched’ cover all correct and incorrect
segments, the total number of manual reference segments is 147.

240



Segment PaLM Key Point

Every time the DP is used the right to life is violated. State-sanctioned killing is princi-
pally wrong

Study shows that there there is not enough evidence to support the fact that the death
penalty does not act as a deterrence.

The death penalty is ineffective in
deterring crimes

88% of expert criminologists concur that the death penalty doesn’t deter violent crime,
despite what these "flimsy" studies might suggest.

The death penalty is ineffective in
deterring crimes

People generally support capital punishment because they believe criminals do not deserve
to live.

State-sanctioned killing is princi-
pally wrong

The purpose of the justice system is, ideally, to make an impartial decision not to satisfy
the lust for vengeance possessed by the victim’s loved ones. The "bonus" of satisfying the
family is hardly adequate reason to support the death penalty.

The death penalty helps the vic-
tim/their family

Pro argues that the death penalty is justified because it is saving money that would
otherwise be used for life imprisonment; if anyone is trying to put a dollar value on human
life, it would be Pro.

The death penalty saves costs to
the state

Even law enforcement admits that the death penalty is "the least efficient use of taxpayers’
money".

The death penalty saves costs to
the state

The use of the death penalty is actually far more expensive than the maintenance of a LIP
inmate.

The death penalty saves costs to
the state

What makes it right for the guilty person to be deserved of the same thing he’s being
executed for? [. . . ] life imprisonment is a better means of punishing the guilty.
It is exceedingly rare for those confined in prison to escape.
Justice is not killing people to make ourselves feel at ease. Justice is not an eye for an eye,
a tooth for a tooth until we are all blind and toothless.
. . . our "justice" system would condemn these men to death without providing a chance for
contrition, repentance, or redemption. [...]
Ethical justifications are not based upon economic gains ([. . . ] human life cannot be
compared to material goods).

Table 9: Examples of segment–key point matches for the topic ’We should abolish capital punishment’. The
segments in the lower half have no suitable key point in the ArgKP 2021 dataset (Friedman et al., 2021).
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# Segments

0 Viewers keep in mind I will first be finishing addressing my opponents round 2 rebuttal.
1 Defense: C.4, Jury less likely to condemn.
2 I would like some evidence that the jury are able to choose the sentence of the criminal, because I’ve been

searching for it but can’t find it.
3 The DP saves only the lives of criminals being murdered, besides cases when murderers are let go with should

not happen. The DP sometimes kills innocents.
4 Defense: C.5, Innocence.
5 Here’s a case in which a man was framed by the police. [1]
6 This source says that well over eighty people in the past quarter century have been condemned but then released

before execution [2]
7 This source shows accounts of 11 innocents being executed. [3]
8 Here is a quote from one study taken.
9 " In my current research into probable innocents that have been executed, I have uncovered at least 74 cases in

which wrongful executions have most likely taken place." [2]
10 Let me also add what I said in the previous round. There have undoubtedly been cases in which the innocent have

been executed but have not been proved innocent afterwards. After being executed there is usually not much need
for someone to try too prove the innocence of someone who is already dead. So there are undoubtedly instances
in the past where we have executed an innocent man but did not know so, and still do not know.

11 With life imprisonment there is zero chance of killing an innocent man.
12 Defense: C.6, Life imprisonment just as effective removing those who cause harm.
13 The only people murderers can harm is their fellow inmates, assuming they were not sentenced to solitary

confinement. This is far outweighed by the fact that executing innocents is a much bigger a problem than
murderers and rapists killing each other.

14 Defense: C.8, Violates the right to life.
15 1. Not outweighed: The lives saved by the DP are the lives of rapists and murderers. The lives saved by life

imprisonment are the lives on innocent people wrongly condemned.
16 2. "Not comparable morally": The murderer of course has no right to take another mans life. So what makes it

right for us to take his life?
17 3. Murderer is guilty, but not deserved of death: What makes it right for the guilty person to be deserved of the

same thing he’s being executed for? Of course he’s guilty, but life imprisonment is a better means of punishing
the guilty.

18 4. DP Vengeful: My opponents analogy’s are faulty. His first analogy doesn’t even make sense because what he’s
saying is it would be absurd to kidnap someone to show that kidnapping is wrong. I agree that would be absurd,
which is why killing people to show killing people is wrong is also absurd. His second analogy is completely
wrong because cops don’t punish those who speed by speeding.

19 5. Violating anothers rights does not deprive you of your own: John Stuart Mill is essentially saying the "eye for
eye tooth for tooth" concept is right. Proving that the DP is vengeful. This concept is widely accepted as wrong.

20 6. I’m not sure exactly what my opponent means by personal liberty, but putting a man in prison for murder is
easily justified while the DP is not.

21 7. The fact of whether war is justified is completely another matter.
22 8. "Protecting the right to life": Every time the DP is used the right to life is violated. As for lives saved, see my

first point.
23 It is fallacious reasoning to assume that, because murder rates were dropping at the time the DP was used that

means it was because of the DP.
. . . . . .
33 "Prisoners prefer life"
34 I think that it all depends for different people.
35 Being locked in a single small room in solitary confinement for years on end is certainly not very pleasant.
. . . . . .
49 http://beta.nodeathpenalty.org... [1]
50 http://www.the-slammer.org... [2]
51 http://www.justicedenied.org... [3]

Table 10: Examplary paragraph segments. Gray segments are removed since they contain less than 3 whitespaces—
the segment at index 33 is the only relevant passage that is lost by this filtering approach.
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Abstract
The proliferation of AI technologies has re-
inforced the importance of developing criti-
cal thinking skills. We propose leveraging
Large Language Models (LLMs) to facilitate
the generation of critical questions: inquiries
designed to identify fallacious or inadequately
constructed arguments. This paper presents
an overview of the first shared task on Criti-
cal Questions Generation (CQs-Gen). Thirteen
teams investigated various methodologies for
generating questions that critically assess argu-
ments within the provided texts. The highest
accuracy achieved was 67.6, indicating substan-
tial room for improvement in this task. More-
over, three of the four top-performing teams in-
corporated argumentation scheme annotations
to enhance their systems. Finally, while most
participants employed open-weight models, the
two highest-ranking teams relied on proprietary
LLMs.1

1 Introduction

In recent years, educators and researchers have
expressed growing concern that the widespread
use of LLM–based chat systems may encourage
superficial learning habits and undermine the de-
velopment of critical thinking skills (Hadi Mogavi
et al., 2024). In response to this challenge, our
shared task explores a novel approach: leveraging
LLMs to promote critical thinking. Specifically,
we propose using LLMs to guide users in formulat-
ing critical questions or, in other words, questions
aimed at uncovering fallacious reasoning or poorly
constructed arguments (Calvo Figueras and Agerri,
2024).

To this end, we introduce the task of Critical
Questions Generation (CQs-Gen), a generative task
that involves automatically generating useful criti-
cal questions for argumentative texts. Critical ques-
tions (CQs) are inquiries used to evaluate whether

1https://hitz-zentroa.github.io/
shared-task-critical-questions-generation/

an argument is valid or flawed. These questions
serve to expose underlying and spurious assump-
tions in the argument’s premises and to question
the inferential relations between premises and con-
clusions, thereby enabling the identification of po-
tential fallacies and weaknesses in the reasoning
(Walton et al., 2008).

This research extends prior work’s findings on
the fact that critical questions may serve as effec-
tive tools for fighting misinformation (Musi et al.,
2023) and evaluating argumentative essays (Song
et al., 2014) by exposing flawed argumentative
structures. Additionally, it draws upon established
research in argumentation scheme taxonomy de-
velopment and argumentative text annotation (Wal-
ton et al., 2008; Wachsmuth et al., 2017; Macagno
et al., 2017; Visser et al., 2021).

This paper presents an overview of the shared
task, including a detailed discussion and analysis of
the results obtained by the participants. The shared
task was launched in February 2025. Participants
were given one and a half months to work on the
validation set and later evaluated their systems in
the test set. The reference questions for the test
set remained hidden. A total of 19 teams regis-
tered for the task, 13 submitted system outputs for
evaluation, and 12 provided corresponding system
descriptions.

Key findings from this shared task include: (i)
model selection has a greater impact than prompt
engineering, though the benefits of model scaling
are limited; (ii) using argumentation schemes helps
generate more useful CQs but tends to reduce ques-
tion diversity; and (iii) there remains significant
room for improvement in the task of CQs-Gen.

2 Task Description

To facilitate systematic experimentation and eval-
uation for the task of CQs-Gen, we developed a
dataset comprising debate interventions paired with
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Walton: Claire’s absolutely right about that. But then the problem is that that form of capitalism wasn’t generating
sufficient surpluses. And so therefore where did the money flow. It didn’t flow into those industrial activities, because in
the developed world that wasn’t making enough money.

(a) Input: the intervention

USE: What evidence is there to support the claim that
the form of capitalism being used in the developed
world was not generating sufficient surpluses?

USE: How is "sufficient surpluses" defined, and how
would one measure it?

USE: Are there any alternative explanations for
why the money did not flow into industrial activities?

(b) Output: Given that all CQs here are useful, this answer has
an overall punctuation of 1.

IN: Does this argument support Socialist policies?

UN: How does the speaker define "the developed
world", and is this a relevant distinction in this context?

USE: What are the "industrial activities" being
referred to, and how do they relate to the form of
capitalism in question?

(c) Output: This set of questions would get 0.33 points for the
useful CQ, 0 for the CQ that is unhelpful, and 0 for the invalid
one. Therefore, this answer has a 0.33 punctuation.

Figure 1: Example of candidate outputs with its labels: Useful (USE), Unhelpful (UN), and Invalid (IN).

corresponding critical questions. The dataset con-
tains real debate interventions that have been anno-
tated with argumentation schemes and associated
critical question sets. Each intervention includes
the speaker’s identity, argumentation scheme clas-
sifications, and critical questions. The critical ques-
tions are labeled according to their effectiveness in
challenging the presented arguments, using three
categories: Useful, Unhelpful, or Invalid.

In this shared task, participants are asked to de-
velop a system that gets one of the interventions
as input and produces three insightful critical ques-
tions. The generated questions are compared to
the annotated gold references of each intervention,
and each generated question inherits the label of
the most similar reference CQ. Note that each of
these questions is evaluated separately, and that the
punctuation is then aggregated.

Useful critical questions are given 0.33 points,
and Unhelpful and Invalid CQs get 0 points. There-
fore, each output containing 3 CQs is given a score
between 0 and 1, depending on the usefulness of
the generated questions. The definitions of these
categories are described in Section 3. Figure 1
shows two evaluated possible outputs for a given
intervention.

Participants were encouraged to engage in the
task by either generating multiple critical questions
and choosing the top 3, or by developing a system
that only outputs useful critical questions.

2.1 Evaluation

The evaluation is performed by comparing the
newly automatically generated critical questions

with the reference critical questions in the dataset
using semantic textual similarity (STS) with Sen-
tence Transformers (Reimers and Gurevych, 2019).
The new question inherits the label of its most sim-
ilar reference. We employ stsb-mpnet-base-v2 em-
beddings with a threshold of 0.65, as this approach
demonstrated the highest correlation with human
evaluation among non-LLM methods in previous
research (Calvo Figueras and Agerri, 2025).

If the newly generated questions do not match
any of the reference critical questions, in other
words, the similarity between the new CQ and each
reference CQ is lower than 0.65, the question is
tagged as Not Able to Evaluate (NAE). In these
cases, NAE questions are manually evaluated fol-
lowing the same annotation guidelines employed
during reference CQ annotation.

Considering {R} as the set of vectors of the
reference questions, N the vector of the newly gen-
erated question, and T the threshold, the label is
computed as:

f(N) =

{
Rargmaxjcos(Rj , N) if maxjcos(Rj , N) > T

NAE else

2.2 Baselines
The baselines for the shared task were developed
by prompting two LLMs to generate critical ques-
tions with the requirement of avoiding non-useful
questions (prompt in Appendix A). We used the
default hyperparameters and HuggingFace’s imple-
mentations of:

• run 1: Qwen2.5-VL-72B-Instruct (Qwen et al., 2025)

• run 2: gemma-2-9b-it (Team et al., 2024)
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Baseline models undergo identical evaluation
procedures as the participants’ submissions to en-
sure methodological consistency and prevent pref-
erential treatment.

3 Data

For this shared task, we use the CQs-Gen
benchmark (Calvo Figueras and Agerri, 2025),
which was built on top of 4 existing datasets:
US2016 (Visser et al., 2021), Moral Maze Debates
(Lawrence et al., 2018), RRD (Konat et al., 2016),
and US2016reddit. Our CQs-Gen dataset contains
220 argumentative texts, associated with 22.4 ques-
tions on average (theoretical and LLM-generated),
which have been manually annotated. The dataset
is divided between a validation set (186 texts) and
a test set (34 texts). The reference questions of the
test set are kept private to avoid data contamination
(Sainz et al., 2023). Table 1 shows the stats of these
two splits.

Set Nº Int. Nº CQs %USE %UN %IN

Valid. 186 4,136 67.46 21.59 10.95
Test 34 806 42.68 31.02 26.30

Table 1: Stats of the dataset.

These questions have been annotated by journal-
ists specialized in detecting misinformation. They
were asked, “Can this question be used to under-
mine the arguments given in the intervention?”.
If they considered that the question is not useful,
they could choose between two possibilities: the
question not being valid, or the question being un-
helpful.2 The three categories are described in the
guidelines as follows:

1. Useful (USE): The answer to this question can
potentially challenge one of the arguments in
the text.

2. Unhelpful (UN): The question is valid, but it
is unlikely to challenge any of the arguments
in the text.

3. Invalid (IN): This question is invalid because
it cannot be used to challenge any of the ar-
guments in the text. Either because (1) its
reasoning is not right, (2) the question is not

2The guidelines can be found in
https://github.com/hitz-zentroa/
shared-task-critical-questions-generation/blob/
main/shared_task/utils/guidelines.pdf

related to the text, (3) it introduces new con-
cepts not present in the intervention, (4) it is
too general and could be applied to any text,
or (5) it is not critical with any argument of the
text (e.g. a reading-comprehension question).

3.1 Training Phase
In the training phase, the participants worked with
the validation set (184 interventions). For this
dataset, we released the reference CQs and their
annotations, the argumentation schemes, and their
datasets of origin. This phase lasted a month and a
half.

3.2 Evaluation Phase
During evaluation, participants processed the test
set containing 34 interventions without access to
reference critical questions. Each participant sub-
mitted a maximum of three result runs to the orga-
nizers, who assessed the generated outputs using
the similarity-based automated metric against with-
held reference standards. The highest-scoring run
from each participating group underwent manual
evaluation, wherein three human annotators, the
task organizers, assigned labels to the NAE cases
based on the established annotation guidelines.

4 Submissions

Nineteen different teams registered for the shared
task, of which thirteen submitted their system out-
puts during the evaluation phase, and twelve sub-
mitted a system description, eleven of which were
archival submissions. A summary of the submitted
papers is provided below.

4.1 System description
ELLIS Alicante Favero et al. (2025) won the
shared task. Their approach uses a Questioner
LLM that generates the questions together with a
Judge LLM that picks the best 3 candidates. For
both components of their pipeline, they try multi-
ple configurations, such as different models, using
argumentation schemes, and different numbers of
candidates. Their best system uses GPT-4o (Ope-
nAI et al., 2024) for both components, and gener-
ates 8 candidates per text, half of which have to be
connected to the argumentation schemes.

COGNAC Anjum Islam et al. (2025) experiment
with RAG-based approaches to (1) select example
CQs of similar interventions for few-shot, (2) in-
corporate argumentation schemes descriptions, and
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(3) again perform few-shot but this time using both
the intervention and the reference CQs for com-
puting similarity. Their best system uses approach
1 and GPT-4o-mini. They acknowledge this sys-
tem might have constrained generalization to texts
outside of the dataset.

StateCloud Zhang et al. (2025) investigate both
prompt-engineering and model ensembling. Re-
garding prompts, they try zero-shot, few-shot, oral-
expression, and shuffling the order of the instruc-
tions. They report that the improvement observed
with prompt engineering is largely overshadowed
by model selection. Regarding model ensembling,
they experiment with sequential and parallel ensem-
bling. Generating CQs by sequentially prompting
different models obtains the best results in the vali-
dation set. However, their best performing system
in the test set combines Qwen2.5-72B, QwQ-32B,
and DeepSeek R1 in parallel (Team, 2025; Yang
et al., 2024; DeepSeek-AI, 2025).

DayDreamer Zhou et al. (2025) are the most
theory-based team. They develop a pipeline that
(1) conversationally builds the structure of the ar-
guments in the text (they fill the templates of the
argumentation schemes), to then (2) generate the
candidate questions, and finally (3) rank them re-
garding usefulness to choose the top 3. They use
LLMs for all these steps, and achieve their best
results with GPT-4o-mini. Their analysis shows
that the quality of the scheme template can have a
great impact on their pipeline.

Webis Kanadan et al. (2025)’s approach consists
of a pipeline with two components, namely: (1) a
generation LLM, and (2) an encoder fine-tuned
to label the questions as Useful or Not-Useful.
They try different prompting strategies, such as
guidelines-based, chain-of-thought, and few-shot.
Additionally, they create new data for fine-tuning.
They achieve their best results using Gemma2-9B
and Phi-4-14B for generating 3 questions each,
and fine-tuning ModernBERT with their new data
(Warner et al., 2024).

TriLLaMa Turkstra et al. (2025) explore the use
of various sizes of Llama-3.1 models (Grattafiori
et al., 2024) for both the generation and classifi-
cation of CQs. The most effective configuration
employs Llama-3.1-405B for few-shot question
generation and Llama-3.1-70B for zero-shot classi-
fication. Furthermore, two innovative classification

strategies yield notable results: (1) debate classifi-
cation, in which two models debate the usefulness
of a CQ and a third model adjudicates the winner;
and (2) deliberation classification, where two mod-
els vote on the questions they consider to be most
helpful.

Mind_Matrix Mahmud et al. (2025) develop a
pipeline where critical questions are generated us-
ing LLMs and then ranked according to a score.
This score is the product of the similarity of the
question to the intervention, the coherence, and the
relevance. All these metrics are computed using
Sentence Transformers. Finally, a last module of
the pipeline uses another LLM to rank the effec-
tiveness of the chosen CQs, if the average score of
the 3 CQs is lower than a threshold, they rerun the
pipeline, lowering the temperature by 0.1. Their
best-performing model is DeepHermes-3-Llama-3-
8B (Teknium et al., 2025).

CriticalBrew El Baff et al. (2025) employ a ma-
chine society simulation approach (Zhang et al.,
2024). This approach creates a network of agents
that collaborate to reach a conclusion using differ-
ent personality traits and thinking patterns. They
experiment with different configurations and con-
clude that the number of agents and the thinking
patterns significantly impact the results, while the
personality traits do not. They also experiment
with ranking the CQs using LLMs with differ-
ent prompts. Their best-performing model uses
Mistral-24B with 2 easy-going agents and an over-
confident one, with three rounds of discussion, two
debate rounds, and one discussion round.

Tndguyen Nguyen and Nguyen (2025) inves-
tigate multi step reasoning techniques, namely:
chain-of-thought prompting in zero-shot and one-
shot, least-to-most settings, and tree-of-thought
prompting. Their results show that structured
prompting consistently offers performance gains.
Their best-performing system is zero-shot chain-of-
thought prompting with GPT-4o. Their error analy-
sis highlights that models tend to fail in long and
multi-topic interventions, as well as those involving
emotionally charged and subjective content.

ARG2ST Ramponi et al. (2025) build a pipeline
with an LLM for generation and a fine-tuned en-
coder for classification. In the generation step, they
experiment with modularly extending the prompts
with argumentation schemes, guideline descrip-
tions, and few-shot examples. Their ablation study
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shows that incorporating a classifier consistently
improves the performance of their systems and that
providing explanations in the prompt on not-useful
CQs works better than providing instructions on
which ones are useful. Their best performing sys-
tem is a Llama-3-70B for generation and a BERT-
base as classifier (Devlin et al., 2019).

CUET_SR34 Bhattacharjee et al. (2025) fine-
tune a Llama-3-8B model using LoRa on a 10%
of the validation set and a few-shot prompt. They
show that simplifying the text, adding named en-
tities (NER), and the names of the argumentation
schemes, gets their best results.

Nompt This team focuses exclusively on two
issues in CQs-Gen, namely: questions that do
not target the speaker’s arguments and instead are
in line with them; and questions that introduce
new concepts related to some named entity men-
tioned but not present in the text. They propose 4
stages: (1) argument scheme extraction, (2) speaker
anonymization, (3) main points extraction, and (4)
questions generation using only the extracted infor-
mation. While their overall results are low, their
manual evaluation shows that their approach solves
the phenomena they are targeting.

5 Results

The official results of the shared ask are reported
in Table 2. Based on the automatic evaluation met-
ric, COGNAC was initially ranked first. However,
manual evaluation revealed ELLIS Alicante as the
winner of the shared task, with StateCloud in third
place. ELLIS Alicante employed a strategy that
prioritized minimizing Unhelpful and Invalid ques-
tion categories rather than optimizing for maxi-
mum overall scores through NAE reduction. This
approach demonstrated superior generalization ca-
pabilities on the test set, an effect that was only
detectable through manual assessment.

Interestingly, 3 out of the 4 best-performing
teams (ELLIS Alicante, COGNAC, and Day-
Dreamer) reported that argumentation schemes im-
proved system performance. Two other teams, We-
bis and ARG2ST, also experimented with argumen-
tation schemes but excluded them from their fi-
nal submissions, determining that the performance
gains were insufficient to warrant inclusion. We
examine the various methods by which this infor-
mation is integrated in Section 6.

Multiple teams reported that differences between

Team Name Run Score Auto. score
ELLIS Alicante 3 67.6 50.0

COGNAC 1 62.7 61.8

StateCloud 3 59.8 47.1

DayDreamer 1 58.8 55.9

Webis 2 56.9 52.0

TriLLaMa 1 55.9 53.9

Mind_Matrix 1 55.9 42.2

CriticalBrew 1 54.9 52.0

Lilo&stitch* 2 53.9 49.0

baseline 2 52.9 52.0

Tdnguyen 1 52.0 49.0

ARG2ST 2 50.0 45.1

CUET_SR34 1 48.0 43.1

baseline 1 44.1 41.2

Nompt 1 38.2 29.4

Table 2: Official results of the shared task.
* This team did not submit a system description. Therefore, we do not discuss
it.

models had a greater impact than prompt variations.
Thus, three of the top 4 teams (ELLIS Alicante,
COGNAC, and DayDreamer) relied on GPT-4o
or GPT-4o-mini for their submissions. Unsurpris-
ingly, submissions with lower performance typi-
cally used smaller and open-weight models, which
represented the most frequently selected option
among participants.

Several teams implemented classification or
ranking methodologies to select the most promis-
ing critical questions. All teams using these ap-
proaches reported performance improvements. We
analyze their methods in Section 6.

6 Additional Evaluations and Analysis

The following sections provide supplementary au-
tomated evaluation methods and analyses beyond
the official results to examine the implications of
participant design choices.

Results on the validation set. During system
development, participants had access only to the
validation set, which informed their design deci-
sions. Comparison of validation and official test
set results (see Table 4 in Appendix) revealed no
clear correlation between performance across these
datasets. However, each team’s best-performing
validation submission typically remained their
strongest on the test set. Qualitative insights from
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validation analysis transferred effectively to test
performance, with teams conducting more compre-
hensive qualitative evaluations achieving superior
final results.

LLM- and data-enhanced evaluation.
Calvo Figueras and Agerri (2025) introduced
two evaluation methods that demonstrated better
correlation with human judgment and an expanded
test set. The extended test set incorporated
manual evaluations from this shared task to
increase reference CQs and reduce NAE values.
The proposed evaluation methods employed
LLMs (Claude 3.5 Sonnet3 and Gemma-2-9B-it
(Team et al., 2024)) to compare reference and
generated CQs, assigning labels to new questions
based on matching references. These automated
approaches enabled a comprehensive evaluation of
all team submissions, with results presented in the
Appendix, Table 5.

The extended dataset includes manually-
evaluated questions solely from each team’s top-
performing run, yielding accurate assessments for
these runs but potentially undervaluing other runs.
Analysis in Table 5 confirms ELLIS Alicante’s third
run as the winner across all evaluation metrics.
High-performing submissions absent from Table 2
include COGNAC’s second and third runs, indicat-
ing reliable submission standards from this team.

The effect of incorporating argumentation
schemes. Several teams investigated incorpo-
rating argumentation schemes as additional con-
text, with three of the four top-performing sys-
tems implementing them. However, effective in-
tegration proved challenging, as several teams
reported no improvement or performance degra-
dation. ARG2ST found no benefit from simple
scheme references, while Webis included both
scheme descriptions and associated CQs structures
but similarly observed no gains. Webis’s analysis re-
vealed that generated questions became excessively
rigid and templated when using this approach.

Similarly, ELLIS Alicante found that argumenta-
tion scheme descriptions improved question qual-
ity while decreasing diversity. Their winning run
combined dual prompts, with and without scheme
descriptions, and employed a third LLM (also in-
formed with argumentation schemes) to select opti-
mal questions from the combined outputs.

3Version claude-3-5-sonnet-20241022, https://www.
anthropic.com/news/claude-3-5-sonnet

Team Name n-gram CR-div USE CR-div
ELLIS Alicante 3.04 0.373 0.405

COGNAC 2.52 0.287 0.306

StateCloud 2.96 0.350 0.388

DayDreamer 2.71 0.320 0.364

Webis 2.97 0.352 0.392

TriLLaMa 3.01 0.366 0.403

Mind_Matrix 2.84 0.350 0.387

CriticalBrew 2.90 0.349 0.390

Lilo&stitch 2.92 0.353 0.392

Tdnguyen 3.00 0.356 0.400

ARG2ST 3.09 0.383 0.429

CUET_SR34 2.74 0.331 0.369

Nompt 3.12 0.388 0.459

Table 3: Diversity scores (the higher the more diverse).
Averaged scores between the 3 runs submitted by each
team. The last column measures diversity within the
Useful CQs.

COGNAC and DayDreamer developed two addi-
tional effective approaches for incorporating argu-
mentation schemes. COGNAC paired scheme de-
scriptions with custom CQ sets from similar inter-
ventions to reduce rigidity; DayDreamer centered
their approach on scheme-based argument extrac-
tion followed by CQ generation. DayDreamer’s
poor performance with ERPracticalReasoning and
ERExpertOpinion schemes indicated that descrip-
tion quality critically affects system effectiveness.

Diversity analysis. Although many system de-
scriptions mention diversity, none of them provide
a quantitative assessment of it. To address this
gap, we now analyze diversity explicitly. Follow-
ing Calvo Figueras and Agerri (2025), we adopt
two metrics: n-gram diversity and Compression
Ratio Diversity, as defined in Shaib et al. (2025).
In Table 3, these metrics are applied to the three
submissions of each team and then averaged.

The results indicate that ELLIS Alicante, the win-
ning team, produced one of the most diverse sets
of critical questions, both overall and when con-
sidering only the Useful CQs (see last column).
According to their system description, they qualita-
tively analyzed diversity during development and
observed that using argumentation schemes for all
CQs reduced diversity. Consequently, they opted
to include schemes in their prompts for only half of
their generated questions. Additionally, despite
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ranking lower on the performance leaderboard,
both ARG2ST and Nompt also achieved high di-
versity scores.

In contrast, the least diverse sets of CQs were
produced by COGNAC and DayDreamer, two of
the top-performing teams. DayDreamer generated
their questions using the theoretical CQs in all their
runs, which likely contributed to the low variation
in their outputs. Similarly, two of COGNAC’s sub-
missions used prompts that included argumentation
scheme descriptions, which may have constrained
their output diversity.

These findings support the conclusion drawn
by ELLIS Alicante: incorporating argumentation
schemes involves a trade-off between usefulness
and diversity. Teams aiming to optimize both may
benefit from hybrid strategies that balance struc-
tured guidance with open-ended generation.

Ranking and classification modules. All teams
that incorporated ranking or classification modules
into their pipelines reported positive effects. How-
ever, since these modules were evaluated differ-
ently across teams, it is difficult to quantitatively
compare their individual impact. Instead, we de-
scribe each team’s approach in order, starting with
the highest-scoring system.

1. ELLIS Alicante prompts an LLM to select 3
out of 8 questions generated by two other mod-
els. The prompt includes detailed guidelines
and explicitly encourages the model to favor
repeated questions, suggesting that repetition
may indicate relevance.

2. DayDreamer also uses an LLM, but instead
of directly selecting questions, they prompt it
to rank the candidates and then choose the top
3 from the ranking.

3. Webis fine-tune an encoder (ModernBERT),
using a dataset of 67.8k additional LLM-
generated critical questions, labeled using the
official evaluation script. They select the ques-
tions classified as Useful with the highest con-
fidence.

4. TriLLaMa implements an original classifica-
tion approach whereby multiple LLMs engage
in debate and voting to classify candidate
questions. However, this multi-model strat-
egy yields inferior performance compared to
zero-shot classification using a single LLM.
The authors’ analysis indicates that the debate

process causes models to lose positional co-
herence and attempt simultaneous evaluation
of all 10 candidates, leading to errors.

5. Mind_Matrix applies a handcrafted ranking
method, computing a score based on similarity
to the intervention, coherence, and relevance,
using SentenceTransformers.

6. CriticalBrew prompts LLMs to perform selec-
tion, scoring, and ranking. They conclude that
the specific method used (choosing vs. scor-
ing vs. ranking) does not significantly affect
overall performance.

7. ARG2ST adopts an approach similar to that
of Webis, but with key differences: they use
BERT-base as the encoder and do not incorpo-
rate any additional training data.

Overall, prompt-based approaches tend to yield
better results than encoder-based ones. Addi-
tionally, several teams report that their classi-
fiers exhibit a bias toward labeling most questions
as Useful, a pattern consistent with findings in
Calvo Figueras and Agerri (2025).

Few-shot approaches. Including examples in the
prompt (i.e., few-shot learning) yielded mixed re-
sults. While some teams found it beneficial, oth-
ers observed no improvement or even performance
drops. A few teams included examples in their
prompts but did not conduct ablation studies; there-
fore, we exclude those cases from this discussion.

The most successful applications of few-shot
prompting came from COGNAC, TriLLaMa, and
Tndguyen. Both COGNAC and Tndguyen em-
ployed a dynamic example selection strategy: for
each test instance, they retrieved a similar inter-
vention and used its reference CQs as examples.
Additionally, Tndguyen augmented this with an
automated reasoning path, illustrating how the ex-
ample CQ related to the intervention. While these
techniques are interesting, they might not gener-
alize well to interventions about new topics. In
contrast, TriLLaMa used a fixed set of three exam-
ples presented in a conversational format, where
the user provided the intervention and the assistant
replied with example CQs.

On the opposite end, ARG2ST reported con-
sistent performance degradation when using few-
shot prompting. Their approach involved a fixed
intervention example, tested with either Useful
CQs only or examples from all three categories.
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StateCloud followed a similar setup and ultimately
chose not to use few-shot, although their results
were less conclusive.

A likely explanation for these mixed outcomes is
prompt length: including examples significantly in-
creases the prompt size, which can confuse smaller
models such as those used by ARG2ST. In contrast,
the three teams that benefited from few-shot learn-
ing used much larger models. Interestingly, TriL-
LaMa did observe some gains with smaller models,
suggesting that their conversational prompt struc-
ture may have been more manageable for models
with limited capacity.

Reasoning approaches Reasoning techniques
are currently a topic of active research. Given that
CQs-Gen involves substantial reasoning, several
teams explored these advanced approaches.

Tndguyen experimented with various reason-
ing strategies, including Chain-of-Thought (CoT)
prompting in zero-shot, few-shot, and least-to-most
formats, as well as a Tree-of-Thought approach.
Despite the potential of these methods, their perfor-
mance gains are unexpectedly small. Their analysis
identifies several categories of failure: long, multi-
topic interventions; emotionally charged content;
overly short texts; sensitive topics; and satirical
content. Webis also explores CoT, but does not use
it in their final prompt either.

In a different direction, StateCloud evaluated
the performance of state-of-the-art open-weight
reasoning models (DeepSeek-R1-671B and QWQ-
32B). While these models did not surpass general-
purpose LLMs in terms of the percentage of Useful
CQs, they produced remarkably more NAE values.
This suggests that the models may be generating
novel, useful critical questions that lie outside the
scope of the current reference CQs. However, with-
out further analysis, this remains a hypothesis. A
similar pattern was observed in the system devel-
oped by ELLIS Alicante, which used GPT-4o (a
closed-weight reasoning model) and also gener-
ated a large number of NAE values that were later
found to be useful CQs. These observations suggest
that the capabilities of advanced reasoning models
in CQs-Gen may currently be underestimated and
highlight the need for further manual evaluation
and expanded reference sets to fully capture the
quality of their outputs.

Model performance Many teams observed that
model selection has a greater impact on perfor-
mance than prompt engineering in this task. How-

ever, several teams also noted that the benefits of
scaling to larger models are surprisingly limited,
often not justifying the increased computational
cost. This aligns with the findings reported in
Calvo Figueras and Agerri (2025).

Error analysis. Figure 2 shows the distribution
of the scores per intervention of all the submis-
sions, as evaluated in Table 5 (Appendix) with
Claude. Most interventions received both maxi-
mum and zero scores, though difficulty varied con-
siderably. While two interventions had zero as the
modal score, most exhibited a median score of 0.66.
RRD and US2016 interventions showed distributed
score ranges, whereas Moral Maze interventions
were predominantly difficult. This pattern is in-
teresting given that Moral Maze contains the most
comprehensive and technical content, but addresses
complex topics such as ‘state intervention legit-
imacy’ and ‘loan morality’. The remaining two
datasets featured more accessible topics but em-
ployed emotional language and rhetorical devices.
Error analysis focused on the six lowest-scoring
interventions.

The first intervention (CLINTON_47) is very
short. In this intervention, Clinton is claiming that
she did not support the NAFTA agreement once
the terms were laid out. However, the intervention
does not mention what agreement she is talking
about, and many systems just fabricate that piece
of information.

The second and fourth interventions (pnor-
ton_20 and REBacon_165) are a bit more complex.
To avoid a lack of context (as in Clinton’s text),
some interventions in the RRD dataset were paired
with their previous message using the mark "< this
message is answering to >". The systems do not
always get this differentiation and output questions
related to the wrong message. This could be im-
proved in the dataset.

The third intervention (HOLT_159) is from the
presenter of the presidential debate: Holt. He is
asking questions to Trump and claiming he lied
for years. Many systems get confused and output
questions that are in line with what Holt is saying
and directed to Trump. This also happens often
in another Holt’s interventions (HOLT_122), and
is one of the issues Nompt tried to solve. In fact,
none of the CQs generated by this team in these
two interventions have this issue.

The fifth intervention (CLINTON_227) is very
emotional, as Clinton is making her final speech of
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Figure 2: Distribution of the scoring of each run by intervention in the test set as evaluated with Claude in Table
5. Grey dots show the average score per intervention. The median is marked in black. Colors show the dataset of
origin.

the debate, and the main points of her arguments
are not very clear.

Finally, the sixth intervention (MB_24) is about
housing loans, and the speaker is defending that
laws protect borrowers over lenders. While his
argument is clear and complete, the complexity of
the topic makes many questions Unhelpful, and the
systems often get lost in the speaker’s stance.

7 Conclusions

This shared task on Critical Question Generation
(CQs-Gen) aimed to promote systems capable of
fostering critical thinking by generating insightful
questions that challenge weak or fallacious argu-
ments. The task attracted 19 registered teams, with
13 submitting systems and 12 providing descrip-
tions.

The evaluation revealed that strong performance
was not solely determined by automated metrics.
Manual evaluation played a decisive role in iden-
tifying the most effective systems, with ELLIS Al-
icante emerging as the winner due to its focus on
reducing Unhelpful and Invalid questions rather
than purely optimizing quantitative scores. Their
approach also highlighted the value of qualitative
analysis in system development.

A key insight from the task was the mixed impact
of incorporating argumentation schemes. While
three of the top four teams successfully integrated
these schemes into their pipelines, others reported
performance degradation or reduced question di-
versity. This suggests that while argumentation
schemes can enhance question quality and rele-

vance, they may also limit variability and flexibility
if not carefully balanced.

Model choice proved to be more impactful
than prompt engineering, with most of the top-
performing teams using GPT-4o or GPT-4o-mini.
Additionally, classification and ranking modules
that were used to select the best questions consis-
tently improved output quality, with prompt-based
approaches showing a better performance. Rea-
soning models did not seem to outperform general
models. Nonetheless, further research is required
to investigate whether they produce novel but use-
ful CQs that are not captured by the automated
evaluation method.

To further analyze system behavior, we applied
automatic diversity metrics and extended test set
evaluations. Results confirmed that higher-quality
CQs often came with reduced diversity, reinforc-
ing the observed trade-off between structure and
variability. The winning team successfully navi-
gated this trade-off through a hybrid generation
and selection approach.

In sum, the task highlights that combining pow-
erful models, informed prompt design, and thought-
ful use of structured knowledge (like argumentation
schemes) can yield high-quality critical questions.
However, success also depends on careful evalua-
tion, iterative analysis, and balancing competing
goals such as diversity and usefulness.

Finally, the results of the shared task also show a
big margin for improvement in CQs-Gen, revealing
that it remains a challenging task for current LLMs.
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Limitations

While this shared task generated valuable insights
and fostered creative approaches to Critical Ques-
tions Generation (CQs-Gen), several limitations
remain.

First, although many promising techniques
emerged, the experimental approaches across teams
were largely exploratory. A more systematic, con-
trolled evaluation is necessary to draw robust con-
clusions about what methods are most effective for
generating critical questions.

Second, the reliance of top-performing teams on
proprietary, closed-weight language models raises
concerns for the long-term scalability and trans-
parency of CQs-Gen as an educational tool. Since
the original motivation for this task includes real-
world educational deployment, further research
should explore the performance and adaptability
of open-weight models, which may offer greater
control and accessibility.

Third, the dataset used in this shared task
presents topical and linguistic limitations. It primar-
ily covers discussions related to politics, morality,
and airline policies, and is restricted to English.
Expanding the dataset to include a broader range
of topics and additional languages would improve
both the generalizability and inclusivity of future
models.

Finally, the evaluation methodology imposed
constraints in the validation phase. Since partici-
pants could not quantitatively and reliably compare
performance due to a high number of NAE values,
some systems may have been optimized without
clear feedback. Refining the evaluation method
would enhance the development process in future
iterations.
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Radford, Aleksander Mądry, Alex Baker-Whitcomb,
Alex Beutel, Alex Borzunov, Alex Carney, Alex
Chow, Alex Kirillov, and 401 others. 2024. Gpt-4o
system card. Preprint, arXiv:2410.21276.

Qwen, :, An Yang, Baosong Yang, Beichen Zhang,
Binyuan Hui, Bo Zheng, Bowen Yu, Chengyuan
Li, Dayiheng Liu, Fei Huang, Haoran Wei, Huan
Lin, Jian Yang, Jianhong Tu, Jianwei Zhang, Jianxin

Yang, Jiaxi Yang, Jingren Zhou, and 25 oth-
ers. 2025. Qwen2.5 technical report. Preprint,
arXiv:2412.15115.

Alan Ramponi, Gaudenzia Genoni, and Sara Tonelli.
2025. Arg2st at cqs-gen 2025: Critical questions
generation through llms and usefulness-based selec-
tion. In Proceedings of the 12th Workshop on Ar-
gument Mining (ArgMining 2025), Vienna, Austria.
Association for Computational Linguistics.

Nils Reimers and Iryna Gurevych. 2019. Sentence-bert:
Sentence embeddings using siamese bert-networks.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing. Associa-
tion for Computational Linguistics.

Oscar Sainz, Jon Campos, Iker García-Ferrero, Julen
Etxaniz, Oier Lopez de Lacalle, and Eneko Agirre.
2023. NLP evaluation in trouble: On the need to mea-
sure LLM data contamination for each benchmark.
In Findings of the Association for Computational
Linguistics: EMNLP 2023, pages 10776–10787, Sin-
gapore. Association for Computational Linguistics.

Chantal Shaib, Joe Barrow, Jiuding Sun, Alexa F. Siu,
Byron C. Wallace, and Ani Nenkova. 2025. Standard-
izing the Measurement of Text Diversity: A Tool and
a Comparative Analysis of Scores. arXiv preprint.
ArXiv:2403.00553 [cs].

Yi Song, Michael Heilman, Beata Beigman Klebanov,
and Paul Deane. 2014. Applying Argumentation
Schemes for Essay Scoring. In Proceedings of the
First Workshop on Argumentation Mining, pages 69–
78, Baltimore, Maryland. Association for Computa-
tional Linguistics.

Gemma Team, Morgane Riviere, Shreya Pathak,
Pier Giuseppe Sessa, Cassidy Hardin, Surya Bhupati-
raju, Léonard Hussenot, Thomas Mesnard, Bobak
Shahriari, Alexandre Ramé, Johan Ferret, Peter Liu,
Pouya Tafti, Abe Friesen, Michelle Casbon, Sabela
Ramos, Ravin Kumar, Charline Le Lan, Sammy
Jerome, and 179 others. 2024. Gemma 2: Improving
open language models at a practical size. Preprint,
arXiv:2408.00118.

Qwen Team. 2025. Qwq-32b: Embracing the power of
reinforcement learning.

Teknium, Roger Jin, Chen Guang, Jai Suphavadeeprasit,
and Jeffrey Quesnelle. 2025. Deephermes 3 preview.

Frieso Turkstra, Sara Nabhani, and Khalid Al-Khatib.
2025. Trillama at cqs-gen 2025: A two-stage llm-
based system for critical question generation. In
Proceedings of the 12th Workshop on Argument Min-
ing (ArgMining 2025), Vienna, Austria. Association
for Computational Linguistics.

Jacky Visser, John Lawrence, Chris Reed, Jean Wage-
mans, and Douglas Walton. 2021. Annotating Argu-
ment Schemes. Argumentation, 35(1):101–139.

253

https://doi.org/10.1016/j.chbah.2023.100027
https://doi.org/10.1016/j.chbah.2023.100027
https://doi.org/10.1016/j.chbah.2023.100027
https://doi.org/10.1177/20563051221150407
https://doi.org/10.1177/20563051221150407
https://doi.org/10.1177/20563051221150407
https://doi.org/10.1177/20563051221150407
https://arxiv.org/abs/2410.21276
https://arxiv.org/abs/2410.21276
https://arxiv.org/abs/2412.15115
https://arxiv.org/abs/1908.10084
https://arxiv.org/abs/1908.10084
https://doi.org/10.18653/v1/2023.findings-emnlp.722
https://doi.org/10.18653/v1/2023.findings-emnlp.722
https://doi.org/10.48550/arXiv.2403.00553
https://doi.org/10.48550/arXiv.2403.00553
https://doi.org/10.48550/arXiv.2403.00553
https://doi.org/10.3115/v1/W14-2110
https://doi.org/10.3115/v1/W14-2110
https://arxiv.org/abs/2408.00118
https://arxiv.org/abs/2408.00118
https://qwenlm.github.io/blog/qwq-32b/
https://qwenlm.github.io/blog/qwq-32b/
https://doi.org/10.1007/s10503-020-09519-x
https://doi.org/10.1007/s10503-020-09519-x


Henning Wachsmuth, Nona Naderi, Yufang Hou,
Yonatan Bilu, Vinodkumar Prabhakaran, Tim Alberd-
ingk Thijm, Graeme Hirst, and Benno Stein. 2017.
Computational Argumentation Quality Assessment
in Natural Language. In Proceedings of the 15th
Conference of the European Chapter of the Associa-
tion for Computational Linguistics: Volume 1, Long
Papers, pages 176–187, Valencia, Spain. Association
for Computational Linguistics.

Douglas Walton, Christopher Reed, and Fabrizio
Macagno. 2008. Argumentation Schemes. Cam-
bridge University Press, Cambridge.

Benjamin Warner, Antoine Chaffin, Benjamin Clavié,
Orion Weller, Oskar Hallström, Said Taghadouini,
Alexis Gallagher, Raja Biswas, Faisal Ladhak, Tom
Aarsen, Nathan Cooper, Griffin Adams, Jeremy
Howard, and Iacopo Poli. 2024. Smarter, better,
faster, longer: A modern bidirectional encoder for
fast, memory efficient, and long context finetuning
and inference. Preprint, arXiv:2412.13663.

An Yang, Baosong Yang, Beichen Zhang, Binyuan Hui,
Bo Zheng, Bowen Yu, Chengyuan Li, Dayiheng Liu,
Fei Huang, Haoran Wei, Huan Lin, Jian Yang, Jian-
hong Tu, Jianwei Zhang, Jianxin Yang, Jiaxi Yang,
Jingren Zhou, Junyang Lin, Kai Dang, and 23 oth-
ers. 2024. Qwen2.5 technical report. arXiv preprint
arXiv:2412.15115.

Jinghui Zhang, Dongming Yang, and Binghuai Lin.
2025. Statecloud at cqs-gen 2025: Prompt engineer-
ing for critical questions generation. In Proceedings
of the 12th Workshop on Argument Mining (ArgMin-
ing 2025), Vienna, Austria. Association for Compu-
tational Linguistics.

Jintian Zhang, Xin Xu, Ningyu Zhang, Ruibo Liu,
Bryan Hooi, and Shumin Deng. 2024. Exploring
collaboration mechanisms for llm agents: A social
psychology view. Preprint, arXiv:2310.02124.

Wendi Zhou, Ameer Saadat-Yazdi, and Nadin Kökciyan.
2025. Daydreamer at cqs-gen 2025: Generating criti-
cal questions through argument scheme completion.
In Proceedings of the 12th Workshop on Argument
Mining (ArgMining 2025), Vienna, Austria. Associa-
tion for Computational Linguistics.

254

https://doi.org/10.1017/CBO9780511802034
https://arxiv.org/abs/2412.13663
https://arxiv.org/abs/2412.13663
https://arxiv.org/abs/2412.13663
https://arxiv.org/abs/2412.13663
https://arxiv.org/abs/2310.02124
https://arxiv.org/abs/2310.02124
https://arxiv.org/abs/2310.02124


A Baseline Prompt

You are tasked with generating critical questions that are useful for diminishing the acceptability of
the arguments in the following text:
"{intervention}"
Take into account a question is not a useful critical question:

1. If the question is not related to the text.

2. If the question is not specific (for instance, if it’s a general question that could be applied to a
lot of texts).

3. If the question introduces new concepts not mentioned in the text (for instance, if it suggests
possible answers).

4. If the question is not useful to diminish the acceptability of any argument. For instance, if it’s
a reading-comprehension question or if it asks about the opinion of the speaker/reader.

5. If its answer is not likely to invalidate any of the arguments in the text. This can be because
the answer to the question is common sense, or because the text itself answers the question.

Output 3 critical questions. Give one question per line. Make sure there are at least 3 questions.
Do not give any other output. Do not explain why the questions are relevant.

Figure 3: Prompt for generating baseline outputs.
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B All Test Set and Validation Set Results including NAEs

Team Name Run Validation Test
ELLIS Alicante 1 61.4 36.3
ELLIS Alicante 2 61.0 44.1
ELLIS Alicante 3 64.4 50.0

COGNAC 1 83.0 61.8
COGNAC 2 81.0 57.8
COGNAC 3 82.0 60.8

StatetCloud 1 76.2 45.1
StatetCloud 2 72.8 42.2
StatetCloud 3 71.3 47.1

DayDreamer 1 72.2 55.9
DayDreamer 2 72.2 50.0
DayDreamer 3 62.2 43.1

Webis 1 72.0 49.0
Webis 2 84.0 52.0
Webis 3 82.0 48.0

TriLLaMa 1 * 53.9
TriLLaMa 2 * 37.3
TriLLaMa 3 * 52.0

Mind_Matrix 1 53.0 42.2
Mind_Matrix 2 46.0 36.3

CriticalBrew 1 78.0 52.0
CriticalBrew 2 78.0 40.2
CriticalBrew 3 71.0 51.0

Tdnguyen 1 70.7 49.0
Tdnguyen 2 71.9 45.1
Tdnguyen 3 61.3 46.1

ARG2ST 1 76.2 44.1
ARG2ST 2 72.8 45.1
ARG2ST 3 72.3 40.2

CUET_SR34 1 71.1 43.1
CUET_SR34 2 69.2 32.4
CUET_SR34 3 70.3 42.2

Table 4: Results of the shared task in the validation and test set using the official shared task evaluation script. The
validation set results have been submitted by the participants. Therefore, we can not ensure direct comparison. The
table is ordered by teams, starting by the winning team and ending with the lowest performing one. In bold are the
highest results from each team.
* this team did not evaluate on the whole validation set.
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C Automated-methods Evaluation

Team Name Run STS_0.65 Claude Gemma2
ELLIS Alicante 1 48.04 51.96 61.76
ELLIS Alicante 2 54.90 54.90 53.92
ELLIS Alicante 3* 67.65 67.65 66.67

COGNAC 1* 62.75 64.71 61.76
COGNAC 2 65.69 62.75 66.67
COGNAC 3 64.71 60.78 65.69

StateCloud 1 50.00 49.02 53.92
StateCloud 2 51.96 50.00 53.92
StateCloud 3* 59.80 58.82 59.8

DayDreamer 1* 58.82 58.82 56.86
DayDreamer 2 52.94 49.02 54.9
DayDreamer 3 46.08 46.08 46.08

Webis 1 50.00 43.14 44.12
Webis 2* 56.86 56.86 51.96
Webis 3 53.92 52.94 48.04

TriLLaMa 1* 55.88 57.84 54.9
TriLLaMa 2 47.06 40.2 48.04
TriLLaMa 3 54.90 56.86 54.9

Mind_Matrix 1* 55.88 55.88 54.9
Mind_Matrix 2 47.06 40.20 50.98

CriticalBrew 1* 54.90 54.90 54.90
CriticalBrew 2 37.25 41.18 50.0
CriticalBrew 3 55.88 52.94 58.82

Lilo&stitch 1 53.92 52.94 54.9
Lilo&stitch 2* 53.92 52.94 53.92
Lilo&stitch 3 52.94 36.27 48.04

Tdnguyen 1* 51.96 52.94 54.90
Tdnguyen 2 51.96 41.18 47.06
Tdnguyen 3 51.96 46.08 53.92

ARG2ST 1 46.08 40.2 42.16
ARG2ST 2* 50.00 50.00 50.98
ARG2ST 3 46.08 41.18 51.96

CUET_SR34 1* 48.04 48.04 49.02
CUET_SR34 2 37.25 41.18 40.2
CUET_SR34 3 44.12 45.10 52.94

Nompt 1* 38.24 38.24 36.27
Nompt 2 37.25 24.51 36.27
Nompt 3 36.27 30.39 37.25

Table 5: Results of the shared task with the new fully-automated metrics. We kept the order from the ranking of the
official shared task results. The table is ordered by teams, starting by the winning team and ending with the lowest
performing one.
* runs included in the test set references.
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Abstract

This paper presents StateCloud’s submission to
the Critical Questions Generation (CQs-Gen)
shared task at the Argument Mining Workshop
2025. To generate high-quality critical ques-
tions from argumentative texts, we propose a
framework that combines prompt engineering
with few-shot learning to effectively guide gen-
erative models. Additionally, we ensemble
outputs from diverse large language models
(LLMs) to enhance accuracy. Notably, our ap-
proach achieved 3rd place in the competition,
demonstrating the viability of prompt engineer-
ing strategies for argumentative tasks.

1 Introduction

Critical Questions (CQs) play a pivotal role in ar-
gumentation by challenging the validity, relevance,
or sufficiency of claims. Automated generation of
CQs from argumentative texts has emerged as a
key task in computational argumentation, enabling
systems to engage in nuanced discourse. The CQs-
Gen shared task at the Argument Mining Workshop
2025 aims to advance this capability by developing
a system model to produce high-quality, contextu-
ally relevant CQs.

In this paper, we present StateCloud’s submis-
sion to the CQs-Gen task(Calvo Figueras et al.,
2025). Our approach centers on prompt engineer-
ing to guide generative LLMs toward producing
critical questions that adhere to domain-specific
requirements. While fine-tuning LLMs is a com-
mon strategy, we prioritize few-shot learning with
carefully curated prompts to leverage pre-trained
knowledge efficiently. We further enhance accu-
racy by ensembling outputs from diverse state-of-
the-art LLMs.

The main contributions of this work are:

• A systematic framework for prompt engineer-
ing tailored to argumentative CQs generation.

∗Corresponding Author.

• Empirical validation of model ensembling for
improving question accuracy.

Our system achieved 3rd place in the compe-
tition, demonstrating the effectiveness of prompt-
driven strategies.

2 Related Work

2.1 Critical Question Generation in
Argument Mining

CQs-Gen is a specialized task in computational
argumentation that focuses on identifying and for-
mulating questions that challenge the validity, rele-
vance, or sufficiency of arguments.

With the advent of machine learning, super-
vised approaches (Nguyen and Litman, 2016);
(Opitz and Frank, 2019) emerged, training clas-
sifiers or sequence-to-sequence models on anno-
tated datasets. These methods improved general-
ization but required substantial labeled data, which
is costly to obtain for argumentative tasks.

To address this limitation, researchers have ex-
plored transfer learning(Dutta et al., 2022); (Hua
and Wang, 2022). Dutta et al. used web data for
argumentative knowledge, adapting Transformers
via Selective MLM (masking discourse markers in-
stead of random tokens) and prompt-based relation
prediction, reducing labeled data needs.

2.2 Prompt Engineering for Generative Tasks
Prompt engineering has emerged as a critical
methodology for optimizing the performance of
LLMs across diverse domains (Zhang et al.,
2023);(Brown et al., 2020). Unlike traditional fine-
tuning approaches that require extensive parameter
updates, prompt engineering operates through care-
fully designed input formulations that guide LLMs
to produce desired outputs without modifying their
underlying architecture.

The concept of prompt engineering originated
from observations that LLMs are highly sensitive
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流程

[role]:�You�are�a�helpful�assistant�...

[task]:�Suggest�one�critical�question�...

[requirement]:�You�need�to�...

[example]:�Here�is�an�example...

[input]:{intervention}

[sequential]:�Useful�quesions:

{1st-turn�cq}

{2nd-turn�cq}

Please�give�another�useful�question.

QwQ

LLaMA

DeepSeek

LLaMA

QwQ

Are�there�any��...

3rd�turn�generation

Is��it�fair�to�...

Are�there�any��...

Is��it�fair�to�...

Could�not�...

ensembling�outputs

Figure 1: Our framework employs a sequential ensembling approach to integrate the outputs of different LLMs.
The output from each preceding model is incorporated into the prompt template for the subsequent generation step.

to input phrasing. Seminal work by (Bsharat et al.,
2024) demonstrated how subtle changes in prompt
structure could yield dramatically different outputs
in creative writing tasks. Their study presents prin-
cipled guidelines for improving prompt quality, in-
cluding techniques such as combining affirmative
and negative directions, structured formatting, and
role assignment.

Subsequent research has introduced more rigor-
ous frameworks for prompt construction, including:
Chain-of-Thought (CoT) prompting (Wei et al.,
2022); Tree-of-Thoughts (ToT) prompting (Yao
et al., 2023); (Long, 2023); Self-Refine prompting
(Madaan et al., 2023).

However, robustness issues persist as model out-
puts remain highly sensitive to subtle prompt vari-
ations, necessitating more stable and transferable
solutions.

3 Task Description

The CQs-Gen task involves generating meaningful
CQs in response to an argumentative text. A dataset
of real debate interventions, along with associated
CQs, is provided. The validation dataset consists
of 186 interventions.

The goal is to develop a system that takes an
intervention as input and outputs exactly three CQs,
all of which should be effective in challenging the
arguments presented.

Each of the three CQs will be independently
evaluated by computing the cosine similarity be-
tween the embeddings of generated CQs and ref-
erence CQs using sentence transformers 1, then

1https://huggingface.co/sentence-transformers/stsb-
mpnet-base-v2

assigning one of four labels: Useful, Not-Able-to-
Evaluate, Unhelpful, or Invalid. If the similarity
score exceeds a predefined threshold, the generated
CQ will inherit the same label as its correspond-
ing reference CQ. Otherwise, it will be labeled as
Not-Able-to-Evaluate. Finally, the individual ques-
tion evaluations will be aggregated into an overall
score.

4 Methodology

4.1 Framework Overview

Our system generates one question at a time and
combines model outputs to produce a specified
number of questions. Our scripts are publicly avail-
able on GitHub. 2 The framework integrates these
key components:

Prompt Engineering We constructed multiple
templates with varying structures and linguistic
styles, carefully designing the model’s role and
generation requirements within the prompts. We
also evaluated the effectiveness of in-context learn-
ing.

Model Ensembling To maintain high-quality
question generation while improving output stabil-
ity, we aggregated outputs from multiple models in-
cluding QwQ and others. We compared the effects
of sequential versus parallel ensemble approaches.

4.2 Prompt Design

We designed four different prompts (shown in Ap-
pendix A), all specifying the model’s role as a
"helpful assistant with critical thinking skills." The
variations include:

2https://github.com/QQJellyy/StateCloud-at-CQs-Gen-
share-task.git
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Models USE UNCERTAIN
Llama-3-8B 70.4 % 11.8 %

Llama-3.3-70B 75.8 % 9.1 %
qwen2.5-7B 71.0 % 14.5 %
qwen2.5-14B 64.5 % 18.3 %
qwen2.5-32B 71.0 % 12.9 %
qwen2.5-72B 76.3 % 5.4 %

QWQ-32b-32B 66.7 % 16.1 %
DeepSeek-R1-671B 61.3 % 21.0 %

Table 1: The performance of some open-source general
large language models. USE denotes the number of
Useful questions. UNCERTAIN denotes the number of
Not-Able-to-Evaluate questions.

Zero-shot A zero-shot prompt containing only
the target intervention and generation requirements.

Few-shot A few-shot prompt featuring an ex-
ample intervention with corresponding helpful and
unhelpful CQs.

Oral-expression A version with more conversa-
tional requirement phrasing to examine the impact
of linguistic style.

Requirements-ahead A structurally modified
prompt placing requirements earlier to investigate
component ordering effects.

4.3 Model Ensembling

We selected n candidate open-source models and
evaluated their performance using a calibration
dataset. Two ensembling methods were imple-
mented:

Parallel Ensemble The top 3 models each gen-
erate one CQ independently, with results combined
directly. This configuration operates under the ex-
plicit assumption that model diversity inherently
produces distinct question formulations, thus inten-
tionally omitting deduplication steps.

Sequential Ensemble A single model generates
an initial CQ. Subsequent CQs are produced itera-
tively by incorporating all previous results into the
prompt (similar to few-shot learning). The sequen-
tial template is detailed in Appendix A.

5 Experiment Setup

5.1 Dataset

Our experiments utilized two data components.

• A randomly selected intervention from the
sample set, paired with its corresponding use-
ful and unhelpful question pairs for few-shot
demonstration.

Prompt versions USE UNCERTAIN
zero-shot 74.7% 9.7%

requirements-ahead 75.3% 7.0%
oral-expression 75.8% 8.1%

few-shot 76.3% 5.4%

Table 2: The performance of prompt engineering. Here
we use the Qwen2.5-72B model. USE denotes the num-
ber of Useful questions. UNCERTAIN denotes the num-
ber of Not-Able-to-Evaluate questions.

Prompt versions Combination Strategy USE UNCERTAIN
Qwen + R1 parallel 68.8% 13.2%
Qwen→R1 sequential 74.5% 7.6%

Qwen + Qwen parallel 76.4% 5.4%
Qwen→Qwen sequential 77.2% 5.9%

Table 3: The performance of model ensembling. USE
denotes the number of Useful questions. UNCER-
TAIN denotes the number of Not-Able-to-Evaluate ques-
tions. Qwen denotes Qwen2.5-72B-Instruct. R1 denotes
DeepSeek-R1.

• The full validation set comprising 186 inter-
ventions, each annotated with multiple use-
ful, unhelpful, and invalid CQs for evalua-
tion. This structure enabled both effective
few-shot learning and comprehensive evalua-
tion of model performance.

5.2 Models

We selected eight state-of-the-art open-source mod-
els based on three criteria: model size, training data
distribution and reasoning capability. Details of the
selected models are provided in Tables 1. All mod-
els were inferred using HuggingFace Transformers
with default generation configurations (tempera-
ture, top-p, etc.).

6 Results and Analysis

6.1 Model Comparison

The performance of general and reasoning LLMs
on the validation set are presented in Tables 1, re-
spectively. Since neither Unhelpful nor Invalid
labels constitute effective challenges, we focus pri-
marily on Useful and Not-Able-to-Evaluate labels
to highlight valid or potentially valid critiques. The
top-performing model was Qwen2.5-72B-Instruct,
generating 142 useful CQs for 186 interventions,
with LLaMA-3.3-70B closely following at 141 use-
ful CQs.

Scaling Effects While larger models produced
more useful CQs, consistent with expectations,
the marginal gains were surprisingly small: both
LLaMA and Qwen models at 7B/8B scales gen-
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System Models USE(val) UNCERTAIN(val) USE(test) UNCERTAIN(test)
System 1 Qwen2.5-72B→72B→72B 76.2% 6.1% 45.1% 5.9 %
System 2 Qwen2.5-72B + 32B +7B 72.8% 10.9% 42.2% 15.7 %
System 3 Qwen2.5-72B + QwQ + DeepSeek-R1 71.3% 10.4% 47.1% 22.5 %

Table 4: Performance of the three final submitted systems on the validation and test sets. "→" denotes sequential
ensembling, while "+" indicates parallel ensembling. Bold values indicate best performance across systems.

erated approximately 131 useful CQs, while their
70B/72B counterparts produced only about 10 ad-
ditional useful CQs.

Reasoning Models Underperform Despite rea-
soning models’ strong performance on benchmark
tasks, they did not outperform general LLMs in
useful CQ generation on validation set. Notably,
reasoning models produced significantly more Not-
Able-to-Evaluate CQs, suggesting they may gener-
ate more novel CQs beyond the annotation scope.
This leaves open the possibility that their true capa-
bility might be underestimated by current evalua-
tion metrics.

6.2 Prompt Design Analysis

Using Qwen2.5-72B-Instruct, we evaluated vari-
ous prompt designs (Table 2), revealing several in-
sights. The performance variation between prompts
proved minimal (142 vs. 139 useful CQs, ∆=2%),
significantly overshadowed by model selection im-
pacts. Few-shot prompting demonstrated a clear
trade-off: while increasing useful CQ counts, it si-
multaneously caused a 44% reduction in uncertain
questions (from 18 to 10) while increasing unhelp-
ful and invalid outputs.

6.3 Model Ensembling

Our framework implements model ensembling to
generate multiple CQs for each intervention. Com-
parative results for generating two CQs are pre-
sented in Table 3, demonstrating the superior per-
formance of sequential ensembling over parallel
approaches. The sequential method shows particu-
lar effectiveness when applied to reasoning models
such as R1, yielding a statistically significant in-
crease in useful CQs generation (114 vs. 135 useful
CQs, ∆=18%). Notably, this approach maintains
its advantage even when employing identical mod-
els, suggesting that the contextual incorporation
of previously generated CQs enhances subsequent
question quality. This phenomenon indicates that
exposing the model to its own outputs creates a
beneficial self-refinement mechanism, where each
generated question informs and improves subse-
quent outputs.

7 Submission

We evaluated multiple systems and selected the top
three for final submission based on the number of
Useful and Not-Able-to-Evaluate CQs generated.
The results are presented in Table 4. System 1
employed a sequential approach, where Qwen2.5-
72B generated three CQs in succession. System
2 used a parallel ensemble of Qwen2.5-72B, 32B,
and 7B models. System 3 combined Qwen2.5-72B,
QwQ, and DeepSeek R1 in parallel.

On the validation set, System 1 produced the
highest number of Useful CQs, while Systems 2
and 3 generated more Not-Able-to-Evaluate CQs,
indicating greater potential for diverse questioning.
However, on the test set, System 3 achieved the
highest counts for both types of CQs, demonstrat-
ing superior overall performance.

8 Conclusion

This paper presented StateCloud’s comprehensive
framework for the CQs-Gen shared task, integrat-
ing innovative prompt engineering with model en-
semble techniques. We submitted three different
systems, with System 3 emerging as our top per-
former, ultimately achieving 3rd place in the com-
petition.

Our systematic evaluation yielded several key
insights: (1) While larger models (e.g., Qwen2.5-
72B-Instruct) achieved marginally better perfor-
mance, the scaling benefits diminished significantly
beyond 7B parameters; (2) Sequential model en-
semble demonstrated superior effectiveness over
parallel approaches, particularly for reasoning mod-
els, which presents a promising direction for en-
hancing question quality without additional super-
vision.

9 Limitations

Our study was constrained by the fixed annotation
scope of the validation set, which may not fully cap-
ture the models’ reasoning capabilities. Due to the
limited number of systems submitted, we did not
evaluate the performance of sequential ensembles
with reasoning models.
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A Prompts

We developed four distinct prompt configurations,
with key differentiators highlighted in bold.

Here is the zero-shot prompt:

(1) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in this text:

<text>

{intervention}

</text>

Requirements for the question:

<requirement>

1. Keep the question simple—no explana-
tions or justifications.

2. Ensure logical reasoning aligns with
the text.

3. Focus exclusively on content within
the provided text.

4. Avoid introducing new concepts or
external ideas.

5. Make it specific to the arguments in
the text (not generic).

6. Target a single argument critically
(e.g., a precise reading-comprehension
critique).

</requirement>

"""
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Here is the few-shot prompt:

(2) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in this text:

<text>

{intervention}

</text>

Requirements for the question:

<requirement>

1. Keep the question simple—no explana-
tions or justifications.

2. Ensure logical reasoning aligns with
the text.

3. Focus exclusively on content within
the provided text.

4. Avoid introducing new concepts or
external ideas.

5. Make it specific to the arguments in
the text (not generic).

6. Target a single argument critically
(e.g., a precise reading-comprehension
critique).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

Please give an useful question.

"""

Here is the oral-expression prompt:

(3) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in this text:

<text>

{intervention}

</text>

Requirements for the question:

<requirement>

1. Be useful (challenge one of the argu-
ments in the text).

2. The reasoning should be right.

3. Be related to the text.

4. Do not introduce new concepts not
present in the text.

5. Avoid being too general that could
be applied to any text.

6. Be critical with one of the ar-
gument in the text (e.g. a reading-
comprehension question).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

Please give an useful question.

"""

Here is the requirements-ahead prompt:

(4) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in the given text.
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Requirements for the question:

<requirement>

1. Be useful (challenge one of the argu-
ments in the text).

2. The reasoning should be right.

3. Be related to the text.

4. Do not introduce new concepts not
present in the text.

5. Avoid being too general that could be
applied to any text.

6. Be critical with one of the argument
in the text (e.g. a reading-comprehension
question).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

<text>

{intervention}

</text>

Please give an useful question.

"""

Here is the prompt for sequential model ensem-
bling:

(5) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in the given text.

Requirements for the question:

<requirement>

1. Be useful (challenge one of the argu-
ments in the text).

2. The reasoning should be right.

3. Be related to the text.

4. Do not introduce new concepts not
present in the text.

5. Avoid being too general that could be
applied to any text.

6. Be critical with one of the argument
in the text (e.g. a reading-comprehension
question).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

<text>

{intervention}

</text>

Useful questions:

{cq}

Please give another useful question.

"""
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Abstract

This paper explores the generation of Critical
Questions (CQs) from argumentative texts us-
ing multi-step reasoning techniques, specifi-
cally Chain-of-Thoughts (CoT) and Tree-of-
Thoughts (ToT) prompting frameworks. CQs
are essential for enhancing critical thinking and
improving decision-making across various do-
mains. Despite the promise of Large Language
Models (LLMs) in this task, generating contex-
tually relevant and logically sound questions
remains a challenge. Our experiments show
that CoT-based prompting strategies, including
Zero-shot and One-shot methods, significantly
outperform baseline models in generating high-
quality CQs. While ToT prompting offers a
more flexible reasoning structure, it was less
effective than CoT in this task. We suggest
exploring more advanced or computationally
intense multi-step reasoning techniques, as well
as alternative tree structures for the ToT frame-
work, to further improve CQs-Gen systems.

1 Introduction

Generating Critical Questions (CQs) from argu-
mentative texts plays a vital role in enhancing hu-
man understanding, promoting critical thinking,
specifically in education (Santoso et al., 2018), and
improving decision-making processes across do-
mains such as education, law, and policy analysis.
These questions aim to identify potential weak-
nesses, blind spots, or implicit assumptions within
arguments, thereby encouraging deeper reflection
and discourse. The task draws inspiration from
argumentation theory, particularly Walton’s argu-
mentation schemes (Walton et al., 2008), where
each type of argument is associated with a set
of critical questions designed to test its validity
(Calvo Figueras and Agerri, 2024).

Despite its importance, Critical Questions Gen-
eration (CQs-Gen) remains an underexplored and
challenging task. It requires not only an un-

derstanding of the structure and content of argu-
ments but also the ability to reason about unstated
premises and hypothetical counterpoints. Previous
approaches, including prompt-based generation us-
ing Large Language Models (LLMs), have shown
promise but still struggle with generating questions
that are both contextually relevant and logically
sound (Calvo Figueras and Agerri, 2024).

In this paper, we explore the use of multi-
step reasoning techniques, particularly Chain-
of-Thoughts (CoT) and Tree-of-Thoughts (ToT)
framework, to improve the performance of LLMs
in CQs-Gen. These approaches aim to mimic the
step-by-step reasoning process humans use when
evaluating arguments, allowing the model to better
capture underlying assumptions and generate more
insightful critical questions. Through systematic
experiments and evaluation, we demonstrate the
effectiveness of multi-step prompting in generating
high-quality, argument-sensitive critical questions.

2 Related Work

To contextualize our contribution, we examine
three foundational pillars: the development of
Large Language Models (LLMs), the task of CQs-
Gen, and recent advancements in multi-step reason-
ing techniques.

2.1 Large Language Models

The advent of Large Language Models (LLMs)
such as GPT-4o (OpenAI et al., 2024), Deepseek-
R1 (DeepSeek-AI et al., 2025), and LLaMA 3
(Grattafiori et al., 2024) has brought significant
progress in natural language processing. Trained
on vast corpora of diverse text, these models ex-
hibit strong zero-shot and few-shot performance
across a wide array of tasks, including question
answering, summarization, and reasoning. Notably,
models like GPT-4o and Deepseek-R1 demonstrate
implicit reasoning capabilities, often reasoning
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through complex prompts before producing outputs.
These characteristics make them strong candidates
for tasks that require nuanced comprehension and
logical progression, such as multi-step inference
and question generation.

2.2 Critical Questions Generation (CQs-Gen)

The CQs-Gen task, introduced by Calvo Figueras
and Agerri (2024), involves generating questions
that critically engage with the reasoning presented
in a given text. CQs-Gen holds potential for ap-
plications in combating misinformation and pro-
moting critical thinking, as evidenced by related
studies on argument analysis and fallacy detection
(Musi et al., 2023; Musi and Reed, 2022). However,
the task remains underexplored. Existing LLMs of-
ten struggle with generating relevant and coherent
critical questions. Common issues include produc-
ing questions that are (1) unrelated to the argument,
(2) based on introduced but unsupported concepts,
(3) overly generic, or (4) grounded in flawed rea-
soning. Furthermore, the absence of large-scale,
high-quality datasets of reference critical questions
poses an additional challenge, limiting the devel-
opment and evaluation of robust CQs-Gen systems
(Calvo Figueras and Agerri, 2024).

2.3 Multi-Step Reasoning Techniques

Recent advances in multi-step reasoning have in-
troduced techniques such as CoT prompting (Wei
et al., 2023), ToT (Yao et al., 2023; Long, 2023)1,
and Chain-of-Draft (Xu et al., 2025), all of which
have demonstrated notable improvements in tasks
like arithmetic reasoning, commonsense inference,
and symbolic reasoning (e.g., the coin-flip task).
More recent work has explored integrating these
techniques with decision-making frameworks such
as A* search or reinforcement learning to fur-
ther enhance reasoning performance (Wang et al.,
2024a,b).

In this study, we focus on two foundational meth-
ods – Chain-of-Thoughts and Tree-of-Thoughts –
due to their simplicity, accessibility, and effective-
ness, while leaving the exploration of more ad-
vanced or computationally intensive approaches to
future work.

1For a prompt-based implementation of Tree-
of-Thoughts, see https://github.com/dave1010/
tree-of-thought-prompting

3 Methodology

In this section, we present several multi-step reason-
ing techniques for the CQs-Gen task. An overview
of the different prompting strategies is illustrated
in Figure 1. All prompts and sample responses can
be found in appendix A.

3.1 Chain-of-Thoughts Prompting
To support the generation of critical questions that
challenge arguments effectively, we adopt CoT
prompting – a technique that decomposes reason-
ing into intermediate steps (Wei et al., 2023). This
structure helps LLMs expose implicit assumptions
and reasoning gaps. We evaluate several CoT
prompting variants:

• Zero-Shot CoT Prompting: Following Ko-
jima et al. (2023), this method appends a trig-
ger phrase to the input to elicit structured rea-
soning without examples. We use the custom
phrasing:

“Think about the argument step-by-
step. Print your reasoning first in a
structured step-by-step format.”

to discourage models from skipping the rea-
soning phase.

• One-Shot CoT Prompting: As proposed in
Wei et al. (2023), this variant includes an ex-
emplar that illustrates structured reasoning
and CQ derivation. For each intervention, we
select a similar – but not identical – example
from the validation set to promote unbiased
performance (explained in Appendix A.3.2).

• Least-to-Most CoT Prompting: Introduced
by Zhou et al. (2023), this approach breaks
down the task into explicit subtasks, guiding
the model step-by-step rather than relying on
implicit decomposition.

3.2 Tree-of-Thoughts Framework
To complement linear CoT strategies, we explore
Tree-of-Thoughts (ToT) prompting (Yao et al.,
2023), which organizes reasoning as a search tree.
Inspired by human problem-solving via branching
deliberations (Newell, 1959), ToT enables multiple
reasoning paths using heuristics such as BFS, DFS,
or A*. Our implementation builds a shallow tree
via BFS with three stages: (1) generate and rank ini-
tial plans; (2) expand top plans into sub-plans; (3)
generate critical questions from sub-plans. At each
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Figure 1: Overview of prompting strategies explored in this work. From left to right: (1) Standard input-output
prompting (baseline), (2) Zero-Shot CoT prompting with a trigger phrase, (3) Few-Shot CoT prompting with
selected exemplars, (4) Least-to-Most CoT prompting with explicit step guidance, and (5) Tree-of-Thoughts (ToT)
prompting using breadth-first exploration of reasoning paths. Yellow boxes denote the input, green boxes represent
intermediate reasoning steps or sub-tasks, light green boxes indicate reasoning paths that were pruned in the ToT
framework, and blue boxes represent the final output (i.e., the generated critical question).

depth, a voting-based mechanism selects the most
promising candidates. For simplicity and due to
time constraints, we evaluate a single tree structure,
leaving broader configurations for future work.

4 Experiments and Results

4.1 Experiments

In this section, we describe the experimental setup
used to evaluate the multi-step reasoning strategies
introduced in Section 3. We outline the dataset,
model configurations, prompting procedures, eval-
uation protocol, and implementation details.

4.1.1 Dataset
We conduct all experiments using the validation
set of the CQs-Gen Shared Task dataset (Figueras
et al., 2025; Figueras and Agerri, 2025), which con-
sists of argument-based scenarios paired with corre-
sponding interventions. Each input scenario serves
as the context for generating critical questions that
challenge the underlying reasoning or assumptions
of the argument. For One-shot CoT, for each in-
tervention, we randomly selected three useful rep-
resentative questions and then used DeepSeek-R1
to generate the reasoning steps that lead to those
questions (prompt in Appendix A.3.1).

4.1.2 Model
We evaluate all prompting strategies using GPT-4o
mini via the OpenAI API, keeping default param-
eters (temperature = 1.0) to encourage generation
diversity. As baselines, we adopt LLaMA-3-8B
and GPT-4o mini, both under standard prompting.

While prior work used LLaMA-2-13B and Zephyr-
13B (Calvo Figueras and Agerri, 2024), LLaMA-
3-8B offers architectural improvements, including
enhanced tokenization, instruction following, and
reasoning capabilities (Grattafiori et al., 2024). Us-
ing GPT-4o mini additionally allows us to isolate
the effect of prompting strategies from model ca-
pacity, and to assess whether structured reasoning
benefits even strong proprietary models. In addi-
tion, we conducted tests using DeepSeek-R1, Mis-
tral, and Qwen 3 (locally via Ollama) to explore
generalization across different LLMs.

4.1.3 Tree-of-Thoughts Configuration
For the ToT strategy, we construct trees with a
maximum depth of 4, where the root node (depth
1) represents the input scenario; we generate 5 can-
didate initial plans at depth 2; for each selected
plan, we generate 3 sub-plans at depth 3, and each
sub-plan is used to generate 3 candidate critical
questions at the depth 4. At each depth level, we
conduct 10 independent voting rounds using the
model to evaluate and rank candidates. Based on
these votes, we select the top 3 candidates to ex-
pand to the next level. The final output is selected
from the pool of questions generated at depth 4.

4.1.4 Evaluation
In this study, we perform automatic evaluation due
to time constraints. Following the CQs-Gen Shared
Task setup (Calvo Figueras and Agerri, 2024), we
use automatic evaluation based on similarity be-
tween generated and reference questions. For each
generated question, we identify the reference ques-
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tion with the highest similarity. If this score is
below 0.6, the output is marked as “not evaluable”
and assigned a score of 0. Otherwise, we assign
the reference label (“Useful,” “Unhelpful,” or “In-
valid”) to the generated question. Each intervention
yields three questions. The intervention score is
the sum of question scores, with “Useful” is 0.33,
“Unhelpful” is 0.1, and others is 0. The system’s
overall score is the mean intervention score across
the dataset. Finally, we submit the test set ques-
tions generated by the two most promising CoT
prompting methods and the ToT framework for
official evaluation by the CQs-Gen Shared Task
organizers.

4.2 Results
4.2.1 Punctuation Evaluation Results
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Figure 2: Punctuation score of all methods, including
baseline.

Figure 2 and the table 1 presents the punctu-
ation score across 30 runs on the validation set
for all prompting strategies, including a baseline
using GPT-4o mini. As expected, the baseline
using LLaMA-3 8B lags significantly behind all
other methods. Notably, the GPT-4o mini base-
line demonstrates a strong improvement over the
LLaMA-based baseline, confirming that model
strength plays a substantial role in performance.
However, prompting strategies such as One-shot
CoT and Zero-shot CoT still outperform this strong
baseline, indicating that reasoning scaffolds con-
tinue to provide benefits even when using advanced
language models. Least-to-Most CoT performs
comparably to GPT-4o mini baseline, while the
ToT framework underperforms relative to other
CoT-based methods in this setting. These results
highlight that while newer models enable implicit
reasoning, structured prompting continues to of-
fer performance gains, especially in tasks requir-
ing nuanced argumentative analysis. Results from

additional model evaluations using DeepSeek-R1,
Mistral and Qwen 3 are provided in Appendix B.

Interestingly, official evaluation on the hidden
test set (also shown in table 1) reveals that Zero-
shot CoT and the ToT Framework slightly outper-
form One-shot CoT, despite its superior perfor-
mance on the validation set. This suggests that
simpler or more diverse prompting strategies may
generalize better in unseen scenarios.

Method Validation Test
Llama-3-8B Baseline 0.589± 0.019
GPT-4o mini Baseline 0.694± 0.014
GPT-4o mini One-shot CoT 0.719± 0.011 0.451
GPT-4o mini Zero-shot CoT 0.707± 0.013 0.490
GPT-4o mini Least-to-Most CoT 0.695± 0.014
GPT-4o mini ToT Framework 0.613± 0.015 0.461

Table 1: Comparison of performance metrics of 30 runs
across different prompting and reasoning strategies in
validation set and test set.

4.2.2 Error Analysis
Our error analysis examined the top struggling in-
terventions across various prompting strategies and
model architectures. We identified several consis-
tent patterns in failure cases: long and multi-topics
interventions; emotionally charged or highly sub-
jective content; too brief or ambiguous interven-
tions; interventions involving sensitive themes such
as race, health, or politics. Across methods, a com-
mon failure mode was the generation of descriptive
rather than genuinely critical questions. Although
the ToT approach demonstrated more structured
reasoning, it continued to struggle with emotionally
complex or contextually diffuse inputs. Represen-
tative examples of such interventions and model
outputs are provided in Appendix C.

5 Conclusion

In this study, we investigated multi-step reason-
ing techniques, specifically CoT prompting and the
ToT framework, for generating critical questions
(CQs) from argumentative texts. Experiments show
that CoT variants – especially Zero-shot CoT and
One-shot CoT – outperform the LLaMA-3 baseline
and slightly surpass GPT-4o mini, helping expose
underlying assumptions. While the ToT framework
supports structured exploration, it proved less effec-
tive in this context. Key challenges remain, such as
handling emotionally charged or ambiguous con-
tent. Future work should explore more advanced
multi-step strategies and alternative tree structures
for ToT to enhance CQs-Gen performance.
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Limitations

One limitation of our work lies in the inference cost
associated with multi-step prompting using large
language models (LLMs). Although GPT-4o-mini
is relatively inexpensive, Table 2 shows that ToT
incurred substantially higher cost across 30 runs
($21.10 total), compared to simpler strategies such
as Zero-shot CoT ($0.98). While the per-sample
cost remains low, the cumulative overhead may
become prohibitive for larger-scale deployment.
This motivates future exploration into cost-efficient
prompting or model distillation techniques.

Method Input Output Cost ($)
Zero-shot CoT 2.17M 1.10M 0.98
One-shot CoT 5.20M 0.90M 1.27
Least-to-Most CoT 2.39M 1.38M 1.19
ToT Framework 97.39M 10.94M 21.10

Table 2: Input/output token usage and total cost (in
USD) for 30 runs of each multi-step reasoning technique
using GPT-4o-mini on the validation set.
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A Prompts and Sample Responses

All sample responses presented in this section are generated using the following prompt with the specified
intervention:

MT:
“Claire’s absolutely right about that. But then the problem is that that form of capitalism wasn’t
generating sufficient surpluses. And so therefore where did the money flow. It didn’t flow into those
industrial activities, because in the developed world that wasn’t making enough money.”

A.1 Standard input-output prompting (baseline)
A.1.1 Prompt:

Suggest exactly 3 critical questions that should be raised before accepting the arguments in this text:
“{intervention}”
Make the questions simple, and do not give any explanation regarding why the question is relevant.

A.1.2 Sample response:

1. What evidence supports the claim that that form of capitalism wasn’t generating sufficient
surpluses?

2. What specific industrial activities is the speaker referring to, and why were they not profitable?

3. Where did the money flow instead, and what were the consequences of that shift?
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A.2 Zero-shot CoT
A.2.1 Prompt:

Think about the argument step-by-step. Print your reasoning first in a structured step-by-step format.
Then, from the reasoning, suggest exactly 3 critical questions that should be raised before accepting

the arguments in this text:
“{intervention}”
Make the questions simple.

A.2.2 Sample response:

Step-by-Step Reasoning

1. Identifying the Claim: The speaker, MT, agrees with Claire regarding a point about capitalism.
They assert that a particular form of capitalism (“that form of capitalism”) is not generating
sufficient surpluses.

2. Analyzing the Problem: MT highlights a problem: the insufficient generation of surpluses
under the discussed form of capitalism. This implies a need to understand what “that form”
refers to and why it fails in this aspect.

3. Exploring the Consequence: MT states that because of the lack of surpluses, there is a flow of
money that does not enter industrial activities. There is an implication that perhaps money is
flowing elsewhere but does not specify where exactly it is going.

4. Contextualizing Development: The mention of the “developed world” suggests that the
argument is rooted in a specific economic context. It implies that in more economically
advanced regions, industrial activities are not lucrative enough to attract investment.

5. Inquiring About Implications: MT’s point suggests broader implications for capitalism and
industrial economies. The argument may require further substantiation to understand the full
picture of economic flow and investment in relation to industrial activities.

Critical Questions

1. What specific form of capitalism is being referenced, and why is it deemed ineffective in
generating surpluses?

2. Where exactly is the money flowing if it is not going into industrial activities?

3. What evidence is there to support the claim that industrial activities in the developed world are
not profitable enough to attract investment?
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A.3 One-shot CoT
A.3.1 Prompt for generating contents of One-shot CoT:

Given the following intervention:
{intervention}
And the following reasoning guideline:
- Identify its core claim.
- Identify any assumptions it makes.
- Examine the logical connections between claims.
- Consider what evidence would be needed to support it.
- Identify any missing or unclear aspects.
Use this guideline to generate reasoning steps that lead to these questions:
{questions}

A.3.2 Prompt for generating questions:

* Task: Given an intervention, identify its core claim, assumptions, logical connections, required
evidence, and missing aspects. Then, suggest 3 critical questions that should be raised before
accepting the argument. Make the questions simple.

* Example:
- Intervention: “{example_intervention}”
- Core claim: {core_claim}
- Assumption: {assumptions}
- Logical connections: {logical_connections}
- Required evidence: {required_evidence}
- Missing or unclear aspects: {missing_or_unclear_aspects}
- From these reasoning, here are the questions: {questions}
* Intervention: “{intervention}”

In this prompt, we use a semantic similarity-based selection approach to retrieve an intervention that
is similar – but not identical – to the input, as example intervention. For OpenAI GPT-4o mini, we
compute cosine similarity directly between the input and all stored example embeddings. For locally run
models (e.g., DeepSeek-R1, Mistral, Qwen3), due to time constraint, we use a FAISS-based vector store
to perform similarity search. In both cases, we normalize and filter out exact matches and ensure the
selected example is semantically relevant.

A.3.3 Sample response of generating questions:

Core Claim:
The current form of capitalism is not generating enough surplus to support industrial activities in the
developed world, leading to a lack of investment in these sectors.

Assumption:
The speaker assumes that a correlation exists between surplus generation and investment in industrial
activities, and that the current form of capitalism is inherently insufficient for fostering necessary
economic growth within the developed world.

Logical Connections:
The speaker connects the inability to generate sufficient surpluses under the current form of capitalism
directly to the lack of funding and investment in industrial sectors. They suggest a causal relationship
where inadequate profitability leads to inadequate investment.

Required Evidence:
Evidence would include data comparing surplus generation under different forms of capitalism,
examples of industrial investment trends in response to surplus levels, comparisons between developed
and developing economies, and studies demonstrating the relationship between profit margins and
investment in industrial activities.
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Missing or Unclear Aspects:
The speaker does not clarify what specific factors contribute to the lack of surplus generation in
current capitalist structures, how these factors impact different sectors, or what alternative economic
models might better support surplus generation. The implications of this lack of surplus on long-term
economic health are also not discussed.

From these reasoning, here are the questions:

1. What specific aspects of the current form of capitalism are preventing sufficient surplus genera-
tion?

2. How does the speaker define “sufficient surpluses,” and is there a consensus on what this should
be?

3. Are there alternative economic models or strategies that could address this problem, and have
they been considered?
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A.4 Least-to-Most CoT
A.4.1 Prompt:

First, analyze the argument by breaking it down logically:
- Identify its core claim.
- Identify any assumptions it makes.
- Examine the logical connections between claims.
- Consider what evidence would be needed to support it.
- Identify any missing or unclear aspects.
Print your reasoning first in a structured step-by-step format. Then, suggest exactly 3 critical

questions that should be raised before accepting the arguments in this text:
“{intervention}”
Make the questions simple.

A.4.2 Sample response:

Logical Breakdown of the Argument

1. Core Claim:

• The speaker asserts that a specific form of capitalism is ineffective because it fails to gener-
ate sufficient surpluses, leading to a diversion of money away from industrial activities.

2. Assumptions:

• There exists a specific form of capitalism being referenced.
• The speaker believes that the failure to generate surpluses directly correlates with inadequate

investment in industrial activities.
• The claim assumes that sufficient surpluses are necessary for money to flow into industrial

sectors.

3. Logical Connections:

• The argument suggests a causal relationship between the insufficiency of surpluses and the
lack of investment in industrial activities.

• It implies that if capitalism were generating sufficient surpluses, then money would flow
into the industrial sector.

4. Evidence Needed:

• Data supporting the assertion that the current form of capitalism is inadequately generating
surpluses.

• Examples or statistics that demonstrate how lower surpluses correlate with reduced invest-
ment in industrial activities.

• Analysis of the current financial flow patterns to industrial activities to substantiate claims
of diversion.

5. Missing or Unclear Aspects:

• The specific characteristics of the form of capitalism being discussed are not defined.
• The speaker does not clarify what “sufficient surpluses” means or how it can be measured.
• There’s no mention of potential alternative explanations for the lack of investment in

industrial activities, which could dilute the strength of the claim.
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Critical Questions to Raise

1. What specific form of capitalism is being referred to, and what differentiates it from other forms?

2. What criteria do you use to define “sufficient surpluses,” and how do we measure them?

3. Are there other factors besides surplus generation that could explain why money is not flowing
into industrial activities?
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A.5 ToT Prompting
A.5.1 Generating plans

Here is the intervention:
“{intervention}”
Generate a one line plan on how you would suggest a critical question that should be raised before

accepting the arguments in this text. Do not give the question yet.

A.5.2 Generating sub-plans

Here is the intervention:
“{intervention}”
To suggest a critical question, here is the plan:
{parent_plan}
Generate a one line sub-plan of this plan on how you would suggest a critical question that should

be raised before accepting the arguments in this text. Do not give the question yet.

A.5.3 Generating questions

Here is the intervention:
“{intervention}”
To suggest a critical question, here is the plan:
{plan}
From the plan, suggest three critical questions that should be raised before accepting the arguments

in that intervention. Make the questions simple, and do not give any explanation regarding why the
question is relevant.

A.5.4 Voting for plans

Here is the intervention:
“{intervention}”
To suggest a critical question, here are the plans:
{plans}
Analyze these plans, then conclude which is the most promising for a critical question for the

intervention.

A.5.5 Voting for questions

Here is the intervention:
“{intervention}”
Here are the critical questions:
{cqs}
Analyze these questions and choose the three most suitable critical questions that should be raised

before accepting the arguments in the intervention.
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B Additional Results with Deepseek-R1, Mistral-7B, and Qwen 3-7B

To assess the generalizability of our prompting strategies across different LLM families, we conducted
supplementary experiments using DeepSeek-R1, Mistral-7B, and Qwen3-8B, all run locally via the
Ollama framework. Due to extensive computational runtime and time constraints during local evaluation,
we did not include the Tree-of-Thought (ToT) framework in these supplementary tests. The results are
reported below.

Method DeepSeek-R1 Mistral-7B Qwen3-8B
Baseline 0.538± 0.022 0.631± 0.017 0.629± 0.018
One-shot CoT 0.472± 0.020 0.670± 0.018 0.650± 0.017
Zero-shot CoT 0.526± 0.020 0.677± 0.013 0.645± 0.021
Least-to-Most CoT 0.434± 0.021 0.532± 0.019 0.671± 0.017

Table 3: Validation results with DeepSeek-R1, Mistral-7B, and Qwen3-8B using local inference (with
enable_thinking=true in apply_chat_template for Qwen3-8B only).

Figure 3: Performance comparison of prompting strategies. From left to right: DeepSeek-R1, Mistral-7B, and
Qwen3-8B (with enable_thinking=true in apply_chat_template for Qwen3-8B only).
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C Examples of Model Output on
Challenging Interventions

C.1 Long, Multi-Topic Interventions

CLINTON
“The central question in this election is really
what kind of country we want to be and what
kind of future we’ll build together. Today is my
granddaughter’s second birthday... We need
new jobs, good jobs, with rising incomes... I
also want to see more companies do profit-
sharing.”

• GPT-4o mini Zero-shot CoT: What specific
policies or initiatives will be implemented
to ensure new jobs in infrastructure and ad-
vanced manufacturing?

• GPT-4o mini One-shot CoT: What specific
strategies will you implement to ensure new
jobs created are of high quality and provide
rising incomes for workers?

• GPT-4o mini Least-to-Most CoT: What evi-
dence or data do you have to support the claim
that increasing investments in certain sectors
will lead to job growth and fairer economic
conditions?

• GPT-4o mini ToT Framework: What impact
will raising the national minimum wage have
on small business profitability?

• GPT-4o mini baseline: What specific poli-
cies or measures will be implemented to build
a fairer economy?

Despite their structured reasoning design, both
CoT and ToT fail to produce useful critical ques-
tions in this example, as they focus on the most
salient economic claims and neglect the discourse-
level structure, resulting in unhelpful or invalid
questions that do not fully challenge the argumen-
tative richness of the intervention.

C.2 Emotionally Charged / Subjective
Language

AllergyDad
“As a parent of a child with severe life-
threatening allergies to peanuts and treenuts...
a peanut can have the same result [as death].
I urge the DOT to issue the ban, and make
traveling safe for everyone.”

• GPT-4o mini Zero-shot CoT: What practi-
cal implications would banning peanuts and
tree nuts on flights have on airlines and food
service operations?

• GPT-4o mini One-shot CoT: How would the
proposed ban on nut products be effectively
enforced on flights?

• GPT-4o mini ToT Framework: How will
a ban on peanut and tree nut products affect
passengers with other dietary restrictions and
allergies?

• LLaMA-3 baseline: What are the current
airline policies regarding food allergies on
flights?

CoT and ToT fail in this case because they gen-
erate operational or policy-related questions that
accept the argument’s premise, rather than critically
examining whether an emotionally driven personal
case justifies a general policy ban, rendering their
outputs unhelpful or invalid.

C.3 Overly Short / Ambiguous Content

CLINTON
“It’s a good one, though. It well describes the
problem.”

• GPT-4o mini ToT Framework: What spe-
cific problem is Clinton addressing in his state-
ment?

• GPT-4o mini baseline: What specific prob-
lem is being referred to in the statement?

ToT fails in this case because the original state-
ment lacks clear argumentative content, leading the
model to produce a vague question that could be
applied to any text – thus rendering it invalid.

C.4 Sensitive / Politically Charged Topics

CLINTON
“It’s just a fact that if you’re a young African-
American man and you do the same thing as
a young white man, you are more likely to be
arrested... I want to see private prisons ended
in the state system... we need commonsense
gun safety measures.”

• LLaMA-3 baseline: How would Clinton’s
plan to divert people from the criminal justice
system work in practice, and what metrics
would be used to measure its effectiveness?
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C.5 Satirical / Figurative Language
Misinterpreted Literally

Antanagoge
“Is it really possible that all blindly partisan ad-
vocates of the peanut... are overtaken by such
a compulsion... These sound like symptoms of
addiction... The only prudent course of action
is to discontinue peanuts on airplanes.”
howie

“Most food allergies are completely imagined...
Peanuts are incredibly nutritious... Leave my
peanuts alone!”

• GPT-4o mini ToT Framework: What are the
documented cases of severe allergic reactions
to peanuts occurring on airplanes?

ToT fails in this case because its multi-path rea-
soning converges prematurely on a literal interpre-
tation of the text, overlooking its satirical tone.
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Abstract

This paper reports on the submission of team
Webis to the Critical Question Generation
shared task at the 12th Workshop on Argument
Mining (ArgMining 2025). Our approach is
a fully automated two-stage pipeline that first
prompts a large language model (LLM) to gen-
erate candidate critical questions for a given
argumentative intervention, and then reranks
the generated questions as per a classifier’s
confidence in their usefulness. For the gen-
eration stage, we tested zero-shot, few-shot,
and chain-of-thought prompting strategies. For
the reranking stage, we used a ModernBERT
classifier that we fine-tuned on either the vali-
dation set or an augmented version. Among our
submissions, the best-performing configuration
achieved a test score of 0.57 and ranked 5th in
the shared task. Submissions that use rerank-
ing consistently outperformed baseline sub-
missions without reranking across all metrics.
Our results demonstrate that combining open-
weight LLMs with reranking significantly im-
proves the quality of the resulting critical ques-
tions.

1 Introduction

Large Language Models have demonstrated re-
markable fluency in generating natural language
text, but often struggle with hallucinations,
outdated knowledge, or superficial reasoning
(McKenna et al., 2023; Li et al., 2023; Islam et al.,
2024). Therefore, one can not rely on LLMs to pro-
duce factual counterarguments. However, Critical
Question Generation offers a different approach for
arguing against statements: generating questions
that expose an argument’s “blind spots”—such as
hidden assumptions, missing evidence, or flawed
logic—which do not require factual knowledge
to ask. Critical questions are thus not counter-
arguments in the typical sense of statements that
are incompatible with the attacked argument. In-
stead, they are challenges to an argument’s reason-

ing (Walton et al., 2008; Reed and Walton, 2001;
Calvo Figueras and Agerri, 2024).

The ArgMining 2025 Shared Task on Critical
Question Generation (Figueras et al., 2025) intro-
duced a benchmark for evaluating automated ques-
tion generation systems. Given interventions (con-
tributions) to a debate, each annotated with argu-
mentation schemes, submissions are required to
generate three critical questions per intervention
that meaningfully challenge the argument.

In this paper, we present our participating sys-
tem (team Webis), which implements a two-stage
pipeline: (1) prompting for critical questions and
(2) reranking the generated questions to pick the
most useful ones. For prompting, we test strategies
ranging from basic zero-shot prompts to few-shot
and chain-of-thought templates against multiple
open-weight and closed-source models. For rerank-
ing, we use a ModernBERT classifier trained to
predict usefulness on the shared task’s validation
dataset, as well as on an augmented version of this
dataset of questions we generated and evaluated
automatically.

Our system achieved 5th place in the shared task
with an official score of 0.569, demonstrating the
effectiveness of our two-stage pipeline.

This paper is structured as follows. Section 2
reviews related work on critical question genera-
tion and argumentation mining. Section 3 outlines
the task definition. Section 4 presents our two-
stage pipeline, detailing the prompting strategies
and reranking. Section 5 reports our results, show-
ing that reranking—especially when using an aug-
mented training dataset—improved the effective-
ness of methods over a baseline without reranking.

2 Related Work

The task of critical question generation is closely re-
lated to the notion of argumentation schemes (Wal-
ton et al., 2008), which define reasoning patterns
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and associated critical questions that probe assump-
tions and implications. While critical questions
have been explored in logic and pedagogy (Reed
and Walton, 2001; Macagno et al., 2017), their
automatic generation remains underexplored. Re-
cent work by Calvo Figueras and Agerri (2024)
introduced a shared task on critical question gen-
eration, comparing LLM-based generation with
template-based instantiation of critical questions.
Their study highlights the challenge of producing
valid, relevant questions that challenge the logic of
an argument.

A significant strand of work in computational
argumentation has examined the detection of ar-
gumentative components such as claims, premises,
and discourse relations (Lawrence and Reed, 2019).
However, less attention has been paid to the
generation of inferentially challenging questions.
While datasets like US2016 and Moral Maze of-
fer valuable annotations for argument structure and
schemes (Visser et al., 2021), their limited size
and coverage pose challenges for training robust
models for critical question generation.

A typical choice of model for argument classifi-
cation and evaluation tasks is BERT and its variants
(Devlin et al., 2019), which have been widely used
for stance classification, argument quality predic-
tion, and claim detection. For instance, Favreau
et al. (2022) utilized BERT-based learning-to-rank
models to evaluate the convincingness of argu-
ments, demonstrating its efficacy in ranking tasks.
In our work, we extend this line of research by
adapting a fine-tuned ModernBERT classifier to
score the usefulness of generated critical questions.

In previous work, the shared task organizers
(Calvo Figueras and Agerri, 2024) showed that
LLMs can be used for critical question generation,
but their outputs often lack inferential validity or
relevance. Combining LLM-based generation with
downstream filtering or reranking, as explored in
this paper, has shown potential for improving qual-
ity and consistency (Jain et al., 2024).

3 Task

Given an argumentative text, the task of critical
question generation is to generate three questions
that directly challenge the argument. These texts
are interventions from real-world debates.

To evaluate systems for critical question genera-
tion, each generated question for a given argument
is matched to a set of reference questions—which

LLM 1 (e.g. Gemma2) LLM 2 (e.g. Phi4)

ModernBERT Classifier
(score = confidence in usefulness)

Stage 2:
Reranking

Stage 1:
Prompting

Top 3 Questions

Argumentative Intervention

3 Questions 3 Questions

Figure 1: Overview of our evaluation and reranking
pipeline. Each intervention is processed by two LLMs,
generating six candidate critical questions. These are
classified by a fine-tuned ModernBERT model, and the
top three useful questions are selected.

were labeled as Useful, Unhelpful, or Invalid—
using semantic similarity. Each generated question
is assigned the label of its most similar reference
question. A system’s final score is computed as
the proportion of generated questions labeled as
Useful across all interventions. In addition to the
annotated reference questions, the shared task’s
dataset also contains argument scheme annotations
for each argument, which we used in one prompt-
ing strategy.

4 Our Approach

Our approach is a pipeline of two stages:
(1) prompting for critical questions and (2) rerank-
ing the generated questions to select the most useful
ones. Figure 1 illustrates our pipeline.

4.1 Stage 1: Prompting for Critical Questions

To improve the quality, diversity, and relevance
of generated critical questions, we implemented a
wide spectrum of prompting strategies,1 grouped
into the following categories:

• Basic prompting: Directly asking the LLM to
generate critical questions for an argumenta-
tive paragraph in a zero-shot manner.

1See Appendix B. As prompts are rather long, we only
included the prompting strategy that led to the best re-
sults. The full set of prompts and code used in our
system is available at https://github.com/webis-de/
argmining25-CQs-Gen.git.
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• Guideline-based prompting: Incorporating
definitions of critical questions and their in-
tended function (also zero-shot).

• Chain-of-thought prompting: Prompting the
model to reason step-by-step before generat-
ing each question, for example by first identi-
fying assumptions or implications in the argu-
ment (also zero-shot).

• Few-shot prompting: Providing one or more
intervention–CQ examples, definitions with
illustrative cases, good vs. bad comparisons,
and self-assessment checks to guide the model
toward higher-quality output.

These strategies were tested across different
models and served as building blocks for the fi-
nal prompt, which combined elements from several
strategies—such as few-shot examples, definitions,
and self-assessment instructions—to generate criti-
cal questions that are coherent, relevant, and infer-
entially valid.

Model selection: We used both open-weight and
closed-source LLMs. The employed open-weight
models—Gemma 3 (4B parameters), Gemma 2
(9B), LLaMA 3.2 (3B), Mistral (7B), Phi-4 (14B),
and Qwen 2.5 (7B) are the respective default mod-
els from Ollama.2 For comparison, we also in-
cluded GPT-4o-mini as a closed-source baseline.
Appendix B shows the final prompt we used for
submission after preliminary evaluations.

Argumentation scheme integration: We also
tested an approach that incorporated argumenta-
tion schemes from Walton et al. (2008) into the
prompting process. These schemes were embed-
ded into prompts, encouraging the model to gen-
erate questions targeting assumptions, analogies,
consequences, and other reasoning patterns. Al-
though this method aligned with the theoretical
foundations of critical question generation, it was
not included in the final submission due to lower
empirical performance during our preliminary tests
on the validation dataset. Appendix A provides
more details on this approach.

4.2 Stage 2: Reranking Critical Questions

Model selection and fine-tuning: To select the most
useful questions from the set of generated candi-
dates, we implemented an evaluation and reranking
pipeline using fine-tuned classification models. We

2https://ollama.com

tested BERT, DistilBERT, and ModernBERT, with
ModernBERT demonstrating the best performance
in our preliminary evaluations.

While BERT and DistilBERT showed some
promise in preliminary evaluations, they struggled
to process longer interventions and complex criti-
cal questions—possibly due to limited context size.
In contrast, ModernBERT performed better, likely
because it could handle longer inputs—some inter-
ventions exceeded the context size limit of standard
BERT models—allowing it to consider a more com-
plete argumentative context during classification.

We fine-tuned two variants of ModernBERT. The
first was trained on the validation dataset provided
by the organizers. The second variant was further
trained on approximately 67.8k critical questions
generated by the LLMs listed in the model selec-
tion section, using the diverse prompting strategies
described in Section 3. These questions were au-
tomatically labeled using the official evaluation
script, which assigns labels based on semantic sim-
ilarity with reference questions from the validation
set. Questions labeled as not_able_to_evaluate
were discarded, along with duplicate questions gen-
erated across different LLMs and prompts, to re-
duce redundancy in the fine-tuning dataset. This
extended version generalized better across differ-
ent prompt styles and generation patterns in our
preliminary experiments.

Training was conducted for 5 epochs using the
AdamW optimizer with a learning rate of 5e-5.
Evaluation and checkpoint saving were performed
at the end of each epoch, with the best model se-
lected based on the F1-score.

Data preparation: We merged the Unhelpful
and Invalid categories into a single Non-Useful
class to simplify the classification task, since both
receive zero points in the evaluation. The dataset
was then split into training, validation, and internal
test sets. We fine-tuned ModernBERT to perform
binary classification, predicting whether a given
critical question is Useful or Non-Useful. This
internal test set was used solely for development
and is distinct from the official shared task test set.

Evaluation and reranking: To ensure that the
final output included the most useful and diverse
critical questions, we combined the outputs of two
LLMs. For each intervention, three candidates
were generated by each model, resulting in six
critical questions. These were scored by Modern-
BERT per its confidence in the predicted usefulness
(0 meaning 100% confident it is not useful), and the
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top three were selected. This multi-model genera-
tion and reranking strategy leveraged the strengths
of different LLMs while ensuring output consis-
tency through a unified reranking mechanism.

We submitted three runs for evaluation, selected
based on their performance on the official sample
and validation sets. The first submission used out-
put from Gemma 2 with a single prompt; no rerank-
ing is needed as only three critical questions are
generated. The second submission combined out-
puts from Gemma 2 and Phi-4, reranked using Mod-
ernBERT fine-tuned on both validation data and
additional generated critical questions (Reranker-
Augmented). The third submission used the same
prompting setup but reranked with a model trained
only on the validation set (Reranker-Base).

5 Results

Table 1 presents the evaluation scores for all sys-
tems on the official sample, validation, and test
sets. Among the prompting-only models, Gemma2
achieved the highest scores on the sample (0.53)
and validation set (0.72). Phi-4, Mistral, Gemma 3,
and LLaMA 3.2 showed moderate performance
while Qwen 2.5 performed worst.

In contrast, our reranking pipeline significantly
improved performance. Reranker-Augmented
achieved a test score of 0.57, marking the best re-
sult among all our submissions. Reranker-Base,
which shared the same LLM generation setup,
yielded a slightly lower score of 0.48. These results
validate the effectiveness of combining prompt di-
versity with model-based reranking.

For high-scoring submissions in the automatic
evaluation mentioned above, the organizers manu-
ally reviewed critical questions that the automated
evaluator marked as not_able_to_evaluate. For
Reranker-Augmented, this included 12 such cases;
after manual review, some were relabeled as
Useful, increasing the total to 58 Useful ques-
tions, resulting to the final score of 0.57.

It is worth noting that we do not have ac-
cess to the relabeling outcomes for the other two
submissions, which included 12 (Gemma2) and
19 (Reranker-Base) not_able_to_evaluate ques-
tions. If some of these were similarly reclassified
as Useful, their final scores would be higher.

6 Conclusion

We presented the submission of team Webis to
the ArgMining 2025 Critical Question Genera-

Method / Model Evaluation Score

Sample Validation Test

Prompting
Gemma 2∗ 0.53 0.72 0.49
Gemma 3 0.27 0.60
LLaMA 3.2 0.40 0.58
Mistral 0.33 0.61
Phi-4 0.33 0.68
Qwen 2.5 0.27 0.59

Prompting + Reranking
Reranker-Augmented∗ 0.67 0.84 0.57
Reranker-Base∗ 0.56 0.82 0.48

Argumentation Scheme Integration
Gemma 2 0.60 0.72

Table 1: Evaluation scores on the Sample, Valida-
tion, and Test sets for Prompting-only and Prompting +
Reranking strategies. Stars (∗) mark the three systems
submitted to the shared task. The score 0.57 on the test
set was partially based on manual evaluation.

tion shared task. Our system employed a two-
stage pipeline combining diverse prompting strate-
gies with a reranking mechanism powered by
ModernBERT. Among our submissions, the best-
performing configuration achieved a test score of
0.57 and ranked 5th overall.

As the goal of the task was to automate the gener-
ation of critical questions, we did not manually edit
or post-process any of the outputs. All results were
derived directly from the LLMs and the rerank-
ing model without human intervention, ensuring
complete pipeline automation.

Our results highlight that even relatively
lightweight open-weight models like Gemma 2,
when paired with a reranking classifier fine-tuned
on extended data, can yield competitive perfor-
mance in challenging generative tasks such as
critical question generation. The effectiveness of
our approach stems from leveraging the diversity
of LLM generations and then selecting questions
through a classifier trained on inferential quality.

However, we observed that short or single-
sentence interventions often led to overly generic
or unhelpful critical questions, as the models had
limited argumentative context to build upon. Addi-
tionally, the reliance on similarity-based evaluation
can undervalue useful questions that diverge lexi-
cally from reference examples.

One idea for future work is to explore agent-
based iterative generation strategies, where a criti-
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cal question generation model and a feedback mod-
ule interact to improve question quality over multi-
ple rounds. Instruction-tuned models or reinforce-
ment learning setups could also be used to explic-
itly optimize for the usefulness and specificity of
generated questions.

Ethics Statement

We participated in the Critical Question Generation
Shared Task using the dataset provided by the or-
ganizers, without modifying its content. All experi-
ments were conducted solely for research purposes
and in accordance with the ACL Ethics Policy. Our
system generates critical questions automatically,
but it is not yet suitable for deployment in high-
stakes or production environments. The focus of
this work is to advance research on critical rea-
soning and question generation in argumentation
settings.
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A Argumentation Scheme Integration

We conducted exploratory experiments integrating
argumentation schemes from Walton et al. (Walton
et al., 2008) into the CQ generation process. We
began by identifying and extracting the argumenta-
tion schemes present in the sample and validation
datasets. For each scheme, we retrieved its associ-
ated critical questions from Walton’s Argumenta-
tion Schemes.

At generation time, we designed a structured
prompt that included the intervention text, its cor-
responding argumentation scheme(s), a brief defi-
nition of each scheme, and representative critical
questions drawn from Walton’s work. This prompt
guided the LLM to reason within a specific argu-
mentative structure, aiming to produce more tar-
geted critical questions. For this experiment, we
used the Gemma 2 model to generate outputs. The
full prompt template is shown in Figure 2.

Despite its theoretical alignment, this scheme-
aware prompting approach was not included in the
final submission. During preliminary evaluation
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(scores in Table 1), we observed that it often con-
strained the model’s generative flexibility and led
to questions that were overly rigid or templated.
In contrast, more general prompting strategies pro-
duced more diverse and context-sensitive outputs.
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You are an expert in argument analysis and critical reasoning.
Your task is to generate exactly 3 high-quality critical questions that challenge the argument below.

Argument:
{intervention_text}

How to Generate Strong Critical Questions:
Each question must challenge the argument’s assumptions, reasoning, evidence, consequences, or alternative solutions.

Relevant Argumentation Schemes & Examples:
Below are the argumentation schemes relevant to this intervention, along with examples of critical questions.

Scheme Name
• Definition: <scheme definition>

Good Example:
Argument: "..."
Good CQ: "..."

Bad Example:
Argument: "..."
Bad CQ: "..." (Not helpful)

Walton’s Critical Questions:
– Walton CQ 1
– Walton CQ 2
...

Final Self-Assessment:
• "Does this question challenge the argument’s assumptions, reasoning, evidence, consequences, or alternatives?"
– If yes, keep the question.
– If no, refine it to make it more impactful.

Your Task:

• Generate exactly 3 critical questions.

• Ensure each question closely follows Walton’s Critical Questions.

• Do not introduce new topics or concepts not present in the argument.

• Write each question in one line without additional explanation.

Figure 2: Example of a scheme-aware prompt used in our exploratory experiment integrating argumentation schemes.
The prompt includes scheme definitions, examples, and Walton-style critical questions to guide LLM generation.
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B Final Prompt Used

You are an expert in argument analysis and critical reasoning.
Your task is to generate exactly 3 critical questions that should be asked before accepting the argument below.

Argument:
{text}

Definition of Critical Questions (CQs):
Critical Questions are inquiries designed to evaluate the strength and validity of an argument by uncovering and examining
the assumptions underlying its premises. They serve as tools to assess whether an argument is sound or fallacious by
challenging its reasoning, evidence, and potential implications.

How to Construct High-Quality Critical Questions:

• Challenge the reasoning – Does the argument’s conclusion logically follow from its premises?

• Challenge the assumptions – Is the argument relying on hidden assumptions that might be false?

• Challenge the evidence – What proof supports the argument’s claims?

• Challenge the consequences – Could there be unintended side effects of accepting the argument?

• Challenge alternative explanations – Are there better explanations or solutions?

Examples of Strong Critical Questions:
Example 1: Argument from Cause to Effect
Argument: "If people migrate, unemployment rises."
Good CQ: "Are there other economic factors that contribute to unemployment apart from migration?"
Bad CQ: "What is the history of migration?" (Not directly relevant)

Example 2: Practical Reasoning
Argument: "Raising the minimum wage makes the economy fairer, so we should raise it."
Good CQ: "Are there alternative policies that could also achieve economic fairness without raising the minimum wage?"
Bad CQ: "What is the history of minimum wage policies?" (Too broad)

Final Self-Assessment:
After generating the 3 critical questions, apply this check to each one:
"Can the answer to this question diminish the acceptability of the argument?"
- If yes, keep the question.
- If no, refine the question to make it more impactful.

Your Task:

• Generate exactly 3 high-quality critical questions.

• Ensure each question directly relates to the given argument (avoid generic questions).

• Do not introduce new topics or concepts not present in the argument.

• After generating each question, apply the self-assessment check.

• Write each question in one line without any explanation.

Now, generate the 3 critical questions:

Figure 3: Final prompt used for critical question generation.
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Abstract

Critical questions are essential resources to pro-
voke critical thinking when encountering an
argumentative text. We present our system for
the Critical Questions Generation (CQs-Gen)
Shared Task at ArgMining 2025. Our approach
leverages large language models (LLMs) with
chain-of-thought prompting to generate critical
questions guided by Walton’s argumentation
schemes. For each input intervention, we con-
versationally prompt LLMs to instantiate the
corresponding argument scheme template to
first obtain structured arguments, and then gen-
erate relevant critical questions. Following this,
we rank all the available critical questions by
prompting LLMs to select the top 3 most help-
ful questions based on the original intervention
text. This combination of structured argumenta-
tion theory and step-by-step reasoning enables
the generation of contextually relevant and di-
verse critical questions. Our pipeline achieves
competitive performance in the final test set,
showing its potential to foster critical thinking
given argumentative text and detect missing or
uninformed claims. .

1 Introduction

In this paper, we present a system description for
our contribution to the ArgMining 2025 shared
task CQs-Gen (Figueras et al., 2025). Critical ques-
tions are an approach to evaluating arguments by
providing criteria upon which an argument can be
accepted. The argument can be considered accept-
able if all the critical questions are satisfactorily
answered (Walton and Godden, 2005).

In recent years, there has been an increasing in-
terest in developing systems that can automate this
process, aiming to improve the efficiency and relia-
bility of argument evaluation. Our approach lever-
ages advanced natural language processing tech-
niques and machine learning algorithms to generate
contextually relevant and diverse critical questions.

The system we propose not only identifies key
components of an argument but also generates ques-
tions that challenge the premises, evidence, and
reasoning used in forming conclusions. By doing
so, it assists in uncovering potential weaknesses or
biases within the argument, thus facilitating more
rigorous and comprehensive critical thinking.

Our contribution to the CQs-Gen shared task
(Figueras et al., 2025) is rooted in an approach that
integrates argumentation theory with a large-scale
language model, allowing our system to understand
complex argument structures. Our system relies on
the identification of argument schemes according
to the taxonomy defined by Walton (Walton et al.,
2008). Code available at DayDreamer1.

2 Background

In Walton et al. (2008), the authors develop a com-
prehensive framework of argument schemes from
which critical questions can be derived. An ar-
gument scheme is a structured pattern of reason-
ing associated with a common form of argument.
These schemes can be used to analyse and evalu-
ate arguments, particularly in everyday discourse
where informal logic is often applied. Not only
does this work categorise various types of argu-
ments but it also provides critical questions for
each scheme that help in assessing arguments. In
their work, 26 Argument Schemes are described
with associated critical questions. For example,
one common scheme is the Argument from Expert
Opinion shown in Table 1.

Critical questions are employed to scrutinise and
challenge arguments constructed using argument
schemes. These questions aim to identify potential
weaknesses or gaps in the argument. Each argu-
ment scheme has its own set of critical questions.
For the Argument from Expert Opinion, the critical

1https://git.ecdf.ed.ac.uk/s2236454/
DayDreamer-CQs-Gen
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Argument from Expert Opinion

Premise E is an expert in domain D.
Premise E asserts that A is true (false).
Conclusion A may plausibly be accepted (re-

jected).

Table 1: Scheme for Argument from Expert Opinion

questions are shown in Table 2.

Critical Questions (CQs)

CQ1: Is E a credible expert in domain D?
CQ2: Is A consistent with what other experts assert?
CQ3: Is E’s assertion based on reliable evidence?
CQ4: Is there any bias or conflict of interest?
CQ5: Is the argument plausible irrespective of expert
opinion?

Table 2: Critical Questions associated with the Argu-
ment from Expert Opinion

These questions guide the evaluator in determin-
ing the robustness of the argument by challenging
them to assess the credibility of the expert, the qual-
ity of the evidence, and any external influences that
may affect the truth value of the expert’s assertion.

3 Related Work

Several works approach the automatic identifica-
tion of argument schemes as a multiclass classifi-
cation problem. Starting from raw text, the goal
is to label the text according to the scheme of rea-
soning being used (Visser et al., 2018; Rigotti and
Greco, 2019). Others take this a step further and
seek to instantiate the scheme based on the input
text (Saadat-Yazdi, 2024; Jo et al., 2021; Ruiz-Dolz
et al., 2024). The latter approach considers the
problem of scheme identification as a two-step pro-
cess of scheme classification, followed by instanti-
ation, or a direct sequence-to-sequence translation
problem. We combine these two approaches by
choosing scheme labels that describe the set of
schemes we wish to identify first. However, our
goal is to automatically find the exact span of text
to which a particular scheme applies, as well as the
instantiation of the scheme.

Automatic critical question generation is less
studied, with Calvo Figueras and Agerri (2024) be-
ing the only work that explicitly undertakes this
investigation. Several other works, however, touch
upon aspects of automated question generation in
broader contexts. Mulla and Gharpure (2023) sur-

vey a number of approaches ranging from rule-
based to neural approaches for automatic question
generation, finding that modelling the task as a
sequence-to-sequence learning problem seems to
be the most promising direction.

4 Critical Question Generation Pipeline

We now introduce the three main stages within
our critical question generation pipeline: Argument
Extraction, Critical Question Generation and Rank-
ing. Since our pipeline relies on chain-of-thought
prompting with LLMs, the output of each stage
would be the input for the next one. This conversa-
tional structure is depicted in Figure 1.

{INTERVENTION}

Schemes

{SCHEME_PROMPT}

{SCHEME_CQ_PROMPT}

CQs

{CQs}

CQs.

{RANKING_PROMPT}

IF #CQs < 6

{GENERAL_CQ_PROMPT}

CQs

Figure 1: Conversational structure of our approach. The
system prompt is shown in green, user prompts in blue,
and LLM responses in orange. The text associated with
user and system prompts can be found in Appendix A.

Argument Extraction In this stage, we utilised
a comprehensive approach to extract arguments
with the intervention text as input. Each interven-
tion text was paired with a list of schemes in the
provided dataset, which indicates the types of ar-
guments that have been made in the intervention.
To utilise this, we collected the definition of all
the argument schemes from (Walton et al., 2008)
and provided them to LLMs for template instantia-
tion (prompt in Table 4), thereby generating struc-
tured arguments. This step provided a structured
representation and categorisation of arguments, lay-
ing the foundation for critical question generation.

Critical Question Generation After success-
fully extracting the arguments, the next phase in-
volved generating critical questions pertinent to
each scheme. This was also accomplished by
referencing Walton’s work (Walton et al., 2008),
which provides a well-established framework of
critical questions for each scheme. With the prompt
in Table 5, we complemented the LLMs ability
on critical questions generation with this well-
defined framework, providing guidance for gener-
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ating more relevant and helpful questions by help-
ing the models to hallucinate less. Occasionally,
this process would result in fewer than three criti-
cal questions. To address this, we introduced one
more turn (the dash box in Figure 1) that directly
prompts LLMs to generate additional critical ques-
tions based on the chatting history when the total
number of critical questions is insufficient for the
next ranking stage (prompt in Table 7).

Ranking of Critical Questions The final stage
of our pipeline focused on ranking the generated
critical questions. Ranking is done with a new chat
history as we are only interested in the original
intervention and the generated critical questions.
Using the prompt in Table 6, we present these to
LLMs and task them with assessing and ranking
the questions based on the helpfulness of the ques-
tions. Then, LLMs select the top three most helpful
questions as the final output. This ranking process
was crucial in choosing the most significant critical
questions that would contribute to more in-depth
critical thinking, considering the intervention.

5 Results

5.1 Final Evaluation
We obtained the 4th place out of 13 teams that par-
ticipated, having 60 Helpful questions, 25 Unhelp-
ful questions and 17 Invalid questions. This result
comes from our first run result using GPT-4o-mini
with manual evaluation.

Figure 2 shows the comparison of our three sub-
missions, where our critical question generation
pipeline is combined with two backbone models:
GPT-4o-mini from OpenAI2 and LLaMa-3.1-8B-
Instruct (Grattafiori et al., 2024). Runs 1 and 2
use GPT model twice to assess the stability of our
results. Overall, GPT-4o-mini-run1 achieves the
best performance, generating more Helpful critical
questions while producing fewer Invalid and Un-
helpful ones. GPT-4o-mini-run2 shows a similar
but slightly worse profile, suggesting some insta-
bility in our pipeline. In contrast, LLaMa-7B-run3
demonstrated the lowest response quality compared
to other runs, with a tendency toward less helpful
and more error-prone outputs. These results high-
light the better capability of GPT-4o models in crit-
ical question generation compared to LLaMa-7B;
however, our pipeline fails to achieve consistent
performance in unlocking their full potential.

2https://platform.openai.com/docs/models/
gpt-4o-mini
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Figure 2: The automated test set evaluation results
across three runs. The first two runs are implemented
with GPT-4o-mini and the third one is with LLaMa-7B.

5.2 Pipeline Optimization on Validation set

In Table 3, we list all experiment results on the
validation set that we conduct to optimize our crit-
ical question generation pipeline. Although the
baseline method, where we simply prompt the
GPT-4o-mini model with the same instruction as
(Calvo Figueras and Agerri, 2024), achieves the
highest percentage for Useful questions, our opti-
mization goal is to minimize the number of Invalid
and Unhelpful critical questions rather than maxi-
mize the number of Helpful ones. Focusing solely
on having a higher number of Helpful questions
may lead to overfitting, as 75% of the questions in
the validation set are generated by LLMs.

We implement our pipeline both with direct
prompting of the LLMs as well as conversational
prompting. For direct prompting, we prompt the
LLM separately in each stage of our pipeline,
which means we take the output of the previous
stage and use it together with the instructions of this
stage as the input. On the other hand, we prompt
LLMs in a conversational manner by keeping a list
of chat history messages. In this way, we only pro-
vide this stage’s instruction and additional helpful
information in the prompt because the response
of LLMs from the previous stage already exists
in the history messages. When comparing the re-
sults from Con and Direct Prompting (in Table 3),
we observe a higher percentage of Useful critical
questions with a similar percentage of Invalid and
Unhelpful ones. Therefore, we build on top of the
conversational prompting method to enhance our
pipeline.

Each intervention could be related to a long list
of scheme names, and we observe that LLMs tend
to hallucinate while having more than two scheme
templates as input for argument extraction (Sec-
tion 4). Initially, we feed those schemes into LLMs
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Model Method Useful Unhelpful Invalid N/A

LLaMa-3.1-8B-Instruct
Baseline 71.68 12.37 3.23 12.72
Con+ss+rank−er 62.21 12.48 2.71 22.60

GPT-4o-mini

Baseline 72.04 13.80 3.94 10.22
Direct Prompting 56.81 12.19 1.79 29.21
Con 62.90 13.08 1.25 22.76
Con+ss 65.41 13.26 3.76 17.56
Con+ss+rank 68.28 12.01 3.94 15.77
Con+ss+rank−er 72.22 8.78 2.87 16.13

Table 3: Validation results to justify our chosen LLMs and the final method of our submitted three run results.
All the numbers are the percentage of the number of critical questions with the label. We use N/A to represent
the fourth label in the automated evaluation: "not_able_to_evaluate". Con is the abbreviation of "Conversational
prompting". Con+ss represents that we include "sort scheme" technique on top of the conversational prompting
design. Similarly, Con+ss+rank represents that we include prompt tuning for ranking, and Con+ss+rank−er means
we remove the scheme templates starting with "ER" as input for LLMs. We choose Con+ss+rank−er as our final
submission method for both models we implemented.

with a sliding window where the window size is
2. However, the scheme names within the list are
not unique, and the same scheme name could oc-
cur in different positions. This window size limits
LLMs to extract diverse arguments following the
same scheme, as LLMs do not remember what
arguments have been extracted with this scheme.
To generate more diverse arguments and critical
questions, we overcome this challenge with the
"sort scheme" technique, where we sort the scheme
names in the list and provide all the occurrences
of the same scheme names to LLMs together. This
approach enables LLMs to estimate the number of
argument instances within the intervention that fol-
low the scheme template, thus extracting them all
together. There is an evident increase in the number
of Useful questions and Invalid ones from Con to
Con+ss in Table 3, justifying that sorting scheme
names could result in more diverse critical question
generation. Furthermore, we improve the number
of Helpful questions by modifying the instructions
for the ranking stage.

Since our pipeline involves a chain-of-thought
prompting, the response of LLMs for each stage
could have a great influence on the next stage. We
perform a bad case analysis to correlate the quality
of the generated critical questions with the scheme
types. Unsurprisingly, we notice that most of the
Invalid critical questions are generated using the
schemes that start with “ER” (such as “ERPracti-
calReasoning”, “ERExpertOpinion”, etc), which
are not defined in (Walton et al., 2008). Since we
failed to find the accurate definition, we filled the

scheme templates with the corresponding scheme
that does not start with “ER”. For example, we
used the scheme content of "PracticalReasoning"
for the scheme “ERPracticalReasoning”. However,
this inaccurate scheme definition seems to confuse
LLMs from extracting correct arguments from the
intervention, thus resulting in poor critical question
generation. So, we decide not to provide any tem-
plate to LLMs for these four schemes and let them
generate the critical questions based purely on the
intervention text. The difference between results
from Conss+rank and Con+ss+rank−er in Table 3
suggests that LLMs can generate higher quality
critical questions without misleading scheme tem-
plates. Therefore, the quality of the scheme tem-
plate has a great impact on our pipeline.

6 Conclusion

The findings of our study underscore the signif-
icant impact that argument schemes have on the
critical question generation process. Our analysis
indicates that the accurate definition and imple-
mentation of schemes are crucial for extracting
valid arguments and enhancing the overall effec-
tiveness of the pipeline. Future work may focus
on improving the ability of language models to
correctly identify schemes and generate appropri-
ate critical questions accordingly. Constructing a
compendium of argument scheme definitions used
in the dataset, alongside generating critical ques-
tions, would also likely improve results in follow-
up work, as it would avoid the issues we found with
“ER” schemes.
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Limitations

As discussed in our results, the key limitation of
this is the lack of definitions of argument schemes
for certain cases. We also found that certain
schemes used in the dataset were not provided with
critical questions in Walton et al. (2008), prevent-
ing us from generating critical questions once the
scheme has been extracted.
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A Prompts for LLMs

Extract arguments for each of the scheme in
{scheme_name} from the input paragraph. These
schemes are defined as follows:

{scheme_description}
If no argument can be extracted to fit the scheme, extract
the main arguments with premise and conclusion.

Table 4: SCHEME_PROMPT Prompt for the Argu-
ment Extraction stage. {scheme_name} is the place-
holder for the scheme names paired with this interven-
tion. {scheme_description} is the placeholder for the
scheme definition in (Walton et al., 2008).

{cq_template}

With the help of the information above, generate a list of
critical questions to ask regarding the extracted
arguments.
You may rephrase the critical question to make it more
fluent.
Return only a list questions as defined below:
[{"CQ1": "the content of the critical question"}, ...]

Table 5: SCHEME_CQ_PROMPT Prompt for the
Critical Question Generation stage. {cq_template} is
the placeholder for the defined critical question template
related to each scheme.
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{intervention}

A helpful critical question can potentially challenge one
of the arguments in the text.
Rank and select top three most helpful critical questions.
Return ONLY the question id in a Python list:
“‘python
[id_1, ...]

Table 6: GENERAL_CQ_PROMPT Prompt for the
Ranking of Critical Questions stage. {intervention}
is the placeholder for the original intervention text.

{intervention}

A helpful critical question can potentially challenge one
of the arguments in the text.
Provide me 3 more critical questions that should be asked
given the arguments from the text above.
Return only the questions as following format:
[{"CQ1": "the content of the critical question"}...]

Table 7: RANKING_PROMPT Prompt for generat-
ing more critical questions when the available critical
questions are insufficient for ranking.
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Abstract
Critical Question Generation (CQs-Gen) im-
proves reasoning and critical thinking skills
through Critical Questions (CQs), which iden-
tify reasoning gaps and address misinforma-
tion in NLP, especially as LLM-based chat
systems are widely used for learning and may
encourage superficial learning habits. The
Shared Task on Critical Question Generation,
hosted at the 12th Workshop on Argument
Mining and co-located in ACL 2025, has
aimed to address these challenges. This study
proposes a CQs-Gen pipeline using Llama-3-
8B-Instruct-GGUF-Q8_0 with few-shot learn-
ing, integrating text simplification, NER, and
argument schemes to enhance question qual-
ity. Through an extensive experiment testing
without training, fine-tuning with PEFT using
LoRA on 10% of the dataset, and few-shot
fine-tuning (using five examples) with an 8-bit
quantized model, we demonstrate that the few-
shot approach outperforms others. On the vali-
dation set, 397 out of 558 generated CQs were
classified as Useful, representing 71.1% of the
total. In contrast, on the test set, 49 out of 102
generated CQs, accounting for 48% of the to-
tal, were classified as Useful following evalu-
ation through semantic similarity and manual
assessments.

1 Introduction
Critical Question Generation (CQs-Gen) is the au-
tomated process of generating questions to assess
the strength, validity, and assumptions of argu-
ments in a text. Instead of simple factual ques-
tions, critical questions promote deeper inference
and reasoning, essential for critical thinking (En-
nis, 2011). With the rise of LLM-based chats,
there is concern that students may develop super-
ficial learning habits, weakening their crucial crit-
ical thinking abilities. Critical Questions (CQs)
sharpen one’s mind by exposing weakness in ar-
guments and forging stronger arguments (Walton,
2006).

The CQs-Gen shared task (Calvo Figueras et al.,
2025), held as part of the 12th Workshop on Argu-
ment Mining (ACL 2025), focused on generating
critical questions from argumentative texts. Un-
like earlier QG models (Du et al., 2017; Heilman
and Smith, 2010) that focused on surface-level
question generation, this task emphasizes deeper
reasoning. Previous models often missed logical
structure and implicit assumptions, lacking the use
of tools like NER, text simplification, or argument
schemes that could improve understanding.

In this work, we propose a pipeline to gener-
ate high-quality CQs by combining diverse strate-
gies to enhance question development. We initi-
ated our experiment by testing some LLMs with-
out any training. Thereafter, we fine-tuned these
models on the given dataset, incorporating exper-
iments with and without text simplification and
NER. Ultimately, the best result was achieved
with few-shot fine-tuning integrating text simpli-
fication, NER, and argument schemes, even with
just five training examples. Our proposed pipeline
generates contextually relevant and logically tar-
geted CQs. We evaluated multiple systems, with
our best model generating 397 out of 558 useful
CQs (71.1%) on the validation set and 49 out of
102 CQs (48%) on the test set.

Our key contributions include:

• We integrated text simplification, NER, and
argument schemes to improve the quality of
generated questions.

• Our experiment demonstrated that few-shot
fine-tuning with an 8-bit model outperforms
traditional fine-tuning approaches.

• We provided a reproducible
implementation available at:
https://github.com/Sojib001/Critical-
Question-Generation
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2 Related Work

Critical Question Generation (CQs-Gen) is an im-
provement over standard question generation by
generating questions that probe the logical struc-
ture and weakness of argumentative texts, which
was first introduced by Calvo Figueras and Agerri,
2024.

Transformer-based models have advanced QG
by generating grammatically correct questions.
Kriangchaivech and Wangperawong (2019) found
that these models made a lot of mistakes on the
SQuAD dataset. Later, it was pointed out that the
models copied parts of the text directly or didn’t
even form proper questions, mainly because they
were too influenced by patterns in their training
data (Lopez et al., 2020).

LLMs like GPT-3 and T5 often struggle with
understanding deeper context or specialized top-
ics (Cuskley et al., 2024). Cuskley et al. (2024)
highlighted LLMs reliance on unimodal text, lead-
ing to generic outputs. Pérez-Gállego et al. (2024)
demonstrated that LLMs generate questions mis-
aligned with educational goals. Recent multi-
modal approaches improved distractor generation
but still lack focus on argumentative reasoning
(Luo et al., 2024). Li and Zhang, 2024 uses LLM
in a zero-shot setting to generate questions in a
controlled setting. Various QG methods (Duan
et al., 2017; Subramanian et al., 2018; Yao et al.,
2022) used named entities to guide models in gen-
erating contextually relevant questions.

Prior work has not combined text simplifica-
tion, NER, and argumentation schemes for CQs-
Gen, nor explored few-shot learning with quan-
tized LLMs in this context. Our system leverages
these techniques with few-shot learning using an
8-bit quantized LLM.

3 Data

We have used the dataset (Figueras and Agerri,
2025) provided under the Shared Task on Critical
Question Generation hosted at the 12th Workshop
on Argument Mining and co-located in ACL 2025
(Calvo Figueras et al., 2025) which is segmented
into a sample set containing 5 interventions with
133 critical questions (CQs) and a validation set
comprising 186 interventions with 4,136 CQs. It
consists of argumentative texts like political de-
bates, economic policies, social issues, security,
foreign policy, and social justice.

4 System
Our task was to generate exactly three critical
questions using the given intervention with an
LLM. The input is an argumentative text in En-
glish and the schemes of the argument.
4.1 Simplifying Text
As Van et al., 2021 suggested, text simplification
improves downstream NLP tasks, so we prepro-
cessed the data by simplifying the intervention
text, employing the Llama-3-8B-Instruct-GGUF-
Q8_0.1 We fine-tuned the model using a few-shot
technique with five examples to illustrate the ex-
pected input-output mapping to the model.
4.2 Named Entity Recognition Feature
Following Harrison and Walker, 2018, we used
named entity recognition (NER) to boost ques-
tion relevance. Using the flair/ner-english-large2

model, we labeled entities as Person, Location,
Organization, or MISC and appended them to each
input to guide question generation.
4.3 Argument Schemes Feature
Baumtrog, 2021 and Yu and Zenker, 2020 advo-
cate that argument schemes can enhance the gen-
eration of CQs by offering a structured framework.
So, we integrated this feature in the input interven-
tion across various configurations. For each data
instance, argument schemes from the dataset were
provided.

An illustration of how we integrated the sim-
plification process, NER, and argument schemes
with our input text is seen in Figure 1.
4.4 Initial Experimentation
We initially conducted experiments to fine-tune
LLMs with a small portion of our dataset. The
models evaluated were Llama-3.2-3B-Instruct,3

Mistral-7B-Instruct-v0.3,4 and Llama-3-8B-
Instruct.5 We used 4-bit quantization to reduce
the size of the models when importing them
from Hugging Face. Additionally, we applied
Parameter Efficient Fine Tuning (PEFT) with
Low-Rank Adaptation (LoRA) to reduce the
number of trainable parameters. Finally, we have
used the GGUF version of Llama-3-8B-Instruct,
employing a few-shot training approach, which

1huggingface.co/bartowski/Meta-Llama-3-8B-Instruct-
GGUF

2https://huggingface.co/flair/ner-english-large
3huggingface.co/meta-llama/Llama-3.2-3B-Instruct
4https://huggingface.co/mistralai/Mistral-7B-Instruct-

v0.3
5huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
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Figure 1: Overview of Our Proposed Critical Question Generation System.

outperformed other models due to its 8-bit quanti-
zation as opposed to the 4-bit quantization used in
other models.
4.5 Overview of the Adopted Model
We used 8-bit quantized Llama-3-8B-Instruct-
GGUF-Q8_0 due to its enhanced quantization
compared to previously used models. We have
used a few-shot technique to fine-tune it by using
five interventions from the validation set and map-
ping expected input-output. For every example,
we have provided the simplified intervention text,
a categorized list of named entities, and the argu-
ment schemes of that intervention text. Figure 1
illustrates the workflow of our system.
5 Parameter Setting
For traditionally fine-tuned models, we have uti-
lized 10% of our dataset, applying LoRA with
a rank of 32 and an alpha value of 64. For
our best-performing model, Llama-3-8B-Instruct-
GGUF-Q8_0, we have employed a few-shot fine-
tuning technique with five examples to map ex-
pected input-output. The same prompt was con-
sistently applied throughout the experiment, as il-
lustrated in Figure 1.
6 Evaluation Metric
The evaluation metric is based on semantic simi-
larity with a reference question set. A Sentence-
Transformer model (stsb-mpnet-base-v2)6 was
used to check semantic similarity, or the BLEURT

6https://huggingface.co/sentence-transformers/stsb-
mpnet-base-v2

score, between the generated CQs and reference
CQs. If similarity crosses the predefined thresh-
old of 0.65, the highest-scoring reference CQ is
selected, and the corresponding label is assigned
to the generated CQ. If the highest semantic simi-
larity falls below the threshold, the question is la-
beled as “not_able_to_evaluate” and subjected to
manual evaluation later.

7 Result and Analysis
The produced CQs were categorized into four
classes based on semantic similarity: Useful
(USE), Unhelpful (UN), Invalid (IN), and Not
Able to Evaluate (NAE). Questions in the last class
require manual evaluation. Based on Table 1, five-
example few-shot learning outperformed no train-
ing and traditional training, producing the most
useful CQs.

The number of successful CQs increased with
larger model sizes in both no-training and fine-
tuned conditions. Fine-tuning on 10% of the data,
along with features like NER and text simplifi-
cation, also improved performance. Llama-3-8B-
Instruct showed consistent performance in all con-
ditions, with its quantized GGUF version perform-
ing best under few-shot learning. Including the
argument schemes as an input feature made the
model optimal.

Table 2 presents the test results of our three
submitted models, and the optimal performance is
from the model with simplified text, NER, and ar-
gument schemes. Human assessment of uneval-
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Type Model Count

USE UN IN NAE

No Training

Llama-3.2-3B-Instruct 100 20 10 428

Mistral-7B-Instruct-v0.3 248 42 16 252

Llama-3-8B-Instruct 253 56 15 234

Fine-Tuned

Llama-3.2-3B-Instruct 150 30 11 367

Mistral-7B-Instruct-v0.3 260 42 16 240

Llama-3-8B-Instruct 260 50 13 235

Llama-3-8B-Instruct
(original text + NER)

266 47 14 231

Llama-3-8B-Instruct
(simplified text + NER)

267 54 13 224

Few-Shot

Llama-3-8B-Instruct-
GGUF-Q8_0 (simplified
text + No NER)

386 73 25 74

Llama-3-8B-Instruct-
GGUF-Q8_0 (simplified
text + NER)

392 74 19 73

Llama-3-8B-Instruct-
GGUF-Q8_0 (simplified
text + NER + schemes)

397 79 18 64

Table 1: Count metrics of models on the validation
dataset.

uated CQs generated from the model is given in
Table 3.

7.1 Error Analysis

While there was consistent overall performance,
our model also made some mistakes by generating
unhelpful and invalid CQs.

Unhelpful CQs were generated when the model
did not fully understand the argument schemes.
These questions were well-formed but did not
challenge the speaker’s reasoning or assumptions.
As an example, in the "CLINTON_199_2" inter-
vention, the model asked an abductive question re-
garding cooperation, missing the chance to chal-
lenge the logic or feasibility of Clinton’s argu-
ment.

Invalid CQs resulted from misunderstanding the
argument. For instance, in "CLINTON_25," the
model generated a question about inflation and
environmental destruction when Clinton actually
spoke about clean energy and the economy, which
did not match the actual topic.

Examples of both types of errors are shown in
Table 4.

Run Model Count

USE UN IN CAE

Test Run 1
Llama-3-8B-Instruct-
GGUF-Q8_0
(simplified text +
NER + schemes)

44 29 17 12

Test Run 2
Llama-3-8B-Instruct-
GGUF-Q8_0
(simplified text +
No NER)

33 28 17 24

Test Run 3
Llama-3-8B-Instruct-
GGUF-Q8_0
(simplified text +
NER)

43 24 14 21

Table 2: Count metrics of models on the test dataset.

Run Model Count

USE UN IN

Test Run 1
Llama-3-8B-Instruct-
GGUF-Q8_0
(simplified text + NER +
schemes)

49 34 19

Table 3: Final metrics of models on the test dataset after
manual evaluation.

8 Conclusion
Though the task of critical question generation us-
ing LLMs is a new task, we have generated a huge
number of useful critical questions using Llama-3-
8B-Instruct-GGUF-Q8_0 using features like text
simplification, NER, and argumentation schemes.
We have contributed by exploring multiple models
and enhancing the input by adopting text simplifi-
cation, NER, and argumentation schemes as a fea-
ture. Among all the models, Llama-3-8B-Instruct-
GGUF-Q8_0 outperformed others by generating
397 useful CQs (71.1%) in the validation set and
49 useful CQs (48%) in the test dataset after man-
ual evaluation. However, it has struggled to under-
stand the argument schemes and the right interpre-
tation of a given intervention.
9 Limitations
While this study presents useful insights into CQs-
Gen with LLMs, it is not without limitations. We
were only able to utilize two models, Mistral and
Llama, due to time and resource limitations. The
fine-tuning was performed using 4-bit quantized
models with only 10% of the data. Additionally,
we were not able to evaluate the CQs labeled "Not
Able to Evaluate (NAE)" because it was done by
the task organizers. In the future, we plan to use
larger models, train on more data, improve NER,
and explore other languages to make our approach
more generalizable.
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A Appendix: Examples of Invalid and Unhelpful CQ Errors

Label Intervention_ID, CQ_ID Critical Question (CQ)

Unhelpful

CLINTON_199_2
(CQ_ID 1)

How does Clinton’s proposal to work closely with Muslim-
majority nations in the Middle East and Europe address the
concerns of Muslim communities, and what specific mea-
sures does she plan to take to ensure their cooperation?

CLINTON_223_2
(CQ_ID 2)

What are the consequences of Clinton’s approach to diplo-
macy, and how does she weigh the benefits of building coali-
tions against the potential risks of relying on other nations’
cooperation?

Invalid

CLINTON_25 (CQ_ID
2)

What specific measures will be taken to ensure that the cre-
ation of jobs and stimulation of the economy will not lead
to unintended consequences, such as increased inflation or
environmental degradation?

Elmattador_92 (CQ_ID
0)

What specific arguments or points made during the debate
did Elmattador find unconvincing or problematic, rather
than simply attacking the tone or demeanor of the debaters?

Table 4: Representative Examples of Invalid and Unhelpful CQ Errors
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Abstract

Critical questions (CQs) generation for argu-
mentative texts is a key task to promote critical
thinking and counter misinformation. In this
paper, we present a two-step approach for CQs
generation that i) uses a large language model
(LLM) for generating candidate CQs, and ii)
leverages a fine-tuned classifier for ranking and
selecting the top-k most useful CQs to present
to the user. We show that such usefulness-based
CQs selection consistently improves the perfor-
mance over the standard application of LLMs.
Our system was designed in the context of a
shared task on CQs generation hosted at the
12th Workshop on Argument Mining, and rep-
resents a viable approach to encourage future
developments on CQs generation. Our code is
made available to the research community.1

1 Introduction

In the rapidly evolving field of argument min-
ing (Stede and Schneider, 2018; Lawrence and
Reed, 2020), the automated generation of criti-
cal questions (CQs) for argumentative texts has
recently been introduced as a task to foster indi-
viduals’ critical thinking and counter misinforma-
tion (Calvo Figueras and Agerri, 2024). CQs are
defined as the set of inquiries that could be asked in
order to judge if an argument is acceptable or falla-
cious (Calvo Figueras and Agerri, 2024) and have
been proven useful for identifying fallacies (Musi
et al., 2022; Ramponi et al., 2025) and evaluating
argumentative essays (Song et al., 2014). Unlike
automated fact-checking tasks that assign verac-
ity labels to claims (Gupta and Srikumar, 2021;
Valer et al., 2023, inter alia), CQs generation ad-
vances misinformation countering by moving be-
yond the absolutist notion of truth and offering a
means to identify missing or potentially misleading
arguments even without access to up-to-date factual
knowledge (Calvo Figueras and Agerri, 2024).

1 § Repository: https://github.com/dhfbk/cqs-gen.

To encourage research in this direction, a shared
task on CQs generation has been proposed (CQs-
Gen; Calvo Figueras et al., 2025) and hosted at the
12th Workshop on Argument Mining. The goal
of the shared task is to investigate methods for
generating useful CQs given an argumentative text
as input. Participants are asked to provide three
CQs per argumentative text, which are then subject
to semi-automatic evaluation (Section 2).

In this paper, we present our research contri-
bution for CQs generation. Motivated by recent
advancements in NLP driven by large language
models (LLMs), their pitfalls (e.g., outputs’ relia-
bility and consistency), and the shared task require-
ment of providing exactly k = 3 CQs per text, we
propose a two-step approach that i) uses an LLM
for generating n CQs (with n > k) and ii) lever-
ages a fine-tuned classifier to select the top-k useful
CQs to retain based on their confidence scores (Sec-
tion 3). Results show that our usefulness-based se-
lection leads to performance improvements across
all the LLMs tested (Section 4). Finally, we provide
a qualitative analysis and insights for future work
(Section 5) and outline our conclusions (Section 6).

2 Data and Task Description

In this section, we provide details on the data pro-
vided by the shared task organizers (Section 2.1)
and describe the task setup (Section 2.2).

2.1 Data Description

The data used for the CQs-Gen shared task is based
on Calvo Figueras and Agerri (2025). The vali-
dation set provided to participants comprises 186
interventions, either from real debates or online
discussions (i.e., argumentative texts). Among
these, 80 are drawn from the US2016TV cor-
pus (Visser et al., 2020, 2021), i.e., transcripts
from televised debates for the 2016 US Presidential
election, 72 from REGULATION ROOM DIVISIVE-
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NESS (RRD) (Konat et al., 2016), a corpus of user
comments from the eRulemaking platform Regula-
tionRoom.org, 20 from MORAL MAZE DEBATES

(MMD) (Lawrence et al., 2018), a corpus for the
homonymous BBC4 radio programme, and 14 from
the US2016REDDIT corpus (Visser et al., 2020,
2021), i.e., Reddit posts reacting to the 2016 US
political debates. Each intervention is annotated
with one or more argumentation schemes based
on the Walton et al. (2008)’s taxonomy and is ac-
companied by a set of CQs, categorized as useful,
unhelpful, or invalid according to their effec-
tiveness in challenging the arguments of the in-
tervention (Appendix A). These CQs can be either
LLM-generated or manually instantiated by annota-
tors using fixed templates in line with Walton et al.
(2008)’s theory, as described in Calvo Figueras and
Agerri (2024). The test set instead comprises 34
interventions distributed as follows: US2016TV

(17), RRD (11), and MMD (6).

2.2 Task Setup

The CQs-Gen shared task encourages the develop-
ment of methods to counter misinformation and
promote critical thinking. Participants are asked to
design a system that, given an argumentative text
as input, provides exactly three CQs that challenge
the arguments in the intervention. Focusing on the
internal structure and content of text, rather than
external knowledge, these questions aim to uncover
implicit assumptions, expose logical weaknesses,
or highlight insufficient evidence.

For evaluation, each generated CQ is assigned
the label of the closest reference CQ in the dataset,
as determined by semantic similarity (Reimers
and Gurevych, 2019).2 CQs that match useful
CQs are awarded 0.33 points, while those match-
ing unhelpful or invalid CQs receive 0 points:
therefore, for each intervention, a punctuation
score between 0 and 1 can be obtained. However, if
the similarity between the generated and the most
similar reference CQ falls below a given similarity
threshold3 – also when the CQ is useful but it is not
included in the reference set – the generated CQ
remains unmatched and does not contribute any
points to the score, requiring manual evaluation
to assess its usefulness. The overall punctuation
score for a system is given by the average of all
punctuation scores obtained across interventions.

2Semantic similarity in the official organizers’ evaluation
script is computed using the stsb-mpnet-base-v2 model.

3The threshold used in the official evaluation script is 0.60.

3 Methods

Our approach to CQs generation consists of two
stages. First, we use an LLM to generate candidate
CQs and extract them from the raw output (Sec-
tion 3.1). Second, we apply a fine-tuned classifier
to the CQs, rank them by confidence score, and se-
lect the top-k candidate CQs to retain (Section 3.2).

3.1 Generation of Candidate Questions

The generation phase is conducted by prompting an
LLM to obtain a raw output containing candidate
CQs for a given argumentative text. Models and
prompting strategies are described in Section 4.1.

Since LLMs’ raw outputs often include extra text
before or after the requested output, we carefully
curate the post-processing. Specifically, to extract
the n CQs from the raw output, we split the text by
line breaks and retain only the lines starting with
a capital letter that end in a question mark. If less
than n CQs are detected, the remaining slots are
filled with a placeholder value.

3.2 Usefulness-based Questions Selection

The CQs selection phase leverages a pretrained
model that we specifically fine-tune using a dataset
of useful and non-useful (i.e., unhelpful and
invalid merged together) CQs. The fine-tuned
model is therefore a binary classifier, and the con-
fidence score for the predicted label is provided.
This classifier is applied to all n candidate CQs.
Models and dataset compositions that we tested are
described in the experimental setup (Section 4.1).

We use the confidence score for the label useful
as given by the classifier and rank the n candidate
CQs by decreasing “usefulness”. We then select
the top-k CQs and use them as final output.

4 Experiments

In this section, we describe the experimental setup
(Section 4.1) and the model selection process (Sec-
tion 4.2). Then, we present the results (Section 4.3).

4.1 Experimental Setup

Models For the generation of candidate CQs, we
experiment with different families of instruction-
tuned LLMs of varying sizes in both zero-shot
and few-shot settings. Specifically, we use
Llama-3-8B and Llama-3-70B (Grattafiori et al.,
2024), Mixtral-8x7B (Jiang et al., 2024), and
Qwen-2.5-7B and Qwen-2.5-32B (Qwen et al.,

302



2025). Hyper-parameter settings for these mod-
els are reported in Appendix B.1. For CQs se-
lection, we fine-tune transformer-based models
using MaChAmp v0.4.2 (van der Goot et al.,
2021) in a single task setting with default hyper-
parameter values (Appendix B.1). We employ
BERT-base-uncased (Devlin et al., 2019) and
RoBERTa-base (Liu et al., 2019) as encoders, and
use [CLS] and <s> special tokens for classification.

Prompts For CQs generation, we devise a set
of prompts that include increasingly-detailed infor-
mation about the task and the input argumentative
text. To isolate the impact of individual information
pieces from linguistic variation, we design prompts
in a modular fashion (Appendix B.2). Specifi-
cally, starting from a prompt with only key infor-
mation on the task and the desired output (base),
we experiment with the inclusion of the argumen-
tation schemes associated to the input intervention
(schemes) and descriptions of what useful and
non-useful CQs are (desc in different flavors).
The provisionally best-performing prompt is also
used for in-context learning experiments (Dong
et al., 2024) in few-shot settings. Details on our
prompts can be found in Appendix B.2.

Classifier data For fine-tuning the CQs useful-
ness classifier (Section 3.2), we collect all the CQs
in the validation set and their associated labels, and
divide the resulting set into 80%/20% train/test por-
tions, i.e., obtaining gold-train and gold-test
splits. We further collect CQs generated by small-
sized LLMs (i.e., Llama-3-8B, Qwen-2.5-7B, and
Mixtral-8x7B) using the base prompt with n = 3
across all 5 runs on the validation set (Section 4.2)
along with assigned labels, leading to three syn-
thetic sets: synth-l, synth-q, and synth-m, re-
spectively. These different sets, including their
concatenation (all), are used for determining the
best data combination based on macro F1 score on
the gold-test split (Section 4.2).

4.2 Model Selection
We use the validation set and the evaluation script
provided by shared task organizers4 for select-
ing the most promising LLM configurations (i.e.,
underlying models and prompts) and usefulness-
based CQs classifier. To ensure fair comparison
between zero- and few-shot settings, we remove
from the development set the interventions used

4https://github.com/hitz-zentroa/
shared-task-critical-questions-generation.

in few-shot prompts (Appendix B.2.2). Given the
small size of the resulting development set, we run
all LLMs with 5 random seeds and select the best
approaches based on average punctuation score.

Generation of candidate CQs We start by as-
sessing the performance of small-sized LLMs
across all prompts in a zero-shot setting with n = 3
to identify promising models and prompts to be
used in further experiments. As shown in Ap-
pendix C.1, Mixtral-8x7B and Llama-3-8B out-
perform Qwen-2.5-7B across all prompts; we thus
discard the latter from further experimentation.
The base prompt provides the best overall perfor-
mance for both Mixtral-8x7B and Llama-3-8B
despite its simplicity. Among prompts with CQ
descriptions, providing information only on what
non-useful CQs are (i.e., desc(¬U)) is more
reliable than providing definitions for useful
CQs (i.e., desc(U)) or their combination (i.e.,
desc(U+¬U)), even when extremely detailed (i.e.,
desc(FULL)). However, desc(¬U) still lags behind
the base prompt in terms of performance. We fur-
ther observe that using schemes leads to the worst
performance across models. We hypothesize that
this is due to the unavailability of precise informa-
tion about the part of the input intervention where
each argumentation scheme occurs. We thus se-
lect Mixtral-8x7B and Llama-3-8B with the base
prompt for few-shot experiments; however, we ob-
serve that this direction is not viable: a substantial
performance degradation occurs when including
CQs examples in the prompt. Results are in Ap-
pendix C.2 to encourage research in this direction.

Selection of useful CQs To choose the CQs se-
lection classifier, we compare the performance of
BERT-base-uncased and RoBERTa-base models
when fine-tuned using either gold-train, syn-
thetic sets (i.e., synth-l, synth-q, and synth-m),
or a combination thereof (i.e., all) (Section 4.1).
As shown in Appendix C.3, using the all set
for fine-tuning consistently improves the perfor-
mance across models, leading to 0.7563 macro
F1 for BERT-base-uncased and 0.7341 macro
F1 for RoBERTa-base. We therefore select the
BERT-base-uncased model fine-tuned with the
all data variant as our CQs selection classifier.

4.3 Results
The best-performing small-sized LLMs and
prompts derived from the model selection (Sec-
tion 4.2) – i.e., Mixtral-8x7B and Llama-3-8B,
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Model Prompt n Selection Punctuation

MIXTRAL-8X7B base 3 no 0.6758±0.01

MIXTRAL-8X7B base 5 rand 0.6878±0.01

MIXTRAL-8X7B base 5 yes 0.7231±0.02 *

LLAMA-3-8B base 3 no 0.6510±0.01

LLAMA-3-8B base 5 rand 0.6058±0.01

LLAMA-3-8B base 5 yes 0.6790±0.01

QWEN-2.5-32B base 3 no 0.6543±0.01

QWEN-2.5-32B base 5 rand 0.6499±0.02

QWEN-2.5-32B base 5 yes 0.6732±0.02

LLAMA-3-70B base 3 no 0.6903±0.02

LLAMA-3-70B base 5 rand 0.7162±0.02

LLAMA-3-70B base 5 yes 0.7618±0.02 *

LLAMA-3-70B desc(U+¬U) 3 no 0.6958±0.02

LLAMA-3-70B desc(U+¬U) 5 rand 0.6922±0.01

LLAMA-3-70B desc(U+¬U) 5 yes 0.7279±0.02 *

Table 1: Results on the development set for different
LLMs and the best prompt strategies in a zero-shot set-
ting with/without CQs selection. We report the average
punctuation score with standard deviation across 5 runs
with different random seeds. Models for which a best
run has been selected for testing are indicated with *.

both with base – as well as large-sized LLMs with
promising prompts from preliminary experiments
– i.e., Llama-3-70B with base and desc(U+¬U)

and Qwen-2.5-32B with base – are finally com-
pared with and without the CQs selection classifier.
Specifically, to assess whether a classifier for se-
lecting the most useful CQs helps in improving per-
formance, we compare the results obtained on the
validation set by the aforementioned LLMs when
i) directly instructed to generate exactly n = 3
CQs – with no selection (i.e., “no”), ii) instructed
to generate n = 5 CQs followed by random selec-
tion of k = 3 CQs (i.e., “rand”), and iii) instructed
to generate n = 5 CQs that are then given to the
usefulness-based CQs classifier to keep the top-k
(k = 3) most useful CQs (i.e., “yes”). Results in
Table 1 show that using the usefulness-based CQs
classifier (i.e., “yes”) consistently improves the per-
formance over the “no” and “rand” selection strate-
gies. This indicates that our two-step approach for
CQs generation is more effective compared to the
standard application of LLMs for the task.

For test set evaluation in the context of the CQs-
Gen shared task, we select the best run (among the
5 runs with different random seeds) for the three
top-performing models (marked with “*” in Ta-
ble 1), i.e., Llama-3-70B with prompt base (RUN1)
and desc(U+¬U) (RUN2), and Mixtral-8x7B with
prompt base (RUN3), all with CQs selection. In
Table 2, we report the punctuation scores and the
distribution of CQ labels obtained by all runs in the

Run U UH I NE P (labeled) P (all)

RUN1 45 26 10 21 0.5556 0.4412
RUN2 46 23 14 19 0.5542 0.4510
RUN3 41 20 16 25 0.5325 0.4020

RUN2FINAL 51 24 27 – 0.5000 0.5000

Table 2: Distribution of CQ labels and results in the
test set. U: useful; UH: unhelpful; I: invalid;
NE: not_able_to_evaluate; P (labeled): Punctua-
tion score over labeled CQs only, i.e., U/(U+UH+I);
P (all): Official punctuation score over all CQs includ-
ing those labeled as NE, i.e., U/(U+UH+I+NE). For
RUN2, we also include the final counts after manual re-
view by the shared task organizers (RUN2FINAL).

test set. Llama-3-70B in RUN1 and RUN2 performs
similarly, while Mixtral-8x7B in RUN3 yields a
slightly lower outcome. All models show a consis-
tent drop in performance compared to their average
scores on the validation set (Table 1).5 Results for
RUN2, which achieved the best score on the test
set (i.e., 0.4510), were manually revised by the
CQs-Gen shared task organizers to evaluate the re-
maining 19 unlabeled questions: of these, 5 were
classified as useful, 1 as unhelpful, and 13 as
invalid (RUN2FINAL), raising the final punctuation
score to 0.50. We should mention that the lack of
manual evaluation for the validation set may have
impacted the reliability of model selection – a limi-
tation that the shared task organizers aim to resolve
through a fully automated evaluation in the future.

5 Qualitative Analysis and Future Work

We conduct a qualitative analysis of the manually
reviewed results from RUN2 (i.e., RUN2FINAL) on the
test set, proposing a classification of the generated
CQs according to the type of argumentative gap
they attempt to expose. Results are in Table 3. We
recall that, for the 34 interventions in the test set,
the output of the run consists of 102 questions (3
per intervention) generated by Llama-3-70B with
prompt desc(U+¬U) and usefulness-based selec-
tion, and that the punctuation score achieved by
RUN2FINAL is 0.50 (see Table 2).

For the purpose of the analysis, each CQ is as-
signed a label based on its underlying argumen-
tative function, structure, and semantics. For in-
stance, questions that request supporting data for
a specific claim (e.g., one of the CQs generated
for the intervention with identifier “HOLT_122”:

5Note that the similarity threshold was adjusted from 0.60
to 0.65 by shared task organizers for test set evaluation.
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Type # useful # non-useful

ALTERNATIVE MEASURES 4 2
ALTERNATIVE EXPLANATION 2 2
ASSUMPTIONS 0 1
BASIS/RATIONALE 2 1
CAUSAL FACTORS 0 1
COMPARISON 1 1
CONSEQUENCES 2 4
CREDIBILITY 0 1
DEFINITION 3 1
EVIDENCE 15 9
EXAMPLES 1 2
EXPLANATION 1 1
GENERALIZATION 2 2
IMPACT/EFFECT 3 0
IMPLICATION 0 3
OTHER 9 10
POLICY DETAILS 1 6
RESPONSE TO CONCERNS 3 2
ROOT CAUSES 2 2

Total 51 51

Table 3: Distribution of the CQs from RUN2FINAL ac-
cording to the type of argumentative gap they attempt
to expose, divided into useful and non-useful cate-
gories. EVIDENCE-related CQs represent the most fre-
quent type across both groups (indicated in bold). The
row highlighted in gray groups all CQs for which no
clear semantic category can be identified.

“What evidence is there to support the claim that
race relations are bad in this country?”) are la-
beled as EVIDENCE. When no clear semantic cate-
gory emerges, the question is classified in the group
OTHER (gray row in Table 3). In some cases, a sin-
gle CQ includes elements that could be associated
with multiple labels (e.g., one of the CQs gener-
ated for the intervention with identifier “MP_24”:

“What would be the consequences of allowing banks
to ‘crystallise the debts’ and how would it affect
the economy?”, which pertains to both CONSE-
QUENCES and IMPACT/EFFECT categories); for the
sake of consistency and simplicity, in this analysis
we assign only the most salient type (in this case,
CONSEQUENCES), leaving a more granular catego-
rization for future work. The annotation was car-
ried out manually by a native Italian speaker with
advanced proficiency in English and background
in data science and Italian studies.

Overall, the qualitative analysis aligns well with
findings reported by Calvo Figueras and Agerri
(2024). In particular, we observe that the most
common type of CQ generated by Llama-3-70B
asks for EVIDENCE to support a claim: 15 out
of 51 useful CQs (29.40%) fall into this cate-

gory. This type is also the most frequent among
unhelpful and invalid questions (9 out of 51;
17.64%), representing 24% of the total questions
generated for this run. Among the useful CQs,
other frequent types include ALTERNATIVE MEA-
SURES (e.g., “Are there other measures [...]”),
though at lower frequencies (4; 7.84%); questions
about DEFINITION (e.g., “How do you define [...]”),
IMPACT/EFFECT questions (e.g., “How does [some-
thing] affect [...]”) and RESPONSE TO CONCERNS

questions (i.e., “How does [someone] address the
concerns of [...]”) each occur 3 times (5.88%).
Among non-useful questions, the second most
common type is POLICY DETAILS (e.g., “What
specific policies [...]”, 6; 11.76%), followed by
CONSEQUENCES questions (e.g., “What are the
potential consequences of [...]”, 4; 7.84%).

Beyond these initial observations, however, a
larger sample size would be needed to iden-
tify broader groupings and statistically determine
whether any patterns can be directly linked to either
useful or non-useful questions. Indeed, at this
stage, rather than being systematically tied to a spe-
cific flawed type, non-useful questions appear to
reflect broader limitations that LLMs face in gener-
ating CQs – namely, the introduction of irrelevant
concepts, bad reasoning, and insufficient specificity,
as discussed by Calvo Figueras and Agerri (2024).

In future work, we aim to manually inspect au-
tomatically evaluated CQs to assess the reliabil-
ity of semantic similarity-based scoring. We also
plan to improve our methodology by combining
the usefulness-based CQs selection approach with
strategies such as chain-of-thought prompting (Wei
et al., 2022) and by fine-tuning LLMs – an ap-
proach that has shown state-of-the-art performance
on several argument mining tasks (Cabessa et al.,
2024) – using low-rank adapters (Hu et al., 2022).

6 Conclusion

We present a two-step approach for CQs genera-
tion along with a qualitative analysis and insights
on the results obtained in the context of the CQs-
Gen shared task hosted at the 12th Workshop on
Argument Mining. Our experiments show that
usefulness-based CQs selection leads to substan-
tial gains in performance compared to using LLMs
only. We hope that our approach may encourage fu-
ture developments in CQs generation and stimulate
research on similar tasks more broadly.
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Limitations

The experiments, results, and findings in this paper
are based on the dataset of interventions that was
provided in the context of the CQs-Gen shared task.
Interventions in the dataset are in English, and a
large fraction of them concern political topics in the
US context. Further research is needed to ensure
that results and insights hold for other languages,
topics, and contexts that are not represented in the
dataset. Due to resource constraints, we employ a
limited set of models in our experiments. We are
aware that higher results could have been obtained
with larger and/or closed-source LLMs. However,
our goal was to investigate the effectiveness of a
two-step approach for CQs generation using freely
available and widely used models.
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Appendix

A Categories of Critical Questions

In their GitHub repository,6 the organizers of the
CQs-Gen shared task have provided guidelines out-
lining the criteria used to label questions as useful,
unhelpful, or invalid in the validation and test
sets. As a reference, we summarize the descriptions
below. Furthermore, in Table 4 we report the num-
ber of interventions per corpus in the validation and
test sets, and in Table 5 we show the distribution
of the three CQs categories in the validation set,
broken down by corpus and distinguishing between
LLM-generated and theoretical questions.

Useful “The answer to this question can poten-
tially challenge one of the arguments in the text.
One should not take the arguments in the text as
valid without having reflected on this question.”

Unhelpful “The question is valid, but it is un-
likely to challenge any of the arguments in the text.
This may be in cases where: a) the answer to the
question is common sense; b) the answer to the
question is a well-known fact that does not gener-
ate controversy; c) the question is very complicated
to understand and it would be impractical to ques-
tion the arguments; d) the question is answered in
the text itself.”

Invalid “A question is invalid when the answer to
this question cannot serve to invalidate or diminish
the acceptability of the arguments of the text. This
can be in cases where: a) the question is unrelated
to the text; b) the question introduces new concepts
not present in the text; c) the question does not
challenge any argument defended in the text (for
example, when the question challenges the opposite
position to the one defended in the text); d) the
question is too general and could be applied to any
text; e) the question is not critical of the text (e.g. a
reading-comprehension question).”

Set Corpus Total

US2016tv RRD MMD US2016reddit

Validation 80 72 20 14 186
Test 17 11 6 – 34

Table 4: Number of interventions per corpus in the
validation and test sets.

6https://github.com/hitz-zentroa/
shared-task-critical-questions-generation.

B Further Experimental Details

B.1 Hyper-parameter Values

Generation For the generation of candidate
CQs using LLMs, we rely on the default hyper-
parameter values as provided in the transformers
library (Wolf et al., 2020). We only avoid greedy
decoding by setting do_sample = True and con-
strain the minimum and maximum number of
tokens to generate (using min_new_tokens and
max_new_tokens). Specifically, the maximum
number of tokens is set to 128 or 192 when requir-
ing n = 3 or n = 5 CQs in the output, respectively,
whereas the minimum number of tokens is set to
32. We load Mixtral-8x7B, Qwen-2.5-32B, and
Llama-3-70B in 4-bits due to resource constraints,
whereas the remaining models are loaded in 8-bits.
The five random seeds used for the experiments are
0, 42, 101, 31, and 4321.

Classification For the model used in the CQs
selection stage, we employ default MaChAmp’s
hyper-parameter values (van der Goot et al., 2021)
as detailed in Table 6. We select the best model to
be used based on macro F1 score on a 20% held-out
data split. We use 5 epochs of fine-tuning and {32,
64} as search space for the batch size, of which 64
emerged as the best batch size value.

B.2 Prompts

We here provide details on our modular prompts
for the zero-shot setting (Appendix B.2.1) as well
as prompts adapted for few-shot experiments (Ap-
pendix B.2.2). All prompts are built starting from
the prompt template presented in Figure 1.

B.2.1 Zero-shot Setting
Starting from a base prompt,7 we experiment with
adding information on either the argumentation
schemes of the intervention (schemes) or detailed
description about what CQs are (desc).

Prompt base A prompt that provides specific
task instructions and clear guidance on the expected
output. It includes only the free text of the prompt
template in Figure 1 and the input $intervention.

7Our base prompt led to higher performance in prelim-
inary experiments compared to the baseline prompt pro-
vided by shared task organizers. We here provide their
prompt for reference: “Suggest 3 critical questions that
should be raised before accepting the arguments in this
text:\n\n$intervention\n\nGive one question per line.
Make the questions simple, and do not give any explanation
reagrding why the question is relevant.”

308

https://github.com/hitz-zentroa/shared-task-critical-questions-generation
https://github.com/hitz-zentroa/shared-task-critical-questions-generation


Corpus Useful Unhelpful Invalid Total

LLM Theory All LLM Theory All LLM Theory All

US2016tv 1117 270 1387 166 283 449 116 169 285 2121
RRD 912 110 1022 217 84 301 71 9 80 1403
MMD 224 24 248 56 15 71 49 4 53 372
US2016reddit 122 11 133 60 12 72 33 2 35 240

Overall 2375 415 2790 499 394 893 269 184 453 4136

Table 5: Distribution of CQs categories across corpora in the validation set. For each category, we report the
number of LLM-generated CQs, the number of theory-derived CQs, and their combined totals (shown in gray).

Prompt template

You are given an argumentative text in the form of an intervention. Your task is to generate $n
useful critical questions that should be raised before accepting its arguments. The intervention is as
follows:

$intervention

$additional_context

$few-shot_examples

Provide exactly $n useful critical questions, each strictly on a separate line and ending
with a question mark. Keep the questions concise and do not add any comments or explanations.

Output:

Figure 1: Template used for modular prompt construction. The base prompt consists of the core text (namely, the task
instructions, the $intervention, and the output requirements). Modular components – i.e., $additional_context
(either argumentation schemes or CQ descriptions) and/or $few-shot_examples – can be inserted to extend the
base prompt. The number $n of critical questions to generate is a variable parameter, with n ≥ k.

Hyperparameter Value

Optimizer AdamW
β1, β2 0.9, 0.99
Dropout 0.2
Epochs 5
Batch size 64
Learning rate 1e-4
LR scheduler Slanted triangular
Weight decay 0.01
Decay factor 0.38
Cut fraction 0.3

Table 6: Hyper-parameter values employed for fine-
tuning the usefulness-based CQs selection classifier.

Prompt schemes A prompt where supplemen-
tary information on argumentation schemes that oc-
cur in the intervention is added to the base prompt

in place of the $additional_context placeholder
of the prompt template (Figure 1). The addition is
as follows:

Below are the argumentation schemes
associated with the arguments in the
intervention:

$ARG_SCHEMES

$ARG_SCHEMES is a placeholder for the set of ar-
gumentation schemes associated with the interven-
tion, automatically extracted from the validation set
with duplicates removed. Based on the appendix
tables in Calvo Figueras and Agerri (2024), sim-
ilar scheme names are normalized into a human-
readable standard format, following the mapping
presented in Table 7.
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Normalized name # Argumentation scheme(s)

Argument from example 175 Example, ERExample
Practical reasoning 135 PracticalReasoning, ERPracticalReasoning
Argument from cause to effect 55 CauseToEffect
Argument from consequences 38 Consequences, NegativeConsequences, PositiveConsequences
Ad hominem 29 GenericAdHominem, ERAdHominem, Ad hominem
Argument from sign 25 Sign, SignFromOtherEvents
Argument from verbal classification 25 VerbalClassification
Circumstantial ad hominem 22 CircumstantialAdHominem
Argument from fear appeal 14 FearAppeal, DangerAppeal
Argument from analogy 11 Analogy
Argument from expert opinion 10 ExpertOpinion, ERExpertOpinion
Argument from position to know 10 PositionToKnow
Argument from values 10 Values
Argument from popular opinion 8 PopularOpinion
Argument from alternatives 6 Alternatives
Argument from popular practice 6 PopularPractice
Argument from authority 4 ArgumentFromAuthority
Argument from bias 4 Bias
Direct ad hominem 2 DirectAdHominem

Table 7: Normalized names and total number of occurrences for the 28 argumentation schemes in the validation set.

Prompt desc A prompt where supplementary in-
formation on critical questions is added to the base
prompt in place of the $additional_context
placeholder of the prompt template (Figure 1). The
addition is one of the following:

• desc(FULL), i.e., a detailed bulleted descrip-
tion of useful and non-useful CQs:

Useful critical questions may:
- challenge or clarify a claim by asking for
evidence or explanation;
- examine the consequences of the argument;
- explore alternatives to the proposed idea;
- check the generalizability beyond the given
case;
- uncover assumptions that may be implicit.

Non-useful critical questions:
- ask common sense questions or refer to
well-known facts;
- are overly complex, unclear, or vague;
- are already answered in the text or are
unrelated to the text;
- introduce new concepts not present in the
text;
- do not challenge the argument or fail to
be critical (e.g., reading-comprehension
questions).

You must avoid non-useful questions.

• desc(U), i.e., an abridged description of
useful CQs:

Useful critical questions may ask for evi-
dence, examine consequences, explore al-
ternatives, test generalizability, or uncover
hidden assumptions.

• desc(¬U), i.e., an abridged description of
non-useful CQs:

You must avoid questions that are vague,
overly complex, irrelevant, repetitive, intro-
duce new concepts, restate common knowl-
edge, or fail to critically challenge the argu-
ments.

• desc(U+¬U), i.e., the combination of desc(U)

and desc(¬U) as a single description:

Useful critical questions may ask for
evidence, examine consequences, explore
alternatives, test generalizability, or uncover
hidden assumptions.
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You must avoid questions that are vague,
overly complex, irrelevant, repetitive,
introduce new concepts, restate common
knowledge, or fail to critically challenge the
arguments.

In all four versions, the description of
non-useful questions is based on the guide-
lines provided by the shared task organizers (Ap-
pendix A), while the description of useful CQs is
derived by scrutinizing examples labeled as useful
in the validation set. The desc(FULL) version is
more comprehensive, whereas desc(U), desc(¬U),
and desc(U+¬U) are introduced to facilitate the
generation of CQs by small-sized models, which,
in our preliminary experiments, we observe may
struggle with longer input prompts.

B.2.2 Few-shot Settings
One- or three-shot examples can be added to the
base prompt in place of the $few-shot_examples
placeholder of the prompt template (Figure 1), with
or without $additional_context preceding. Be-
low, example interventions and related CQs are
referenced by their identifier in the validation set.

One-shot This setting includes a single example
intervention and its corresponding output, match-
ing the format expected in the model’s final re-
sponse. We design two variants:

• all-useful, where the intervention is followed
by three useful CQs:

Here is an example of an intervention,
followed by three useful critical questions:

$TRUMP_125_1

Output:

$TRUMP_125_1_T__1
$TRUMP_125_1_T__14
$TRUMP_125_1_T__10

• mixed, where three examples of non-useful
questions are also provided:

Here is an example of an intervention,
followed by three non-useful questions
(negative examples) and three useful critical
questions (positive examples):

$TRUMP_125_1

Non-useful questions:

$TRUMP_125_1_T__7
$TRUMP_125_1_T__25
$TRUMP_125_1_T__0

Output:

$TRUMP_125_1_T__1
$TRUMP_125_1_T__14
$TRUMP_125_1_T__10

Three-shot This setting includes three example
interventions and their corresponding outputs. We
design two variants:

• all-useful, where each intervention is followed
by three useful CQs:

Here are three examples of interventions,
each followed by three useful critical
questions:

$CLINTON_130_1

Output:

$CLINTON_130_1_T__8
$CLINTON_130_1_T__7
$CLINTON_130_1_T__11

$TRUMP_125_1

Output:

$TRUMP_125_1_T__1
$TRUMP_125_1_T__14
$TRUMP_125_1_T__10

$CLINTON_57

Output:

$CLINTON_57_T__3
$CLINTON_57_T__12
$CLINTON_57_T__10

• mixed, where three examples of non-useful
questions are also provided for each interven-
tion:
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Here are three examples of interventions,
each followed by three non-useful questions
(negative examples) and three useful critical
questions (positive examples):

$CLINTON_130_1

Non-useful questions:

$CLINTON_130_1_T__2
$CLINTON_130_1_T__19
$CLINTON_130_1_T__17

Output:

$CLINTON_130_1_T__8
$CLINTON_130_1_T__7
$CLINTON_130_1_T__11

$TRUMP_125_1

Non-useful questions:

$TRUMP_125_1_T__7
$TRUMP_125_1_T__25
$TRUMP_125_1_T__0

Output:

$TRUMP_125_1_T__1
$TRUMP_125_1_T__14
$TRUMP_125_1_T__10

$CLINTON_57

Non-useful questions:

$CLINTON_57_T__5
$CLINTON_57_T__13
$CLINTON_57_T__7

Output:

$CLINTON_57_T__3
$CLINTON_57_T__12
$CLINTON_57_T__10

All questions used in the few-shot settings are
selected from theory-derived CQs in the validation
set; we exclude LLM-generated CQs to prevent
over-amplification of synthetic language use. Since

theory-derived CQs are instantiated from templates
based on argumentation schemes (Calvo Figueras
and Agerri, 2024), we ensure that no template is re-
peated within the sets of useful and non-useful
example questions. In the mixed version, however,
we include pairs of a useful and a non-useful
question derived from the same template, encour-
aging the model to focus on the semantic quality of
the question rather than relying on their underlying
argumentative structure (see Table 8 for examples).

C Further Experimental Results

C.1 Zero-shot Experiments
In Table 9 we report the results on the develop-
ment set for small-sized LLMs using all the prompt
strategies designed for the zero-shot setting.

C.2 Few-shot Experiments
In Table 10 we report the results on the develop-
ment set for small-sized LLMs in the one-shot set-
ting using the all-useful and mixed prompt vari-
ants. Since the performance in the one-shot set-
ting proved unsatisfactory, due to limited time
and resources we did not proceed further with the
prompts designed for the three-shot setting. We
leave this additional investigation for future work.

C.3 CQs Classifier Experiments
In Table 11 we report the results of the usefulness-
based CQs selection models when using different
data variants for fine-tuning.

For usefulness-based CQs selection, we also ex-
perimented with a strategy based on the most rel-
evant n-grams for the non-useful class (i.e., the
unhelpful and invalid merged together). We
computed the weighted, positive, and normalized
pointwise mutual information (PMI; Fano, 1961)
score for each n-gram (n ∈ 1, 2, 3) and class us-
ing Variationist (Ramponi et al., 2024), calculated
over the all data set variant described in Sec-
tion 4.1. We then selected the top-k (k = 20)
unigrams, bigrams, and trigrams associated with
the non-useful class, for a total of 60 keywords.
We used the resulting keywords to match candi-
date CQs to remove from the n = 5 generated
ones, if any. As a fallback (i.e., when there were
no matches), we simply picked the first three CQs.
However, this strategy did not consistently improve
the performance over the LLMs’ application with-
out any selection; therefore, we discarded it.
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Theory-derived CQ template Argumentation scheme Useful CQ (ID) Non-useful CQ (ID)

Are there special circumstances pertaining
to <subjecta> that undermine its

generalisability to other <subjectx> that
<featF>?

Argument from Example TRUMP_125_1_T__1 CLINTON_57_T__7

Did <expertE> really assert that
<eventA>?

Argument from Expert
Opinion CLINTON_57_T__10 TRUMP_125_1_T__0

Is <eventA> consistent with known
evidence in <domainD>?

Argument from Expert
Opinion CLINTON_57_T__12 TRUMP_125_1_T__25

Are there any events other than <eventB>
that would more reliably account for

<eventA>?
Argument from Sign TRUMP_125_1_T__14 TRUMP_125_1_T__7

Table 8: Four pairs of useful and non-useful questions, derived from the same theoretical template, are included
in the mixed version of the prompt for one- and few-shot settings. These examples are intended to help the model to
discriminate between useful and not-useful CQs based on semantic content rather than argumentative structure.

Model Prompt

base schemes desc(FULL) desc(U) desc(¬U) desc(U+¬U)

MIXTRAL-8X7B 0.6758±0.01 0.6262±0.01 0.6557±0.01 0.6284±0.02 0.6594±0.02 0.6452±0.01

LLAMA-3-8B 0.6510±0.01 0.5869±0.03 0.6076±0.01 0.5982±0.02 0.6149±0.01 0.5905±0.01

QWEN-2.5-7B 0.5359±0.02 0.4725±0.02 0.5756±0.01 0.5490±0.01 0.5476±0.02 0.5359±0.02

Table 9: Results on the development set for small-sized LLMs using different prompts in a zero-shot setting. We
report the average punctuation score with standard deviation across 5 runs with different random seeds.

Model Shot variant

all-useful mixed

MIXTRAL-8X7B 0.5847±0.02 0.5719±0.01

LLAMA-3-8B 0.1377±0.02 0.4619±0.02

Table 10: Results on the development set for small-
sized LLMs in the one-shot setting with prompt base
and different shot variants (cf. Appendix B.2.2). We
report the average punctuation score with standard devi-
ation across 5 runs with different random seeds.

Data variant Model

BERT RoBERTa

gold-train 0.6910 0.6946
synth-l 0.7365 0.6916
synth-m 0.7392 0.7095
synth-q 0.7327 0.6999
all 0.7563 0.7341

Table 11: Results for different classification models
when fine-tuned on different data variants for the sake
of usefulness-based CQs selection. We report the macro
F1 score on the gold-test split.
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Abstract

This paper presents the CriticalBrew submis-
sion to the CQs-Gen 2025 shared task, which
focuses on generating critical questions (CQs)
for a given argument. Our approach employs a
multi-agent framework containing two sequen-
tial components: 1) Generation: machine soci-
ety simulation for generating CQs and 2) Eval-
uation: LLM-based evaluation for selecting the
top three questions. The first models collabora-
tion as a sequence of thinking patterns (e.g., de-
bate → reflect). The second assesses the gener-
ated questions using zero-shot prompting, eval-
uating them against several criteria (e.g., depth).
Experiments with different open-weight LLMs
(small vs. large) consistently outperformed the
baseline, a single LLM with zero-shot prompt-
ing. Two configurations, agent count and think-
ing patterns, significantly impacted the perfor-
mance in the shared task’s CQ-usefulness evalu-
ation, whereas different LLM-based evaluation
strategies (e.g., scoring) had no impact. Our
code is available on GitHub1.

1 Introduction

Critical thinking is essential in a world overflow-
ing with opinionated texts. Questioning arguments
encourages deeper analysis, which can unravel fal-
lacious reasoning (e.g., ad hominem and weak evi-
dence) or strengthen agreement.

Recent research has shown that large language
models (LLMs) have excelled in several tasks, in-
cluding argument mining and question answering.
However, it is crucial to acknowledge three issues
that arise when using LLMs for generation, as
stated by Calvo Figueras and Agerri (2024): hallu-
cination (Huang et al., 2025), the lack of continu-
ous up-to-date knowledge (Gao et al., 2023), and
the relativity of what is true (Chang et al., 2024).
In their work, Calvo Figueras and Agerri (2024)

1https://github.com/roxanneelbaff/critical_
questions_generation

mitigate these three issues by using LLMs to gen-
erate critical questions to uncover the blind spots
of argumentative text rather than relying on LLMs’
direct answers. For that, they create a reference
dataset containing political oral debate arguments
(Visser et al., 2021; Lawrence et al., 2018) along
with three critical questions by combining a hy-
brid approach relying on Walton’s argumentation
theory (Walton et al., 2008) and augmenting their
dataset with LLM prompting. The resulting dataset
is manually evaluated for relevance and validity.
The CQs-Gen 2025 Shared Task (Calvo Figueras
et al., 2025) employs this dataset to generate three
CQs for an argument.

Building on this task setup, this paper presents
our CriticalBrew submission to the CQs-Gen 2025
(Calvo Figueras et al., 2025). Our approach em-
ploys a collaborative multi-agent framework com-
prising two sequential components for generation
and evaluation, which aligns with recent trends
favoring compound LLM systems over standalone
models (Zaharia et al., 2024).

1. Generation. This component builds on the ma-
chine society simulation approach by Zhang et al.
(2024), originally employed for reasoning tasks
(e.g., chess). More precisely, it models agents’ col-
laboration as a sequence of thinking patterns (e.g.,
debate → reflect) where each agent impersonates a
personality trait, either easy-going or overconfident.
For instance, a society simulation uses n agents
where each initially solves a task; in this case, gen-
erating critical questions for an argument. Then,
in r subsequent rounds, each agent re-generates
CQs by reflecting on previous answers or debating
with other agents. Our experiments exploit several
settings based on two main attributes: (i) number
of agents (1–3), n, with different combinations
of personality traits (e.g., one easy-going and one
overconfident), and (ii) number of rounds (0–3),
r, with different permutations of thinking patterns
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(e.g., two rounds where n agents first debate and
then reflect). Zhang et al. (2024) adopt the Society
of Mind concept (Minsky, 1986): interacting mod-
ules lead to emergent intelligence, aligning with
the critical thinking needed for CQ generation.

2. Evaluation. This component selects the top
three questions from the first component based on
quality criteria, using zero-shot prompting. It ex-
plores several methods, including ranking a set
of CQs, scoring each CQ, and using a two-stage
prompting approach for scoring. Each of these
methods assesses criteria such as depth, reasoning,
and specificity.

To our knowledge, this is the first collaborative
multi-agents approach with LLM-based evaluation
in the computational argumentation field.

Our experiments use three open-weight LLMs
with different size ranges: Llama-3.1 8B, Mistral
Small 3.1 (24B), and Llama-3.3 8B. We report
their performance using the overall punctuation,
the task’s evaluation metric. This score is based
on the semantic similarity between a generated CQ
and reference data, followed by labeling each CQ
as useful or not. The score corresponds to the pro-
portion of CQs labeled useful. The highest overall
punctuation was 0.78 on the validation and 0.55 on
the test sets. Results show that for the Generation
component, employing more agents improves mod-
els’ performance. However, the number of rounds
has no effect. Additionally, thinking patterns (e.g.,
only reflecting vs. only debating) significantly im-
pact performance, unlike personality traits.

2 Related Work

Recent research has explored the use of large lan-
guage models (LLMs) in the field of computational
argumentation. Intersecting this trend with the in-
creasing use of multi-agent systems, our approach
combines both directions.

LLM in Computational Argumentation. Re-
cent research in computational argumentation ex-
plores the potential of LLMs in tackling existing
and new problems (Chen et al., 2024; El Baff et al.,
2024; Ziegenbein et al., 2024). For example, Chen
et al. (2024) assess LLMs on argument mining and
generation tasks, showing their effectiveness with
little or no training data, using zero- or few-shot
prompts. In turn, Calvo Figueras and Agerri (2024)
generate critical questions using a hybrid approach
boosted by an LLM for a given argument. Our

approach leverages large language models (LLMs)
without relying on training data.

LLM Agents as Collaborators. Current work
shows that compound LLM systems outperform a
standalone LLM (Zaharia et al., 2024; Yao et al.,
2023). Our approach adapts Zhang et al. (2024)’s
approach, which deploys multi-agent LLM soci-
eties, impersonating different personality traits and
collaborating via thinking patterns (debate or re-
flection). These simulations are tested on logic-
based tasks (e.g., chess). In contrast, we employ
this approach within computational argumentation,
detailed in Section 4.1.

LLM Agents as Evaluators. LLMs are also in-
creasingly used as evaluators (Kim et al., 2023),
with different methods proposed. Liu et al. (2023)
scores a text criterion (e.g., “evaluate coherence”)
per prompt, while Qin et al. (2023) and Sun et al.
(2023) use ranking for evaluation. Our use of
LLMs as evaluators is not exhaustive. It rather
focuses on a subset of methods, such as ranking,
scoring, and two-step prompting, to evaluate the
critical questions and pick the top ones, as detailed
in Section 4.2.

3 Task Description and Data

We describe the CQs-Gen 2025 dataset and eval-
uation (Calvo Figueras et al., 2025), used in our
experiments.

Overview. CQs-Gen promotes critical thinking
by automatically generating useful critical ques-
tions (CQs) given an argumentative text. More
precisely, given a real oral debate intervention, a
model generates three CQs to challenge it.

Dataset. The dataset consists of oral debates
from the U.S. 2016 elections (Visser et al., 2021)
and the Moral Maze (Lawrence et al., 2018). Each
entry consists of one intervention, its corresponding
CQs, and other metadata, such as argumentation
schema. Each CQ is labeled for its usefulness in
challenging the given intervention. A CQ can be ei-
ther useful if it challenges the argument, unhelpful
if it is valid but unlikely to challenge the argument,
or, otherwise, invalid. The validation set comprises
186 labeled entries.

Evaluation. The CQs-Gen evaluation script first
checks if the generated CQ is similar to one of the
useful CQs in the reference data. If similarity is de-
tected, the CQ is then labeled as useful, unhelpful,
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or invalid.2 The performance of a model is mea-
sured by the overall punctuation3 score defined as
the proportion of CQs labeled useful. We interpret
results using this score.

4 Approach

This section outlines our two-component ap-
proach4: a Generation component that generates
critical questions (CQs) for an argument, and an
Evaluation component that selects 3 questions. Be-
low, we describe each component.

4.1 Generation via Collaboration
The Generation component takes an argument and
outputs a set of CQs. Initially, each agent generates
three questions using a zero-shot prompt. Then, the
system applies a sequence of thinking patterns over
r rounds, resulting in 3 × n CQs. This approach
is adapted from Zhang et al. (2024). Below, we
explain the concepts underlying social simulation
and then detail how it works.

The Concepts for Collaboration
Zhang et al. (2024) explore collaboration mecha-
nisms with multiple agents by focusing on three
concepts: individual traits assigned to each agent,
thinking patterns applied in each round, and a
collaborative strategy defining their sequence.

Individual Traits. The framework defines two agent
traits: easy-going (te) associated with democratic
harmony (Mutz, 2006; Held, 2006) and overconfi-
dent (to), more resistant to others’ opinions (Moore
and Healy, 2008).

Thinking Pattern. Zhang et al. (2024) explore two
thinking patterns: debate (pd) and reflect (pr).
Each pattern defines how an agent regenerates new
CQs based on the answers from the previous round.
In the debate pattern, each agent considers all the
agents’ answers, including their own, while in the
reflection, they consider only their own.

Collaborative Strategy. A collaborative strategy
defines the sequence of thinking patterns applied in
rounds. At each round, all agents employ the same
thinking pattern, pr or pd (Du et al., 2023).

2If no similarity is found between the generated CQ and
any useful reference CQ, the generated CQ is labeled as unable
to label, requiring manual evaluation.

3Score and overall punctuation are used interchangeably.
4Our initial approach included an argument mining step

where we transformed each argument into a structured text,
decomposed into argument components, but this step did not
perform well. See appendix A for more details.

Evaluation # Prompts Description

Basic 1 A single prompt selects the
top n critical questions (CQs)
based on evaluation criteria
(depth, relevance, reasoning,
and specificity).

Scoring 1 A single prompt scores all
CQs from 1–5 across all crite-
ria and averages the result.

Ranking # criteria For each criterion, a prompt
ranks all CQs in order of qual-
ity (e.g., depth).

Two-Step 2 × # criteria ×
# CQ

For each CQ-criterion, one
prompt presents the argument
and CQ, then another prompt
scores a criterion.

Table 1: Overview of the LLM-based evaluators. For
each method (Evaluation), we report the number of
prompts per argument (# Prompts) and a Description.
#criteria refers to the number of evaluation criteria,
and #CQ refers to the number of critical questions.

These concepts are employed in a Machine soci-
ety, as explained next.

Machine Society Simulation
Similar to Zhang et al. (2024), a machine society
has n LLM agents, each with a trait (te or to), col-
laborating over r rounds of thinking patterns (pd,
pr). Initially, each agent generates three CQs for
an argument. Then, in each round, each agent gen-
erates three CQs. If the society has more than one
agent, we use the evaluator component (Section
4.2); otherwise, we return the agent’s output.

4.2 LLM Agents as Evaluators
A machine society can output more than n critical
questions when it includes at least two agents. For
that, we employ LLM-based evaluator agents to
choose the top 3 CQs (Table 1). We employ four
methods, focusing on criteria selected based on
findings from Calvo Figueras and Agerri (2024):
depth, relevance, reasoning, and specificity. We list
the four methods below, ordered by the number of
prompts needed per task.
Basic. An agent is prompted with an argument
and list of CQs to select the top 3 CQs. Our prompt
instructs the agent to select top CQs based on the
criteria mentioned (Appendix C).

Scoring. Similar to basic, an agent is prompted
with an argument and list of CQs. However, the
agent, using one prompt, is instructed to score each
criterion for each CQ, similar to (Kim et al., 2023),
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from 1 to 5. Then, the top 3 CQs are selected based
on the highest mean value of criteria scores.

Ranking. We employ one agent per criterion
(depth, reasoning, relevance, and specificity) to
rank (Sun et al., 2023) the set of CQs. An agent
is prompted with an argument and a list of CQs
and returns the ranked CQs for a specific criterion.
Then, the top 3 CQs are selected based on the high-
est mean ranks of all criteria.

Two-step Prompting. We employ a two-step
prompting strategy designed for complex reason-
ing tasks (Seo et al., 2025; Hama et al., 2024). The
LLM is prompted with the argument and one CQ
in the first step. In the second step, given a critical
question, we prompt an agent for each criterion:
depth, reasoning, and specificity. The top 3 CQs
with the highest criteria average are then selected.

5 Experiments and Results

This section reports our experiment settings, results
on the validation set, and Gen-CQs 2025 submis-
sion results on the test set.

Our experiments simulate machine societies
based on two configurations: the number of agents
and rounds. More precisely, we employ n agents
where 1 ≤n≤ 3, and r rounds where 0 ≤r≤ 3. In
total, we simulate 113 machine societies5.

5.1 Settings and Baselines
We run each simulation using three open-weight
LLMs, varying in their parameter size: Llama-3.1
8B (L8B), Mistral Small 24B (M24B), and Llama-
3.3 70B (L70B) (Touvron et al., 2023). For our
implementation, we use the LangGraph Python
agent framework6, along with LangChain, allowing
us to output structured data and save each state as a
JSON object for each LLM answer (Appendix D).

To test the 1. Generation component, we run
all simulations with the basic evaluator defined in
Section 4.2. The best-performing simulations are
defined based on the highest score7 (§3). Then, to
test the 2. Evaluation component, we rerun the
best simulation per LLM type from the previous
stage with the evaluation methods defined in §4.2.
All our results are reported on the validation set
with 186 arguments.

5We have 9 agent-trait groups and 15 pattern sequences,
yielding 135 simulations, but, for single agent (te or to), 11 of
the 15 sequences are excluded for containing pd, resulting in
135 – 22 = 113 combinations.

6https://langchain-ai.github.io/langgraph/
7Referred to as the overall punctuation in CQs-Gen 2025.

LLM Agents Rounds Pattern Traits Score 3/3 %

L
la

m
a

8B

↑
3 3 prpdpd tetete 0.71 0.40
3 2 prpd tetete 0.70 0.42
2 2 pdpd tete 0.69 0.42

↓
1 1 pr to 0.59 0.26
2 2 prpr tete 0.59 0.23
2 2 pdpr teto 0.60 0.31

◦
1 0 – te 0.68 0.39
1 0 – to 0.66 0.29
1 0 – – 0.68 0.38

M
is

tr
al

24
B

↑
3 3 pdpdpr teteto 0.78 0.54
3 0 – tetete 0.76 0.53
3 1 pr tetoto 0.76 0.53

↓
1 3 prprpr to 0.70 0.42
2 3 pdpdpr tete 0.70 0.41
3 3 prpdpr tototo 0.71 0.40

◦
1 0 – to 0.74 0.45
1 0 – te 0.73 0.47
1 0 – – 0.73 0.43

L
la

m
a

70
B

↑
2 3 pdpdpd tete 0.78 0.53
2 3 prprpd teto 0.77 0.55
3 2 pdpr tototo 0.77 0.53

↓
3 3 prprpr tetete 0.71 0.45
3 3 pdprpr teteto 0.71 0.41
3 3 pdprpd teteto 0.71 0.39

◦
1 0 – to 0.73 0.44
1 0 – te 0.72 0.43
1 0 – – 0.73 0.44

Table 2: Performance of the three LLMs on the vali-
dation set (N = 186), showing top (↑), worst (↓), and
baseline (◦) setups. Each machine society is defined by
number of Agents, number of Rounds, Thinking Pattern
(pd, pr), and Personality Traits (te, to). The overall
punctuation (Score) is reported as a proportion of useful
questions, and 3/3 is the argument rate where 3 ques-
tions were labeled useful.

Baseline. We use three baselines, each of which
is a standalone LLM with zero-shot prompting to
generate the three CQs with three settings: with
no personality trait, to, and te. The baselines are
shown in Table 2 marked with (◦).

5.2 Generation Component Results

Table 2 summarizes the best, worst, and baseline
simulation per LLM.

Overview. All three LLM of different sizes out-
perform their baselines: L8B (0.71) by 3%, and
M24B and L70B (0.78) by 4-5%. Despite being
significantly smaller, the M24B model performs
comparably to the L70B model. Also, for the 3/3
%, both models achieve a range of 0.53 − 0.55
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LLM Evaluation Pattern Traits Score 3/3 %
L

la
m

a
8B Basic

prpdpd tetete
0.71 (0.78) 0.40

Scoring 0.69 (0.77) 0.42
Ranking3 0.71 (0.80) 0.42
2-step 0.66 (0.76) 0.36

M
is

tr
al

24
B Basic

pdpdpr teteto
0.78 (0.82) 0.54

Scoring1 0.78 (0.82) 0.58
Ranking 0.78 (0.82) 0.57
2-step 0.76 (0.80) 0.52

L
la

m
a

70
B Basic

pdpdpd tete
0.78 (0.82) 0.53

Scoring2 0.78 (0.82) 0.55
Ranking 0.78 (0.82) 0.54
2-step 0.77 (0.80) 0.55

Table 3: Performance of the three LLMs, showing
their best machine society configurations (from Table 2)
across Basic, Scoring, Ranking, and Two-step. Each
society is defined by a thinking Pattern (pd, pr) and Per-
sonality Traits (te, to). Score is the overall punctuation,
and 3/3 is the rate of arguments with all questions useful.
Best per-LLM is underlined, overall best in bold, and
submitted simulations marked with 1,2,3.

compared to 0.42 for the smallest model, L8B.
For each configuration (e.g., number of agents),

we measured significance using ANOVA in cases of
normality (Kruskal-Wallis otherwise). If p < 0.05,
we conducted posthoc analysis (independent t-test
in case of normality, Mann- Whitney otherwise)
with Bonferroni correction. We report below the
results where p < 0.05.8

Number of Agents. Agent count significantly influ-
enced performance for all models; L8B, M24B9

and L70B (p < 0.05). For L70B, both two- and
three-agent setups outperformed single-agent. For
L8B, three agents performed significantly better
than one or two. Figure 1-Top shows score distri-
butions per model and agent count.
Thinking Patterns We compare three types: mostly
debate, mostly reflection and mixed (at least one
round of each). We report a significant effect for
L8B and L70B9 (p < 0.05). For L8B, mostly reflec-
tion differed significantly from the other two. Fig-
ure 1-Bottom shows score distributions per model
and pattern type.

5.3 Evaluation Component Results

We re-evaluate the CQs of the best-performing so-
ciety simulation configurations from Table 2 using
the four evaluation methods. The scores shown in
Table 3 are similar across all methods within each

8number of rounds, and the personality trait (mixed traits
vs. one-type trait) had no to little significant effect.

9Posthoc results had no pairwise significance difference.

Figure 1: Boxplots for the Overall Punctuation per
LLM (L8B, M24B and L70B) with two configurations:
Agent Counts (Top) and Thinking Pattern (Bottom).

LLM, especially for Basic, Scoring, and Ranking.
A more complex method (two-step) does not yield
better results. For the 3/3 %, M24B achieved the
highest score with 0.58.

5.4 Submission
We submit CQs from the best models per LLM type
(Table 3). As performance is similar across evalu-
ators, we manually inspect the test set (N = 34)
and choose semantically diverse CQs per argument
(submitted simulations are marked with 1,2,3 in Ta-
ble 3). Only the first submission outperforms the
shared task’s baselines, with an overall punctuation
of 0.55: M24B uses three agents (2 × easy-going,
1 × overconfident), three patterns (pd, pd, pr), and
scoring evaluation.

6 Conclusion

In this work, we employed a social machine frame-
work to generate critical questions (CQs) for an ar-
gument that had been previously adapted in logical
domains. Our approach outperformed standalone
LLMs. We found that the number of collaborating
agents and the choice of thinking pattern have a
positive impact on the generation of CQs. However,
alternative evaluation strategies do not show any
additional benefit. To enable further investigation,
we release our experimental data.
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Figure 2: Schematic process of scoring generated ques-
tions where an LLM scores one criterion.

A Pre-step - Argument Formulizer

We explored an additional step with a Formulizer
agent. Inspired by Walton’s Argumentation
Schemes (Walton, 1996), the Formulizer trans-
forms each natural-language argument into a struc-
tured representation. Specifically, arguments were
decomposed into a main claim, explicit supporting
premises, implicit assumptions, potential areas of
weakness, and conclusions when present. The intu-
ition behind this approach was that structured for-
mulation could help the Generator agent to identify
critical questions by explicitly highlighting ambigu-
ous premises, unstated assumptions, and argumen-
tative weaknesses. Prior work in other domains
has shown that structured semantic representations
can improve generation quality (Li et al., 2019; Xu
et al., 2024) of large language models. Our pre-
liminary experiments indicated that large models,
such as GPT-based systems, might benefit from
this structured context. However, when applying
the Formulizer on smaller, open-source models se-
lected for the main experiments, no measurable
improvement was found. This suggests that, in the
context of critical question generation, additional
structured input might help sufficiently powerful
models but could introduce confusion or unnec-
essary complexity for smaller models. Based on
our findings, we have not included the Formulizer
agent into the final system.

B Evaluator

Within the two-sept evaluator, each LLM evaluate
one criterion for each CQ, as shown in Figure 2.

C Prompts

All prompts can be found here: https:
//github.com/roxanneelbaff/critical_
questions_generation/tree/main/prompts.

D Technical Details

Implementation We used LangGraph to build
the multi-agents workflows for machine societies
and for the LLM-based evaluators. Also we use
LangChain10 along with TogetherAI11. All three
models were loaded via the TogetherAI API and
are as follows:

• Llama 3.1 8B:
meta-llama/Llama-3.1-8B-Instruct

• Mistral Small (24B): mistralai/Mistral-
Small24BInstruct2501

• Llama 3.3 70B: meta-llama/Llama-3.3-70B-
Instruct

We used the default temperature, 0.7, when run-
ning our experiments.

Data For each workflow, representing a machine
society, we save each state; a state represents the
output of all LLMs after being prompted in a round:
whether to initially generate the three critical ques-
tions, reflect or debate. Also the scores/ranks from
the 4 evaluators are saved at each stage. This will
allow for expanded analysis.12

10https://www.langchain.com
11https://www.together.ai
12https://github.com/roxanneelbaff/critical_

questions_generation/tree/main/output
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Abstract

The widespread adoption of chat interfaces
based on Large Language Models (LLMs)
raises concerns about promoting superficial
learning and undermining the development
of critical thinking skills. Instead of relying
on LLMs purely for retrieving factual infor-
mation, this work explores their potential to
foster deeper reasoning by generating critical
questions that challenge unsupported or vague
claims in debate interventions. This study is
part of a shared task of the 12th Workshop on
Argument Mining, co-located with ACL 2025,
focused on automatic critical question gener-
ation. We propose a two-step framework in-
volving two small-scale open source language
models: a Questioner that generates multiple
candidate questions and a Judge that selects
the most relevant ones. Our system ranked first
in the shared task competition, demonstrating
the potential of the proposed LLM-based ap-
proach to encourage critical engagement with
argumentative texts.

1 Introduction

The intensive use of chatbots based on Large Lan-
guage Models (LLMs) has been associated with
the promotion of superficial learning habits and
a decline in critical thinking skills in their users,
particularly students (Gerlich, 2025; Schei et al.,
2024). Motivated by this fact, rather than relying
on LLMs to provide factual answers, there is an
opportunity to leverage the sophisticated natural
language understanding capabilities of LLMs to
foster critical thinking by means of the generation
of critical questions.

This paper contributes to the CQs-Gen shared
task of the 12th Workshop on Argument Mining,
co-located with ACL 2025, which focuses on gen-
erating critical questions from debate interventions

*Worked performed during an internship at ELLIS Ali-
cante.

(Figueras, 2025b). While previous research has
extensively explored the automatic generation of
questions (Mulla and Gharpure, 2023; Ling and
Afzaal, 2024), and current AI systems are capa-
ble of detecting misinformation with reasonable
accuracy (Guo et al., 2022), relatively little work
has leveraged argumentation theory to identify
missing claims and misinformation in argumen-
tative text (Figueras, 2024), and to generate rele-
vant critical questions about the text (Favero et al.,
2024; Figueras and Agerri, 2024; Ruiz-Dolz and
Lawrence, 2025).

To fill this gap, we present an LLM-based frame-
work for generating critical questions from argu-
mentative text, aimed at encouraging users to re-
flect before accepting a claim. Our approach uses
relatively small, open-source1 LLMs to generate
critical questions from a given debate intervention.
Figure 1 illustrates the pipeline of the proposed
method, detailing each step in the process.

In sum, the main contributions of our work are
four-fold: (1) We propose a Two-Step Frame-
work for Critical Question Generation composed
of a Questioner–Judge LLM architecture where
the Questioner, LLMQ, generates multiple can-
didate questions that are evaluated by the Judge,
LLMJ , which selects the most relevant ones, im-
proving quality through selection; (2) we perform
an extensive empirical evaluation of several small
(7B–14B), open-source LLMs, demonstrating their
strong performance despite limited size and with-
out fine-tuning; (3) we explore how integrating ar-
gumentation scheme theory into prompts —both
selectively and systematically— impacts genera-
tion quality and diversity; and (4) we highlight
the potential of the proposed method to support
educational tools that can be deployed locally, pre-

1We use the term “small” to refer to LLMs in the 7B-14B
range, able to run on a student’s laptop, and “open-source”
to refer to LLMs that are freely available with at least open
weights.
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Figure 1: Overview of the proposed framework. Given a debate intervention as input, a first LLM, the Questioner
LLMQ, generates several candidate questions, and a second LLM, the Judge, LLMJ , chooses the three most
useful critical questions among the questions generated.

serving privacy and reducing computational costs.
Our system ranked first in the CQs-Gen 2025

shared task on critical question generation, validat-
ing the effectiveness of the proposed approach.

2 Problem definition

2.1 Dataset description
The provided dataset (Figueras, 2025a), Dshared train,
is composed of:

(1) D = 189 interventions during real political
debate where each intervention consists of a short
text of an average of 138± 88.4 words;

(2) Their associated argumentative schemes,
that is “stereotypical patterns of inference that cap-
ture common types of defeasible arguments, i.e.,
arguments that are plausible but open to rebuttal.
Each scheme represents a form of reasoning with
typical premises and a conclusion” (Walton et al.,
2008).2 Most (62.4%) of the interventions are as-
sociated with a single argumentative scheme, al-
though some may have up to six;

(3) A set Rj consisting of N j annotated ref-
erence questions for each debate intervention
j, where j = 1 . . . D. Each reference ques-
tion qji is labeled with a label or category lji ∈
{Useful,Unhelpful, Invalid}, such that Rj =
{(qji , l

j
i ) | i = 1, . . . , N j}. Useful questions can

potentially challenge one of the arguments in the
text; Unhelpful questions are valid but unlikely
to challenge any of the arguments in the text; and
Invalid questions cannot be used to challenge any
argument in the intervention (Figueras, 2025b).

2.2 Task description
The task consists of automatically generating three
Useful critical questions, Qcj = {qcj1, qcj2, qcj3}

2See A.3 for a comprehensive list of the annotation
schemes included in the dataset.

for each debate intervention j. In this context, criti-
cal questions are designed to evaluate the strength
of an argument by revealing the assumptions under-
lying its premises (Figueras and Agerri, 2024). The
usefulness of each generated critical question qcji
is evaluated by measuring its cosine similarity with
the annotated reference questions Rj . The label
assigned to qcji corresponds to the label of the most
similar reference question, provided that it is larger
than or equal to 0.6. If no similarity score exceeds
this threshold, the question is marked as Not able to
evaluate. In this case, human evaluators assessed
the usefulness of the question during the compe-
tition. The final score was computed on the 34
interventions that composed the test set, Dshared test.
Note that the reference test set, with the labels cor-
responding to the interventions in Dshared test was
not made available.

3 Methodology

As illustrated in Figure 1, the proposed system
consists of two large language models (LLMs)
used sequentially. (1) The Questioner (LLMQ)
which generates candidate critical questions given
an intervention and its associated argumenta-
tion schemes; and the (2) The Judge (LLMJ )
which evaluates these candidates and selects those
deemed most useful (Li et al., 2024). This archi-
tecture is grounded in the framework of critical
thinking proposed by Elder and Paul (2020), which
comprises analytic, creative, and evaluative dimen-
sions. We operationalize the creative components
through LLMQ (generation), and the analytic and
evaluative components through LLMJ (selection).

3.1 The prompts
The prompts provided to the LLMs include:
the intervention text, the role of the LLM (i.e.,
Questioner or Judge), definitions of critical ques-
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tion and argumentation scheme, the argumentative
schemes present in the intervention along with their
definitions (see A.3) and corresponding question
templates (see A.4), the task objective, and the
expected output. For more details, see A.2.3.

For LLMQ, each prompt is designed to elicit N
questions in a single generation step, rather than
prompting the model N times for one question at
a time. This strategy effectively reduces question
repetition.

Aligned with Guo et al. (2023), we hypothesize
that candidate questions exhibiting high similarity
are likely to be useful. Thus, the following instruc-
tion is added to LLMJ ’s prompt: If some questions
are redundant, these questions must be important:
select the most relevant one. This modification led
to an overall improvement in performance.

3.2 Experimental design

We split Dshared train into training (Dtrain, 74), val-
idation (Dval, 33), and test (Dtest, 79) sets. The
size of Dtest was selected to ensure stable results
under the automatic evaluation metric (see A.2.1).
We conducted experiments on Dtest by varying the
following parameters to assess their impact on per-
formance: the choice of LLM for each of the roles
(Questioner and Judge), the number of candidate
questions generated, and the temperature setting
of the LLMs. Additionally, we performed an ab-
lation study to evaluate the role of argumentation
schemes in the generation process and address the
added value of LLMJ by comparing it with al-
ternative question selection strategies. For more
details on the experimental setup and further exper-
iments, including LLM and BERT fine-tuning and
data augmentation, see A.2 and A.4.

4 Experiments and results

4.1 Model comparison

We evaluated both LLMQ and LLMJ using a se-
lection of small, open-source LLMs ranging from
7B to 14B parameters: Qwen 2.5 7B (Yang et al.,
2024), Llama 3.1 8B (Dubey et al., 2024), Gemma
2 9B (Team et al., 2024), Gemma 3 12B (Team
et al., 2025), and DeepSeek R1 14B (Guo et al.,
2025) 3. We compare their performance with that
of GPT-4o (Achiam et al., 2023).

As shown in Table 1, the LLM combination
yielding the highest proportion of useful outputs

3For further details, see Section A.2.2.

on Dtest is Llama 3.1 8B as LLMQ and Gemma 2
9B as LLMJ .

LLMQ LLMJ Use. ↑ Inv. ↓ NoEval
Llama 3.1 - 53.2 3.0 33.8
Gemma 2 - 46.4 3.0 42.6
Gemma 3 - 40.5 2.5 46.0
Llama 3.1 Llama 3.1 53.2 3.9 33.0
Llama 3.1 Qwen 2.5 56.8 3.3 28.6
Llama 3.1 Gemma 2 57.6 5.2 30.3
Llama 3.1 Gemma 3 57.1 2.6 30.7

Table 1: Performance on Dtest for a selection of
LLMQ and LLMJ . Use, Inv and NoEval are the %
of Useful, Invalid, and Not able to evaluate questions,
respectively. LLMQ generates 8 questions of which
LLMJ selects the best 3. The argumentative schemes
are not given in the prompt. Best results in bold.

4.2 Leveraging argumentation schemes
To assess the impact on performance of adding
argumentation scheme theory in the prompts for
both LLMQ and LLMJ , we conducted an abla-
tion study. Table 2 compares the performance of
LLMQ (Llama 3.1 8B, generating six questions)
and LLMJ (Gemma 2 9B) with the following
configurations: (1) Without: No argumentation
scheme is provided; (2) With (one): All argumen-
tation schemes relevant to the given intervention
are included in a single prompt; (3) With (mult.):
Each argumentation scheme is provided in a sep-
arate prompt; and (4) Both : LLMQ is prompted
independently using the With (one) and without ar-
gumentation schemes setups. Then the two sets of
candidate questions are merged for their selection
by LLMJ . Similarly to previous work (Figueras
and Agerri, 2024), the best performance is achieved
in the Both configuration, suggesting that combin-
ing scheme-based and non-scheme-based prompts
yields the most effective results. Note that 81% of
the questions selected by LLMJ were generated
with the argumentation scheme in the prompt.

Scheme LLMQ LLMQ + LLMJ
Use.↑ Inv. ↓ NoEval Use.↑ Inv. ↓ NoEval

Without 54.7 3.2 32.7 57.7 3.8 27.4
With (one) 53.4 4.0 32.1 56.5 3.7 28.3

With (mult.) 46.0 4.0 27.0 51.6 3.6 34.2
Both 54.0 3.5 31.0 62.4 2.1 25.7

Table 2: Performance on Dtest with different argu-
mentation schemes setups. LLMQ: Llama 3.1 gener-
ating 6 questions. Without: No argumentation scheme
is provided;With (one): Argumentation schemes are
included in a single prompt; With (mult.): Each argu-
mentation scheme is provided in a separate prompt; and
Both: LLMQ is prompted independently with and with-
out argumentation schemes. Best results in bold.
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4.3 Number of candidate questions

Table 3 presents the effectiveness of the questions
as a function of the number of candidate questions
generated per prompt. The experiment uses Llama
3.1 8B as LLMQ—prompted both with and with-
out the schemes—and Gemma 2 9B as LLMJ .
Generating four candidate questions per prompt
(eight in total) yielded the best performance.

# quest. Use.↑ Inv. ↓ NoEval
4 59.3 ± 3.36 2.80 ± 1.05e−1 22.5 ± 2.13
6 57.2± 8.82e−1 2.72± 6.38e−1 25.9± 2.91
8 57.3± 7.58e−1 3.22± 2.78e−1 25.7± 8.99e−1

Table 3: Performance on DShared train as a function
of the number of candidate questions generated.
LLMQ: Llama 3.1, LLMJ : Gemma 2. 3 runs.

4.4 Added value of the Judge, LLMJ

Although we observe an improvement in perfor-
mance when adding LLMJ versus a random se-
lection (see Tables 2 and 3), the results are not
directly comparable, as the average usefulness is
computed over different numbers of questions (N
for LLMQ and three for LLMJ ). To further as-
sess the effectiveness of LLMJ , we compared it
against alternative selection paradigms. Table 4
reports the performance LLMJ versus a selection
by an oracle and randomly, using Llama 3.1 8B as
LLMQ with four candidate questions per prompt.
The oracle selects up to three useful questions. If
fewer than three Useful questions are available, the
remaining slots are filled by Unhelpful questions. If
still insufficient, Invalid, and then Not able to eval-
uate questions are considered, in that order. The
oracle illustrates the upper bound of the Judge’s
potential performance. Results show that LLMJ

achieves a usefulness rate that is 3.4 percentage
points higher than random selection, a statistically
significant improvement (p < 0.05, McNemar’s
test). As expected, the oracle yields the highest
usefulness with a gain of 34.2 percentage points.

Selection Use.↑ Inv. ↓ NoEval
Random 55.9± 2.22 2.7± 7.94e−3 25.7± 2.5e−2

Gemma 2 59.3± 3.36 2.8± 1.05e−1 22.5± 2.13
Oracle 93.5± 1.19 6.68±8.59e−2 1.70±8.19e−1

Table 4: Performance on DShared train depending on
the method to select the questions. Comparison be-
tween random selection, selection with Gemma 2 as
LLMJ or with an Oracle. In all cases, LLMQ is Llama
3.1 generating 4 + 4 questions. 3 runs.

4.5 Final submission
Based on the results of the previous experiments,
we selected the following setup for our final submis-
sion: LLMQ, Llama 3.1 8B, generating four ques-
tions without the scheme and four with the scheme,
all within a single prompt; LLMJ , Gemma 2 9B,
selecting the three best questions, used without
fine-tuning. For comparison, we maintained the
same experimental setup but substituted LLMJ

with GPT-4o in our second submission, and in
the third submission, GPT-4o was used for both
LLMQ and LLMJ under identical prompting con-
ditions. Table 5 shows the performance with the
automated evaluation on DShared train and DShared test
for the three final submissions.

Sub. Valiadation Test
Use. ↑ NoEval Use. ↑ NoEval

1 61.4 21% 36.3 36%
2 61.0 19% 44.1 36%
3 64.4 19% 50.0 28%

Table 5: Performance with the automated evaluation
on the validation set and the test set for the three final
submissions. Bold indicates the winning submission.

After the manual annotation of the questions by
the organizers, the score of the best performing
submission rose to 67.6, ranking first in the task.

5 Discussion and conclusion

In this paper, we have proposed a two-step frame-
work for generating critical questions, where one
LLM (LLMQ) generates multiple candidate ques-
tions and another LLM (LLMJ ) evaluates and
selects the most relevant ones (Li et al., 2024).
This selection-based approach consistently outper-
formed direct generation, emphasizing the benefits
of separating generation from evaluation. Our ex-
periments show that adding argumentation schemes
to the prompts improves the quality of the gener-
ated questions. However, strictly enforcing these
schemes can reduce diversity. Thus, a selective use
of schemes strikes a better balance between struc-
tural guidance and creative generation, in line with
prior work (Figueras and Agerri, 2024).

Given the small size of the dataset, traditional
strategies such as fine-tuning or data augmenta-
tion (e.g., using BERT-based methods) yielded
limited improvement. Instead, leveraging small,
open-source LLMs guided by domain-specific ar-
gumentation theory proved more effective in this
low-resource setting.
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Limitations

This work has several limitations that should be
acknowledged.

The first limitation concerns the evaluation
methodology, which relies on an automatic com-
parison with a set of predefined reference questions
by means of cosine similarity. Many generated
questions did not align with any reference, despite
being potentially useful, and hence were labeled as
Not able to evaluate. This mismatch introduces a
risk of mis-estimation of the model’s performance
and could lead to overfitting.

A second limitation stems from the use of a
small, domain-specific dataset focused on politi-
cal discourse, which at times lacks sufficient con-
text for effective question generation. This narrow
scope limits the generalizability of our findings.
Future work should aim to evaluate the proposed
framework on broader and more diverse datasets to
assess its robustness across different domains, like
education.

A third limitation lies in the performance of
LLMJ , which shows a substantial gap compared
to the oracle. This indicates that while some gen-
erated questions are Useful, the Judge does not
consistently identify them, suggesting significant
potential for future improvements.
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A Appendix

A.1 The datasets

Figure 2 shows the distribution of the number of
annotated questions per intervention in Dshared train,
Figure 3 shows the distribution of the number
of schemes per intervention in Dshared train and
Figure 4 shows the distribution of the labels in
Dshared train.
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Figure 2: Distribution of the number of annotated ques-
tions per intervention in Dshared train.
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Figure 3: Distribution of the number of schemes per
intervention in Dshared train.
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Figure 4: Distribution of the labels in Dshared train.

A.2 Experimental setup

Data split To enable training (see A.4), we di-
vided Dshared train (189 interventions) into three sub-
sets: a training set Dtrain (74 interventions), a val-
idation set Dval (33 interventions), and a test set
Dtest (79 interventions). The test set was intention-
ally large to accommodate the variability due to the
automatic evaluation metric (see A.2.1), aiming for
more stable and reliable results.

Software and hardware setup All experiments
were performed on an Apple M1 Pro laptop
with 32 GB RAM using Ollama 4, an open-
source framework that enables users to run, cre-
ate, and share LLMs locally on their machines.
Our code is available at https://github.com/
lucilefavero/SQ_shared_task.

4https://github.com/ollama/ollama,
https://ollama.com.
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A.2.1 Limitation of the automatic evaluation
and human evaluation

Due to the nature of the automatic evaluation met-
ric, a substantial proportion of generated questions
could not be evaluated (see the column No in Ta-
bles 1, 2, and 3). Consequently, distinguishing the
best-performing configurations was not straightfor-
ward. The performance differences across varying
numbers of candidate questions were small and
overshadowed by significant variance in our test
set Dtest. To improve precision, we repeated the
experiment three times on Dshared train (the entire
dataset).

Throughout our experiments, we prioritized the
quality of critical questions over minimizing the
proportion of Not able to evaluate labels. We inten-
tionally avoided overfitting to the automatic evalua-
tion metric, under the assumption that some uneval-
uated questions might still be useful. The primary
goal was to reduce the proportion of Invalid and
Unhelpful labels. To ensure quality, we manually
evaluate some questions that could not be evaluated
by the automatic scoring system.

A.2.2 Additional information on the LLMs
A complete list of the tested models is provided be-
low. The results for the most relevant combinations
of LLMQ and LLMJ are presented in Table 1.

• Qwen 2.5 7B. Qwen 2.5 is a multilingual
transformer-based LLM with RoPE, SwiGLU,
RMSNorm, and Attention QKV bias, released
in September 2024 by the Qwen Team. (Yang
et al., 2024).

• Llama 3.1 8B, Llama 3.1 is a multilingual
large language model optimized for dialogue
applications. It supports eight languages and
offers a context window of up to 128,000 to-
kens, enabling it to handle extensive conver-
sational contexts. Released in July 2024 by
Meta (Dubey et al., 2024).

• Gemma 2 9B, Gemma 2 is a text-to-text
decoder-only LLM available in English with
open weights, released in June 2024 by
Google, (Team et al., 2024).

• Gemma 3 12B, Gemma 3 is another model
from the Gemma family; it has longer context,
a different architecture than Gemma 2, and
is trained with distillation. It was released in
March 2025 by Google, (Team et al., 2025).

• DeepSeek R1 14B. DeepSeek R1 is an open-
source large language model designed to en-
hance reasoning capabilities through rein-
forcement learning. It rivals other advanced
models in tasks such as mathematics, coding,
and logical reasoning. Released in January,
2025 by the Chinese AI startup DeepSeek
(Guo et al., 2025).

A.2.3 Structure of LLM’s prompts
The prompt for LLMQ consists of the following
components:

• The intervention.

• Role. “You are a critical judge.”

• Definition of critical question: “Critical
questions are the set of enquiries that should
be asked in order to judge if an argument is
good or fallacious by unmasking the assump-
tions held by the premises of the argument.”

• Definition of argumentation scheme. “Argu-
mentative schemes are stereotypical patterns
of inference that capture common types of de-
feasible arguments, i.e. arguments that are
plausible but open to rebuttal. Each scheme
represents a form of reasoning with typical
premises and a conclusion.”

• The argumentation schemes present in the
intervention with their definition and tem-
plate of critical questions see A.3

• Goal. “Use the provided scheme and tem-
plate of critical questions to generate [N] criti-
cal questions to evaluate the arguments in the
given essay.”

• Expected output. “Give one question per line.
Make the questions simple, and do not give
any explanation regarding why the question is
relevant.”

The prompt for LLMJ consists of the following
components:

• The intervention.

• Role. “You are a very strict critical and scep-
tical judge.”

• Definition of critical question: “Critical
questions are the set of enquiries that should
be asked in order to judge if an argument is
good or fallacious by unmasking the assump-
tions held by the premises of the argument.”
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• Definition of argumentative scheme. “Argu-
mentative schemes are stereotypical patterns
of inference that capture common types of de-
feasible arguments, i.e. arguments that are
plausible but open to rebuttal. Each scheme
represents a form of reasoning with typical
premises and a conclusion.”

• The argumentation schemes present in the
intervention with their definition and tem-
plate of critical questions see A.3

• Goal. “Select the 3 best critical questions
that should be raised before accepting the ar-
guments in the essay. If some questions are
redundant, these questions must be important:
select the most relevant one.”

• Expected output. “Give one question per line.
Make the questions simple, and do not give
any explanation regarding why the question is
relevant.”

A.3 Argumentation scheme definition and
template

Table 6 depicts the argumentation schemes identi-
fied in the dataset, along with their corresponding
critical question templates. The definitions and
templates are adapted from Walton et al. (2008).

A.4 Further experiments
Critical questions’ templates We examined two
approaches for incorporating critical question tem-
plates into the prompts: using the template pro-
vided by Figueras and Agerri (2024), and utilizing
the critical question templates outlined in Table 6.
We noted a slight performance improvement with
the first template for the configurations employing
LLMQ: Llama 3.1, LLMJ : Gemma 2 or GPT-4o,
and with the second template for the configurations
involving LLMQ: GPT-4o and LLMJ : GPT-4o.
This approach was adopted in our final submission.

Temperature We also explored modifying the
generation temperature from its default setting and
observed an overall decrease in performance.

Fine-tuning Attempts to fine-tune both LLMQ

and LLMJ were inconclusive. The resulting model
outputs often diverged significantly from the in-
tended instructions and demonstrated poor perfor-
mance, likely attributable to task complexity com-
bined with the limited size of the training dataset
DTrain.

We also fine-tuned BERT (Devlin, 2018) to clas-
sify candidate questions into three categories: Use-
ful, Unhelpful, and Invalid, selecting the three ques-
tions with the highest predicted probability of being
Useful. However, similar to the LLM fine-tuning,
the model failed to outperform a random baseline,
likely due to task complexity and the limited size
of DTrain.

Data augmentation The poor performance of
the trained approaches is likely attributable to
the limited and highly imbalanced annotated
dataset. Specifically, over 67% of annotations in
DShared train are labeled as Useful (see Figure 4).
To address this, we augmented DTrain with Llama
3.1, generating questions and matching them to
reference annotations to balance label distribu-
tion across interventions. However, fine-tuning
the LLMs and BERT on the augmented data still
yielded inconclusive results.

A.5 Further comments on the results
The automatic evaluation scores on Dshared test are
lower compared to those obtained on Dshared train,
likely due to increased variance arising from the
test set’s smaller size. Additionally, the shared-task
organizers indicated, after human evaluation, that
the test set presented a higher difficulty.
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Name Scheme’s definition Critical questions template
Ad Hominem This scheme attacks an opponent’s

argument by alleging inconsis-
tency between their actions and
their stated position.

Is the alleged inconsistency real and relevant
to the argument? Does the inconsistency un-
dermine the argument’s validity? Could the
argument still hold despite the personal incon-
sistency?

Alternatives This scheme reasons that one op-
tion should be chosen (or avoided)
by comparing it to other possible
options.

Have all relevant alternatives been considered?
Are the alternatives fairly evaluated? Is the
chosen alternative clearly superior based on
the criteria?

Analogy This scheme draws a conclusion
about one case by comparing it to
a similar case where the conclu-
sion is known to hold.

Are the two cases sufficiently similar in rele-
vant respects? Are there significant differences
that undermine the analogy? Is the conclusion
in the known case well-established?

Bias This scheme attacks an argument
by alleging that the source is bi-
ased, thus undermining its credi-
bility.

Is there clear evidence of bias in the source?
Does the alleged bias directly affect the truth
of the argument’s conclusion? Could the argu-
ment still hold despite the bias?

Cause to
effect

This scheme reasons that if a cer-
tain cause occurs, it will lead to a
specific effect, based on a causal
relationship.

Is there sufficient evidence that the cause reli-
ably produces the effect? Could other factors
intervene to prevent the effect from occurring?
Is the causal link based on correlation rather
than proven causation?

Consequences This scheme bases a conclusion on
the positive or negative outcomes
of a proposed action, arguing for
or against it based on those conse-
quences.

Are the predicted consequences likely to occur
if the action is taken? Are there other con-
sequences (positive or negative) that haven’t
been considered? Is the evaluation of the con-
sequences as good or bad justified?

Example This scheme involves reasoning
from a specific case or instance
to a general conclusion, suggest-
ing that what holds in the example
applies more broadly.

Is the example representative of the broader
category or situation? Are there significant
counterexamples that undermine the general-
ization? Is the example relevant to the conclu-
sion being drawn?

Expert
opinion

This scheme concludes that a
proposition is true because an ex-
pert in the relevant field asserts it.

How credible is the expert as a source? Is
the expert an authority in the field relevant to
the proposition? What exactly did the expert
assert? Is the expert personally reliable and
trustworthy? Is the expert’s claim consistent
with other experts? Is the expert’s assertion
backed by evidence?

Fear and
danger
appeals

This scheme urges action or avoid-
ance based on the fear of a harmful
outcome if the action isn’t taken or
is taken.

Is the feared outcome realistically likely to
occur? Is the fear disproportionate to the ev-
idence of danger? Are there other ways to
mitigate the feared outcome without the pro-
posed action?

Negative con-
sequences

This scheme argues against an ac-
tion because it will lead to bad out-
comes.

Are the negative consequences probable? Are
there positive consequences that might offset
the negative ones? Is the judgment of the con-
sequences as negative reasonable?

Continued on next page
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Name Scheme’s definition Critical questions template
Popular
opinion

This scheme argues that a proposi-
tion is true or should be accepted
because it is widely believed by
the majority.

Is the opinion truly held by a significant major-
ity? Does the majority have reliable evidence
or expertise to justify their belief? Could the
majority be mistaken or influenced by bias?

Popular
practice

This scheme justifies an action
or belief because it is commonly
practiced by many people.

Is the practice widespread enough to be consid-
ered popular? Does the practice’s popularity
indicate its correctness or value? Are there
reasons the practice might be flawed despite
its popularity?

Positive con-
sequences

This scheme argues for an action
because it will plausibly lead to
good outcomes.

Are the positive consequences likely to occur?
Are there potential negative consequences that
outweigh the positive ones? Is the assessment
of the consequences as positive well-founded?

Position to
know

This scheme concludes a proposi-
tion is true because the source is
in a position to know about it (e.g.,
firsthand experience).

Is the source genuinely in a position to know
about the proposition? Is the source honest and
trustworthy? Did the source actually assert the
proposition?

Practical
reasoning

This scheme involves an agent rea-
soning from a goal to an action
that is a means to achieve that goal
(e.g., “I want G, doing A achieves
G, so I should do A”).

What other goals might conflict with G? Are
there alternative actions to A that could also
achieve G? Is A the most efficient means to
achieve G? Is it practically possible for me to
carry out A? What are the potential side effects
or consequences of doing A?

Sign This scheme infers a conclusion
based on an observable sign or in-
dicator that suggests the presence
of a condition or event.

Is the sign a reliable indicator of the conclu-
sion? Could the sign be present without the
conclusion being true? Are there alternative
explanations for the sign?

Value This scheme reasons that an ac-
tion should be taken or avoided
because it aligns with or conflicts
with an agent’s values (e.g., “V is
good, so I should pursue G that
promotes V”).

Is value V genuinely positive/negative as
judged by the agent? Does pursuing V conflict
with other values the agent holds? Is the link
between the action and the promotion of V
well-supported?

Verbal
classification

This scheme applies a general rule
or property to a specific case based
on how the case is classified lin-
guistically.

Is the classification of the case accurate and
appropriate? Does the general rule reliably
apply to all cases under this classification? Is
the classification ambiguous or contested?

Table 6: Argumentation schemes identified in the dataset, along with their corresponding critical question templates.
Definitions and templates are adapted from Walton et al. (2008).
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Abstract

To encourage computational argumentation
through critical question generation (CQs-Gen),
we propose an ACL 2025 CQs-Gen shared
task system to generate critical questions (CQs)
with the best effort to counter argumenta-
tive text by discovering logical fallacies, un-
justified assertions, and implicit assumptions.
Our system integrates a quantized language
model, semantic similarity analysis, and a meta-
evaluation feedback mechanism including the
key stages such as data preprocessing, rationale-
augmented prompting to induce specificity, di-
versity filtering for redundancy elimination, en-
riched meta-evaluation for relevance, and a
feedback-reflect-refine loop for iterative refine-
ment. Multi-metric scoring guarantees high-
quality CQs. With robust error handling, our
pipeline ranked 7th among 15 teams, outper-
forming baseline fact-checking approaches by
enabling critical engagement and successfully
detecting argumentative fallacies. This study
presents an adaptive, scalable method that ad-
vances argument mining and critical discourse
analysis.

1 Introduction

Critical Questions (CQs) are designed specifically
to challenge argumentative texts by uncovering log-
ical fallacies, unsupported claims, and underlying
assumptions (Walton et al., 2008). In accordance
with the theory of argumentation, CQs promote
rational discourse by stimulating a more detailed
evaluation of claims; thus, they are critical to ap-
plications such as debate analysis, pedagogy, and
policy critique (Lawrence and Reed, 2019). Inves-
tigating CQs-Gen is valuable because it adds to
computational argumentation, enabling systems to
enhance critical thinking and debunk false informa-
tion without solely relying on fact-checking, which
is often limited by consensus or data availability.

The ACL 2025 CQs-Gen shared task
(Calvo Figueras et al., 2025) aims to advance com-

putational argumentation by generating CQs that
uncover these logical fallacies and assumptions.
Previous CQs-Gen systems, which were commonly
rule-based templates or early NLP-based, could not
produce diverse, context-aware questions, instead
yielding imprecise or redundant responses (Cao
and Wang, 2021). These limitations necessitate
adaptive and scalable solutions.

This paper describes our submission to the CQs-
Gen Shared Task, which is designed to generate
three high-quality and diverse CQs through a five-
stage pipeline: (1) Data Preprocessing to normalize
interventions, (2) CQs Generation using a quan-
tized LLaMA-3 model, (3) Post-processing and
validation to ensure well-formed questions, (4) se-
mantic ranking to select the top three questions,
and (5) an Adaptive Meta-Evaluation Loop to re-
fine question quality, which finalizes and packages
three CQs per intervention into a JSON file. This
approach ensures contextually appropriate and use-
ful CQs that enhance critical engagement with ar-
gumentative text. The implementation details have
been provided in the following GitHub reposito-
ries1 for reproducibility purposes.

2 Related Work

CQs are rooted in argumentation schemes that for-
malize reasoning patterns and associated questions
to check assumptions, evidence, and logical consis-
tency (Walton et al., 2008). Computational argu-
mentation CQs assess argument quality and iden-
tify fallacies, allowing applications such as edu-
cational software (Pinkwart and McLaren, 2012).
Corpora such as the Argument Reasoning Com-
prehension Task (Habernal et al., 2018) and Argu-
ment Annotated Essay Corpus (Stab and Gurevych,
2017) support argument mining but rarely include
explicit CQs; thus, the CQs-Gen dataset is a new

1https://github.com/SM-Shaan/
shared-task-critical-questions-generation.
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Figure 1: Workflow diagram of our proposed methodology.

contribution. Recent advances in question gener-
ation (QG) depend on transformer models to pro-
duce controllable questions, such as why-questions
and counterfactuals (Cao and Wang, 2021). CQ
generation is distinct and must aim at argumenta-
tive weaknesses, evaluated using fine-grained met-
rics such as utility (Scialom et al., 2021). Recent
work by (Calvo Figueras and Agerri, 2024) under-
scores the motivation and challenges of computa-
tionally generating critical questions, highlighting
the need for systems that produce context-aware,
diverse, and argumentatively relevant questions
to effectively challenge such claims. This study
supplements these studies by employing rationale-
augmented prompting and meta-evaluation to en-
hance the quality of CQs for the CQs-Gen shared
task.

3 Dataset Description

The CQs-Gen dataset, as described in
(Calvo Figueras and Agerri, 2025), includes
debate interventions annotated with argumentation
schemes and reference CQs labeled Useful,
Unhelpful, or Invalid. Participants were provided
with a small development sample and a larger
validation set. An overview of the dataset is
presented in Table 1. Combining the sample and
validation datasets, all the schemes are listed in
Figure 2 with their frequencies across the entire
dataset.

Set # Int. # CQs % U % UN % IN

Sample 6 122 48.36 29.51 22.13
Validation 186 4,136 67.46 21.59 10.95
Test 34 806 42.68 31.02 26.30

Table 1: Statistics of the CQs-Gen dataset.

4 Methodology

In this section, we describe the end-to-end pipeline
of our CQs-Gen system, illustrated in Figure 1,
organized into five-stage pipeline.

4.1 Data Preprocessing

We begin by normalizing each intervention to en-
sure well-formed sentence boundaries and punctu-
ation. Raw debate texts often contain line breaks,
missing periods, and irregular capitalization, which
can confuse the language model. We apply NLTK’s
sent_tokenize 2 to split the text into sentences, then
append a period to any sentence that does not end
in one of ‘.’, ‘;’, ‘!’, or ‘?’. Finally, we recom-
bine the sentences into a single string. This “en-
hanced_normalize_text” step not only improves
downstream tokenization but also maintains a min-
imum punctuation ratio (default 0.4) to prevent the
occurrence of degenerate inputs.

4.2 CQ Generation

Our core generator is a quantized LLaMA-3 (8B,
4-bit GGUF) model. We employ two Appendix B
prompts: the Few-Shot Prompt (Short) to support
fast generation with few exemplars, and the Struc-
tured 3-Q Prompt in order to enforce a strict three-
question structure. We sample with temperature
T = 0.8 and top-p = 0.9, truncating at the fourth
question indicator (“4.”) to ensure three interroga-
tive, numbered items without commentary.

4.3 Post-processing and Validation

The raw model output may contain irrelevant texts
or malformed questions. We apply a regular expres-
sion ((?m)^\s*(\d+)\.\s*(.+\?)\s*$) in multi-

2https://www.nltk.org/api/nltk.tokenize.sent_
tokenize.html
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Figure 2: Frequency of argumentation schemes across the full dataset.

line mode to extract lines starting with an integer,
followed by a period, and ending with a question
mark. If fewer than three questions are found, we
split on newlines, retaining only lines ending in a
question mark. Each candidate question must have
at least six words and be in interrogative form. A
heuristic diversity check discards question pairs
with a word-overlap ratio above 0.6, promoting
varied content.

4.4 Semantic Ranking
To choose the top three questions when more than
three pass validation, we embed the intervention
and each CQ using three SentenceTransformer
models:

• all-MiniLM-L6-v23 – measures semantic sim-
ilarity, ensuring CQs align closely with the
intervention’s meaning.

• all-mpnet-base-v24 – evaluates coherence, as-
sessing the logical clarity of CQs.

• msmarco-distilbert-base-v35 – determines rel-
evance, focusing on CQs that target argumen-
tative weaknesses.

We compute the cosine similarities between the
intervention embedding and each question embed-
ding and then calculate a weighted sum:

score = 0.4× sim + 0.3× coh + 0.3× rel.
3https://huggingface.co/sentence-transformers/

all-MiniLM-L6-v2
4https://huggingface.co/sentence-transformers/

all-mpnet-base-v2
5https://huggingface.co/sentence-transformers/

msmarco-distilbert-base-v3

Weights were empirically optimized via sensitivity
analysis (Section 5.3, Table 3) to prioritize con-
textual alignment while ensuring clarity and argu-
mentative focus. Then, Questions are sorted by
this score, and the top three are retained for final
evaluation.

4.5 Adaptive Meta-Evaluation Loop
To further ensure usefulness, we embed a feed-
back loop: the top three CQs are fed back into the
LLaMA-3 (8B, 4-bit) model via a meta-evaluation
prompt that asks for a 1–5 rating on how effec-
tively the questions challenge the argument. If
the average score is below 3.5 or the heuristic di-
versity checks (word-overlap ratio >0.6) fail, we
adapt the generation parameters—either lowering
the temperature by 0.1 (down to 0.5) or switching
to the alternate prompt template—and retry up to
five attempts. If no set meets the threshold, the
highest-scoring set from prior iterations is retained.
This loop enhances the relevance and diversity of
CQ, addressing the limitations of semantic ranking
alone.

Finally, we apply this adaptive pipeline to each
intervention in the development or validation sets.
The generated CQs (exactly three per intervention)
are packaged alongside the intervention metadata
into a JSON file conforming to the shared task
submission format.

5 Experiments and Results

5.1 Experimental Setup
We evaluated our CQ-Gen pipeline using a
quantized LLaMA-3 (8B, 4-bit GGUF) model,
DeepHermes-3-Llama-3-8B, which was chosen for
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its efficiency in few-shot prompting. For the CQs-
Gen 2025 shared task, two systems were submit-
ted for testing: DeepHermes-3-Llama-3-8B and
TheBloke/Mistral-7B-OpenOrca-GPTQ. In the val-
idation phase, three additional models were eval-
uated: meta-llama/Llama-2-7b-chat-hf, Zero-Shot
LLaMA-3 (as a baseline), and google/flan-t5-large
(as baselines). All models were hosted on a 16
GB VRAM GPU. We adopt the shared task’s
utility-based scoring: each Useful CQ receives 0.33
points, Unhelpful and Invalid receive 0. The per-
intervention score is the sum of three questions
(max = 1.0).

5.2 Overall Performance

Table 2 lists punctuation-scores for the CQs-Gen
task, with test results in Table 4 (similarity metric).
DeepHermes-3-Llama-3-8B topped with a valida-
tion score of 0.53 and test score of 0.42, surpassing
TheBloke/Mistral-7B-OpenOrca-GPTQ (0.46 vali-
dation, 0.36 test), meta-llama/Llama-2-7b-chat-hf
(0.50 validation), Zero-Shot LLaMA-3 (0.26 vali-
dation), and google/flan-t5-large (0.20 validation).
In the test phase (similarity metric), it produced
43 Useful, 20 Unhelpful, 32 Not Able to Evaluate,
and 7 Invalid CQs, versus Mistral-7B’s 37 Useful,
14 Unhelpful, 43 Not Able to Evaluate, and 8 In-
valid. Under the manual metric for ACL 2025 CQs-
Gen, DeepHermes scored 0.559, with 57 Useful
(55.88%), 27 Unhelpful (26.47%), and 18 Invalid
(17.65%) CQs (57 ×0.33 ≈ 0.559).

Model Punctuation Score

DeepHermes-3-Llama-3-8B 0.53
Mistral-7B-OpenOrca-GPTQ 0.46
meta-llama/Llama-2-7b-chat-hf 0.50
Zero-Shot LLaMA-3 0.26
google/flan-t5-large 0.20

Table 2: Validation results

5.3 Sensitivity Analysis

To justify the semantic ranking weights (0.4 × sim
+ 0.3 × coh + 0.3 × rel), we tested alternative con-
figurations and ablations on the dataset, as shown
in Table 3.

5.4 Error Analysis

Despite strong overall performance, our system
made errors in three key areas (Appendix A): (1)
vague questions missing the intervention logic due
to fallback or prompt drift, (2) redundant CQs by-

Config W(Sim, Coh, Rel) Utility 3 Useful

Original (0.3, 0.4, 0.3) 0.53 61.54%
Equal (0.5, 0.25, 0.25) 0.47 53.85%
Sim-Heavy (0.6, 0.2, 0.2) 0.46 53.84%
No Sim (0.75, 0.0, 0.25) 0.26 26.67%
No Rel (0.57, 0.43, 0) 0.2 23.08%

Table 3: Sensitivity analysis for ranking weights.

Model Test U UN I

DeepHermes-3-Llama-3-8B 0.42 43 20 7
Mistral-7B-OpenOrca-GPTQ 0.36 37 14 8

Table 4: Test run results based on similarity metric

passing word-level diversity filters, and (3) mis-
aligned scoring from hallucinated outputs. Future
work should explore embedding-based diversity
re-ranking and CQs-Gen-aware external judges.

6 Conclusion

We present an adaptive CQs-Gen system using
few-shot prompting, semantic ranking, and meta-
evaluation to enhance output diversity, relevance,
and specificity. Achieving a punctuation score of
0.559 on the ACL 2025 shared task dataset, our
system demonstrates the effectiveness of hybrid
generation-evaluation loops for argument mining.
Future studies will explore rationale-conditioned
decoding, structured decoding, and human-in-the-
loop refinement.

7 Limitations

Although our system is strong, it suffers from
timely sensitivity, considering that the gener-
ated quality for important questions largely re-
lies on short, few-shot, well-crafted prompts and
thus limits new domain applicability. LLaMA-
generated hallucinations during generation and
meta-evaluation result in questionable question
quality scores. Moreover, the use of iterative gener-
ation, multi-model encoding, and meta-evaluation
introduces considerable inference time and re-
sources.
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A Appendix A: Examples of Error Types in Generated CQs

Error Type Example (Interven-
tion_CQ ID)

Critical Question (CQ)

Vague or Generic CLINTON_47 (id 1) “Were there alternative ways to negotiate or
resolve the issue without having to come to an
agreement on the terms you disagreed with?”

CLINTON_47 (id 0) “Can you provide specific examples of where
the terms of the negotiated agreement were not
accurate?”

Overlapping or Redun-
dant

Feedback-
Commenter_183 (id
0)

“What specific evidence or data supports the
claim that airlines treat passengers as a ‘nui-
sance’?”

Feedback-
Commenter_183 (id
2)

“What specific examples or data support the
claim that Southwest Airlines is a ‘shining
example’ of how legacy airlines should treat
customers?”

Scoring Misalignment CLINTON_277 (id 1) “Does Clinton address the potential for voter
suppression or other issues that might prevent
people from voting?”

AB_68 (id 2) “How does the argument define ‘domination’
in the context of family dynamics, and what
criteria are used to determine when interven-
tion is necessary?”

Table 5: Representative Examples of Common CQ Error Types
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B Appendix B: Prompt Variations

ID Prompt Type Description and Format

1 Basic Prompt Generate three CQs to challenge the following argument: {text}.

2 Varied 3-Q Prompt Multiple paraphrased instructions asking for three CQs to reveal fallacies, unsupported
claims, and hidden assumptions. Each prompt ends with a numbered list starting from 1.

3 Varied 8-Q Prompt Similar to Prompt 2, but requests exactly eight CQs. The format and objective remain
the same: to highlight weaknesses in reasoning.

4 Few-Shot Prompt (Long) Includes labeled examples of “Useful” questions and defines what makes CQ effective.
Then asks the model to generate at least 5 diverse CQs for a new intervention.

5 Structured 3-Q Prompt Direct instruction to write exactly three CQs focusing on fallacies, missing evidence,
and hidden assumptions. The output must be a numbered list (no explanations).

6 Few-Shot Prompt (Short) Includes a short example with three questions. Then prompts the model to generate
exactly 3 CQs following similar logic with no added explanation.

7 Scheme-Guided Prompt
(Walton)

Incorporates our own modified version of Walton’s argumentation scheme to guide
question generation, ensuring that questions map to specific schemes (see Appendix C).

8 Zero-Shot Prompting Direct prompt without examples, instructing the model to generate CQs solely based on
the instruction.

9 Chain-of-Thought
Prompting

Prompts the model to articulate its reasoning process step-by-step before generating CQs,
enhancing the depth and transparency.

10 Role-Based Prompting Specifies a persona or expert role (e.g., “As a Critical thinker. . . ”), steering tone and
depth of the generated questions.

11 Iterative Refinement
Prompting

Uses previous outputs as feedback to iteratively improve and refine CQs over multiple
turns.

12 Dynamic Few-Shot Selec-
tion

Automatically selects and rotates few-shot examples based on similarity to the target
argument for more tailored prompting.

Table 6: Prompt variations used for CQs-Gen.
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C Appendix C: Walton-Style Argumentation Schemes

Argumentation Scheme Critical Questions
Sign Is this sign always a reliable indicator of an underlying condition?

Could there be alternative explanations for this?
Is there evidence that contradicts the suggested interpretation of the sign?

Practical Reasoning Are there other actions that could achieve the same goal more effectively?
What are the potential risks or downsides of taking these actions?
Is there strong evidence that this action will lead to the expected outcomes?

Expert Opinion Are the experts truly qualified in this specific domain?
Do the experts have any biases or conflicts of interest?
Is the expert’s opinion supported by strong evidence?

Danger Appeal Is the danger real and supported by the evidence?
Are there alternative ways to mitigate this danger?
Is the warning of danger exaggerated for persuasive effect?

Bias Does the alleged bias undermine the argument?
Can the claim be independently verified?
Is the same standard applied to all arguments or just this one?

Popular Opinion Are people who believe this claim knowledgeable about the topic?
Can the claim be supported by objective evidence?
Has popular opinion been incorrect on similar issues in the past?

Generic Ad Hominem Does this attack address the substance of the arguments?
Could the personal characteristics of the arguer be irrelevant to the claim itself?
Is there independent evidence to support or refute this argument?

Example Are the examples provided representative of the general case?
Could there be counterexamples that weaken this argument?
Is there statistical or empirical evidence supporting this claim beyond these examples?

Negative Consequences Are the predicted negative consequences likely to occur?
Is there evidence supporting this cause-and-effect relationship?
Could other factors influence the outcome?

Fear Appeal Is the fear induced proportionate to the actual risk involved?
Could the threat be exaggerated to manipulate public opinion?
Are there alternative interpretations of the risk that are less alarming?

Verbal Classification Is the classification accurate and relevant to the argument?
Could the labels be misleading or oversimplified?
Does the classification obscure the important nuances?

Sign from Other Events Are the other events sufficiently similar to justify this inference?
Could these similarities be coincidental rather than causal?
Is there direct evidence linking these events to the condition?

Popular Practice Does popular practice imply that the practice is correct or effective?
Are there cultural or contextual reasons for this practice that might not apply universally?
Is this practice supported by empirical evidence?

Consequences Are the predicted consequences likely to occur?
What evidence supports the causal link between the action and its outcomes?
Could alternative actions lead to different consequences?

Analogy Are the two cases truly comparable in terms of relevant aspects?
What are the key differences that might undermine this analogy?
Is the analogy oversimplifying complex issues?

Circumstantial Ad
Hominem

Do the arguer’s circumstances actually bias their arguments?
Is the argument being dismissed solely on personal circumstances?
Can the claim be evaluated independently of the arguer’s situation?

Argument from Author-
ity

Is the authority figure truly an expert on the subject?
Does the authority provide evidence beyond their status?
Can the claim be validated using independent evidence?

Alternatives Are the alternatives plausible in the given context?
What evidence supports these proposed alternatives?
Could the original claim still hold despite these alternatives?

Positive Consequences Are the predicted positive consequences likely to be realized?
What evidence supports the link between the action and positive outcomes?
Could there be unforeseen negative effects despite positive predictions?

Position to Know Does the arguer’s position guarantee an accurate insight?
Could their proximity to the issue bias their perspectives?
Is there independent evidence supporting the arguer’s claims?

Table 7: Templates of CQs for selected Walton-style argumentation schemes.
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Abstract

We describe three approaches to solving the
Critical Questions Generation Shared Task at
ArgMining 2025. The task objective is to
automatically generate critical questions that
challenge the strength, validity, and credibil-
ity of a given argumentative text. The task
dataset comprises debate statements (“inter-
ventions”) annotated with a list of named ar-
gumentation schemes and associated with a
set of critical questions (CQs). Our three
Retrieval-Augmented Generation (RAG)-based
approaches used in-context example selection
based on (1) embedding the intervention, (2)
embedding the intervention plus manually cu-
rated argumentation scheme descriptions as
supplementary context, and (3) embedding the
intervention plus a selection of associated CQs
and argumentation scheme descriptions. We de-
veloped the prompt templates through GPT-4o-
assisted analysis of patterns in validation data
and the task-specific evaluation guideline. All
three of our submitted systems outperformed
the official baselines (0.44 and 0.53) with au-
tomatically computed accuracies of 0.62, 0.58,
and 0.61, respectively, on the test data, with our
first method securing the 2nd place in the com-
petition (0.63 manual evaluation). Our results
highlight the efficacy of LLM-assisted prompt
development and RAG-enhanced generation in
crafting contextually relevant critical questions
for argument analysis.

1 Introduction

While LLM-based chat interfaces (e.g., ChatGPT,
Gemini) provide convenient access to information,
they can inadvertently promote superficial learn-
ing habits by delivering direct answers and hin-
dering critical thinking. The Critical Questions
Generation (CQs-Gen) Shared Task (Figueras et al.,

*The first two authors shared equally in the ideation, im-
plementation, and writing.

2025) addresses this concern by challenging partici-
pants to build systems to generate insightful critical
questions (CQs) about argumentative texts. Such
questions serve to probe the underlying premises
and implications of arguments, thereby encourag-
ing deeper engagement and analytical reasoning.
These questions are then evaluated based on their
strength, relevance, and validity, and are catego-
rized as Useful, Unhelpful, or Invalid.

Our approach to the task includes a series of
prompting-based strategies using large language
models (LLMs). First, we used a state-of-the-art
model (GPT-4o) (OpenAI, 2024a) to analyze the
validation data which we used to generate high-
quality prompt templates. We then experimented
with multiple variants of Retrieval Augmented Gen-
eration (RAG) (Lewis et al., 2021) with a smaller,
less resource intensive model (GPT-4o-mini) (Ope-
nAI, 2024b). Our RAG-based approaches include
(1) few-shot prompting with in-context example
selection based on embedding similarity of the in-
terventions, (2) incorporation of manually curated
argumentation scheme descriptions as supplemen-
tary context to the first approach, and (3) few-shot
prompting with in-context example selection based
on embedding similarity of the intervention plus
a selection of associated CQs and argumentation
scheme descriptions. Our experiments showed that
these approaches significantly outperformed base-
line prompting techniques. Our best-performing
system (approach 1) achieved a maximum valida-
tion accuracy of 0.83—defined as the proportion of
generated questions labeled as useful—and secured
second place overall in the official evaluation with
a test accuracy of 0.63.

The remainder of the paper is structured as fol-
lows. We first provide background on the task of
critical question generation and related work on
prompt-based and retrieval-augmented approaches
(§2). We next describe the dataset and task formu-
lation provided by the shared task organizers (§3).
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We then detail our methodology and experimental
setup (§4). Section §5 presents the results from
our experiments as well as official submissions. Fi-
nally, we summarize our contributions and discuss
key findings, limitations, and directions for future
research (§6).

2 Related Work

The concept of Critical Questions (CQs) comes
from argumentation theory, designed to expose the
“blind spots” or missing information in an argument
by questioning the validity of assumptions and in-
ference (Calvo Figueras and Agerri, 2024). Walton
et al.’s work provided a theoretical foundation with
a comprehensive catalog of argumentation schemes
each accompanied by a set of critical questions.
Computational approaches to automatically gener-
ating CQs have only been explored in the past few
years. Calvo Figueras and Agerri introduced CQs-
Gen as a new NLP task. They leveraged LLMs
to generate questions that dig into the hidden as-
sumptions behind an argument. They built datasets
in two ways: using templates from Walton’s the-
ory and prompting LLMs to produce critical ques-
tions. Their findings showed that only 27% of CQs
generated by LLMs were valid in relation to the
argumentative texts.

Beyond CQs-Gen, recent advances in LLMs
have highlighted the importance of prompt en-
gineering in guiding the model for complex rea-
soning tasks. Early methods such as Shin et al.
(2020) showed that task-specific prompts could be
optimized automatically, while more recent work
like Zhou et al. (2023) demonstrated that LLMs
themselves can iteratively propose and evaluate
improved prompts that outperform manually writ-
ten prompts. Building on this insight, we used a
state-of-the-art model (GPT-4o) (OpenAI, 2024a)
to analyze validation data and systematically derive
better prompt structures for CQs-Gen.

Parallel to prompt development, Retrieval-
Augmented Generation (RAG) (Lewis et al., 2021;
Gao et al., 2024) has emerged as a powerful frame-
work to enhance LLM performance by condition-
ing generation in retrieved external knowledge. A
RAG framework consists of two steps: retrieval
and generation. RAG provides richer context at
inference time by retrieving semantically similar
examples that are incorporated into the prompt,
helping the model generate more relevant critical
questions. This aligns with the findings by Zebaze

et al. (2024); Liu et al. (2021), who showed that
similarity-based in-context example selection can
substantially improve LLM outputs in low-resource
settings.

3 Shared Task Data

CQs are defined as inquiries that help determine
whether an argument is acceptable or problematic
by challenging inferences and exposing assump-
tions (Calvo Figueras and Agerri, 2024). The
dataset consists of real debate interventions anno-
tated with argumentation schemes and associated
with sets of CQs. The validation set includes 186 in-
terventions, each with 8 to 56 annotated CQs, while
the test set comprises 34 interventions with no la-
beled CQ. Each annotated intervention includes
the name of the speaker, annotated argumentation
scheme(s), and a set of CQs labeled as:

• Useful (USE): The answer to this question
can potentially challenge one of the arguments
in the text.

• Unhelpful (UN): The question is valid, but
unlikely to challenge the argument.

• Invalid (IN): The question is flawed—
unrelated, overly general, or non-critical.

Participating systems were required to generate
exactly three CQs per intervention, all intended to
be Useful. Each CQ is evaluated independently:
0.33 for useful, and 0 for unhelpful or invalid CQs,
with three Useful CQs achieving a score of 1.

The debate interventions in the validation set
were also annotated with argumentation scheme la-
bels such as Bias, AdHominem, ArgumentFromAu-
thority, etc.. While many of these tags correspond
to well-known argumentative structures, no official
documentation, list, or definitions were provided as
part of the task. The full list of argument structures
named in the data is found in Appendix A.

4 Our Approaches

As a baseline system for generating CQs with
LLMs, we first developed a simple zero-shot
prompt using the information provided on the task
description website. The prompt is given in Ap-
pendix B. We then used a state-of-the-art LLM
model, GPT-4o (OpenAI, 2024a), to analyze and
identify the distinguishing characteristics of Useful
CQs—both in terms of their semantics and syn-
tactic patterns—by feeding it the validation data
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and the evaluation guidelines using the ChatGPT1

interface. The prompt used for this step is shown in
Appendix C. This step unearthed some key charac-
teristics of Useful, Unhelpful, and Invalid questions,
as shown in Table 4 in the Appendix F. We then
manually incorporated these insights into a modi-
fied prompt template, given in Appendix D. While
some of the findings were questionable—such as
categorizing “If...then...?” style questions as in-
dicative of Invalid, while this style of questions also
appear as Useful in the data—Table 1 shows that
including these findings into the prompt resulted
in a significant boost in overall performance. This
revised prompt template formed the foundation for
all our subsequent experiments. Although we used
GPT-4o for the purpose of a one-time analysis of
the validation data, we conducted the rest of our
experiments on a much smaller and less resource-
intensive model, GPT-4o-mini (OpenAI, 2024b),
due to compute limitations.

4.1 Approach 1: RAG on Interventions Alone

We experimented with few-shot prompting strate-
gies to provide the model with contextual examples
of high- and low-quality critical questions. Our
baseline setup for a few-shot configuration includes
augmenting the prompt with two randomly selected
example interventions from the validation data. For
each example, we included three random Useful
CQs as well as one Unhelpful and one Invalid CQs.

In the first method, for each intervention,
we identified the most similar interventions
other than itself in the validation set us-
ing cosine similarity between intervention em-
beddings. We computed embeddings using
the stsb-mpnet-base-v2 sentence-transformer
model (Reimers and Gurevych, 2019), which is the
same model used in the official evaluation script.
Note that in this method we only compared embed-
dings of the interventions, not the associated CQs.
In a standard RAG the retrieval step fetches top-
k similar documents using cosine similarity over
the text embeddings. We experimented with the
value of k and found that fetching the top-2 rele-
vant documents performed best (the value of k=2
was optimal for all the methods discussed below
as well). We then included these two similar in-
terventions in the prompt as examples, along with
three useful, one unhelpful, and one invalid CQs
associated with each identified example, selected

1chat.openai.com

at random.

4.2 Approach 2: RAG on Interventions plus
Argumentation Schemes

In our second method, we experimented with in-
corporating information about identified argumen-
tation schemes to the selections of the first method.
However, the lack of official definitions for the ar-
gumentation schemes identified in the validation
data was a problem. Thus, we wrote brief descrip-
tions for the argumentation schemes found in the
validation dataset using external resources such
as Walton (2013), and GPT-4o (OpenAI, 2024a).
These descriptions explain the core reasoning be-
hind each scheme and also highlight the types of
concerns or weaknesses that a critical question
should explore. For instance, we described Ar-
gument from Authority as “Argument that relies
on the credibility of an expert or authoritative fig-
ure. Critical questions may examine if the authority
cited is credible and relevant.” For schemes without
an obvious meaning—such as ERPracticalReason-
ing—we approximated their meaning by catego-
rizing them under broader, more familiar scheme
types2. In this case, ERPracticalReasoning was
treated as a variant of Practical Reasoning. All the
argumentation scheme descriptions are provided in
Appendix A. We then included the scheme descrip-
tions of the target interventions in the prompt as
additional information with the goal of grounding
the model in the underlying reasoning structure.
However, Table 1 shows that inclusion of argumen-
tation schemes in the prompt did not result in any
noticeable improvement.

4.3 RAG on Annotated Examples Alone

Another approach we explored, but which we ul-
timately did not submit to the competition, was
a standard RAG pipeline that retrieves semanti-
cally similar examples based on an embedding
interventions along with their CQs. To generate
embeddings of the documents, we used OpenAI’s
text-embedding-3-large (OpenAI, 2024c) model.
Each document in the RAG vector store com-
bines the original intervention with a set of labeled
CQs: three Useful, one Unhelpful, and one Invalid,
selected at random. We carried out the genera-
tion step using the GPT-4o-mini model using the
prompt shown in Appendix E.

2There were four schemes in this category:
ERExpertOpinion, ERPracticalReasoning, ERAdHominem
and SignFromOtherEvents.
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Experiment Setup Useful Unhelpful Invalid Unable to Evaluate Score

Baseline prompt 348 85 19 106 0.62
Baseline zero-shot prompting 424 54 43 37 0.76
2-shot prompting with random examples 435 50 32 41 0.78
RAG on interventions alone 463 38 23 34 0.83
RAG on interventions + argumentation schemes 452 55 29 22 0.81
RAG on annotated examples alone 440 55 31 32 0.79
RAG on annotated examples + argumentation schemes 457 21 29 51 0.82

Table 1: Detailed results of our different approaches on the validation dataset

4.4 Approach 3: RAG on Annotated
Examples plus Argumentation Schemes

For our final approach, we enhanced the methods
outlined in Section 4.3 by incorporating descrip-
tions of the argumentation schemes associated with
each target intervention as shown in the prompt
template in Appendix E. These descriptions aimed
to clarify the reasoning structure and guide the gen-
eration of more targeted questions. We formulated
the scheme descriptions as detailed in 4.2. This
method improved generation quality compared to
using annotated examples alone.

5 Evaluation and Results

Automatic evaluation is conducted by comparing
each generated question against the set of reference
questions for that intervention using a sentence sim-
ilarity model. If a generated question is sufficiently
similar to a labeled reference question based on
a predefined similarity threshold, it inherits the
corresponding label. The scoring mechanism for
different labels is described in Section 3. If no refer-
ence exceeds the similarity threshold, the generated
question is flagged for manual evaluation.

All experiments described in Section 4 were con-
ducted on the validation dataset, with results sum-
marized in Table 1. Our three best approaches that
we submit for official evaluation on the test data are
highlighted in bold. These scores are conservative,
treating all interventions flagged for manual evalu-
ation as failures. The findings highlight that LLM-
assisted prompt development yielded the greatest
performance boost, with retrieval-augmented gen-
eration providing additional gains.

Table 2 shows the final score of the top-5 teams
in the competition along with the distribution of
Useful (USE), Unhelpful (UN), and Invalid (IN)
CQs after manual evaluation by the task organizers.
The results show that all three of our submissions—
scoring 0.62, 0.61, and 0.58 with only automatic
evaluation—would place in the top-5.

Team USE UN IN Score

ellisalicante 69 18 15 0.68
COGNAC* 64 24 14 0.63
CtCloud 61 25 16 0.60
DayDreamer 60 25 17 0.59
gottfried-wilhelm-leibniz 58 23 20 0.57

Table 2: Official final results on test data (top-5). Our
submission is marked with an asterisk(*) symbol

6 Conclusion and Limitation

In this paper, we presented a set of RAG-based
approaches for CQs-Gen using LLMs as part of
the ArgMining 2025 Shared Task. Our methods fo-
cused on creating high-quality prompt using LLM-
assisted data analysis and incorporating contex-
tual supervision via retrieval-augmented generation
(RAG). We submitted three RAG-based variant sys-
tems in the competition, all of which produced
competitive performance against other participat-
ing systems. Our approach of in-context example
selection using semantic similarity on the interven-
tion alone produced the best score (0.63) on the
test data and secured second place in the official
evaluation.

While our approaches demonstrated strong per-
formance, we acknowledge several limitations.
First, our reliance on the validation set for exam-
ple retrieval may have constrained generalization
to novel argument types or schemes underrepre-
sented in the data. This limitation is evident in
the significant difference between the validation
and test scores. Second, the lack of standardized
definitions for argumentation schemes limited the
effectiveness of scheme-based guidance. Our man-
ually curated descriptions may not have captured
the nuances of each scheme. Lastly, it was not
qualitatively evaluated how effectively LLMs could
identify the characteristics of different CQ labels.
Complete reliance on LLMs at this stage risks over-
generalization.
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A Argumentation Schemes Description

Argumentation Scheme Description

Example Relies on specific instances/examples as evidence. Critical questions may ask if examples
are representative or sufficient.

CauseToEffect Draws a causal connection between events. Critical questions may challenge the causal
link or suggest alternatives.

PracticalReasoning Appeals to practical considerations; weighing costs, benefits, or feasibility. Critical
questions may ask for evidence that the action will achieve the outcome.

Consequences Focuses on predicted outcomes. Critical questions may query likelihood, scope, or
unintended side effects.

PopularOpinion Appeals to what is widely believed or done. Critical questions may ask if popular
sentiment justifies the claim.

Values Based on ethical or normative standards. Critical questions may challenge how these
values are defined or whether they are universally accepted.

Analogy Makes a comparison between two cases. Critical questions may ask if the analogy holds
and whether differences matter.

Sign Uses observable indicators as evidence. Critical questions may ask if the sign reliably
implies the conclusion.

FearAppeal Employs threats or fear to persuade. Critical questions may evaluate whether the fear is
justified or exaggerated.

DangerAppeal Uses potential dangers to motivate. Critical questions may examine the realism and
evidence behind the danger.

VerbalClassification Categorizes an issue in a particular way. Critical questions may ask if the classification
is appropriate or arbitrary.

ExpertOpinion Cites expert testimony. Critical questions may scrutinize the credibility and potential
bias of the expert.

Bias Explores prejudices or preconceptions influencing the argument. Critical questions may
assess their source and impact.

Alternatives Suggests the existence of alternatives. Critical questions may ask if alternatives are
viable or properly considered.

ERExpertOpinion An elaborated form of expert opinion. Critical questions may probe the details and
context of the expert evidence.

ERPracticalReasoning An elaborated form of practical reasoning. Critical questions may examine thoroughness
and realism.

AdHominem Attacks the opponent’s character instead of addressing the argument. Critical questions
may challenge the relevance of the attack.

ERAdHominem An extended ad hominem attack. Critical questions may examine whether the personal
attack detracts from the actual argument.

CircumstantialAdHominem Attacks based on opponent’s circumstances. Critical questions may assess relevance to
the argument.

GenericAdHominem Makes a general personal attack. Critical questions may evaluate relevance to the
argument’s substance.

DirectAdHominem A direct personal insult. Critical questions may examine if it distracts from the argument’s
merits.

NegativeConsequences Highlights potential harmful outcomes. Critical questions may assess the likelihood and
evidential support for these predictions.

PositiveConsequences Highlights potential beneficial outcomes. Critical questions may examine whether these
benefits are realistically attainable.

PositionToKnow Assumes that holding a certain position grants special insight. Critical questions may
assess whether the position truly provides reliable knowledge.

SignFromOtherEvents Draws parallels between signs observed in different events. Critical questions may
challenge whether the comparison is appropriate and meaningful.

ArgumentFromAuthority Appeals to an authority’s credibility to support a claim. Critical questions may evaluate
the authority’s reliability, expertise, and relevance.

PopularPractice Bases claims on the commonality of a behavior or practice. Critical questions may
examine whether popularity alone justifies the claim.

Table 3: Summary of argumentation schemes and associated critical questioning strategies.
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B Baseline Prompt

You are a critical thinker. Your task is
to generate three critical questions about a
political or argumentative text. These questions
are meant to help students evaluate the strength,
validity, and credibility of the argument.
As an expert, you know that a critical question
is a question that challenges the argument —
it should make a thoughtful reader pause and
reconsider the truth, logic, or assumptions
behind the claims.
Now generate three useful critical questions,
20-30 words long, for the following text. Output
should be in the format:
CQ: <Critical question>

C Prompt for Extracting Validation Set
Commonalities

You are a smart, intelligent data analyst.
I want you to look through this data and find
patterns or characteristics of different types
of CQs. What do useful CQs have in common? What
makes a CQ unhelpful or invalid? etc.
Focus on both semantic and syntactic
characteristics and differences.
Use the guideline PDF for additional insight.

Uploaded files:
<validation.json>
<guidelines.pdf>
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D Prompt Template

You are a critical thinker. Your task is
to generate three critical questions about a
political or argumentative text. These questions
are meant to help students evaluate the strength,
validity, and credibility of the argument.
As an expert, you know that a critical question
is a question that challenges the argument —
it should make a thoughtful reader pause and
reconsider the truth, logic, or assumptions
behind the claims.
Guidelines:
Your questions should:
> Focus only on claims made in the text.
> Target assumptions, evidence, reasoning, or
consequences.
> Be specific — not something that could apply
to any text.
> Raise issues that, if left unanswered, weaken
the argument.
Avoid questions that:
> Ask for definitions or summaries (reading
comprehension).
> Introduce new concepts not mentioned in the
text.
> Are too general or vague (e.g., "Is the
argument strong?")
> Are too obvious or based on common knowledge.
> Merely expand or support the argument without
questioning it.
Good question starters may include:
> What evidence is there that...
> How does the speaker justify...
> Could this lead to unintended consequences?
> Are there reasonable alternatives to...
Avoid questions starting with:
> What is "it"...
> Why is this bad...
> Could you summarize...
> If X, then Y?

For example, for the following text:
<Example intervention>
Useful critical questions may look like:
<Useful Example 1>
<Useful Example 2>
<Useful Example 3>
And unhelpful/invalid questions may look like:
<Unhelpful Example 1>
<Invalid Example 1>a

As additional information, here are some
suggestions based on the argumentation schemes
present in the input text:
<Scheme: Scheme Description>b

Generate three useful critical questions,
each 20-30 words long, for the following text.
Output should be in the format:
CQ 1: <question 1>
CQ 2: <question 2>
CQ 3: <question 3>

aText in light blue is only included for few-shot experi-
mental set-up.

bText in dark blue is only included for the experiment
that uses argumentation schemes.

E Prompt Template for RAG

You are a critical thinker. Your task is
to generate three critical questions about a
political or argumentative text. These questions
are meant to help students evaluate the strength,
validity, and credibility of the argument.
As an expert, you know that a critical question
is a question that challenges the argument —
it should make a thoughtful reader pause and
reconsider the truth, logic, or assumptions
behind the claims.
Definition of critical question generation:
Critical question generation involves
formulating insightful and challenging questions
that encourage deep analysis of a text. These
questions should probe assumptions, evaluate
evidence, and explore underlying reasoning,
thereby fostering a critical engagement with
the material.
Guidelines:
Your questions should:
> Focus only on claims made in the text.
> Target assumptions, evidence, reasoning, or
consequences.
> Be specific — not something that could apply
to any text.
> Raise issues that, if left unanswered, weaken
the argument.
Avoid questions that:
> Ask for definitions or summaries (reading
comprehension).
> Introduce new concepts not mentioned in the
text.
> Are too general or vague (e.g., "Is the
argument strong?")
> Are too obvious or based on common knowledge.
> Merely expand or support the argument without
questioning it.
Good question starters may include:
> What evidence is there that...
> How does the speaker justify...
> Could this lead to unintended consequences?
> Are there reasonable alternatives to...
Avoid questions starting with:
> What is "it"...
> Why is this bad...
> Could you summarize...
> If X, then Y?

Suggestion based on argumentation schemes:
<Scheme explanations>a

Retrieved examples:
<Example interventions and labeled CQs>

Now generate three useful critical questions,
20–30 words long, for the following text.
The output must be a valid JSON string in the
following format:
{ "CQ 1": "<Critical question 1>" },
{ "CQ 2": "<Critical question 2>" },
{ "CQ 3": "<Critical question 3>" }

aText in dark blue is only included for the experiment
that uses argumentation schemes.
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F Identifying Characteristics of Different Type of CQs, Extracted by GPT-4o

Category Key Features Common Starters

Useful Targets core claims or reasoning, demands clarification or
evidence, explores alternatives, challenges assumptions or
generalizations, tightly grounded in argumentation structure,
precise and contextual

How...?, What evidence...?, Could...?,
Are there alternatives...?

Unhelpful Vague or generic, lacks critical engagement, exploratory tone,
restates parts of the argument without probing deeper, often
misses logical flaws or assumptions

Is it true...?, What other...?, Are
there...?, Can it be argued...?

Invalid Illogical or malformed structure, ambiguous references,
speculative beyond the argument’s scope, context-insensitive,
grammatically or logically flawed, often confusing to interpret

If... then...?, What is “it”?, Is it
practically possible...?

Table 4: Summary of identifying characteristics of different type of CQs, extracted using GPT-4o.
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Abstract
This paper presents a new system for gener-
ating critical questions in debates, developed
for the Critical Questions Generation shared
task. Our two-stage approach, combining gen-
eration and classification, utilizes LLaMA 3.1
Instruct models (8B, 70B, 405B) with zero-
/few-shot prompting. Evaluations on annotated
debate data reveal several key insights: few-
shot generation with 405B yielded relatively
high-quality questions, achieving a maximum
possible punctuation score of 73.5. The 70B
model outperformed both smaller and larger
variants on the classification part. The clas-
sifiers showed a strong bias toward labeling
generated questions as Useful, despite limited
validation. Further, our system, ranked 6th, out-
performed baselines by 3%. These findings
stress the effectiveness of large-sized models
for question generation and medium-sized mod-
els for classification, and suggest the need for
clearer task definitions within prompts to im-
prove classification accuracy.

1 Introduction

The ability to critically question arguments is essen-
tial for structured reasoning, debate, and discourse
analysis. Argumentation schemes, reusable pat-
terns of reasoning, present a systematic framework
for constructing sound arguments. Arguments built
on these schemes can be critically assessed using
targeted questions that reveal hidden assumptions,
logical gaps, or weak reasoning. Automating the
generation of such critical questions has promising
applications in various domains of computational
argumentation. Yet, it remains a complex challenge
due to the contextual and logical understanding re-
quired to produce truly useful critiques.

This paper presents a new system for generat-
ing critical questions that challenge arguments in
real-world debates. The proposed system was sub-
mitted to the Critical Questions Generation shared

*Equal contribution.

task (Calvo Figueras et al., 2025).1 The system is
based on a two-stage approach involving question
generation followed by classification. Evaluation
was conducted on a dataset of debate interventions
annotated with argumentation schemes and labeled
questions (Useful, Unhelpful, Invalid). The useful-
ness of the generated questions was assessed based
on their semantic similarity to reference questions.

The system employs LLaMA 3.1 Instruct models
(8B, 70B, 405B) with both zero-shot and few-shot
prompting. For generation, few-shot prompting
with the 405B model produced reasonable num-
bers of high-quality questions, highlighting the
potential of large models in generating useful cri-
tiques. For classification, the 70B model outper-
formed smaller and larger variants. The classifica-
tion module showed a strong bias toward labeling
the generated questions as Useful (75–85%), de-
spite only 44.4% of them being validated as such.
Deliberation- and debate-based classification strate-
gies were explored, but simple zero-shot prompt-
ing yielded superior performance, indicating that
prompt design can be effective, whereas complex
reasoning strategies require more careful imple-
mentation.

The system ranked 6th in the shared task, outper-
forming baseline models by 3%. Overall, the find-
ings highlight the effectiveness of medium-sized
models with optimized prompts and emphasize
the importance of clearer task definitions within
prompts to improve classification accuracy.

2 Related Work

Critical questions generation is an emerging task at
the intersection of natural language generation and
argumentation theory, aimed at producing ques-
tions that challenge the reasoning, assumptions,
or evidence in argumentative texts. The task is

1https://hitz-zentroa.github.io/
shared-task-critical-questions-generation/
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grounded in Walton’s argumentation schemes (Wal-
ton et al., 2008), which define common structures
of arguments and the critical questions used to eval-
uate them. These theoretical structures were used
by Figueras and Agerri (2025) to generate refer-
ence critical questions for the task. While effective
in producing relevant questions, this method was
limited in flexibility and coverage. To complement
the theory-based generation, Calvo Figueras and
Agerri (2024) also explored the use of two large
language models (LLMs), LLaMA-2 and Zephyr
(Touvron et al., 2023; Tunstall et al., 2023), to gen-
erate critical questions in zero-shot settings. The
outputs were then manually reviewed for validity.
The results showed that while current LLMs can
generate fluent and well-formed questions, they
often struggle to produce questions that are truly
critical and grounded in the argument. Only 28%
of the generated questions were found to be valid,
mainly due to issues with relevance, generality, and
reasoning.

Beyond argument analysis, several studies ex-
amined how critical questions generation can sup-
port fact-checking and misinformation detection.
For example, Ousidhoum et al. (2022) proposed
generating multiple targeted questions from a sin-
gle claim, each addressing a specific factual as-
pect such as source credibility, timelines, or im-
plications. Similarly, Setty and Setty (2024) ex-
perimented using sequence-to-sequence generative
models and LLMs to automate questions gener-
ation for fact-checking applications. The results
showed improvements in evidence retrieval and
verification performance, suggesting that critical
questions generation can enhance the effectiveness
of claim verification systems. Augenstein et al.
(2024) discuss the potential threat of hallucinations
and the generation of misinformation when using
LLMs for fact-checking. Critical questions genera-
tion mitigates this threat by prompting models to
question existing claims rather than produce factual
knowledge, reducing the risk of hallucinations.

These studies highlight the growing importance
of critical questions generation. Yet, current LLM
performance and limited resources leave ample
room for improvement, especially in generating
valid, argument-specific questions.

3 Task Description

In this section, we describe the task goal, data, and
the evaluation of system outputs.

Dataset The dataset used for this task is derived
from real-world debates, where each data point
represents a single speaker’s intervention. Inter-
ventions are labeled with argumentation schemes
following the taxonomy of Walton et al. (2008). In
addition to the scheme label, each entry includes
a unique identifier and a set of associated critical
questions. These questions are labeled for their
usefulness in challenging the underlying argument
of the intervention. The critical questions are cate-
gorized into three labels:

• Useful: The question is directly relevant and can
effectively challenge an argument in the text.

• Unhelpful: The question is reasonable but un-
likely to challenge arguments in the text.

• Invalid: The question cannot be used to chal-
lenge any argument in the text. This may be
due to flawed reasoning, lack of relevance, the
introduction of unrelated concepts, excessive gen-
erality, or a lack of critical focus.

The task includes a validation set and a test set,
with 186 and 34 interventions, respectively. The
data is provided in JSON format, and can be ac-
cessed through the task repository on GitHub.

Task Definition The goal of the task is to gener-
ate three critical questions for a given argumenta-
tive intervention. These questions should challenge
or examine the argument more deeply. The ques-
tions can point out missing assumptions, ask for
more evidence, or raise possible counterpoints. The
main goal is to generate questions that would be
considered Useful based on the labels in the dataset.

Evaluation The system has to generate three crit-
ical questions for each intervention. These ques-
tions are evaluated based on their usefulness in
challenging the argument in the intervention text.
Each Useful question gets 0.33 points, while Un-
helpful and Invalid questions get 0 points. The sum
of these scores for an intervention is referred to as
its punctuation. The final system score is calculated
as the average punctuation across all interventions
in the test set. To evaluate the usefulness of gen-
erated questions, each question is compared to a
set of reference questions using semantic similarity.
The generated question is matched to the most sim-
ilar reference, and if the similarity score exceeds
a threshold of 0.65, it is assigned the label of that
reference question. If the score falls below 0.65,
the question is labeled as Not Able to Evaluate.
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Task Setting Small Medium Large

Gen
Zero-shot 61.5 67.8 66.3
Few-shot 67.2 66.7 68.5

Cls
Zero-shot 58.2 65.8 62.4
Few-shot 60.9 64.4 59.2

Table 1: Validation results for generation (Gen) and
classification (Cls) modules. Generation scores use over-
all punctuation with a similarity threshold of 0.6. Clas-
sification scores are binary accuracy.

4 Methodology

We decompose the task of critical questions gener-
ation into two subtasks: question generation and
question classification. Accordingly, our pipeline is
structured into two main modules. The first module
takes an argumentative text as input and generates
ten critical questions related to it. The second mod-
ule then classifies these questions into one of three
categories: Useful, Unhelpful, or Invalid. The ques-
tions are sorted by their usefulness, and the top
three questions are selected as the final output.

For each module, we evaluated three models
from the LLaMA 3.1 Instruct family: the small
(8B), medium (70B), and large (405B) variants.
These models were tested across two prompting
techniques: zero-shot and few-shot, resulting in six
experimental conditions per module. For few-shot
prompting, the generation module was provided
with three example interventions, each accompa-
nied by one useful critical question. The classifi-
cation module was given one example intervention
with three critical questions, each representing a
different category. The validation results for each
configuration are presented in Table 1.

The optimal settings for the test set were
achieved using few-shot prompting with the large
model for question generation and zero-shot
prompting with the medium-sized model for classi-
fication. The inference parameters were kept con-
sistent across all conditions, with a temperature of
0.5, a maximum generation length of 1024 tokens,
and the top_p parameter set to 0.9.

We experimented with two alternative classifi-
cation strategies: debate and deliberation. These
methods redefine the task as a binary classification,
where the goal is for multiple models to determine
whether each of the ten questions is useful or not.
Debate Classification: In this approach, two LLMs
engage in a traditional debate format. In the open-

ing statement, each model presents the questions
it considers useful, along with justifications. Dis-
agreements are addressed during the rebuttal round.
The debate concludes with closing statements from
both models. Thereafter, a third model, acting as
a judge, determines the winner. The final output
comprises the questions deemed useful by the win-
ner of the debate. Deliberation Classification: This
approach involves three LLMs which engage in up
to three rounds of deliberation to identify useful
questions. In each round, the models can propose a
classification, justify their choices, critique others’
proposals and collaborate to reach consensus. Af-
ter the first round, the participants vote on which
questions they consider useful. If they unanimously
agree on three questions, the deliberation ends. If
no agreement is reached, a second round of discus-
sion follows, which ends with a majority vote. If
disagreement persists, a third and final round is ini-
tiated, after which a judge selects the most useful
questions based on the entire deliberation.

The complete set of prompts used in the experi-
ments is provided in Appendix A.

5 Results

Our system ranked 6th out of thirteen participat-
ing teams, demonstrating a modest improvement
of three percentage points over the baseline scores.
The test set results are presented in Table 2. As the
question generation module remained consistent
across all three submissions, any variation in perfor-
mance can be attributed solely to differences in the
classification modules. The best-performing classi-
fier was LLaMA 3.1 70B Instruct with the zero-shot
method, closely followed by the debate-based clas-
sification approach. In contrast, the deliberation-
based classification yielded significantly lower per-
formance, as a substantial number of questions
were labeled as Not Able to Evaluate.

The generation module produced ten questions
for each of the 34 debate interventions, resulting
in 340 generated questions. Out of these, only 180
were included in at least one of the three official
submissions. This subset received gold labels dur-
ing the official evaluation and thus serves as the
basis for our assessment of the quality of the gen-
eration module. Within this subset, 44.4% of the
questions were labeled as Useful, 22.8% as Unhelp-
ful, and 15% as Invalid, while the remaining 17.8%
were unable to be evaluated. Assuming a perfect
classifier operating on this subset, the maximum
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Method Useful Unhelpful Invalid Not able to evaluate Score

Zero-shot (Manual) 57 28 16 0 55.9
Zero-shot 55 25 12 9 53.9
Debate 53 26 13 10 52.0
Deliberation 38 22 16 26 37.3

Table 2: Test set results. Scores represent the ratio of achieved punctuation to the maximum possible punctuation.
“Manual” indicates that the scoring involved manual evaluation.

achievable punctuation score would be 73.5.
On average, the best classification module la-

beled 8.4 out of 10 questions as Useful, while the
debate-based module classified 7.6 out of 10 ques-
tions as Useful. The debate-based and zero-shot
prompt-based modules showed strong alignment,
agreeing on 2.6 out of every 3 questions. In con-
trast, agreement between the deliberation-based
approach and the prompt-based or debate-based
methods was substantially lower, with agreement
scores of 0.9 and 1, respectively. The agreement
across all three classifiers was 0.8.

6 Discussion & Analysis

The generation module employed few-shot prompt-
ing with the large 405B parameter model. Competi-
tive scores were also achieved by zero-shot prompt-
ing the medium-sized model (70B) and few-shot
prompting the small model (8B). In particular, scal-
ing from 8B to 405B, a 50-fold increase in model
size, resulted in only a 1.3 percent point increase
in the overall punctuation score. Such a relatively
small gain may not justify the substantial increase
in computational cost. Relatedly, no clear benefits
of model scaling were observed in the classification
module, where the 70B model outperformed both
the 8B and 405B models. Interestingly, the small
model seemed to benefit from in-context examples
in the few-shot setting, while the larger models
performed better under zero-shot prompting. This
suggests that the smaller model, with less internal
world knowledge, gains more from external context
than its larger counterparts.

All classifier modules show a strong bias toward
labeling questions as Useful: 75–85% of generated
questions were classified as such, though only 44%
were actually validated as useful. This suggests that
classifiers often assess surface-level relevance to
argumentative text rather than true criticality, strug-
gling to distinguish genuinely critical questions
from those merely contextually related. The high

number of questions labeled Unhelpful supports
this. Possible remedies include enriching prompts
with more discriminative examples and providing
clearer definitions to distinguish the two categories.

Both the debate and deliberation approaches
failed to outperform the zero-shot prompting. We
initially hypothesized that the structured discussion
would guide the model’s reasoning and improve
overall performance. If anything, the debate and
deliberation formats simply allowed the models to
generate more tokens, which by itself could po-
tentially lead to better results. However, our error
analysis showed two areas for improvement. First,
prompt complexity posed a challenge: the mod-
els occasionally lost track of their position within
the debate or deliberation and failed to consider
their opponent’s responses. Second, the models at-
tempted to discuss all ten questions simultaneously,
preventing them from engaging with the arguments
beyond a surface level. Both limitations may be
addressed by improvements to the current imple-
mentation, e.g. by structuring discussions around
a single intervention and question and refining the
prompts to enhance flow awareness. With these
adjustments, the underlying approaches still hold
potential for improving classification performance.

7 Conclusion

This paper presents our two-stage system for criti-
cal questions generation, developed for the shared
task using LLaMA 3.1 Instruct models. The sys-
tem ranked 6th, outperforming the baseline. Key
challenges include classifier bias toward labeling
questions as Useful and limited benefits from scal-
ing or complex reasoning. Future work will refine
prompt and interaction design to support robust
debate and deliberation, including prompts based
on argumentation schemes and improved focus on
addressing each question individually.
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A Prompts

Model-specific tokens have been replaced with sim-
pler tags to improve readability. The few-shot tags
indicate the additional context with regards to the
zero-shot prompt. Placeholder values are marked
using double curly brackets.

A.1 Question Generation Prompt
<system>You are a critical thinker who asks
critical questions to evaluate the validity and
soundness of arguments. Critical questions are
designed to uncover the underlying assumptions
and scrutinize the reasoning process of an argu-
ment. Read the given paragraph carefully and
generate a set of critical questions that challenge
the premises, assumptions, and inferences made in
the argument. Respond with the critical questions
directly, without any preamble or explanation.
Ensure your questions are probing and insightful
to thoroughly assess the argument’s acceptability
or potential fallacies. Answer as accurately and
critically as possible!</system>

<fewshot>
<user>TRUMP: "A lot of people even within my
own party want to give certain rights to people on
watch lists and no-fly lists. I agree with you. When
a person is on a watch list or a no-fly list. These
are very, very good people. They’re protecting
the Second Amendment. I have the endorsement
of the NRA. I’m very proud of. We have to look
very strongly at no-fly lists and watch lists. When
people are on there, even if they shouldn’t be on
there, we’ll help them, we’ll help them legally,
we’ll help them get off. I tend to agree with that
quite strongly. You were the one that brought up
the words super-predator about young black youth.
That’s a term that I think was a—it’s—it’s been
horribly met. You’ve apologized for it."</user>

<assistant>What are the potential consequences
of removing people from watch lists and no-fly
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lists without proper vetting, and how would Trump
mitigate these risks?</assistant>

<user>HOLT: "We’re talking about the burden
that Americans have to pay, yet you have not
released your tax returns. The reason nominees
have released their returns for decades is so that
voters will know if their potential president owes
money to—who he owes it to and any business
conflicts. Don’t Americans have a right to know if
there are any conflicts of interest?"</user>

<assistant>How would releasing tax returns
guarantee that voters would be aware of all
potential conflicts of interest, considering that
tax returns may not reveal all relevant informa-
tion?</assistant>

<user>CLINTON: "In fact, his cavalier attitude
about nuclear weapons is so deeply troubling. That
is the number-one threat we face in the world. It
becomes particularly threatening if terrorists ever
get their hands on any nuclear material."</user>

<assistant>What specific actions or policies has
Clinton’s opponent proposed or supported that
demonstrate a "cavalier" attitude towards nuclear
weapons?</assistant>
</fewshot>

<user>Generate critical questions for this text:
{{intervention}}. For the output, print only the
top 10 questions generated with each question on a
separate line without numbering.</user>

A.2 Question Classification Prompt

<system>You are a critical thinker whose task is to
evaluate and classify critical questions. Read the
given critical questions carefully and classify them
into three categories: useful, unhelpful, or invalid.
Follow these definitions:

1. Useful question: One should not take the ar-
guments in the text as valid without having
reflected on this question.

2. Unhelpful question: The question makes
sense, is related to the text, and in some ex-
ceptional cases, the answer could invalidate
or diminish the validity of the arguments in
the text, but this is unlikely. This may be in
cases where:

(a) The answer to the question is common
sense.

(b) The answer to the question is a well-
known fact that does not generate contro-
versy.

(c) The question is very complicated to un-
derstand, and it would be impractical to
question the arguments.

(d) The question is answered in the text it-
self.

3. Invalid question: A question is invalid when
the answer to this question cannot serve to
invalidate or diminish the acceptability of the
arguments in the text. This can be for several
reasons:

(a) Unrelated: The question is unrelated to
the text.

(b) New concept: The question introduces
new concepts that were not in the text.

(c) Bad reasoning: The question does not
challenge any argument defended in the
text. For example, when the question
challenges the opposite position to the
one defended in the text.

(d) Very general: The question is very vague
and does not ask about anything specific
in the text. This question could be asked
of any argument.

(e) Non-critical: Although the question asks
about something in the text, it is not criti-
cal of any argument. For example, when
the question is a reading-comprehension
one. A question is only critical if the
answer to the question can potentially
reduce the validity of the argument.

Provide only the predicted labels in the format of a
valid Python list of strings, without any preamble
or explanation.</system>

<fewshot>
<user>TRUMP: "A lot of people even within my
own party want to give certain rights to people on
watch lists and no-fly lists. I agree with you. When
a person is on a watch list or a no-fly list. These
are very, very good people. They’re protecting
the Second Amendment. I have the endorsement
of the NRA. I’m very proud of. We have to look
very strongly at no-fly lists and watch lists. When
people are on there, even if they shouldn’t be on
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there, we’ll help them, we’ll help them legally,
we’ll help them get off. I tend to agree with that
quite strongly. You were the one that brought up
the words super-predator about young black youth.
That’s a term that I think was a—it’s—it’s been
horribly met. You’ve apologized for it." Questions:

• How does Trump’s stance on watch lists and
gun control align with his broader views on
national security and individual rights?

• What are the potential consequences of remov-
ing people from watch lists and no-fly lists
without proper vetting, and how would Trump
mitigate these risks?

• What are the potential consequences of re-
stricting gun ownership based on watch lists
or no-fly lists, and are they justified by the
potential benefits?

</user>

<assistant>["Invalid", "Useful", "Unhelp-
ful"]</assistant>
</fewshot>

<user>Classify the following critical questions:
{{questions}}</user>

A.3 Debate Prompts
Each round uses a different user prompt but they all
share the same system prompt, as defined in A.3.1.

A.3.1 System Prompt
## General Instructions
You are an expert debater tasked with critically
analyzing a set of questions related to an argu-
ment. Your role is to determine whether each
question is Useful, Unhelpful, or Invalid for evalu-
ating the validity and acceptability of the argument.

## Definitions

1. Useful question: A question that must be re-
flected upon, as failing to consider it could
lead to accepting a potentially fallacious argu-
ment.

2. Unhelpful question: A question that is related
to the argument but unlikely to invalidate or
diminish its validity, often because:

(a) The answer is common sense or a well-
known fact.

(b) The question is overly complicated or
impractical.

(c) The question is already answered in the
argument text.

3. Invalid question: A question that cannot serve
to invalidate or diminish the acceptability of
the argument, due to reasons such as:

(a) Being unrelated to the argument.
(b) Introducing new, unmentioned concepts.
(c) Exhibiting faulty reasoning or challeng-

ing the opposite position.
(d) Being too vague or general.
(e) Being a simple reading comprehension

question rather than a critical one.

A.3.2 Opening Statement Prompt
## Task
You will be provided with:

1. An argument text or context.

2. A set of 10 critical questions related to the
argument.

3. (Optional) An opening statement from an op-
posing debater.

Your task is to analyze each of the 10 critical ques-
tions and provide an opening statement arguing
whether each question is Useful, Unhelpful, or
Invalid for evaluating the argument’s validity and
acceptability.

## Argument and critical questions (and optionally,
the opposing opening statement):
{{context}}

Now, provide your opening statement analyzing
each critical question as Useful, Unhelpful, or In-
valid, and provide arguments for your decisions.

A.3.3 Rebuttal Prompt
Task: Provide a concise rebuttal to the opponent’s
arguments in the given debate context.

Instructions:

1. Read the debate context carefully to under-
stand the arguments made by both sides.

2. Identify weaknesses, logical fallacies, or in-
consistencies in the opponent’s case.
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3. Formulate a rebuttal that directly responds
to and challenges the opponent’s previously
stated points.

4. Do not introduce any new arguments or claims.
Focus solely on critiquing the opponent’s ex-
isting arguments.

5. Keep the rebuttal concise and to-the-point,
without unnecessary elaboration.

Context:
{{context}}

Rebuttal:

A.3.4 Closing Statement Prompt
Task: Summarize the given debate context and
provide a concise closing statement reinforcing
your main arguments.

Context:
{{context}}

Closing Statement Guidelines:

1. Read and understand the full debate context
provided above.

2. Identify the key arguments and evidence pre-
sented in support of your position.

3. Summarize those main points concisely in 1-2
sentences.

4. Reinforce why your arguments are stronger
and more persuasive than the opposing side.

5. The closing statement should be a brief but
impactful conclusion aimed at convincing the
audience/judges that you should win the de-
bate.

A.3.5 Judge Prompt
### Instruction
You are a judge in a traditional 1v1 debate. Your
role is to critically assess proposals on the classi-
fication of ten critical questions by evaluating the
arguments and rebuttals to ensure robust decision-
making. Follow these steps:

1. Parse the input discussion to identify premises,
conclusions, and argument structure.

2. Map the argument to one of Walton’s argu-
mentation schemes (e.g., expert opinion, anal-
ogy, cause-effect).

3. For the identified scheme, apply its specific
critical questions (e.g., "Is the expert credi-
ble?" for expert opinion scheme).

4. Highlight any missing premises, weak evi-
dence, or fallacies in the argument.

5. Provide a structured critique of the argument
(e.g., "This argument assumes X but lacks
evidence for Y").

6. Determine the winning side based on logic,
evidence and persuasion.

### Context
{{context}}

### Output Format
Provide your response as a Python list containing
the numbers of the sentences that, according to
the winner, are Useful, without any preamble or
additional information.

A.4 Deliberation Prompts

A.4.1 General Prompt
<system>### Instruction
You are an expert deliberator tasked with crit-
ically analyzing a set of questions related to
an argument. Your role is to determine, to-
gether with another deliberator, whether each
question is Useful, Unhelpful, or Invalid for evalu-
ating the validity and acceptability of the argument.

### Definitions

1. Useful question: A question that must be re-
flected upon, as failing to consider it could
lead to accepting a potentially fallacious argu-
ment.

2. Unhelpful question: A question that is related
to the argument but unlikely to invalidate or
diminish its validity, often because:

(a) The answer is common sense or a well-
known fact.

(b) The question is overly complicated or
impractical.

(c) The question is already answered in the
argument text.

3. Invalid question: A question that cannot serve
to invalidate or diminish the acceptability of
the argument, due to reasons such as:
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(a) Being unrelated to the argument.

(b) Introducing new, unmentioned concepts.

(c) Exhibiting faulty reasoning or challeng-
ing the opposite position.

(d) Being too vague or general.

(e) Being a simple reading comprehension
question rather than a critical one.

</system>

<user>### Context
{{context}}

### Actions
<propose> Generate clear and concise proposals
aligned with the core objectives of the deliberation.
Present your proposals in a well-structured way.
</propose>

<argue> Build arguments to support your proposals
that are grounded in the definitions of the types
of questions. Ensure your arguments are logical,
well-structured, and clear. </argue>

<counter> Address critiques from other deliber-
ators by acknowledging weaknesses, updating
proposals, or offering compromises. Respond
respectfully and constructively, demonstrat-
ing openness to refinement and collaboration.
</counter>

<collaborate> Engage with critiques from other
agents, stress-test ideas, and work towards aligning
priorities. Actively participate in the discussion,
considering different perspectives and fostering a
shared understanding. </collaborate>

### Guidelines

• Engage directly with critiques from the other
Deliberator (e.g., "To address your concern
about X, we could...").

• Prioritize brevity: Avoid repetition and focus
on key trade-offs and innovations.

• Signal resolution or deadlock clearly.

Provide your response immediately without any
preamble or additional information:</user>

A.4.2 Label Extraction Prompt
### Instruction
Analyze the provided deliberation between two de-
liberators who aimed to determine the usefulness,
unhelpfulness, or invalidity of questions. Your
task is to identify the final labels assigned by each
deliberator to each question after their discussion.

### Deliberation
{{deliberation}}

### Output Format
Provide your response as two valid Python dictio-
naries, one for each deliberator, with the following
structure: ["1": "[label]", "2": "[label]", ..., "10":
"[label]"] Replace [label] with one of the following
values for each question number from 1 to 10:

• "Useful"

• "Unhelpful"

• "Invalid"

Do not include any additional text or explanation.
Return only the two Python dictionaries separated
by a comma, without any preamble or additional
information.
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Abstract

We present an overview of the MM-
ArgFallacy2025 shared task on Multimodal
Argumentative Fallacy Detection and Classi-
fication in Political Debates, co-located with
the 12th Workshop on Argument Mining at
ACL 2025. The task focuses on identifying
and classifying argumentative fallacies across
three input modes: text-only, audio-only, and
multimodal (text+audio), offering both binary
detection (AFD) and multi-class classification
(AFC) subtasks. The dataset comprises 18,925
instances for AFD and 3,388 instances for
AFC, from the MM-USED-Fallacy corpus
on U.S. presidential debates, annotated for
six fallacy types: Ad Hominem, Appeal to
Authority, Appeal to Emotion, False Cause,
Slippery Slope, and Slogan. A total of 5 teams
participated: 3 on classification and 2 on
detection. Participants employed transformer-
based models, particularly RoBERTa variants,
with strategies including prompt-guided
data augmentation, context integration,
specialised loss functions, and various fusion
techniques. Audio processing ranged from
MFCC features to state-of-the-art speech
models. Results demonstrated textual modality
dominance, with best text-only performance
reaching 0.4856 F1-score for classification and
0.34 for detection. Audio-only approaches
underperformed relative to text but showed
improvements over previous work, while mul-
timodal fusion showed limited improvements.
This task establishes important baselines
for multimodal fallacy analysis in political
discourse, contributing to computational
argumentation and misinformation detection
capabilities.

1 Introduction

This paper presents an overview of MM-
ArgFallacy2025: multimodal argumentative fallacy
detection and classification on political debates; the
task is organized for the first time.

In the past decade, several studies have high-
lighted the importance of Argument Mining on
semantic textual analysis, leading to a broad set of
applications, including legal analytics, social me-
dia, and biomedicine, to name a few. However, past
research has also theorized the importance of in-
cluding paralinguistic features in argumentative dis-
course analysis to capture additional dynamics that
cannot be extracted from text alone. Consequently,
Multimodal Argument Mining (MAM) emerged,
aiming to validate these propositions empirically
and gain a more comprehensive understanding of
argumentative discourse by integrating multiple
modalities. So far, core argument mining tasks like
argument detection, component classification, and
relation classification have been mainly explored,
where the integration of audio modality has proved
to be effective. Recently, other tasks like fallacy
detection and classification have been investigated
in the context of MAM, but they are still underex-
plored.

MM-ArgFallacy20251 aims to advance research
in this latter area by providing a platform for the
development and the evaluation of systems capable
of detecting and classifying argumentative falla-
cies using different modalities. Specifically, MM-
ArgFallacy2025 challenges participants to distin-
guish whether a given sentence from a political de-
bate contains an argumentative fallacy and, if any,
which type of logical inconsistency is observed.
This research is crucial for advancing NLP tech-
nologies and accelerating adoption for user benefit,
contributing to the development of systems for aid-
ing users in knowledge acquisition and awareness
of controversial topics, consistent with AM contri-
butions in social media (Dusmanu et al., 2017; Ly-
tos et al., 2019) and debates (Carstens et al., 2014;
Swanson et al., 2015; Haddadan et al., 2019).

1https://nlp-unibo.github.io/mm-argfallacy/
2025/
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With the integration of audio modality, we en-
rich the spectrum of available features for studying
human fallacies, fostering the development of more
accurate models. We build on existing work and
focus on the political debates, where argumentative
content and reasoning fallacies are abundant. The
task concerns two sub-tasks: detecting argumenta-
tive fallacious sentences and classifying them. We
follow (Mancini et al., 2022) and consider three in-
put modes in each sub-task for assessing individual
modalities in addition to the multimodal setting:
text-only, where only an input textual sentence
from a political debate dialogue is provided; audio-
only, where only an audio sample corresponding to
a textual sentence from a political debate dialogue
is provided; text-audio, where an input textual
sentence from a political debate dialogue and its
aligned audio sample are provided.

We evaluate the participating systems based on
binary F1 score for fallacy detection and macro-
averaged F1 score for fallacy classification. The
latter metric balances precision and recall across
fallacious categories, ensuring a fair assessment
of system performance. The task’s comprehensive
evaluation framework, coupled with the diverse
multimodal datasets, provides a rigorous bench-
mark for advancing the state-of-the-art in MAM
and, in particular, in multimodal fallacy recogni-
tion.

In the rest of the paper, we offer an overview
of MM-ArgFallacy2025, detailing the datasets, the
evaluation measures, and the submission guide-
lines. We also present the results and the method-
ologies of the participating systems, highlighting
the progress and the challenges when develop-
ing robust MAM solutions. By fostering collab-
oration and innovation in this critical area, MM-
ArgFallacy2025 contributes to the broader goal of
enhancing the reliability of automated content anal-
ysis in the digital age.

2 Related Work

The study of fallacies is deeply rooted in argumen-
tative theory, which dates back to Aristotle 2. The
utility of recognizing and studying fallacies mainly
emerged in the ’70-80s (Hamblin, 2022). More-
over, fallacy detection is directly related to human
reasoning, where communication can often degen-
erate into conflicts, disagreements, and debates due
to logical fallacies in discourse (Jin et al., 2022).

2https://plato.stanford.edu/entries/fallacies/

Detecting and classifying fallacies in discourse is
a valuable tool in several applications, including
analyzing human behavior in dialogical settings,
preventing misinformation spread in fact-checking
systems, and evaluating generative models’ reason-
ing. Research on fallacy detection and classifica-
tion is not limited to text analysis, but could en-
compass other modalities too, such as audio, where
paralinguistic features can often be associated with
specific fallacy types (Kišiček, 2020a).

Research on the interplay between arguments
and emotions in speech began with Benlamine et
al. (Benlamine et al., 2015). Subsequently, fur-
ther studies focused on multimodality in argumen-
tation, showing the correlation of paralinguistic
features with argumentative discourse in various
domains, including advertisements, news coverage,
and legal analytics (Kišiček, 2014; Groarke and
Kišiček, 2018; Kišiček, 2020b). These findings
led to the development of Multimodal Argument
Mining (MAM), where Lippi and Torroni (2016)
conducted the first study in political debates, fo-
cusing on UK ministerial elections but limited to a
single debate.

Interest in political debates motivated further
research for argumentative tasks like argument
component detection and classification (Haddadan
et al., 2019), argumentative fallacy classification
(Goffredo et al., 2022a, 2023), and argumentative
relation identification (Mestre et al., 2023). Recent
work has particularly focused on multimodal ap-
proaches to these argumentative tasks in political
contexts (Mancini et al., 2022, 2024b; Mestre et al.,
2023).

3 Problem Formulation

MM-ArgFallacy2025’s subtasks are formulated as
follows.

Argumentative Fallacy Detection (AFD). The
input is a sentence, in the form of text or audio
or both, extracted from a political debate. The
objective is to determine whether the input contains
an argumentative fallacy.

Argumentative Fallacy Classification (AFC).
The input is a sentence, in the form of text or
audio or both, extracted from a political debate,
containing a fallacy. The objective is to determine
the type of fallacy contained in the input, accord-
ing to the classification introduced by (Goffredo
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Snippet Fallacy Category

the same kind of woolly thinking Appeal to Emotion

As George Will said the other day, "Free-
dom on the march; not in Russia right
now."

Appeal to Authority

Governor Carter apparently doesn’t
know the facts.

Ad Hominem

We won the Cold War because we in-
vested and we went forward.

False Cause

And if we don’t act today, the problem
will be valued in the trillions.

Slippery Slope

We have to practice what we preach. Slogan

Table 1: Examples of annotated fallacies.

et al., 2022a).3 In particular, the fallacy categories
are: Appeal to Emotion, Appeal to Authority, Ad
Hominem, False Cause, Slippery Slope, and Slo-
gan. Table 1 reports examples of each fallacy cate-
gory.

For each sub-task, participants can leverage the
debate context of a given input: all its previous sen-
tences and corresponding aligned audio samples.
For instance, consider the text-only input setting.
Given a sentence from a political debate at index i,
participants can use sentences with indexes from 0
to i− 1, where 0 denotes the first sentence in the
debate.

4 Data

We describe the available training data for the chal-
lenge and the data collection process to curate the
test set used to evaluate participants’ submissions
in the challenge (hereinafter, denoted as secret
test set). All datasets are made available through
MAMKit (Mancini et al., 2024a)4. Since most
of these multimodal datasets cannot release audio
samples for copyright reasons, MAMKit provides
a simple interface to dynamically build them and
foster reproducible research.

4.1 Training Data

The primary training dataset is MM-USED-
fallacy (Mancini et al., 2024b). The data pro-
vides annotations for AFC and AFD subtasks. The
dataset comprises 1,228 fallacies with correspond-
ing context information from the dataset of (Had-
dadan et al., 2019) on US presidential elections.

3We only refer to macro categories while sub-categories
are left for future work.

4https://nlp-unibo.github.io/mamkit/

The fallacies are labeled as argumentative fallacies
belonging to six categories introduced in (Goffredo
et al., 2022a). Additionally, inspired by (Goffredo
et al., 2022a)’s observations on the benefits of em-
ploying other argument mining tasks like compo-
nent detection for fallacy detection and classifica-
tion, participants could use the following datasets
to encourage multi-task training approaches (see
Table 2 for a summary).

UKDebates (Lippi and Torroni, 2016). A
dataset of 386 sentences and corresponding audio
samples about three candidates for the UK Prime
Ministerial elections of 2015. Sentences are an-
notated for argumentative sentence detection: a
sentence is labeled as containing or not containing
a claim.

M-Arg (Mestre et al., 2021a). A multimodal
dataset built around the 2020 US Presidential elec-
tions for argumentative relation classification: a
sentence can attack, support, or have no relation
with another sentence. The dataset contains 4,104
sentence pairs and corresponding audio sequences
of four candidates and a debate moderator concern-
ing 18 topics. A high-quality subset of M-Arg is
also provided, containing 2,443 sentence pairs with
high agreement confidence.

MM-USED (Mancini et al., 2022). A multi-
modal extension of the USElecDeb60to16 dataset
introduced in (Haddadan et al., 2019). It contains
presidential candidates’ debate transcripts and cor-
responding audio recordings aired from 1960 to
2016. The dataset contains 26,781 labeled sen-
tences and corresponding audio samples from 39
debates and 26 distinct speakers for argumentative
sentence detection and argumentative component
classification: a sentence can contain a claim, a
premise, or neither of them.

Text to Audio Alignment Corrections. Com-
pared to the initial release of MAMKit (Mancini
et al., 2024a), we introduce an improved text-
to-audio alignment framework based on Whis-
perX (Bain et al., 2023), a state-of-the-art speech
recognition model that allows for precise and fine-
grained audio-to-text alignment. We use this frame-
work to address some well-known alignment is-
sues in MM-USED (Mancini et al., 2022) and MM-
USED-fallacy (Mancini et al., 2024b), allowing to
integrate previously discarded debates and favour-
ing the collecting of novel data (4.2). The updated
datasets are available through MAMKit.
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Name No. Samples Taskα Domain

Primary

MM-USED-fallacy 18,925; 3,338 AFD; AFC US Presidential Elections

Supplementary

UKDebates 386 ASD UK Prime Ministerial Elections
M-ARG 4,104 / 2,443 ARC US Presidential Elections
MM-USED 26,781 ASD, ACC US Presidential Elections

Table 2: Available datasets for MM-ArgFallacy2025 shared task.
αFollowing (Mancini et al., 2024a), we denote tasks as Argumentative Fallacy Detection (AFD), Argumentative Fallacy
Classification (AFC), Argumentative Sentence Detection (ASD), Argumentative Relation Classification (ARC), Argumentative
Component Classification (ACC).

4.2 Test Data

Data Collection. We collect and annotate novel
debates from US politics available in The Ameri-
can Presidency Project5. In particular, we consider
the first presidential debate of the election cycle in
Atlanta between Trump and Biden, aired on 28th
June 2024, and the first presidential debate between
Trump and Harris, aired on 11 September 2024.
We follow the data collection pipeline proposed
by Mancini et al. (2022) to retrieve original au-
dio recordings, but improve the text-to-audio align-
ment by leveraging WhisperX (Bain et al., 2023)
for transcription, alignment and diarization. We fol-
low Goffredo et al. (2022a) and split debates into
paragraphs, where each paragraph corresponds to
a speaker turn. We use our text-to-audio alignment
framework to pair paragraphs and corresponding
textual sentences with related audio chunks. In to-
tal, we obtain 134 paragraphs for the first debate
and 163 for the second one.

Data Annotation. For the annotation, we instruct
two annotators with expertise in AM tasks and near-
to-native English proficiency. We provide annota-
tors with the guidelines of Goffredo et al. (2022a)
for detecting and classifying argumentative falla-
cies. This is required to ensure annotation con-
sistency with existing datasets (e.g., MM-USED-
fallacy). We remove paragraphs (i.e., dialogue
turns) that do not belong to the main speakers of
the debate (i.e., Trump, Biden and Harris). In total,
we obtain 154 paragraphs for annotation, equiva-
lent to 2154 sentences. We rely on Label Studio6

for annotation, an open-source data annotation plat-
form. For AFD and AFC subtasks, we provide
annotators with the same instructions described in
Section 3. In particular, for AFD, annotators label

5https://www.presidency.ucsb.edu/
6https://labelstud.io/

each sentence in a given paragraph from a debate
as containing a fallacy. In case an annotator labels
a sentence as fallacious, they also provide the cor-
responding logical fallacy category to address AFC
subtask.

Inter-Annotator Agreement. Since fallacies can
span multiple sentences (Goffredo et al., 2022a),
we report the rate of exact and partial overlaps be-
tween annotations. An exact overlap is when both
annotators agree on all sentences constituting a
fallacy. In contrast, a partial overlap is when anno-
tators agree on a subset of sentences constituting
a fallacy. We observe 236 overlaps, 110 of which
are exact, while the remaining 126 are partial. The
agreement rate measured as the number of sen-
tences detected as fallacious of the same category
by both annotators is 67.37%. Moreover, we com-
pute inter-annotator agreement (IAA) at sentence
level, measured as Cohen’s Kappa (Cohen, 1968).
For AFD, the IAA is 0.4787 (moderate agreement),
while, for AFC, the IAA is 0.4954 (moderate agree-
ment). Additionally, regarding AFC, the per cate-
gory IAA is as follows: 0.411 Appeal to Emotion,
0.337 Appeal to Authority, 0.357 Ad Hominem,
0.224 False Cause, and 0.712 Slogan. No annotator
labeled a fallacy instance as Slippery Slope.

Resulting Dataset. Table 3 reports the statistics
of the resulting secret test set. We observe that a
large majority of fallacies belong to Appeal to Emo-
tion, followed by Ad Hominem. These findings are
in line with annotations reported in previous work
on argumentative fallacy classification (Goffredo
et al., 2022a). Regarding AFD, the collected se-
cret test set contains 229 fallacies and 1,946 non-
fallacious sentences.
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Fallacy Category No. Instances

Appeal to Emotion 142
Appeal to Authority 16
Ad Hominem 46
False Cause 16
Slippery Slope 0
Slogan 9

Total 229

Table 3: Secret test set statistics for Argumentative Fal-
lacy Classification.

5 Overview of the Systems and Results

Three teams participated in the AFC subtask, while
two teams participated in the AFD subtask. In
total, participants submitted 25 valid runs. No team
participated in both subtasks.

Table 4 shows the results achieved by the indi-
vidual teams for each subtask. Regarding AFC,
we observe that only one team, Team NUST (Tahir
et al., 2025), beats baselines on the text-only modal-
ity with a F1-score of 0.4856. This result shows
that even a simple baseline like a BiLSTM is a
strong competitor. In contrast, all participants im-
proved over the baselines when considering the au-
dio modality, while two teams surpassed the trans-
former baseline in the multimodal setting. Regard-
ing AFD, Team Ambali_Yashovardhan reaches
comparable performance to baselines in the text-
only input setting, achieving rank 2. Nonetheless,
despite reporting significant results in the audio-
only setting where baselines fail the task, their so-
lution is outperformed by both baselines in the
multimodal setting.

All teams used neural networks, with
transformer-based models being the most
frequent choice. Some teams also employed
machine learning classifiers like XGBoost on top
of neural network models. Moreover, several
teams explored a wide set of solutions to account
for class imbalance, a well-known challenge in
fallacy detection (Goffredo et al., 2022a).

5.1 Baselines

For both tasks, we employ the same set of base-
lines: a feature-based BiLSTM (Mancini et al.,
2024b) and a transformer-based model (Mancini
et al., 2024a). Regarding the BiLSTM model, the
baseline uses GloVe embeddings for text inputs
and extracted MFCCs features for audio record-

ings. Conversely, the transformer-based model uses
RoBERTa (Liu et al., 2019)7 for encoding text and
WavLM (Chen et al., 2022)8 for audio. Both ar-
chitectures employ a late fusion strategy for the
multimodal setting, where text and audio embed-
dings are concatenated and fed to a final classifica-
tion layer. Independently of the given input setting,
we denote the baselines as Baseline BiLSTM and
Baseline Transformer, respectively.

5.2 System Descriptions and Task-Specific
Results

Below, we describe the approaches of all participat-
ing systems; see also Table 5 for an overview.

5.2.1 Argumentative Fallacy Classification.

Team NUST (Tahir et al., 2025) employ RoBERTa
(Liu et al., 2019) for text encoding and Whisper
(Radford et al., 2023) for audio encoding. The two
encodings are combined in a late fusion fashion
without requiring joint end-to-end training and fed
to a XGBoost (Chen and Guestrin, 2016) classi-
fier. To account for label imbalance, they propose
several solutions, including generating synthetic
samples via GPT 4.0, class weighting, SMOTE
(Chawla et al., 2002) in which synthetic samples
are generated for minority classes in the fused fea-
ture space via interpolation, and focal loss (Lin
et al., 2017) to handle hard-to-classify instances.

Team AlessioPittiglio (Pittiglio, 2025) explore
a wide set of transformer-based text and audio
encoders. For text, they evaluate BERT (Devlin
et al., 2019), RoBERTa (Liu et al., 2019), DeBERTa
(He et al., 2023) and ModernBERT (Warner et al.,
2024). In particular, the authors propose three dif-
ferent strategies to integrate context information by
(i) concatenating tokens during tokenization, (ii)
concatenating pooled embeddings, and (iii) lever-
aging cross-attention. For audio, they evaluate
Wa2Vec 2.0 (Baevski et al., 2020), WavLM (Chen
et al., 2022) and HuBERT (Hsu et al., 2021). Re-
garding multimodality, they build an ensemble of
the best text (RoBERTa with context information)
and audio (HuBERT) models via a weighted av-
erage of individual encoder logits. Weights are
calibrated via Bayesian optimization (Snoek et al.,
2012).

Team CASS (Kalyan et al., 2025) encodes
texts with RoBERTa (Liu et al., 2019) and audio

7FacebookAI/roberta-base
8patrickvonplaten/wavlm-libri-clean-100h-base-plus
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Team Rank Text Rank Audio Rank Text-Audio

AFC

Team NUST 1 0.4856 2 0.1588 1 0.4611
Team AlessioPittiglio 3 0.4444 1 0.3559 2 0.4403
Team CASS 5 0.1432 4 0.0864 5 0.1432
Baseline BiLSTM 2 0.4721 3 0.1582 4 0.2191
Baseline Transformer 4 0.3925 5 0.0643 3 0.3816

AFD

Team Ambali_Yashovardhan 2 0.2534 1 0.2095 3 0.2244
Team EvaAdriana 4 0.2195 2 0.1690 4 0.1931
Baseline BiLSTM 3 0.2462 3 0.0000 2 0.2337
Baseline Transformer 1 0.2770 3 0.0000 1 0.2848

Table 4: Results for multimodal argumentative fallacy detection on political debates. For AFC, we report the macro
F1-score, while for AFD, we report the binary F1-score. Best results per subtask are in bold, second best results are
underlined.
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Table 5: Overview of the approaches. The numbers in the language box refer to the position of the team in the
official ranking.

recordings using a BiLSTM with extracted Mel-
Frequency Cepstral Coefficients (MFCCs) features
as input (Mancini et al., 2024b). For multimodal-
ity, they concatenate the pooled embeddings of
RoBERTa for text and Wav2Vec (Baevski et al.,
2020) for audio. The concatenated embedding is
eventually fed to a logistic regression classifier.

5.3 Argumentative Fallacy Detection

Team Ambali_Yashovardhan uses RoBERTa (Liu
et al., 2019) for processing text inputs and Distil-
HuBERT (Chang et al., 2022) for encoding audio
recordings. Due to memory constraints, they limit
audio sequence length to 320,000 samples (approx-
imately 20 seconds at 16 kHz), truncating longer
files. Regarding multimodality, the authors adopt
a late fusion strategy where a weighted average
of each modality model’s logits is computed. The
weights are learnt during training. To handle class
imbalance, they adopt focal loss (Lin et al., 2017).

Team EvaAdriana (Larumbe and Vendrell,
2025) explore five transformer-based models for
text modality: BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), SBERT (Reimers and
Gurevych, 2019), ALBERT (Lan et al., 2020), and
DeepSeek R1 (DeepSeek-AI et al., 2025). Up to
the last four layers of encoder-based transform-
ers are unfrozen for fine-tuning on the task, while
DeepSeek is 4-bit quantized to account for the
available computational budget. Regarding audio
modality, the authors evaluate two models: a CNN
with MFCCs features as inputs and Wav2Vec 2.0
(Baevski et al., 2020). Lastly, they combine the
best-performing models for text (RoBERTa) and
audio (Wa2Vec 2.0) for multimodality. In particu-
lar, they concatenate the output of each modality
encoder and feed it to a classification head.
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6 Main Findings

The MM-ArgFallacy2025 shared task revealed key
insights about multimodal fallacy analysis through
binary detection and multi-class classification tasks,
highlighting both capabilities and fundamental lim-
itations in this field.

Textual Dominance. Text-based approaches con-
sistently outperformed audio and multimodal al-
ternatives across all teams in AFC. Team NUST
achieved a 0.4856 F1-score for classification, es-
tablishing transformer-based models, particularly
RoBERTa variants, as the most effective. Team
EvaAdriana’s comparative evaluation in AFD re-
vealed that fine-tuned transformer models substan-
tially outperformed zero-shot approaches, with
their task-specific RoBERTa achieving 0.3393 F1-
score compared to DeepSeek-R1’s zero-shot perfor-
mance of 0.1567 on the validation set, underscoring
the importance of domain-specific adaptation for
specialised argumentation tasks.

Audio Processing Challenges. Audio-only ap-
proaches consistently underperformed, with Team
AlessioPittiglio’s best performance of 0.3559 re-
maining substantially below text baselines despite
employing state-of-the-art models including Hu-
BERT, Wav2Vec2, and Whisper. However, the
results achieved by the participants demonstrate
progress over previous work in extracting fallacy-
relevant acoustic features. Technical constraints
forced audio truncation to 15-20 seconds, but more
fundamentally, acoustic signatures of fallacious rea-
soning appear too subtle for current speech process-
ing models to reliably capture.

Limited Multimodal Gains. Multimodal ap-
proaches failed to deliver expected performance
improvements. Team NUST’s late fusion achieved
0.4611, only modestly improving over text base-
lines while requiring significant computational cost.
This suggests simple fusion strategies are insuf-
ficient to capture complex relationships between
semantic content and paralinguistic delivery, with
textual information overwhelming rather than com-
plementing audio features.

Effective Strategies. Team NUST’s success
stemmed from prompt-guided augmentation using
GPT-4. Team AlessioPittiglio’s context integration
(3-4 previous sentences) contributed to strong per-
formance, though benefits were primarily textual,
suggesting modality-specific strategies are needed.

Class Imbalance Challenge. Severe class imbal-
ance emerged as the primary technical challenge.
Binary detection faced 90.8% vs. 9.2% distribution,
while classification presented "double imbalance"
with Appeal to Emotion comprising 59% of fal-
lacious samples versus <3% for minority classes.
Team NUST’s synthetic data generation proved
more effective than algorithmic adjustments, indi-
cating quality augmentation outperforms technical
modifications for addressing imbalance.

7 Discussion

The MM-ArgFallacy2025 shared task established
important baselines while revealing both progress
and limitations in multimodal fallacy analysis.

Audio Improvements. While text-based meth-
ods achieved the highest performance across both
detection and classification tasks, teams demon-
strated notable improvements in audio-only ap-
proaches compared to previous work, with Team
AlessioPittiglio achieving a 0.3559 F1-score for
classification using HuBERT-based models. These
advances suggest that audio modalities contain
valuable information for fallacy detection, though
current extraction techniques remain limited.

Speaker Dependency. The challenges in audio-
only approaches may also be attributed to the in-
herently speaker-dependent nature of acoustic cues.
As noted by previous work, different speakers have
varying skills in using vocal cues such as articu-
lation, sonority, and tempo, and possess different
levels of persuasive power, with vocal character-
istics directly affecting the clarity, credibility, and
receptivity of a speaker’s message (Lippi and Tor-
roni, 2016).

Multimodality Fusion Strategies. The reliance
on simple concatenation and late fusion approaches
in the proposed multimodal systems reveals fun-
damental gaps in current methodologies. These
approaches fail to capture complex interdependen-
cies between linguistic content and paralinguistic
delivery, which likely explains the limited perfor-
mance of many multimodal systems. Rather than
indicating the non-effectiveness of multimodal in-
tegration itself, these results highlight the need for
more sophisticated fusion architectures that can
jointly learn complementary cues from both modal-
ities during training. Future work should priori-
tise advanced fusion architectures that enable joint

364



learning across modalities, moving beyond late fu-
sion toward cross-attention mechanisms and early
integration strategies.

Conditional Audio Generation. Key contribu-
tions of this shared task include successful prompt-
guided data augmentation and systematic context
integration strategies that proved effective for ad-
dressing severe class imbalance and improving
classification performance. Building on the suc-
cess of synthetic textual data generation, a possible
direction involves controllable conditional audio
generation that transcends the basic text-to-speech
approaches employed by teams in this shared task.
Drawing inspiration from recent advances in signal-
to-language augmentation (Kumar et al., 2024) that
enable fine-grained control over acoustic param-
eters such as loudness, pitch, reverb, brightness,
and duration, future research could develop fallacy-
aware audio generation systems. Such approaches
go beyond traditional digital signal processing by
incorporating learned representations that capture
how acoustic characteristics convey persuasive in-
tent and logical flaws in context. For appeals to
emotion, generation could emphasize particular
intonation patterns and vocal intensity, while de-
ceptive reasoning patterns could incorporate vocal
stress indicators, hesitation markers, or pitch varia-
tions suggesting uncertainty.

8 Conclusion

The MM-ArgFallacy2025 shared task demonstrates
that fallacy detection and classification remain chal-
lenging problems with significant potential for ad-
vancement. Text-based approaches currently show
the most promise, while audio and multimodal sys-
tems require architectural innovations to realise
their full potential. The ultimate goal remains de-
veloping integrated systems that effectively lever-
age both semantic and paralinguistic cues to sup-
port democratic discourse and critical thinking ed-
ucation.

Limitations

Annotations. In alignment with (Mancini et al.,
2024b), we advocate for approaching fallacy clas-
sification as a multimodal problem. Nonetheless,
the annotation methodology employed in this study
mirrors that of (Goffredo et al., 2022b), relying
solely on textual information for both training data
preparation and secret test set creation. This text-
centric approach potentially overlooks crucial infor-

mation embedded in the acoustic characteristics of
spoken debates, such as intonational patterns, em-
phasis, and other paralinguistic features that could
indicate fallacious arguments. Achieving the full
potential of multimodal fallacy detection will re-
quire developing new annotation protocols that sys-
tematically integrate both linguistic and acoustic
dimensions from the ground up.

MAMKit. MAMKit remains an evolving toolkit
with several acknowledged limitations that reflect
its ongoing development status. The platform cur-
rently supports only PyTorch, which may present
integration challenges for researchers working with
alternative frameworks or seeking to incorporate
existing work built on different architectures. Addi-
tionally, the toolkit’s coverage of multimodal argu-
mentation resources is non exhaustive, as several es-
tablished datasets (e.g., VivesDebate-Speech (Ruiz-
Dolz and Iranzo-Sánchez, 2023), ImageArg (Liu
et al., 2022), MMClaims (Cheema et al., 2022))
and models (e.g., M-ArgNet (Mestre et al., 2021b))
have not yet been integrated. Furthermore, the cur-
rent scope is restricted to text and audio modalities,
excluding visual argumentation mining despite its
growing importance in the field. Nevertheless, de-
ploying MAMKit to deliver the datasets used in
this shared task provided valuable opportunities to
gather community feedback and identify priority ar-
eas for future development, informing our roadmap
for expanding both framework compatibility and
multimodal coverage.

Dataset Scale and Imbalance. The MM-USED-
fallacy dataset faces dual constraints that signifi-
cantly impact model development and evaluation.
First, with only 3,388 instances for the AFC task,
the dataset represents a relatively small scale for
training robust deep learning models, a limita-
tion characteristic of specialised argumentation
tasks where high-quality annotations are resource-
intensive to obtain. The expansion conducted for
this shared task, while methodologically sound,
added only 229 fallacious instances from two 2024
debates, maintaining the dataset’s modest scale.
Second, severe class imbalance permeates both
detection and classification tasks, with fallacious
sentences comprising merely 9.2% of instances
in binary detection, while classification exhibits
"double imbalance" with Appeal to Emotion repre-
senting 59% of fallacious samples versus minority
classes accounting for less than 3% each. Some
fallacy types, such as Slippery Slope, are com-
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pletely absent from the test set, preventing com-
prehensive evaluation. These scale and distribution
constraints compound each other, limiting model
generalization capabilities across diverse speaking
styles, debate formats, and political contexts while
making robust performance assessment particularly
challenging for underrepresented fallacy categories.
Future work should prioritize systematic dataset ex-
pansion across multiple election cycles and speaker
demographics while developing targeted annota-
tion strategies to achieve more balanced fallacy
type distributions.
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Abstract

Building on recent advances in Natural Lan-
guage Processing (NLP), this work addresses
the task of fallacy detection in political debates
using a multimodal approach combining text
and audio, as well as text-only and audio-only
approaches. Although the multimodal setup
is novel, results show that text-based models
consistently outperform both audio-only and
multimodal models, confirming that textual in-
formation remains the most effective for this
task. Transformer-based and few-shot archi-
tectures were used to detect fallacies. While
fine-tuned language models demonstrate strong
performance, challenges such as data imbal-
ance, audio processing, and limited dataset size
persist.

1 Introduction

Recent advances in Natural Language Processing
(NLP) have enabled substantial progress in under-
standing and generating human language. Within
this context, fallacy detection has gained atten-
tion as a means to promote critical thinking and
mitigate the spread of misinformation. Fallacious
arguments—persuasive yet logically flawed—can
contribute to the circulation of deceptive content,
especially in politically charged discourse.

Automatic fallacy detection in political discourse
could support content moderation, enhance public
debate quality, and foster critical thinking by iden-
tifying manipulative rhetorical strategies at scale.

Fallacies have been studied extensively in argu-
mentation theory. Informally, they are arguments
that appear sound but contain subtle logical flaws
(Breslin, 2023). Walton (2006) defines a fallacy as
“an argument that seems valid on the surface but is
flawed when examined more closely.”

In this paper, we address fallacy detection (AFD)
in the domain of political debates. This work is
part of the MM-ArgFallacy2025 Shared Task on
Multimodal Argumentative Fallacy Detection and

Classification on Political Debates, co-located with
the 12th Workshop on Argument Mining in Vienna,
Austria.

We investigate the performance of Transformer-
based and few-shot models, across three input con-
figurations: text-only, audio-only, and a novel mul-
timodal setting that combines both modalities. Our
contributions are threefold: (1) we apply argumen-
tation theory to fallacy detection in political dis-
course; (2) we evaluate and compare the perfor-
mance of text-only, audio-only, and multimodal
Transformer-based architectures; and (3) we ana-
lyze key challenges in fallacy detection, including
data imbalance, the limited contribution of audio
features, and practical constraints related to com-
putational resources and training time.

2 Related Work

Recent advances in fallacy detection span from su-
pervised learning with curated datasets to zero-shot
prompting with Large Language Models (LLMs),
as well as emerging multimodal approaches.

Chaves et al. (2025) introduced FALCON, a
multi-label, graph-based dataset focused on fal-
lacies in COVID-19 and politically charged dis-
course on Twitter. Annotated by experts across
six fallacy types, the dataset supports multiple la-
bels per instance. Among the models evaluated, a
dual-transformer architecture augmented with sen-
timent scores and contextual cues achieved the best
performance, with a macro F1 score of 48.8%.

Similarly, Atarama et al. (2024) developed F-
Detector, a BERT-based classifier for detecting ten
fallacy types in digital texts. Leveraging advanced
NLP preprocessing and dataset expansion via gen-
erative techniques, their system attained a substan-
tial improvement over previous models—achieving
an F1 score of 74%, significantly outperforming
GPT-based baselines.

Moving toward generalization, Pan et al. (2024)
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explored the use of LLMs as zero-shot fallacy
classifiers, mitigating the reliance on annotated
datasets. They proposed single-round and multi-
round prompting strategies to enhance fallacy rea-
soning. Evaluating models like GPT-4 across seven
benchmark datasets—including political debates
and COVID-19 discourse—they found that LLMs
outperformed fine-tuned models (e.g., T5) in out-
of-distribution (OOD) settings, especially when
multi-round prompting was used to aid smaller
models.

In the specific domain of political discourse,
Cruz et al. (2025) introduced the FallacyES-
Political dataset, comprising 1,965 annotated fal-
lacies from 30 years of Spanish electoral debates.
Their study compared zero-shot GPT-4o and a fine-
tuned RoBERTa-base-BNE model, with the lat-
ter achieving superior performance (F1 score of
0.641 vs. 0.570), underscoring the value of domain-
specific fine-tuning on curated data.

Finally, in a novel direction, Mancini et al.
(2024) proposed a multimodal framework for fal-
lacy classification, introducing MM-USED-fallacy,
the first dataset combining text and audio from U.S.
presidential debates. Their experiments showed
that integrating audio features—especially for falla-
cies like Appeal to Emotion and Appeal to Author-
ity—can yield significant gains, with multimodal
models outperforming text-only baselines by up to
8 percentage points in F1 score.

In contrast to previous approaches, our work is
among the first to address the detection of fallacies
in political debates using a multimodal framework
that integrates both textual and audio features.

3 Data

We utilized the MM-USED-fallacy dataset
(Mancini et al., 2024), which includes 17,118
instances, with 15,550 labeled as non-fallacious
and 1,568 containing a fallacy. The test set
comprises 2,175 samples.

The task was approached using three distinct
data configurations: text-only, audio-only, and mul-
timodal (text + audio). This setup allowed for an
evaluation of the performance of each modality
individually, as well as an exploration of the po-
tential synergies from combining text and audio
information.

In our methodology, we did not incorporate con-
textual information in the experiments. This was
primarily due to constraints in available computa-

tional resources and limited time, which prevented
us from implementing and testing models that con-
sider extended discourse context.

For the text modality, no additional preprocess-
ing was applied beyond tokenization using the pre-
trained model’s tokenize. For the audio modality,
two approaches were used. In the mel-spectrogram
+ CNN setup, audio was loaded at 22,050 Hz,
trimmed or zero-padded to 3 seconds, converted
to 128-band mel spectrograms (fmax=8,000 Hz),
normalized to [0, 255], resized to 128×128 pix-
els, and stacked into 3 channels. In the Wav2Vec
2.0 setup, raw audio was loaded at 16,000 Hz
and processed using the facebook/wav2vec2-base
processor, which handled feature extraction and
padding. For the combined text-audio setting,
we adopted a frozen RoBERTa (base) encoder
for text and Wav2Vec 2.0 for audio. The text
data were tokenized using the RobertaTokenizer,
and the audio inputs were processed with the
Wav2Vec2Processor.

Finally, data was split consistently. The training
and validation sets were obtained using an 80/20
stratified split to maintain label distribution.

4 Experiments

4.1 Method

To build upon previous experimental findings in
the literature, we implemented a series of deep
learning models. Specifically, we explored five
different models for the text-only modality: BERT
(uncased) (Devlin et al., 2018), RoBERTa (base
and large) (Liu et al., 2021), SBERT (Reimers and
Gurevych, 2019), ALBERT (Base v2) (Lan et al.,
2019), and DeepSeek-R1-Distill-Llama-8B (Guo
et al., 2025).

For BERT and ALBERT, we unfroze the last
two hidden layers of the encoder in addition to
the classification layer. In the case of RoBERTa
and SBERT, we unfroze the last four hidden lay-
ers. Regarding DeepSeek-R1-Distill-Llama-8B,
we loaded the model with 4-bit quantization using
the NF4 scheme and bfloat16 computation, follow-
ing QLoRA best practices. This quantization ap-
proach substantially reduced memory usage and
computational overhead, enabling efficient fine-
tuning of large-scale models on consumer-grade
hardware. Despite the reduced precision, the NF4
scheme preserved high performance by employ-
ing a non-uniform quantization grid optimized for
downstream tasks.
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For the fallacy detection task, the prompt de-
signed for DeepSeek-R1-Distill-Llama-8B was in-
spired by Ruiz-Dolz and Lawrence (2023):

Your task is to detect the type
of fallacy in the Text. The label
should be 1 (it is a fallacy) or
0 (it is not a fallacy)
Text Snippet: [SAMPLE]

For the audio-only approach, we tested two mod-
els: MFCC + CNN and Wav2Vec 2.0 (Schneider
et al., 2019). The MFCC + CNN model uses hand-
crafted audio features, while Wav2Vec 2.0 pro-
cesses raw audio waveforms with a pretrained deep
learning model. This comparison helps evaluate tra-
ditional feature-based methods versus end-to-end
representation learning for fallacy detection.

For the text-audio approach, we used a combined
model of RoBERTa (base) (Liu et al., 2021) and
Wav2Vec2-Base-960h (Schneider et al., 2019). We
selected this combination because RoBERTa and
Wav2Vec2-Base-960h were the best-performing
models in the text-only and audio-only settings, re-
spectively, providing a strong foundation for the
multimodal setup. Features from both encoders
were concatenated and passed through a classifica-
tion head. To reduce computational cost, only the
classification layers were unfrozen.

4.2 Experimental Setup

Hyperparameter selection was performed based on
validation performance. The best model per con-
figuration was retrained during 3-5 epochs on the
full training set and evaluated on the test set. Fi-
nally, this retrained model was used to generate
predictions on the test set.

Text-Only Models. We experimented with five
Transformer-based models: BERT (uncased),
RoBERTa (base and large), SBERT, ALBERT
(Base v2), and DeepSeek-R1-Distill-Llama-8B.
For BERT, class imbalance was addressed using
weighted loss: we used weights of 0.2 for the non-
fallacious class and 0.8 for the fallacious class.
These weights were selected empirically based on
preliminary validation performance, aiming to im-
prove the F1-score for the minority class. This
approach allowed us to balance sensitivity to both
classes during optimization.

All models, except for DeepSeek, were trained
using a learning rate of 2e-5, cosine learning rate
scheduling, a weight decay of 0.1, and 10 epochs.

For DeepSeek, a linear classification head was
added on top of mean-pooled hidden states, and
the prompt used is described in the Method Section
4.1.

Audio-Only Models. For audio-only models,
raw audio samples were converted into 128×128
mel-spectrogram images, which were then used
to train a CNN composed of three convolutional
blocks followed by max-pooling, dropout, and
dense layers. The CNN was optimized for binary
classification using the Adam optimizer. In parallel,
a Wav2Vec2.0-based model was fine-tuned to per-
form classification directly from raw audio wave-
forms. The audio files were first loaded and pre-
processed using a pre-trained Wav2Vec2 processor,
which performed feature extraction and normaliza-
tion. The extracted features were then passed to a
Wav2Vec2 model with a classification head adapted
for binary classification.

Multimodal Model. The model was trained for
10 epochs using a class-weighted Cross-Entropy
loss with weights of 50 for class 1 and 1 for class 0.
These weights were selected empirically based on
preliminary validation experiments to better handle
class imbalance. Optimization was performed us-
ing AdamW and a ReduceLROnPlateau scheduler
with an initial learning rate of 2e-5.

5 Results

5.1 Validation Results

All performance metrics were computed on the
validation set. We report Accuracy (Acc.) and
Binary F1-score. Results for the task are presented
in Table 1.

As shown in Table 1, the best performance
was obtained by RoBERTa in the text-only set-
ting, achieving the highest Binary F1-score. Other
Transformer-based models performed similarly,
while the DeepSeek-R1 zero-shot model lagged
considerably. This can be attributed to its zero-
shot nature: unlike models like RoBERTa or BERT,
which were fine-tuned on the task-specific data,
DeepSeek-R1 was evaluated without any additional
training. Since fallacy detection requires nuanced,
context-aware understanding of argumentative lan-
guage, zero-shot models often fail to capture task-
specific patterns, resulting in lower performance.
Fine-tuning DeepSeek-R1 on task-specific fallacy
detection data could significantly improve its per-
formance.
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Model Acc. Binary F1

Text-only
BERT 0.9042 0.3037
RoBERTa 0.9033 0.3393
ALBERT 0.9004 0.2816
SBERT 0.9077 0.2956
DeepSeek-R1 0.8814 0.1567

Audio-only
MFCC+CNN 0.3902 0.1618
Wav2Vec2 0.0938 0.1683

Text-audio
RoBERTa+Wav2Vec2 0.4866 0.1831

Table 1: Accuracy and Binary F1-score for the fallacy
detection task (validation set).

Audio-only models yielded substantially lower
performance across both metrics, with Wav2Vec
2.0 slightly outperforming the CNN-based ap-
proach. This limited effectiveness of audio fea-
tures may be due to several factors: first, fallacy
detection primarily relies on semantic and contex-
tual understanding, which is inherently stronger in
textual data than in acoustic signals. Second, the
acoustic cues relevant to detecting fallacies—such
as tone, emphasis, or hesitation—might be too sub-
tle or inconsistent to be reliably captured by current
audio representations.

The multimodal configuration (RoBERTa +
Wav2Vec 2.0) showed marginal improvement over
audio-only models but remained well below the
performance of text-only models. These results
suggest that semantic cues in text are more infor-
mative for fallacy detection, while the additional
acoustic features did not contribute significantly
under the current setup.

5.2 Official Test Set Results and Shared Task
Ranking

Table 2 presents the performance of our best
model on the official test set provided by the MM-
ArgFallacy2025 shared task. These results reflect
the final evaluation submitted to the organizers and
were used to determine our ranking in the competi-
tion.

6 Conclusion

This work presented a comprehensive evaluation
of deep learning models for the detection of log-
ical fallacies in political debates, leveraging both

Modality Model Binary F1 Ranking
Text-only RoBERTa 0.2195 4th
Audio-only Wav2Vec2 0.1690 2nd

Text-Audio
RoBERTa +
Wav2Vec2

0.1931 4th

Table 2: Binary F1-score and ranking on the official test
set for the fallacy detection task, grouped by modality.

text and audio modalities. Our best-performing
model—a fine-tuned RoBERTa variant—achieved
an accuracy of 90.33% and a binary F1 score of
0.3393.

Our findings support and extend previous work
such as Mancini et al. (2024), while offering new
insights. Unlike prior approaches that emphasize
multimodal fusion, our experiments indicate that
text-only models consistently outperform audio-
only and multimodal models for both tasks. In par-
ticular, RoBERTa achieved the highest score, un-
derscoring the strength of contextualized language
representations in reasoning-based classification
tasks.

The proposed model has the potential to be de-
ployed in various applications, such as automatic
detection of fallacious reasoning in online forums,
academic writing, or news articles. This could
aid in improving the quality of discourse in these
environments by flagging problematic arguments.
Additionally, educational tools could benefit from
such a model to help students learn to identify and
avoid common logical fallacies in their reasoning.

The code, trained models, and detailed experi-
mental results presented in this work are publicly
available at our GitHub repository, facilitating re-
producibility and further research in fallacy detec-
tion.

7 Limitations

While our proposed model achieved promising re-
sults for fallacy detection, several limitations must
be acknowledged. The dataset was highly imbal-
anced, with a significantly larger number of non-
fallacious examples compared to fallacious ones.
This imbalance likely impacted the model’s abil-
ity to generalize effectively across both classes,
causing it to be biased toward the majority non-
fallacious category.

Computational constraints also posed significant
challenges. The majority of experiments were
conducted using limited GPU resources—dual T4
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GPUs on Kaggle (restricted to 30 hours per week)
and a local RTX 4070 setup. These limitations
prevented thorough hyperparameter tuning and re-
stricted the number of training epochs, particu-
larly for computationally intensive models such
as Wav2Vec2 and multimodal architectures. Audio-
only and text-audio models were disproportionately
affected, as their training was slower and more
resource-intensive.

Additionally, time constraints further limited the
breadth of our experimentation. In some cases, a
single training epoch required up to 30 minutes,
significantly curtailing our ability to explore alter-
native architectures and training strategies. As a
result, the full potential of multimodal learning in
this context remains underexplored.

These limitations are consistent with broader
challenges reported in the field of fallacy detection.
Many prior studies also rely on small or imbalanced
datasets, limiting generalizability across fallacy de-
tection or application domains. Model performance
tends to vary significantly depending on the modal-
ity used—text, audio, or multimodal—which com-
plicates cross-study comparisons.

Future work should address these issues by ex-
panding and balancing the dataset across binary
fallacy detection categories, optimizing training ef-
ficiency, and leveraging more robust computational
infrastructure. Exploring a wider range of multi-
modal architectures with better scalability would
also be essential for capturing nuanced fallacious
patterns beyond textual content alone. Additionally,
an ablation study that systematically repeats all
experimental settings while incorporating contex-
tual information—such as preceding or surround-
ing sentences—could help quantify the impact of
context on fallacy detection performance and better
inform future model designs.
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Abstract
Argumentative fallacy classification plays a cru-
cial role in improving discourse quality by iden-
tifying flawed reasoning that may mislead or
manipulate audiences. While traditional ap-
proaches have primarily relied on textual anal-
ysis, they often overlook paralinguistic cues
such as intonation and prosody that are present
in speech. In this study, we explore how multi-
modal analysis, in which we combine textual
and audio features, can enhance fallacy classi-
fication in political debates. We develop and
evaluate text-only, audio-only, and multimodal
models using the MM-USED-fallacy dataset to
assess the contribution of each modality. Our
findings indicate that the multimodal model,
which integrates linguistic and acoustic signals,
outperforms unimodal systems, underscoring
the potential of multimodal approaches in cap-
turing complex argumentative structures.

1 Introduction

Argumentative fallacies are the reasoning errors
that may appear rhetorically persuasive yet lack
logical validity. They pose a significant challenge
to both critical thinking and automated discourse
analysis. In high-stakes communicative contexts
such as political debates, these fallacies (e.g., ad
hominem, appeal to emotion, slippery slope, false
cause) are frequently employed to sway audiences
while circumventing sound logic. Automatically
identifying such flawed reasoning patterns, a task
known as argumentative fallacy classification, is in-
creasingly recognized as a crucial objective in com-
putational argumentation with implications for mis-
information detection, media literacy, and demo-
cratic accountability.

Recent work has demonstrated the potential of
large-scale pretrained language models for detect-
ing fallacies in text. Jin et al. (2022) introduced a
benchmark taxonomy and showed that transformer-
based models such as RoBERTa outperform tradi-
tional classifiers. Goffredo et al. (2022) extended

this research to political discourse, annotating U.S.
presidential debates and highlighting the impor-
tance of nuanced semantic understanding for iden-
tifying reasoning flaws. These contributions under-
score the ability of neural models to capture struc-
tural properties of argumentation when grounded
in high-quality text data.

Fallacious reasoning often depends not only on
what is said but also on how it is delivered. Par-
alinguistic features such as intonation, stress, and
rhythm convey speaker intent and emotional ap-
peal. Early multimodal work like M-Arg (Mestre
et al., 2021) combined audio and transcripts to en-
hance argumentative analysis, while (Mancini et al.,
2022) showed how prosodic signals complement
lexical cues in detecting fallacies.

Building on this, Mancini et al. (2024a) intro-
duced MAMKit, which includes the MM-USED-
fallacy dataset (Mancini et al., 2024b), annotated
with aligned audio and text across six fallacy types.
In this paper, we evaluate a broad set of mod-
els and focus on three best-performing configu-
rations based on validation performance: text-only
(RoBERTa), audio-only (BiLSTM with MFCC),
and multimodal (RoBERTa with Wav2Vec2), as-
sessed under a unified framework for comparative
analysis. 1

2 Related Work

The classification of argumentative fallacies has
evolved from early rule-based and shallow learning
methods to modern neural architectures built on
large-scale pre-trained language models. Jin et al.
(2022) framed fallacy detection as a structured clas-
sification task and demonstrated the advantages of
transformer-based approaches, such as RoBERTa,
in capturing complex reasoning patterns. Goffredo
et al. (2022) extended this line of work to political

1https://github.com/p4rz1v4l26/Multimodal-
Argumentative-Fallacy-Classification-in-Political-Debates
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discourse, introducing a richly annotated corpus
of U.S. presidential debates and showing that en-
coding argument structure improves textual fallacy
classification.

Beyond text, multimodal approaches have
gained traction as researchers increasingly recog-
nize the role of delivery in persuasive discourse.
Mestre et al. (2021) introduced M-Arg, a dataset
that combines transcripts and aligned audio from
political debates, showing that models incorporat-
ing both modalities outperform unimodal baselines.
Mancini et al. (2024b) released the MM-USED-
fallacy corpus, which includes six fallacy cate-
gories annotated over real-world political debate
clips. This was followed by the release of MAMKit
(Mancini et al., 2024a), a toolkit that provides stan-
dardized preprocessing and modeling routines for
this dataset. Their work highlighted how prosodic
cues can complement lexical signals in fallacy de-
tection.

While prior studies highlight the potential of
multimodal approaches, they often lack systematic
comparisons across modalities. In our work, we
evaluate several transformer-based text models and
audio models, ultimately selecting RoBERTa for
text and BiLSTM for audio based on validation per-
formance. For the multimodal setup, we combined
RoBERTa with Wav2Vec2.0. These three configu-
rations were chosen for their strong performance
under consistent settings on the MM-USED-fallacy
dataset, forming the basis of our controlled com-
parison across the modalities.

3 Data

We performed the experiments on the MM-USED-
fallacy dataset (Mancini et al., 2024b), a multi-
modal resource released as part of the MAMKit
toolkit for argument mining. This dataset is specif-
ically designed for the Argumentative Fallacy
Classification (AFC) task and contains aligned
textual and audio segments drawn from political
debates. Each snippet is annotated with one of six
fallacy types: ad hominem, appeal to authority, ap-
peal to emotion, slippery slope, slogans, and false
cause.

Inspired by the setup in Mancini et al. (2024b),
our work leverages both linguistic and paralin-
guistic information from the MM-USED-fallacy
dataset. Table 1 presents the count of instances for
each fallacy type. This distribution provides insight
into the prevalence of each class within the dataset

Fallacy MM-USED-fallacy

Appeal to Emotion 800
Appeal to Authority 191
Ad Hominem 149
False Cause 56
Slippery Slope 46
Slogans 36

Total Count 1,278

Table 1: Distribution of fallacy types in the MM-USED-
fallacy dataset.

and informs model training, particularly in terms
of addressing class imbalance. Notably, some cate-
gories such as appeal to emotion and ad hominem
occur more frequently, whereas others like false
cause and slogans are relatively underrepresented,
potentially impacting classification performance.

We employed a stratified data splitting strategy
using the mm-argfallacy-2025 custom dataset
splitter, introduced (Mancini et al., 2024a) as part
of the MAMKit toolkit. This splitter partitions the
data into non-overlapping train, validation, and test
sets while maintaining label distribution. The final
evaluations were conducted on a held-out secret
test set to ensure unbiased assessment of model
performance. For further details refer Appendix B.

3.1 Preprocessing and Cleaning

The preprocessing pipeline was tailored to meet the
requirements of unimodal and multimodal classifi-
cation models:

Text Modality.

BERT Text was tokenized using the
BertTokenizer. Inputs were lowercased
(for bert-base-uncased), tokenized using
WordPiece encoding, and padded or truncated to a
fixed sequence length.

RoBERTa We used the RobertaTokenizer
from Hugging Face. To incorporate broader con-
text, each sentence was concatenated with its pre-
ceding and following sentences. Standard text nor-
malization procedures were applied to eliminate
inconsistencies, special characters, and formatting
noise.

DeBERTa The DebertaTokenizer was used for
tokenization. Similar to RoBERTa, preprocessing
included sentence normalization and cleaning. The
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pipeline was adapted to accommodate DeBERTa’s
disentangled attention mechanism.

Audio-Modality.

BiLSTM + MFCC Audio recordings were con-
verted to mono-channel at 16 kHz and standardized
to a duration of 5 seconds via padding or trunca-
tion. We extracted 13-dimensional Mel-Frequency
Cepstral Coefficients (MFCCs) using Librosa, fol-
lowed by mean-variance normalization to stabilize
training.

Wav2Vec2 Raw audio waveforms sam-
pled at 16 kHz were fed directly into the
wav2vec2-base-960h model without handcrafted
feature extraction. Padding or truncation was
applied to conform to model input constraints.

Text-Audio Modality.

RoBERTa + Wav2Vec2 Text and audio in-
puts were preprocessed independently, following
the procedures described in the respective uni-
modal sections. Text was tokenized using the
RobertaTokenizer, with adjacent sentences con-
catenated to provide contextual information. Audio
inputs were raw waveforms sampled at 16 kHz and
padded or truncated to a fixed length of 5 seconds
before being passed to the wav2vec2-base-960h
model. This ensured consistency in input dimen-
sions across both modalities.

4 Experimental Setup

This section outlines the overall architecture and
training configuration of models developed for ar-
gumentative fallacy classification using text, audio,
and multimodal inputs. The models are evaluated
using the MM-USED-fallacy dataset, which com-
prises annotated conversational data collected from
political discourse. As illustrated in Figure 1, the
multimodal framework integrates a text module
and an audio module, whose respective feature rep-
resentations are concatenated and passed through a
classifier to predict the fallacy label.

Text Module

Audio Module
|| Classifier ŷ

Figure 1: The schema for multimodal Argumentative
Fallacy Classification model.

4.1 Model
We evaluated three distinct model configurations
for fallacy classification: a Text-Only Model, an
Audio-Only Model, and a Text-Audio Model. Each
model is trained independently and assessed on the
validation dataset to enable comparative analysis.
Based on the results achieved and displayed in Ta-
ble 2, we elected to proceed with the model that
demonstrated the highest F1-score across labels on
the validation set.

Model AH AE AA FC SS S Average
(x̄± σ)

Text-only
RoBERTa .10 .81 .22 .19 .11 .03 .24 ± .26
BERT .09 .74 .2 .16 .12 .02 .22 ± .13
DeBERTa .06 .13 .12 .08 .07 .01 .078 ± .08

Audio-only
BiLSTM w/ MFCC .00 .76 .05 .11 .06 .00 .16 ± .38
Wav2Vec2 .00 .56 .04 .11 .05 .00 .12 ± .06

Multi-Modal
RoBERTa + Wav2Vec2 .09 .79 .19 .09 .07 .06 .22 ± .27

Table 2: Macro F1-scores across fallacy types for each
model configuration. AH: Ad Hominem, AE: Appeal
to Emotion, AA: Appeal to Authority, FC: False Cause,
SS: Slippery Slope, S: Slogans.

4.1.1 Text-Only Model
The text-only models are trained to classify fal-
lacies using only the linguistic content of an-
notated snippets. We experiment with three
transformer-based architectures: DeBERTa, BERT,
and RoBERTa, each trained on the fallacy-labeled
text segments. These models enable a compara-
tive analysis of how different pretrained language
encoders capture argumentative patterns in polit-
ical discourse. The results presented in Table 2
are based on validation data and reflect the perfor-
mance of the models under a standardized training
setup. As seen in Table 2, RoBERTa and BERT
outperform the other models, achieving the highest
validation F1-score. Based on this observation, we
selected RoBERTa as the final text encoder for our
text-only and multimodal configurations due to its
consistent performance.

4.1.2 Audio-Only Model
We evaluated two audio-only pipelines: one using
MFCC features with a BiLSTM classifier, and an-
other using raw audio with a pretrained Wav2Vec2
encoder. In the MFCC-BiLSTM setup, audio clips
were converted to 16 kHz mono and standardized
to 5 seconds by padding or truncation. We ex-
tracted 13-dimensional MFCC features using Li-
brosa, which capture tone and rhythm patterns, and
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fed them into a BiLSTM for temporal modeling,
followed by a dense classification layer (Aldeneh
and Provost, 2017). The Wav2Vec2 pipeline, by
contrast, operated directly on raw audio to extract
high-level embeddings. As shown in Table 2, the
MFCC-BiLSTM model outperformed Wav2Vec2
on the validation set and was selected for further
experimentation.

4.1.3 Text-Audio Model

The multimodal architecture integrates both textual
and audio modalities to enhance fallacy detection
performance. For the textual modality, we employ
a pre-trained RoBERTa model as the unimodal text
encoder, extracting contextual embeddings from
input sequences. For the audio modality, we uti-
lize Wav2Vec2 to encode raw audio signals into
high-level feature representations. The outputs
from both unimodal encoders are then concatenated
and fed into a logistic regression meta-classifier,
which performs the final classification. This late
fusion strategy allows the model to leverage com-
plementary information from both text and audio
streams, facilitating more robust fallacy identifi-
cation. The validation F1-score of the text-audio
model is shown in Table 2.

4.2 Model Training

Model training was conducted under constrained
computational resources, without access to a ded-
icated GPU. This limitation imposed significant
restrictions on batch size, model complexity, and
training time, thereby influencing design choices
throughout our experiments. Due to these software
and hardware constraints, lightweight architectures
and efficient preprocessing pipelines were priori-
tized. Kindly refer to Appendix A for more details
on training configuration and hyperparameter set-
tings.

4.3 Role of the Meta-Classifier

For the multimodal pipeline, we adopted a late
fusion strategy, where a logistic regression meta-
classifier combines the feature representations
from the unimodal text and audio encoders. While
this approach allows aggregation of complemen-
tary representations, its benefits were limited under
current conditions, likely due to weak individual
model confidence on rare classes and high modal-
ity noise. Future work could explore deeper fusion
strategies to improve effectiveness.

5 Results

We evaluated three distinct configurations for the
task of argumentative fallacy classification in po-
litical debates: a text-only model, an audio-only
model, and a multimodal text-audio model. Model
performance was assessed on the test set. Table 3
shows the macro F1 scores values of our proposed
models, alongside results from other participating
teams in the shared task, enabling a direct com-
parison of system performances, alongside their
respective baselines.

Team Name F1-Score

Text-only
Team NUST 0.4856
Baseline BiLSTM 0.4721
Alessiopittiglio 0.4444
Baseline RoBERTa 0.3925
Team EvaAdriana 0.3746
Team CASS 0.1432

Audio-only
Alessiopittiglio 0.3559
Team EvaAdriana 0.1858
Team NUST 0.1588
Baseline BiLSTM + MFCC 0.1582
Team CASS 0.0864
Baseline WavLM 0.0643

Text-Audio
Team NUST 0.4611
Alessiopittiglio 0.4403
Baseline RoBERTa + WavLM 0.3816
Team EvaAdriana 0.3746
Baseline BiLSTM + MFCC 0.2191
Team CASS 0.1432

Table 3: Performance (F1-score) of our models (Team
CASS) on the shared task test set, compared with other
participating systems and official baselines

Overall, the classification results reveal relatively
low performance across all models, with macro-F1
scores ranging from 0.08 to 0.14 (Table 3). While
the audio-only model produced slightly different
results compared to the text-only and multimodal
configurations, it exhibited a significantly lower F1-
score, indicating imbalanced precision and recall
across classes. This may hinder consistent fallacy
classification performance, especially in the pres-
ence of class imbalance.
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5.1 Analysis of Results

These outcomes suggest that textual cues remain
the most reliable modality in fallacy classifica-
tion, aligning with findings from Jin et al. (2022)
and Mancini et al. (2024b). Despite employing pre-
trained architectures for both text and audio modal-
ities (Mancini et al., 2024b), our models exhibited
relatively low macro-F1 scores across all configura-
tions. This underperformance, detailed in Tables 2
and 3, is not merely an artifact of architecture se-
lection but reflects deeper challenges inherent in
the dataset and experimental constraints. Factors
that may contribute to this are as follows:

Overfitting and Generalization Failure. We
observe a significant discrepancy between valida-
tion and test performance, largely due to overfit-
ting. As shown in Table 2, models achieve high
F1-scores for the dominant class Appeal to Emo-
tion (over 70%), and fail to generalize fallacy types,
which constitutes the majority of both validation
and test data. Consequently, when the test distri-
bution slightly shifts or includes more ambiguous
examples, performance drops sharply. This overfit-
ting is likely exacerbated by severe class imbalance,
which causes the model to memorize rather than
learn fallacy-specific patterns.

Class imbalance and Limited Training. As
shown in Table 1, the MM-USED-fallacy dataset
is heavily skewed towards “Appeal to Emotion,”
which comprises over 60% of the samples. This
imbalance likely biases model predictions toward
dominant classes and penalizes underrepresented
ones like “Slogans” or “Slippery Slope.” The mod-
els were trained under constrained computational
settings, with only 3–5 training epochs per config-
uration. In contrast, prior baselines, such as those
reported in Mancini et al. (2024b) were trained for
up to 500 epochs. Kindly refer to Appendix A for
more details on training configuration.

Multimodal misalignment. Although the
dataset contains aligned audio and text, the quality
of alignment can vary. Minor temporal mismatches
or noisy segments may hinder the effectiveness of
Wav2Vec2 embeddings, especially when combined
with textual representations.

Limited dataset size. With only 1,278 sam-
ples and significant class disparity, models espe-
cially with deep architectures like RoBERTa and
Wav2Vec2, may be prone to overfitting or under-
generalization.

5.2 Label-Wise Performance
Detailed class-wise performance (Table 2) further
confirms that models struggle to predict minority
classes. For example, “Slogans” and “Slippery
Slope” received near-zero F1 scores across all mod-
els, while “Appeal to Emotion” showed high F1
scores. Table 3 reports the macro f1-score for each
fallacy category, averaged across all models. These
scores reflect model performance on the validation
set and illustrate the impact of class imbalance on
model behavior.

5.3 Data and Alignment.
During preprocessing, we identified instances of
misaligned or corrupted audio-text pairs, similar
to the alignment issues noted by Mancini et al.
(2024b). One notable case involved the audio file
653.wav under the dialogue folder 46_2020, which
was found to be corrupted and unreadable. Accord-
ing to the dataset, this sample was labeled as Ap-
peal to Emotion, and the corresponding dialogue
was the phrase "Excuse me". Due to the corrupted
audio and the impossibility of establishing a valid
alignment, we excluded this sample from our cor-
pus. This exclusion was part of a broader quality
control effort aimed at ensuring the reliability of
audio-text pairs used in our unimodal and multi-
modal models. Model performance is influenced
by the quality of text-audio alignment. Imperfect
or noisy alignments can lead to incomplete mul-
timodal inputs, negatively affecting classification
accuracy.

6 Conclusion

This study underscores the enduring primacy of
textual semantics in argumentative fallacy classi-
fication, while also illuminating the potential and
current limitations of multimodal integration. De-
spite modest gains, the multimodal model’s perfor-
mance reveals unresolved challenges in aligning
linguistic and acoustic signals, particularly under
class imbalance and data sparsity (Mancini et al.,
2024b; Mestre et al., 2021). These findings call
for deeper representational synergy across modali-
ties and more robust, corpora rich in argumentative
discourse to advance the frontier of computational
argumentation in real-world settings.
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A Training Details

This appendix outlines the implementation frame-
work and experimental configurations used to con-
duct our study on multimodal argumentative fallacy
classification. All experiments were conducted on
a system equipped with an Intel Core i5 processor
and 8 GB of RAM. The system used an integrated
Intel Iris Xe graphics card, which handled all com-
putational tasks during model training and infer-
ence. Each model required approximately 6 hours
to complete training.

Despite the absence of a dedicated GPU, the ex-
periments were optimized to run efficiently within
these hardware constraints. The following tables
present the detailed hyperparameter configurations
used across our experiments:

Modality Model Ep. BS LR

Text RoBERTa 3 8 2e–5
Audio BiLSTM + MFCC 5 8 1e–3
Text+Audio RoBERTa + Wav2Vec2 5 16 2e–5

Table 4: Hyperparameters used for each model. Ep:
Epochs, BS: Batch Size, LR: Learning Rate.

B Data Loading

To facilitate standardized experimentation, we
adopted the data loading and splitting utilities in-
troduced by (Mancini et al., 2024a) for the MM-
USED-fallacy dataset, targeting the task of Ar-
gumentative Fallacy Classification (AFC). The
loader initializes the dataset with the task pa-
rameter set to ’AFC’. For consistency in eval-
uation, we utilize the custom dataset split de-
fined as mm-argfallacy-2025, accessed through
the get_splits() method. This splitter provides a
70:15:15 ratio for training, validation, and test sets,
ensuring dialogue-level separation to prevent con-
text leakage. The use of this academically vali-
dated split facilitates meaningful comparisons with
prior work. By leveraging this modular and well-
supported pipeline, we ensure that our experiments
conform to the dataset’s structure and are directly
comparable with established baselines in the field.
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Abstract

Classifying argumentative fallacies in politi-
cal discourse is challenging due to their subtle,
persuasive nature across text and speech. In
our MM-ArgFallacy Shared Task submission,
Team NUST investigates uni-modal (text/au-
dio) and multi-modal (text+audio) setups us-
ing pretrained models—RoBERTa for text and
Whisper for audio. To tackle severe class imbal-
ance, we introduce Prompt-Guided Few-Shot
Augmentation (PG-FSA) to generate synthetic
samples for underrepresented fallacies. We fur-
ther propose a late fusion architecture combin-
ing linguistic and paralinguistic cues, enhanced
with balancing techniques like SMOTE and
Focal Loss. Our approach achieves top perfor-
mance across modalities, ranking 1st in text-
only and multi-modal tracks, and 3rd in audio-
only, on the official leaderboard. These results
underscore the effectiveness of targeted aug-
mentation and modular fusion in multi-modal
fallacy classification.

1 Introduction

Argumentative fallacies—reasoning patterns that
appear logically sound but are actually flawed—are
frequently employed in political discourse to mis-
lead audiences and manipulate opinions (Goffredo
et al., 2022). Their subtle persuasive nature can
distort public perception and potentially lead to
misguided policy decisions. As political debates
continue to be a major platform for shaping pub-
lic opinion, the automatic detection and classifica-
tion of such fallacies is crucial for fostering trans-
parency and informed democratic dialogue.
While prior work has focused predominantly on
textual data using transformer-based models like
BERT and RoBERTa (Goffredo et al., 2022, 2023),
fallacies are not purely linguistic. Paralinguistic
cues such as intonation, pitch, rhythm, hesitation

*Equal contribution.
†Corresponding author.

Fallacy Type Description

Ad Hominem Personal attacks instead of addressing the argument.
Appeal to Authority Unjustified reliance on authority as evidence.
Appeal to Emotion Persuasion by emotional manipulation rather than logic.
False Cause Incorrect causal attributions without sufficient evidence.
Slogan Use of catchphrases lacking argumentative substance.
Slippery Slope Assuming one action leads to extreme outcomes without basis.

Table 1: Macro-level argumentative fallacy types and their
descriptions (Goffredo et al., 2022).

are critical in signaling fallacy types, especially
in speech. Emotional appeals and ad hominem
attacks often rely heavily on such acoustic fea-
tures (Mancini et al., 2024b). This motivates a
multi-modal perspective for fallacy detection.
To address these challenges, the 12th Workshop on

Argument Mining introduces the MM-ArgFallacy
Shared Task1, targeting fallacy detection and clas-
sification in political debates under three input set-
tings: text-only, audio-only, and text+audio. Sub-
tasks include binary fallacy detection and multi-
class classification into macro-level fallacy types
(Table 1).
In this paper we are targeting fallacy classification
and present Team NUST’s submission to the shared
task. Our key contributions are:

1. We evaluate traditional (SVM, XGBoost) and
deep learning models (RoBERTa, Whisper)
across uni-modal and multi-modal setups.

2. We propose Prompt-Guided Few-Shot Aug-
mentation (PG-FSA) using GPT-based gen-
eration to synthesize fallacy-specific samples
for minority classes.

3. We design a late fusion framework combin-
ing RoBERTa text and Whisper audio embed-
dings, enhanced with SMOTE and Focal Loss
for better class balance and performance.

We evaluate our framework on the MM-USED-
Fallacy dataset under the shared task. Across all
three modalities—text-only, audio-only, and text-
audio—our method achieved state-of-the-art per-

1MM-ArgFallacy Shared Task
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Figure 1: Distribution of fallacy types the training set.

formance, ranking 1st in text-only and multi-modal,
and 3rd in audio-only categories. These results val-
idate the effectiveness of our prompt-guided aug-
mentation and modular fusion design.

2 Dataset

The MM-USED-Fallacy dataset, introduced
by Mancini et al. (2024b), builds upon textual and
audio excerpts from U.S presidential debates. The
dataset is obtained using opensource MAMKit
tooklkit2 (Mancini et al., 2024a). Table 1 shows
the annotations of dataset into six macro-level
fallacy types. Designed for both detection and
classification tasks, the dataset supports three
modalities: text-only, audio-only, and text+audio.

3 Multi-Class Fallacy Classification

Our proposed framework3 addresses the dual chal-
lenges of data imbalance and modality integration
for fallacy classification. It comprises two core
components: (1) Prompt-Guided Few-Shot Aug-
mentation (PG-FSA) for data-level augmentation,
and (2) Late Fusion Modeling for multi-modal in-
tegration. Figure 3 provides an overview of the
framework across all modalities.

3.1 Prompt-Guided Few-Shot Augmentation
To mitigate the challenge of class imbalance
dataset, we propose Prompt-Guided Few-Shot Aug-
mentation (PG-FSA). This method uses generative
capabilities of GPT-4.0, to synthesize high-quality
instances for underrepresented fallacy classes. For
each minority fallacy category, we engineered a
structured prompt which includes formal defini-
tion of fallacy from (Goffredo et al., 2022), fol-
lowed by 15 examples drawn from original train-
ing split. Hence, the language model is guided to
2MAMKit Link
3Github Link: Source code

Fallacy Type Original PG-FSA Total

Ad Hominem 145 52 197
False Cause 56 51 107
Slippery Slope 46 50 96
Slogan 34 80 114

Table 2: Sample counts before and after PG-FSA for minority
fallacy types.

produce new samples that remain in the semantic
boundaries of the target class. To preserve the in-
tegrity of the generated samples, all outputs are
human-evaluated, the evaluation method and score
is discussed in Appendix A.1. This hybrid human-
and-model approach allows us to improve minority
class representation. The structure of our prompt is
given below:

Prompt

Task:
I want to perform data augmentation because of class imbalance,
and this class has very few examples. I want to generate 30 more
examples of the class class_name.

Class Definition:
definition of class

Instructions:
I have given you 15 examples below from the dataset for your
understanding. Study the examples and follow their structuring and
other characteristics to generate new examples that align with this
definition in the context of the slogans in political debates dataset.

Examples (15 total):
Example 1
Text: sample from training data 1
Fallacy Type: class_name
Example 2
Text: sample from training data 2
Fallacy Type: class_name

Figure 2: Prompt for data augmentation in fallacy classifica-
tion task

Table 2 presents the class-wise augmentation statis-
tics resulting from PG-FSA. We augment the gen-
erated samples in the training split given by the
organizers. In addition, we also convert these gen-
erated textual samples into speech4 using Eleven
Labs5.

3.2 Methodology

We formulate fallacy classifications as a six-way
multi-class classification task spanning three input
modalities: text-only, audio-only, and multi-modal
(text+audio). The objective is to classify each input
instance into one of the six fallacy categories: Ad
Hominem, Appeal to Authority, Appeal to Emotion,
False Cause, Slippery Slope, and Slogan.

4By including the synthetic audio clips, the results didn’t
improve, therefore in the proposed methodology, we employ
the orignal data audio clips.

5ElevenLabs
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Figure 3: Proposed of Multi-Modal Fallacy Classification Framework.

3.2.1 Text-Only Classification
We fine-tune multiple transformer-based lan-
guage models for text-only fallacy classifi-
cation, including RoBERTa-small6 (RoBER-
TaS), RoBERTa-base7 (RoBERTaB), RoBERTa-
large8 (RoBERTaL), DeBERTa-base (DeBERTaB),
Electra-base (ElectraB), BERT-base9 (BERTB),
and DistilBERT-base10 (DistilBERTB). Among all
models, RoBERTa-base7 (RoBERTa) model (Liu
et al., 2019) with PG-FSA augmentation showed
the best performance and is used in the final sys-
tem. Input utterances are truncated or padded to a
maximum sequence length of 128 tokens. A single-
layer classification head with six output neurons is
appended to the final [CLS] token representation
from RoBERTa.
Class Imbalance Mitigation: To address the
skewed class distribution, we apply weighted cross-
entropy loss. Class weights are inversely propor-
tional to class frequencies, encouraging the model
to prioritize minority classes by penalizing their
misclassification more heavily. We also experi-
mented with Focal Loss for text only and found it
to perform similarly to weighted cross-entropy. To
ensure clarity and maintain simplicity in our final
presentation, we chose to report only the weighted
cross-entropy results.

6smallbenchnlp/roberta-small
7FacebookAI/roberta-base
8MidhunKanadan/roberta-large-fallacy-classification
9mempooltx/bert-base-fallacy-detection
10q3fer/distilbert-base-fallacy-classification

3.2.2 Audio-Only Classification
We explore both classical and transformer-based
pipelines for audio-only classification. For the
classical approach, we combine Mel-Frequency
Cepstral Coefficients (MFCCs) Feature Extrac-
tion (FE) with 2D-CNNs, Gaussian Naive Bayes,
Logistic Regression, and SGD Classifier. For
transformer-based approach, we fine-tune Whis-
per (tiny, small, base) (Radford et al., 2022) and
Wav2Vec2.0 (Baevski et al., 2020).
We also use PG-FSA augmented data to address
class imbalance. We also generate synthetic speech
for the augmented textual examples using Eleven-
Labs5’ Text to Speech, enabling Whisper and
Wav2Vec2.0 to train on both original and synthe-
sized samples. Whisper-small fine-tuned on orig-
inal data samples gave the best results. We adapt
it as an encoder for classification by replacing the
decoder with a feedforward layer predicting over
six fallacy categories.
All audio inputs are standardized to a sampling rate
of 16kHz and fed directly to the Whisper encoder.
No text transcriptions are used in this modality.

3.2.3 Multi-modal Fusion
For multi-modal classification, we adopt a late fu-
sion strategy. We encode each modality indepen-
dently and concatenate them prior to classification.
We incorporate RoBERTa-base7, DistilBERT-base,
and their task-specific variants as our text encoders.
We use Whisper-small (WhisperS), Whisper with
CNN, and Wav2Vec2.0 as our audio encoders. All
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the combinations of models used are presented in
Table 5.
For fusion of modalities, we first concatenate rep-
resentations and then we pass the fused representa-
tion to a lightweight neural module. It consists of
linear projection, layer normalization, ReLU activa-
tion and dropout. Final two-layers are feedforward
classifier with ReLU activation and dropout regular-
ization. This modular fusion setup enables flexible
experimentation with different encoder combina-
tions. Further, we also experiment with various
Machine Learning classifiers i.e. Logistic Regres-
sion, Random Forest, Gradient Boosting, SVM,
and XGBoost+FL. Thus, We evaluate fusion of
RoBERTa variants with Whisper, Whisper+CNN,
and Wav2Vec2.0 using simple concatenation, XG-
Boost, and neural projection heads. RoBERTa-base
+ Whisper-small fused via XGBoost with SMOTE
and Focal Loss gave the highest macro-F1 score.
Class Imbalance Mitigation: We adopt two strate-
gies in the multi-modal setting. First, we apply
SMOTE (Chawla et al., 2002) in which synthetic
samples are generated for minority classes in the
fused feature space via interpolation. Second, we
use Focal Loss (FL) (Lin et al., 2017) which is
used to handle hard-to-classify instances, focal
loss down-weights easy examples and focuses the
model on minority and ambiguous cases. This dual
strategy is chosen to address the increased complex-
ity introduced by the multi-modal setup. The com-
bination of SMOTE and Focal Loss helps balance
both underrepresented classes and hard-to-classify
examples in the fused feature space.

4 Experimental Setup

This section details the evaluation setup used to
benchmark models across three modalities: text-
only, audio-only, and multi-modal (text+audio).
We organize our discussion into model configu-
rations, fusion strategies, and evaluation metrics.

4.1 Dataset

The official split includes 1,228 training and 2,160
test instances. We use MAMKit loader to obtain
the data splits. After applying PG-FSA, the final
dataset comprises 1,461 instances. We partition it
into training and validation subsets stratified splits.
The generated instances are included only in train-
ing split.

Model M-F1

Text

BiLSTM+GloVe 0.4721
RoBERTa 0.3925
RoBERTaB+aug. (Ours) 0.4856

Audio

BiLSTM+MFCCs 0.1582
WavLM 0.0643
WhisperS+aug. (Ours) 0.1588

Multi-modal

BiLSTM-GloVe+MFCCs 0.2191
MM-RoBERTa+WavLM 0.3816
RoBERTaB+WhisperS+XGBoost (Ours) 0.4611

Table 3: Macro-F1 scores across modalities. Models
marked (Ours) are Team NUST submissions. RoBERTa-
base with augmentation (aug.), Whisper-small and RoBERTa-
base+Whisper-small+XGBoost performed best.

4.2 Classification Models

We conduct all experiments on a Tesla T4 GPU
with 16 GB memory. For text-only models, we use
a batch size of 16, max sequence length of 128,
and learning rates of 1e−5 or 2e−5 depending on
model stability. For audio models, the sampling
rate is set to 16kHz and maximum audio length is
set at 20 seconds, with a batch size of 8. We use
AdamW optimizer with early stopping based on
validation macro-F1. We use PyTorch and Hug-
gingFace Transformers libraries for all these exper-
iments.

4.3 Evaluation

We use Macro F1 score (M-F1) as the primary eval-
uation metric due to its robustness in imbalanced
multi-class settings. It gives equal importance to
each class, making it suitable for assessing perfor-
mance across both majority and minority fallacy
types.

5 Results and Analysis

We evaluate model performance on both valida-
tion and official test splits. Table 3 presents the
results of the official test set using only the best-
performing configurations. Table 3 also presents
the baselines are those provided by the shared task
organizers. Our models consistently outperform
all provided baselines across text-only, audio-only,
and multi-modal settings, underscoring the effec-
tiveness of our design choices.
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Text-only M-F1 Audio-only M-F1

RoBERTaB7 0.5441 WhisperS 0.3168
RoBERTaL8 0.4439 WhisperT 0.1800
DistilBERTB10 0.4369 WhisperB w/ FE 0.1275
BERTB9 0.3939 Wav2Vec2.0 0.1262
ElectraB 0.3945 Whisper+aug. 0.1260
DeBERTaB 0.4856 Wav2Vec+aug. 0.2400
RoBERTaS 0.4418 MFCC+2D-CNN 0.1281
RoBERTaB (aug. data) 0.5786 MFCC+GaussianNB 0.1764
DistilRoBERTaB (aug. data) 0.4418 MFCC+Logistic Regression 0.1622

MFCC+SGDClassifier 0.1622

Table 4: Macro-F1 scores for various text-only & audio-only
models for fallacy classification on the validation set.

5.1 Text-Only

Table 3 shows that our proposed RoBERTa-base7

model augmented with GPT-generated synthetic
data achieves an F1 score of 0.4856 on the test
set. This represents a moderate decrease from its
validation performance of 0.5786 (reported in Ta-
ble 4). It is expected given potential variability and
distributional differences between the splits. De-
spite the drop, the model maintains its lead over
baselines. This result highlights the benefit of large-
scale language models that demonstrate their ca-
pabilities through well-structured prompt-driven
few-shot generation. Thus, it can mitigate data
scarcity and enhance minority class representation.

5.2 Audio-Only

Whisper-small attains a test F1 of 0.1588, down
from 0.3168 on the validation split (Appendix, Ta-
ble 4). While the model slightly outperforms base-
lines, overall performance remains weak. This sug-
gests that fallacies often lack discriminative acous-
tic cues, and performance is further degraded by
noise, speech clarity issues, and accent variability
in the dataset.

5.3 Multi-Modality

Our late fusion model RoBERTa+Whisper with
XGBoost achieves F1-score of 0.4611 on the test
set (vs. 0.5586 on validation; see Table 5). The
model surpasses all baselines, but gains from audio
remain limited. Textual features dominate the pre-
dictive signal, while simple concatenation may not
fully capture cross-modal interactions, particularly
for confounding classes like Appeal to Emotion
and Slogan. More advanced fusion mechanisms
could better align multi-modal features.

5.4 Takeaways

Overall, while all models show some test-time
degradation, they consistently outperform base-
lines. These results emphasize the role of targeted
data augmentation and modular design in improv-

Multi-modal Models M-F1

Pre-Trained

RoBERTaB7+WhisperS 0.5594
RoBERTaL8+WhisperS 0.5590
DilBERTB10+WhisperS 0.4531
RoBERTaB+2D-CNN+Whisper 0.4456

ML Classifiers

Logistic Regression 0.5438
Random Forest 0.5174
Gradient Boosting 0.5277
SVM 0.5600
XGBoost+FL 0.5586

Table 5: Macro-F1 scores for multi-modality models for fal-
lacy classification on the validation set. Fine-tuned neural
models and ML classifiers are evaluated using RoBERTa-base
and Whisper-based embeddings. Note: RoBERTa and Whis-
per embeddings are finetuned on MM-Used Fallacy dataset.

ing generalization. However, the persistent class
imbalance constrains further gains. Future work
should focus on advanced augmentation, data clean-
ing, and robust fusion strategies to unlock better
cross-modal alignment and minority class recogni-
tion.

6 Conclusions

We tackle the task of fallacy classification across
text, audio, and multi-modal inputs under class im-
balance constraints. Our framework integrates pre-
trained models (RoBERTa, Whisper) with prompt-
guided few-shot augmentation and late fusion
strategies. Experiments on the MM-USED-Fallacy
dataset demonstrate strong validation and test per-
formance across all modalities. RoBERTa-base7

with augmentation proves most effective for text,
Whisper-small performs best for audio, and late fu-
sion with XGBoost yields the highest multi-modal
gains. Future directions include modality align-
ment, adaptive fusion, and contrastive learning to
enhance cross-modal reasoning and representation.
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Limitations

While our framework achieves strong performance
across modalities, a few limitations remain:
Simple Fusion Strategy: We adopt a late fusion
approach using feature concatenation followed by
XGBoost. While effective, this strategy may not
fully capture fine-grained inter-modal dependen-
cies. More advanced fusion techniques (e.g., cross-
attention or tensor fusion) could potentially yield
better alignment between modalities.
Limited Use of Context: Although contextual ut-
terances are provided in the dataset, our current
setup does not explicitly model discourse-level de-
pendencies. Incorporating contextual reasoning
(e.g., via hierarchical transformers or dialogue-
aware models) may improve understanding of fal-
lacies with pragmatic cues.
Synthetic Data Quality: Prompt-guided augmen-
tation boosts performance, especially for underrep-
resented classes, but generated samples may vary
in linguistic quality or realism. Filtering or scoring
mechanisms could help ensure higher fidelity in
future iterations.
Underperformance in Audio Modality: Despite
outperforming baselines, audio-only models re-
main weaker due to the inherently low signal-to-
noise ratio in acoustic fallacy cues. Improvements
could be made via better preprocessing (e.g., noise
suppression, speaker normalization) or pretrained
models fine-tuned for prosodic features.
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A Appendix

A.1 Human Evaluation
To ensure the quality of the augmented exam-
ples, we use a two-stage human evaluation process.
Two independent annotators assess each example
against a predefined evaluation criterion to deter-
mine whether it matches the intended class. Exam-
ples with mutual agreement on label 1 are retained,
while those with agreement on label 0 are discarded.
In cases of disagreement, the annotators conduct a
follow-up discussion to reach a consensus, and the
agreed label is marked as the final evaluation. The
final augmented dataset includes only examples
with a final label of 1. An inter-annotator agree-
ment, measured as raw percentage agreement (due
to the absence of negative examples), is 87.55%.
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Abstract

In this paper, we present our submission to
the MM-ArgFallacy2025 shared task, which
aims to advance research in multimodal argu-
ment mining, focusing on logical fallacies in
political debates. Our approach uses pretrained
Transformer-based models and proposes sev-
eral ways to leverage context. In the fallacy
classification subtask, our models achieved
macro F1-scores of 0.4444 (text), 0.3559 (au-
dio), and 0.4403 (multimodal). Our multimodal
model showed performance comparable to the
text-only model, suggesting potential for im-
provements.

1 Introduction

Politicians have always resorted to stratagems in
an attempt to convince as many people as possible
to vote for them. In recent years, there have been
initiatives aimed at verifying the truthfulness of
politicians’ statements. However, this type of ver-
ification, although useful, is not sufficient: many
persuasive techniques do not rely on false facts, but
on misleading reasoning, such as logical fallacies.

We address the MM-ArgFallacy2025 shared
task1, which focuses on multimodal detection and
classification of argumentative fallacies in political
debates. It proposes two tasks: Argumentative Fal-
lacy Detection (AFD) and Argumentative Fallacy
Classification (AFC). In this work, we focus on
the AFC task. The classes for the AFC are those
proposed by Goffredo et al. (2022). For both sub-
tasks, three input settings are provided: text-only,
audio-only, and a combination of both (text+audio).
The dataset used is MM-USED-fallacy (Mancini
et al., 2024b), which is available via MAMKit
(Mancini et al., 2024a). Initially, only the training
set was released, so we created our own validation
split for internal evaluation. The official test set,

1https://nlp-unibo.github.io/mm-argfallacy/
2025/

released later without labels, was used for the final
submission. The primary assessment criterion for
AFC is the macro F1-score.

We propose a system that leverages Transformer-
based models for both text and audio modalities.
For text input, we experiment with a range of ar-
chitectures, including a simple concatenation of
text input and its previous context, a context pool-
ing model, and a cross-attention model with a gat-
ing mechanism for context integration. Among
these, the context pooling model combined with
RoBERTa-large (Liu et al., 2019) yielded the best
performance. For audio input, we use a fine-tuned
HuBERT Base model (Hsu et al., 2021), apply-
ing temporal average pooling to obtain global em-
beddings. We also experiment with a variant that
combines embeddings from the audio input and its
context, following a strategy similar to the context-
pooling approach used for text. For multimodal in-
tegration, we explore ensemble strategies that com-
bine the outputs of the text and audio models using
weighted averaging and majority voting. The main
contribution of this work is an investigation into
how context from previous sentences can be effec-
tively incorporated across both modalities. While
textual context consistently improved performance,
the impact of audio context was less significant.
Finally, we suggest some possible directions for fu-
ture improvements. Our code is publicly available
2.

2 Related Work

Until a few years ago, most research in the field
of argument mining in political debates focused
exclusively on text data. More recently, it has been
shown that the use of audio data can also be infor-
mative. In Lippi and Torroni (2016), the authors
introduced a dataset based on the 2015 UK elec-

2https://github.com/alessiopittiglio/
mm-argfallacy
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tions and demonstrated that the inclusion of audio
features improves claim extraction.

In Haddadan et al. (2019), the authors addressed
the problem of recognizing argumentative com-
ponents in political debates. They created a new
corpus, USElecDeb60To16, and highlighted that
a key factor in argumentative mining is the use of
context.

In Goffredo et al. (2022), the dataset proposed by
Haddadan et al. (2019) was extended with annota-
tions for six fallacy categories: Ad Hominem, Ap-
peal to Authority, Appeal to Emotion, False Cause,
Slogan, and Slippery Slope. A model based on
Longformer (Beltagy et al., 2020) was proposed.
The model was trained to classify fallacies using
debate context, fallacy snippets, and argumentative
components and relations from the original dataset.

Recent studies in multimodal argument mining
have highlighted the benefits of combining text and
audio inputs for improved performance. In Mancini
et al. (2022), the authors showed that features ex-
tracted from pretrained models outperform tradi-
tional features (e.g., MFCCs) in tasks such as claim
detection and argumentative relation classification.
However, their effective integration with text inputs
remains an open problem. Mancini et al. (2024b)
introduced MM-USED-fallacy, the first multimodal
corpus for classifying argumentative fallacies, ex-
tending the USED-fallacy dataset (Goffredo et al.,
2022). Their proposed architecture combines pre-
trained models for text and audio using a fusion
approach, achieving significant improvement over
text-only models like BERT (Devlin et al., 2018)
and RoBERTa (Liu et al., 2019).

Despite these advances, the usage of context in
multimodal argument mining remains unexplored.
Prior work has primarily focused on classifying
sentences without evaluating how context from pre-
ceding sentences influences performance across
modalities. In this work, we address this gap by
investigating context-aware architectures for both
text and audio, as part of the AFC shared task.

3 Input Settings

For the challenge, we had access only to the train-
ing set. The train split we worked on was composed
of 1278 sentences. It is relatively small and highly
imbalanced dataset. To prepare a validation set,
we performed an 80/20 train/validation split at the
sentence level, using the stratify option to keep the
same class distribution as the original dataset.

3.1 Text
Data processing. The text was not preprocessed
in any way. We directly used the tokenizer of each
backbone model to tokenize the text.

Data encoding. We used a range of backbones
varying in size. These include smaller models such
as BERT-base (Devlin et al., 2018), RoBERTa-base
(Liu et al., 2019), and DeBERTaV3-base (He et al.,
2023), as well as larger ones like RoBERTa-large,
DeBERTaV3-large, and the recent ModernBERT-
large (Warner et al., 2024). The latter integrates
new features, such as FlashAttention 2 (Dao, 2023),
and has the largest context window (4080 tokens).
Compared to other backbones like Longformer
(Beltagy et al., 2020), ModernBERT-large was cho-
sen for its more efficient training. All encoders
were fine-tuned with all layers unfrozen.

Architectures. To incorporate context, three ap-
proaches were used:

1. Concat, involving the concatenation of the
text and its context, separated by the tok-
enizer’s separator token.

2. ContextPool, based on pooled embeddings
obtained from a shared transformer to classify
the text based on its context.

3. CrossAttn, which uses a cross-attention
mechanism to integrate text and context, fol-
lowed by a gating mechanism for fusion.

See Appendix A.1 for more details about the
architectures. The model that performed better
was ContextPool-RoBERTa, which combines the
ContextPool architecture with RoBERTa-large. To
maximize performance, we submitted an ensemble
composed of our three best models trained using
this successful combination. Two of the models
were trained with the same hyperparameters, while
the third used a larger context window size of 5,
with all other parameters kept identical (see Ta-
ble 5). At inference time, predictions from the
three models were combined by averaging their pre-
dicted logits, using the weights reported in Table 7,
which were obtained via Bayesian optimization.

3.2 Audio
Data processing. For the audio processing, we
used a custom processor component, based on the
one from the MAMKit library (Mancini et al.,
2024a), to handle the audio and its context. We

389



implemented a function that returns 100 ms of si-
lence for empty inputs. Valid audio files are loaded,
resampled to 16 kHz, and concatenated along the
time axis if multiple files are provided. Instead of
using the built-in collator provided by MAMKit,
which was implemented for training another trans-
former starting from the features extracted from a
backbone, we decided to fine-tune a model directly
for this task. Therefore, we implemented a new
collator specifically for this purpose. Each input
is optionally truncated to a maximum length of
15 seconds. This is done because processing very
long audio causes an out-of-memory error. When
context is available, it is processed in the same way.

Data encoding. We evaluated the following
backbones, also used by Mancini et al. (2024b):
Wav2Vec 2.0 Base (Baevski et al., 2020) fine-tuned
on 960 hours of LibriSpeech, WavLM Base+ (Chen
et al., 2021) fine-tuned on 100h of LibriSpeech
clean, and HuBERT Base (Hsu et al., 2021). De-
spite similar training setups, Wav2Vec 2.0 Base and
WavLM Base+ did not perform well in early ex-
periments, while HuBERT Base showed promising
results.

Architectures. We used two architectures. The
first architecture is HuBERT-Base fine-tuned,
which is simply a fine-tuned version of the back-
bone. Our idea was to unfreeze only some layers.
With audio, we cannot use the same mechanism
used for text (pooling embeddings), so we used the
temporal average (average along the sequence di-
mension) of the embeddings. The result is a global
embedding for each audio sample without com-
pletely losing the temporal dimension. Inspired
by the results obtained with text, the second archi-
tecture we implemented is TemporalAvg which
combines the mean pooling of the audio snippet
with that obtained from the audio of the context.

3.3 Text-Audio
In order to obtain the best possible results, we
decided to create an ensemble of our best text
model (ContextPool-RoBERTa) and audio model
(HuBERT-Base fine-tuned). Taking an arithmetic
average of the logits of each model is the simplest
way to do it, but there are more effective methods to
improve it. One such method is to use a weighted
average. The optimization was performed using
the Bayesian optimization technique (Snoek et al.,
2012). The metric we aimed to maximize was the
F1 score calculated on the validation set. The vali-

dation set used was the same one used during the
training of the models. Each model was trained us-
ing the same train/validation split; otherwise, this
could distort the metric. The optimization was per-
formed with 20 iterations and 15 initial points (see
Table 8 for the final weights). Additionally, we
tested a technique based on majority voting across
three models. These included: (1) our best text-
only model (ContextPool-RoBERTa) (2) our best
audio-only model (HuBERT-Base fine-tuned), and
(3) the ensemble combining our best text and audio
models. This majority voting ensemble was used
for the final submission.

4 Experimental Setup

4.1 Context Usage

Following the definition provided in the challenge
specifications, we define the debate context of a
given input as the sequence of previous sentences
in the debate, aligned with their corresponding au-
dio segments. For a sentence at index i in a political
debate, the context consists of all preceding sen-
tences, i.e., those from 0 to i− 1, where 0 denotes
the first sentence in the debate. For text, we ex-
perimented with the three previously mentioned
architectures: Concat, ContextPool and CrossAttn.
For the audio, we used only TemporalAvg, as it
is an adaptation of ContextPool, the one that per-
forms best on text. To adapt ContextPool for audio,
we slightly modified the architecture, while main-
taining the core idea of concatenating audio and
context. Since Audio Transformers downsample
raw waveforms into shorter sequences, masking
padded tokens isn’t directly possible; instead, we
apply average pooling over time. To assess the con-
tribution of context, we conducted ablation studies
across different configurations (see Table 1 and Ta-
ble 2). We tested all combinations of window sizes
and architectures, with window sizes ranging from
1 to 6.

We observed that the Concat approach did not
yield improvements over the model without context.
ContextPool achieved the highest F1 score with a
context size of N = 4. One interesting observa-
tion is that the improvement does not scale linearly
with increasing context. For instance, ContextPool
performance slightly drops after N = 4.

Vanilla CrossAttn remains below the baseline
until N = 3. After that, adding context becomes
beneficial. With CrossAttn using attentive pool-
ing, we observe immediate improvements that re-
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Architecture N=0 (No Ctx) N=1 N=2 N=3 N=4 N=5 N=6
Transformer (No Context) 0.6131 - - - - - -
Concat - 0.5538 0.5932 0.4767 0.5331 0.5941 0.5431
ContextPool - 0.6636 0.6479 0.5786 0.6983 0.6542 0.6494
CrossAttn - 0.5699 0.6086 0.5395 0.6304 0.6344 0.6219
w/ Gate - 0.5867 0.6171 0.5487 0.5388 0.6181 0.6032
w/ Attentive Pooling - 0.6603 0.6527 0.6227 0.6590 0.6579 0.6383
w/ Gate & Attentive Pool - 0.6280 0.6520 0.6407 0.6261 0.3701 0.6377

Table 1: Ablation study on context integration strategies and window size (N) for text modality (F1-Macro).

mains relatively stable across different values of N .
It demonstrates performance comparable to Con-
textPool but does not reach its peak. In contrast,
CrossAttn with gate fusion and attentive pooling
shows more inconsistent behavior, achieving the
lowest overall score at N = 5.

For the audio modality, the ablation results re-
ported in Table 2 reveal that adding context does
not consistently improve performance. The Tempo-
ralAvg architecture shows fluctuating F1 scores
across different values of N , with no clear ris-
ing trend. The baseline Hubert model, fine-tuned
without additional context, outperforms all Tempo-
ralAvg configurations.

4.2 Training

The training was conducted using an NVIDIA RTX
3090 GPU. When available, we utilized FlashAt-
tention (Dao, 2023) to accelerate training. To in-
vestigate whether a positive correlation exists be-
tween the input and the context window size, we
experimented with varying context lengths. The
models were trained with bf16 mixed precision,
and AdamW (Loshchilov and Hutter, 2019) was
used as the optimizer. A linear learning rate sched-
uler was used, with the warmup phase set to 30%
of the total training steps. To mitigate overfitting
and prevent wasting computational resources, early
stopping based on the validation loss with a pa-
tience of 5 was applied during all training runs. For
class weights, we used those also used by Mancini
et al. (2024b). We also attempted to dynamically
compute class weights from our training split but
observed no significant improvements. For each
model, we tested a range of learning rates, deter-
mined based on the model’s response to an initial
learning rate. Each learning rate was evaluated
across three independent experiments with differ-
ent random seeds, and the optimal rate was selected
based on the average performance on the validation

set. Hyperparameter tuning was conducted using
W&B Sweeps (Biewald, 2020). A detailed list of
hyperparameters and training configurations is pro-
vided in Appendix A.2 (see Table 5 and Table 6).

5 Results

The results for the final submitted models are re-
ported in Table 3. Observing the ranks, our audio
model (HuBERT-Base fine-tuned) performs partic-
ularly well compared to other models. Moreover,
the multimodal model did not outperform the text
and audio models. We hypothesize that the lack
of interaction between modalities during training
may have limited the model’s ability to exploit
cross-modal correlations, thereby reducing poten-
tial gains. Overall, We conclude that our technique
for combining text and audio was not effective.

Since no detailed results for each class were pro-
vided, we evaluated the same model checkpoints
on our validation set to analyze class performance
(Table 4). Appeal to Emotion achieves the high-
est F1 score for both text and audio, likely due to
its high concentration in the dataset. In the text
modality, the model also performs well on Slippery
Slope, likely benefiting from lexical patterns that
indicate causality or escalation. However, perfor-
mance drops on False Cause, probably due to the
complexity of the reasoning required.

In the audio modality, the second highest class
is Slogan, as it is easily recognizable and strongly
dependent on vocal pitch. In contrast, the model
struggles with Slippery Slope, where increased use
of context might improve performance. However,
audio was truncated to 15 seconds due to memory
constraints.

Interestingly, the text-audio model performs like
a "faded" version of the text-only model. This sug-
gests that the current fusion approach may dilute
strong unimodal signals rather than enrich them
with additional information. Improvement is ob-
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Architecture N=0 (No Ctx) N=1 N=2 N=3 N=4 N=5 N=6
Hubert Base fine-tuned 0.48061 - - - - - -
TemporalAvg - 0.4282 0.4149 0.3856 0.4460 0.4553 0.4518

Table 2: Ablation study on context window size (N) for audio modality (F1-Macro).

Input Team F1

Text-Only
Team NUST 0.4856
Baseline BiLSTM 0.4721
Our team 0.4444

Audio-Only
Our team 0.3559
Team EvaAdriana 0.1858
Team NUST 0.1588

Text-Audio
Team NUST 0.4611
Our team 0.4403
Baseline RoBERTa + WavLM 0.3816

Table 3: External evaluation of submissions on the test
set. Reported F1 scores are macro-averaged.

Class Text-only Audio only Text-audio
AE 0.8802 0.7616 0.8519
AA 0.7105 0.3636 0.6667
AH 0.6909 0.4444 0.6667
FC 0.6316 0.3636 0.6316
SS 0.7500 0.3333 0.7500
S 0.6667 0.5455 0.7143

Table 4: F1 scores for each class on the validation set.
AE: Appeal to Emotion, AA: Appeal to Authority, AH:
Ad Hominem, FC: False Cause, SS: Slippery Slope, S:
Slogans

served only in Slogan, indicating that integration
can be beneficial when modalities contribute com-
plementary.

This provides fundamental insight into the fact
that features are orthogonal across modalities, sug-
gesting that a more complex fusion strategy might
better leverage the strengths of each.

6 Conclusion

Our main contribution is having explored how to
leverage information from previous sentences. Our
second approach, ContextPool-RoBERTa, proved
more effective than the other methods we tested.
In contrast, for the audio setting, we successfully
trained a model (HuBERT-Base fine-tuned) capable
of distinguishing different fallacies. Furthermore,
our decision to fine-tune a model and unfreeze cer-
tain layers proved more efficient and merits fur-
ther exploration. We believe the reason for this
efficiency lies in the improvement of the feature

extractor when fine-tuned on the specific argument
domain.

We also explored a late fusion approach to com-
bine the predictions and majority voting in an at-
tempt to improve performance. However, we found
this technique to be less effective. Additionally,
we noted that features learned from the text and
audio models capture distinct aspects; thus, further
exploration of techniques to combine these features
in a more complex manner could be promising.

Limitations

Dataset. Duplicate samples were present in the
dataset. Specifically, we identified 66 duplicate
phrases (10 repeated three times, 1 repeated four
times) and 16 inconsistent samples. By "incon-
sistent", we mean that the phrase and the context
are the same, but the labels differ. While we ac-
knowledged their presence, we did not actively re-
solve or mitigate their impact during training. The
dataset was subsequently updated by the organiz-
ers to remove duplicates, but the 16 inconsistencies
persisted.

Audio processing. Due to out-of-memory errors
encountered during the training of the audio model,
we adopted a truncation strategy. All audio sam-
ples in our dataset were truncated to a maximum
of 15 seconds. Truncation is applied at the sam-
ple level: if the audio exceeds 15 seconds in length
(corresponding to 240000 samples at a 16 kHz sam-
pling rate), it is truncated. The same applies to the
context.

This choice, although necessary for experimen-
tal feasibility, could have introduced potential im-
plications for model performance. We conducted
an analysis of the audio length distribution in the
MM-USED-fallacy dataset (see Appendix A.3). Al-
though the average duration of the input samples
is 9.51 seconds, 17% of the samples exceeded the
threshold, suggesting that a significant portion of
the dataset was truncated. Moreover, truncating
audio to 15 seconds imposed limitations on context
exploitation. Table 11 reports the average duration
of the context audio as a function of the window
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size. For instance, a context window of 6 spans
31.44 seconds, necessitating truncation to fit the
limit. This may have impaired the model’s per-
formance, particularly for fallacies like Slippery
Slope, where extended context could improve clas-
sification.

Table 10 shows the length distribution for each
class. Classes such as FC and SS have a longer
average length compared to other classes. Truncat-
ing all audio inputs to 15 seconds disproportion-
ately affects these classes, potentially discarding
informative content and introducing a bias toward
shorter utterances.

One minor adjustment that could help mitigate
the issue is to truncate from the beginning of the au-
dio, as the truncation was applied to the end of the
audio sequence. An empirical analysis comparing
performance across different strategies for handling
audio length could represent an important direction
for future work. Such a study could precisely quan-
tify the trade-off between computational efficiency
and information fidelity.

Fusion strategy. The late fusion of text and au-
dio models did not outperform individual text- or
audio-only models. This suggests that the current
fusion approach is suboptimal, and more advanced
techniques, should be explored to better integrate
modalities.
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A Appendix

A.1 Architectures details
Concat. We use the separator token to divide the
text and its context and let the model decide how
to attend to each token (see Figure 1). Whether the
context appears before or after the text is a matter
of choice. The downside of this approach is that it
creates very long token sequences. With too much
context, the transformer may lose focus on what
the task requires, i.e., classifying the text. On the
positive side, however, it allows the transformer to
decide how to allocate attention to different tokens.

ContextPool. The idea is similar to the one pre-
sented in Reimers and Gurevych (2019): a Siamese
BERT-base network. Text and context pass through
the encoder. Then, for both, we perform mean pool-
ing and concatenate the information. Finally, there
is a classification head (see Figure 2).

Concatenation

Mean Pooling Mean Pooling

Classification Head

ContextText

Transformer Encoder

Figure 2: The ContextPool architecture.

ContextAtt. It’s a transformer with a cross-
attention mechanism for integrating text and con-
text (see Figure 3). This model processes text and
context inputs separately through a shared trans-
former, then applies cross-attention to integrate
context information into the text representation.
This enriched embeddings are fused with the origi-
nal text embeddings through a gate and compressed
into a global embedding via attentive pooling.

The fusion gate is nothing more than an MLP
that takes as input the text vector and the context
vector concatenated and projected into a space of
dimension equal to the hidden size. A sigmoid func-
tion was then applied, returning values between 0
and 1. In this way, we obtain a mask that weights
the importance of the context inputs during fusion.
In our implementation, the text embedding was al-
ways assigned full weight, while the context-aware
embedding provides an additive contribution mod-
ulated by the gate. Finally, a normalization layer
was applied at the end of the fusion phase.

Moreover, instead of using average pooling, in
this case we implemented attentive pooling, a type
of pooling that allows the model to learn which
tokens to attend to. For this, we created a small
MLP to compute attention scores for each token.
The scores are then normalized using softmax. Ap-
plying these weights to the embedding tokens, we
obtained a global weighted embedding.

A.2 Training details

We tracked all the experiments using Weights
& Biases. To manage all the different con-
figuration, we used YAML files. The default
class MAMKitLightingModel has been expanded
by adding more features. First, we added the sup-
port for a learning rate scheduler. Another addi-

394

https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://arxiv.org/abs/1206.2944
https://arxiv.org/abs/1206.2944
https://arxiv.org/abs/2412.13663
https://arxiv.org/abs/2412.13663
https://arxiv.org/abs/2412.13663
https://arxiv.org/abs/2412.13663


Cross-Attention

Classification Head

Fusion

Attentive Pooling

Transformer Encoder

ContextText

Figure 3: The ContextAtt architecture.

tion was a hook to log total gradient norm at each
step. This addition has been very useful in helping
us understand how large the gradient norm was.
Specifically, using this graph, we were able to de-
tect that applying gradient clipping was harmful
in our case, as every time we tried it, we observed
very large spikes in the gradient that damaged the
learning process. For the audio, we implemented
a different version of the MAMKitLightingModel
that supports differential learning rates. This al-
lowed us to train the head and the backbone of the
model with different learning rates, even though
the final model was trained using the same learn-
ing rate for both the head and the backbone. Two
schedulers were tried: a linear scheduler and a co-
sine scheduler, both with warmup. Also, we tried
different warmups. Initially, we set it to 10% of
the total number of steps, but then, we noticed
that increasing the warmup to 30% allowed us to
obtain better results. Furthermore, during model
training we applied high internal precision to all
float32 matrix multiplications, trading off precision
for performance.

A.3 Audio Length Distribution Analysis
Table 9 reports the distribution of audio sample
lengths in the dataset. Notably, 216 samples (ap-
proximately 17%) have a duration longer than 15
seconds.
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Hyperparam ContextPool-RoBERTa (N=1) ContextPool-RoBERTa (N=5)
Backbone RoBERTa large RoBERTa large
Model Type ContextPoolingTextModel ContextPoolingTextModel
Hidden Layers [100, 50] [100, 50]
Dropout 0.1 0.1
Context Window 1 5
Optimizer AdamW AdamW
Learning Rates 3.4e-5 1.5e-5
Weight Decay 8.05e-5 3.9e-7
Learning Rate Decay Linear Linear
Warmup Steps 258 258
Batch Size 8 4
Gradient Accumulation 3 3
Max Steps 860 860
Precision bf16-mixed bf16-mixed
Seed 20 20

Table 5: Hyperparameters of our best text-only models.

Hyperparam HuBERT-Base fine-tuned
Backbone HuBERT base
Model Type BaseModel
Hidden Layers [50]
Layer to Finetune 3
Dropout 0.1
Context Window 0
Optimizer AdamW
Learning Rates 2e-4 (backbone), 2e-4 (head)
Weight Decay 0.01
Learning Rate Decay Linear
Warmup Steps 258
Batch Size 4
Gradient Accumulation 3
Max Steps 860
Precision bf16-mixed
Seed 20

Table 6: Hyperparameters of our audio model.

Model Weight
ContextPool-RoBERTa (N=1) 0.4256
ContextPool-RoBERTa (N=1) 0.3723
ContextPool-RoBERTa (N=5) 0.2021

Table 7: Weights for ensemble predictions of text-
only models.

Model Weight
ContextPool-RoBERTa (N=1) 0.8128
HuBERT-Base fine-tuned 0.1872

Table 8: Weights for ensemble predictions of best
text and audio models.
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Length Interval (s) Number of Samples
0–1 18
1–3 201
3–5 231
5–10 399
10–15 213
15+ 216

Table 9: Distribution of audio samples by length intervals (in seconds).

Class Avg. Length (s) Std (s) Max Length (s)
AE 9.11 8.88 123.79
AA 10.80 12.10 137.27
AH 9.14 10.49 83.98
FC 11.28 7.16 39.75
SS 10.64 7.45 46.00
S 8.97 10.69 39.59

Table 10: Length distribution statistics (average, standard deviation, and maximum) of audio samples for each class.

Context Window Average Duration (s)
1 5.74
2 11.29
3 16.63
4 21.76
5 26.69
6 31.44

Table 11: Average duration of the context as a function of the context window size.
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Köckritz, Jannis, 189
Kökciyan, Nadin, 24, 116, 289

Lapesa, Gabriella, 126
Latif, Seemab, 381
Laura, Monceaux, 160
Lawrence, John, 100
Lee, Hyoun Jun, 58
Lefever, Els, 168
Lenz, Mirko, 32
Lin, Binghuai, 258

Mahmud, Sha Newaz, 332
Mancini, Eleonora, 358
Marino, Erik Bran, 46
Minker, Wolfgang, 147
Montini, Barbara, 107
Murad, Hasan, 295, 332
Musi, Elena, 24

Na, Seonok, 58
Nabhani, Sara, 217, 349
Nguyen, Duc-Vu, 265
Nguyen, Tien-Dat, 265
Nissim, Malvina, 217

398



Opitz, Dominik, 314

Pagaria, Siddharth, 374
Pereira, Martin, 46
Pianzola, Federico, 217
Pittiglio, Alessio, 388
Poiaganova, Maria, 205
Pérez-Ortiz, Juan Antonio, 322

Quensel, Carlotta, 126

Rach, Niklas, 147
Rahman, Samia, 295, 332
Ramponi, Alan, 301
Reed, Chris, 100
Ruggeri, Federico, 358
Ruiz-Dolz, Ramon, 100
Rutter, Ignaz, 140

Saadat-Yazdi, Ameer, 116, 289
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