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Preface to the CLiC-it 2023 Proceedings

Federico Boschetti®?, Gianluca E. Lebani?, Bernardo Magnini® and Nicole Novielli*

!CNR-Institute for Computational Linguistics “A. Zampolli”, Pisa
2Ca’ Foscari University of Venice

3Fondazione Bruno Kessler, Trento

“University of Bari “Aldo Moro”

The ninth edition of the Italian Conference on Compu-
tational Linguistics (CLiC-it 2023) was held from 30th
November to 2nd December 2023 at Ca’ Foscari Univer-
sity of Venice, in the beautiful venue of the Auditorium
Santa Margherita - Emanuele Severino. After the edition
of 2020, which was organized in fully virtual mode due
to the health emergency related to Covid-19, and CLiC-it
2021, which was held in hybrid mode, with CLiC-it 2023
we are back to a fully in-presence conference. Overall,
almost 210 participants registered to the conference, con-
firming that the community is eager to meet in person
and to enjoy both the scientific and social events together
with the colleagues.

Concerning the scientific organization of the confer-
ence, there have been few important novelties proposed
at CLiC-it 2023. First, we have introduced the distinc-
tion between long and short papers, with the aim of
bringing CLiC-it closer to the standards of the major in-
ternational conferences in the field. In total, we received
66 submissions for long papers and 20 submissions for
short papers, for a total of 86 submissions. In addition we
received 20 submissions for Research Communications,
i.e., outstanding papers that have been already published
during the last period in a major international CL con-
ference or journal.

A second novelty of the conference concerns the re-
viewing process. Instead of having conference tracks,
as in previous CLiC-it editions, we just listed a large
number of topics to be used at submission time, and
then submissions were assigned to area chairs (twelve
program committee members) through a bidding mecha-
nisms. This way we were able to achieve a better balance
of papers for each area chair, while respecting their re-
search interests. Then, assignment to reviewers was also
managed globally, instead of separately for each area. We
had a single pool of reviewers, which allowed to better

CLiC-it 2023: 9th Italian Conference on Computational Linguistics,
Nov 30 — Dec 02, 2023, Venice, Italy

& federico.boschetti@ilc.cnr.it (F. Boschetti);
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monitoring the whole process, including good per paper
distribution of senior and young reviewers.

During the reviewing process, each submission was
reviewed by three independent reviewers in single-blind
fashion. At the end of the process, 75 proposals were
accepted for presentation at the conference and for pub-
lication in the proceedings, resulting in an acceptance
rate of 87.21%.

Out of the 75 accepted proposals, 26 were included in
the program of CLiC-it 2023 as oral presentations and
the remaining 59 were assigned to one of the three poster
sessions of the conference. As usual, the criterion for
assigning a proposal to an oral or a poster session was
based on the contents and not on the quality of the pro-
posal. Regardless of the format of presentation, long
papers are limited to seven pages of content (one addi-
tional page w.r.t. the previous editions) plus unlimited
pages of references in the proceedings, available as open
access publication.

The program of CLiC-it 2023 is completed by 20 re-
search communications selected after the reviewing
process. Research communications are not published
in the proceedings, but four of them have been orally
presented within dedicated sessions at the conference,
while the remaining 16 were presented in one of the three
poster sessions of the Conference.

In addition to the technical programme, this year the
conference was opened by a welcome speech by Rodolfo
Del Monte titled "Computational Linguistics in Venice:
when it all began”, and we were honoured to have as
invited speakers such internationally recognized re-
searchers as:

« David Bamman (UC Berkeley), with a keynote
entitled “The Promise and Peril of Large Lan-
guage Models for Cultural Analytics”: Much work
at the intersection of NLP and cultural analyt-
ics/computational social science is focused on cre-
ating new algorithmic measuring devices for con-
structs we see encoded in text (including agency,
respect, and power, to name a few). How does the
paradigm shift of large language models change
this? In this talk, I'll discuss the role of LLMs (such
as ChatGPT, GPT-4 and open alternatives) for re-
search in cultural analytics, both raising issues



about the use of closed models for scholarly in-
quiry and charting the opportunity that such mod-
els present. The rise of large pre-trained language
models has the potential to radically transform the
space of cultural analytics by both reducing the
need for large-scale training data for new tasks and
lowering the technical barrier to entry, but need
care in establishing the reliability of results.

« Vera Demberg (Saarland University), with a
keynote entitled “Pragmatic processing in hu-
mans and language models™: Pragmatic process-
ing concerns inferences that go beyond the literal
meaning of a text or utterance. In my talk, I will go
through different types of pragmatic inferences, in-
cluding scalar implicatures, atypicality inferences
and other tasks requiring theory of mind reasoning;
for each of these, I will discuss recent work from
our lab and others, regarding the ability of large
language models, and of humans, to handle these
phenomena.

On the last morning of the Conference, Danilo Croce
and Claudiu Daniel Hromei (University of Rome, Tor
Vergata) gave a tutorial on the state-of-the-art Large
Language Models and how to instruction-tuned in a sus-
tainable way.

This year we received 7 candidate theses for the
“Emanuele Pianta Award for the Best Master The-
sis”. This special prize for the best Master Thesis (Laurea
Magistrale) in Computational Linguistics, submitted at
an Italian University, is endorsed by AILC. The candidate
theses have been evaluated by a jury composed by Pier-
paolo Basile (University of Bari “Aldo Moro”), Gianluca
E. Lebani (Ca’ Foscari University of Venice) and Viviana
Patti (University of Turin). The winner was awarded dur-
ing the closing session of the conference by the members
of the jury.

We thank all the people and institutions involved
in the organization of the conference, all area chairs,
reviewers, and all participants, who contributed to the
success of the event. All area chairs and reviewers are
named in the following pages. We are grateful to the
Venice Centre for Digital and Public Humanities', that
made CLiC-it 2023 possible by hosting the event and sup-
porting us greatly in the processes of local organization,
and to the organizations that endorsed our event: the
Italian Association of Digital Humanities 2 the European
Centre for Living Technology hosted by Ca’ Foscari® and
the Future Artificial Intelligence Research Foundation®.

We would like to thank our supporters, who gen-
erously provided funds and services that are crucial

!https://www.unive.it/vedph
Zhttp://www.aiucd.it//
*https://www.unive.it/eclt
*https:/future-ai-research.it/

for the realization of this event: Talia® (Platinum), Al-
mawave® and Aptus.Al’ (Gold), aecqua.tech and trnslated
8 (Bronze) and the Department of Linguistics and Com-
parative Cultural Studies of the Ca’ Foscari University of
Venice °.

Finally, we want to thank very much the Associazione
Italiana di Linguistica Computazionale (AILC), all the
members of the Association Board and, in particular, the
President Simonetta Montemagni and Elisabetta Fersini,
who never let us alone in the sea of doubts and problems
that organizing such an ever-changing event implies.

Venice, December 2023
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When the Lab of CompLing was started at the
University of Venice - Preface to the proceedings of
the first workshop held in 1982

Rodolfo Delmonte!

Ca Foscari University of Venice

Abstract

The chapters contained in the book - now out of print - and in its second edition published in 1988
with the title "Studi di Linguistica Computazionale"/Studies of Computational Linguistics, are some of
the presentations held at the "Seminario Introduttivo alla Linguistica Computazionale"/Introductory
Workshop in Computational Linguistics, on May 13/14/1982, at the University of Venice.

Keywords

what CL really is, Pisa contribution, Zampolli opinion, Venice contribution

Prefazione al libro

I contributi raccolti in questo volume sono alcuni degli interventi tenuti al Seminario Introduttivo
alla Linguistica Computazionale, il 13-14 maggio 1982, all’Universita di Venezia. Lo scopo
dell’incontro era principalmente quello di presentare una panoramica dettagliata degli sviluppi
di una disciplina, la linguistica computazionale, che in Italia ha per ora poco seguito. I motivi di
questo stato di cose sono svariati, di tipo economico storico e sociale: tradizionalmente le Facolta
umanistiche infatti, non si servono di tecnologia per svolgere le propria ricerche, a differenza di
quelle scientifiche. Il letterato, il filologo, il glottologo e il linguista in Italia solo sporadicamente
si € rivolta all’elaboratore per avere un ausilio nei propri studi. All’estero é prassi comune
che gli studiosi in campo umanistico, se non dispongono direttamente di un centro ricerche di
linguistica computazionale, si siano rivolti all’elaboratore per verificare o convalidare ipotesi
teoriche. Non vi e alcun dubbio pero che gli elaboratori costano, e il livello di investimento nella
ricerca in Italia € ben noto a tutti quelli che vi operano come basso. Ugualmente nota poi in Italia
é la separazione che tuttora esiste tra ricerca umanistica attuta con carta, penna e intuito dallo
scolaro, e ricerca scientifica che deve giocoforza affidarsi alla tecnologia. In pil, storicamente, si
aggiunge '’anatema crociano contro tutti quelli che per essere creativi non si affidino all’intuito
e intelligenza individuale, ma magari vogliano fare lavoro d’equipe o "sacrilegio", utilizzare
macchine. I risultati sono ovviamente quelli che dicevamo: benché I'interesse per la LC sia
cresciuto negli ultimi sei o sette anni, cio € dovuto quasi unicamente all’opera di organizzazione
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e ramificazione compiuta dall’attuale Istituto di Linguistica Computazionale di Pisa, diretto dal
prof. Antonio Zampolli.

Come ha anche lucidamente chiarito Zampolli in un suo intervento[1] e nella relazione
presentata a Venezia, ¢ bene distinguere perlomeno tra linguistica quantitativa e linguistica
computazionale: nel primo caso infatti ’elaboratore viene utilizzato principalmente allo scopo
di condurre analisi di testi di tipo statistico, probabilistico e quantitativo in genere. L’elaboratore
funge in questo caso da ausilio al linguista, il quale e primariamente interessato agli aspetti
stilistici, filologici, glottologici e letterari del testo/i in esame: 1’elaboratore fornira allora spogli
elettronici dalla cui consultazione ragionata il linguista potra rilevare gli elementi di suo interesse.
Ovviamente, una volta trasferito uno o piu testi su un supporto appropriato per la macchina,
schede perforate o nastro magnetico, ’analisi potra essere ripetuta variando eventualmente
di volta in volta gli elementi che si vuole che I’elaboratore estragga per il linguista. Analisi di
questo genere, anche se compiute su corpora estesi, ad esempio di 100mila occorrenze, non
richiedono all’elaboratore piu di 50 secondi di tempo macchina e un tempo variabile trai 15 e i
30 minuti per stampare i risultati.

La LC invece ha come scopo l'analisi del linguaggio e non solamente della lingua, e
I’elaboratore non é piu semplicemente un ausilio, ma lo strumento di simulazione dei pro-
cessi linguistici sottostanti a un qualche modello della produzione/comprensione della lingua,
implementati dal linguista, che vorra verificarne la bonta di funzionamento. Il programma
utilizzato in questo caso non servira a produrre spogli di corpora o testi, ma rappresentera una
grammatica, tradotta in un linguaggio di programmazione. Il linguista sara allora interessato
a studiare gli effetti prodotti da modificazione, introduzioni o cancellazione di regole della
grammatica sulla interpretazione e descrizione del campione di lingua utilizzato.

Pil in generale, il linguista computazionale sara interessato non soltanto al raggiungimento
di obbiettivi esplicativi e cioé di descrizione del linguaggio mediante regole e rappresentazioni
strutturali, ma vorra anche sviluppare strumenti adeguati alla generazione o produzione e
alla comprensione e percezione del linguaggio. Se quindi le ricerche quantitative operano in
ambito matematico e statistico, utilizzando un approccio tassonomico e descrittivo ai fenomeni
linguistici studiati, quelle computazionali sono interessate alla elaborazione di modelli della
competenza e della realizzazione linguistica, in altre parole alla grammatica e al meccanismo
che la realizza o processore.

Come spiega Zampolli[1], il sogno di giungere velocemente alla comprensione dei meccanismi
della lingua attraverso la traduzione meccanica svani lentamente negli anni ’60. L’attenzione
degli operatori in quel tempo si distolse dai problemi di implementazione su elaboratore di
algoritmi intesi a risolvere questioni linguistiche, per rivolgersi piu direttamente al funziona-
mento del linguaggio: da problemi legati a tecniche di programmazione e linguaggi, tecniche di
immagazzinamento dati e altri aspetti del software e hardware intesi ad influire direttamente
sulla lingua in esame, per dirigersi allora al problema costituito dalla struttura del linguaggio e
dalle sue regole sottostanti.

Benché lalto livello di formalizzazione e di esplicitazione nella descrizione strutturale e delle
regole proposta da Chomsky possa indurre il linguista a considerare la grammatica generativa
trasformazionale(GGT) come un esempio di algoritmo linguistico per elaboratore: ma in realta
non € cosi, e lo ha ribadito lo stesso Chomsky[2]. La GGT ¢ si esplicita nei suoi formalismi,
ma i suoi obbiettivi descrittivo/esplicativi non si adeguano se non in parte a quelli che ci si



pone in ambito LC. Nella GGT manca infatti una qualsiasi preoccupazione per esplorare e
studiare i meccanismi relativi alle operazione di produzione e comprensione del linguaggio
che Chomsky relega alla cosiddetta esecuzione o realizzazione linguistica, che in quanto tale
non puo costituire un campo di ricerca scientificamente valido per un linguista. E se il modello
di competenza proposto da Chomsky costituisce fondamentalmente un modello psicologico,
esso € pero anche intenzionalmente il piu astratto e il piu distante possibile dalla realta della
realizzazione linguistica. Le regole contenute nella grammatica infatti secondo i principi della
GGT, non potranno mai essere desunte o indotte da corpora linguistici attraverso procedimenti
di scoperta per quanto ampi essi possano essere, saranno pur sempre deficitari rispetto alla
quantita di materiale linguistico che produrra/comprendera nella sua vita un parlante qualsiasi
della lingua.

Applicazioni computazionali della GGT come quella della Joyce Friedman[? ] o altre, discusse
in particolare dalla Prodanof, in realta sono ispirate solo in parte alle posizioni teoriche della
GGT. Infatti, la teoria e il processore non necessariamente coincidono, ed ¢ soltanto il secondo
che servira da verifica della prima, che essenzialmente ¢é e resterebbe solamente una ipotesi di
funzionamento del linguaggio. In particolare poi, le ultime teorie generative hanno sostituito
alla centralita della sintassi con il suo componente trasformazionale, il lessico e le categorie
funzionali come primitive. I lavori di Bresnan[? ], Kaplan e Bresnan[3] e Gazdar[4] hanno
relegato il ruolo della sintassi alla sottocategorizzazione e al funzionamento di una grammatica
a struttura sintagmatica che proietta strutture sintattiche direttamente dall’analisi superficiale.
In termini di analizzatore sintattico o "parser", non sara quindi pit necessario procedere a
ritroso con le trasformazioni alla rovescia per recuperare una struttura profonda difficilmente
individuabile. Un parser ATN, o quello deterministico del Parsifal saranno allora sufficienti con
sole regole di tipo context-free a descrivere la struttura sintattica sottostante - ma di questo
trattera estesamente il saggio della Prodanof.

Tradurre e comprendere discorsi e testi sono invece attivita che richiedono ad un processore
abilita alquanto diverse da quelle necessarie per la verifica di una teoria e del modello che essa
rappresenta. Infatti il linguista computazionale dovra simulare il comportamento linguistico di
un parlante/ascoltatore in situazioni reali. In questo caso non sara sufficiente 'informazione
lessicale, morfologica, sintattica e semantica ma si dovra utilizzare anche quella pragmatica;
e le regole non potranno essere solo quelle contestuali, o context-sensitive, ma saranno del
testo o del discorso, cotestuali o transfrastiche, in modo da catturare i processi di inferenza che
dall’enunciato risalgono alla conoscenza o enciclopedia del parlante/ascoltatore. Solo cosi la
codifica-decodifica del messaggio o produzione-comprensione dell’enunciato potra realizzarsi
efficacemente. Le ricerche in questo campo vanno da quelle di Petoefi[5] e Van Dijk[6] a quelle
documentate in Conte[7], Parisi[8] e Castelfranchi e Parisi[9], nonché all’ambito di ricerca
definito con il termine Intelligenza Artificiale, a cui accenna la relazione di Ferrari, all’interno
di lavori orientati a compiere analisi automatiche del contenuto semantico del linguaggio.

Ed é proprio di questo campo pil vicino alla realizzazione linguistica che si interessa I'ultimo
saggio, che non vuole né puo essere una panoramica dei lavori svolti in questa area di ricerca,
in quanto le soluzioni adottate per I'inglese mal si adattano all’italiano. Il saggio propone un
modello e la sua simulazione in un processore basato su teorie fonetico-fonologiche e prosodiche,
o di quella parte piu standardizzata di variabili implicate nella fase di realizzazione linguistica
rappresentata dalla produzione del parlato. In pratica, il processore simula le operazioni di



codifica e decodifica compiute da un parlante nel leggere un testo ad alta voce. In questo
senso esso € uno strumento adeguato alla produzione di voce sintetica attraverso macchine
comandate da elaboratori. I primi lavori in questo ambito sono di provenienza inglese e cioe
di Holmes e Mattingly[10], e Mattingly[11] che propongono un approccio segmentale di tipo
fonematico; i lavori del gruppo di Padova, composto da Francini, Debiasi e Spinabelli [12],
propongono una soluzione al problema delle unita minime con i difoni, che sono di numero
superiore ai fonemi ma risolvono interamente il problema delle transizioni tra due suoni contigui.
Sempre nell’ambito della sintesi della voce, si registrano poi i lavori americani, in particolare
quelli di Allen[13] e di Umeda[14], nonché il sistema di Klatt[15], basato di nuovo su difoni.
Tutti questi sistemi di sintesi contengono un processore della lingua basato su teorie fonetico-
fonologiche: ad esempio Allen utilizza le teorie chomskiane per il suo modello, e per prevedere
la posizione dell’accento ha costruito un dizionario di 12mila morfi che assieme ad un algoritmo
morfologico gli permettono di recuperare la struttura sillabica della parola in esame, quindi il
suo riconoscimento e I’assegnazione dell’accento di parola per regole. Anche il nostro modello,
come vedremo, prevede la localizzazione dell’accento di parola, utilizzando un lessico esiguo
ma solo per le eccezioni alle regole.
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Abstract

In the Italian Civil Law System, easily accessing legal judgments through massime is crucial. In this work, we compare
extractive summarization models to produce massime in two Italian courts: the Constitutional Court and the Supreme Court.
The aim of our study is to assess the effectiveness and efficiency of these models in summarizing the decisions of the two
courts. Through a comprehensive analysis of two large datasets, we evaluate the quality of the summaries generated by each
model and their ability to capture the key legal principles and linguistic features present in the courts’ decisions.
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1. Introduction

In civil and common law systems, accessing legal judg-
ments to retrieve legal decisions is crucial when lawyers
have to defend clients, prosecutors have to build cases,
and judges have to draw decisions. To ensure widespread
information on the decisions of the courts, in Italy, for
this purpose, a specific body drawn up massime.

These massime present, in a short but detailed way, a
legal principle present in judgments. Hence, justice pro-
fessionals can read these massime instead of the complete
legal decisions.

The process of analyzing judgments and extracting rel-
evant sentences can be significantly simplified through
the use of pre-trained models [1, 2], which serve as
versatile universal sentence/text encoders, capable of
addressing various downstream tasks, including sum-
marization [3]. These models consistently outperform
other approaches, especially after fine-tuning or domain-
adaptation [4]. However, despite the success of pre-
trained transformers in other summarization tasks, the
task of producing massime is challenging for current
extractive and abstractive summarization systems. Un-
like standard summaries, massime must follow rigorous
specifications in some courts. Extractive and abstractive
summarization datasets and relative systems, in contrast,
aim to reduce the size of a text while preserving its over-
all meaning. However, this approach differs from the
specific requirements of creating massime.

Additionally, legal texts are often extensive, further
increasing the summarization task’s complexity. Identi-
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fying the portions of the text that contain the relevant
information to be reported in the massime becomes chal-
lenging due to their length[5].

Legal document summarization has seen rapid
progress in recent years, and several approaches[6, 7]
have been proposed to manage this kind of data, ranging
from fine-tuned Transformer models on legal domain,
Reinforcement Learning to Generative Models[8].

In this paper, we compare extractive summarization
models to produce massime in two different contexts:
the Constitutional Court (Corte Costituzionale) and the
Supreme Court (Corte di Cassazione). We discuss simi-
larities and differences about massime and how the kind
of court impacts the data in terms of their availability
and privacy management. Then, we propose two mod-
els tailored to the specific type of courts, discussing the
approaches we implemented to circumvent the issue re-
lated to lengthy documents. Results of the experiments
confirm that producing massime is a real challenge even
for dedicated systems. Hence, these systems should be
designed as facilitators in a human-in-the-loop environ-
ment [9].

2. Different courts, Different
Judgments, and Different
massime

The data for the Italian legal domain have some peculiar-
ities that require careful consideration. Different courts,
such as the Constitutional and Supreme Court, produce
different judgments, leading to different massime. More-
over, within the same court, there can be judgments with
varying numbers of related massime, ranging from one
to five or even more. In addition, the availability of data
depends on the presence or absence of sensitive informa-
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tion within the judgments, so the legal courts provide
access to the data in different ways.

Both Constitutional and Supreme Court courts share
that producing a massima requires a relevant cognitive
task carried out by the "Massimario Office” body, as it
involves identifying the principle of law present in the
judgment and satisfying some precise criteria for its writ-
ing. The following are the characteristics of the two
Italian Courts under consideration (Sec. 2.1), the nature
of their judgments and massime, how a massima is struc-
tured (Sec. 2.3), and, finally, a comparative analysis of
the two types of corpora that can be derived from these
two courts (Sec. 3) is provided.

2.1. Two Italian Courts: Constitutional
Court and Supreme Court

The Italian Constitutional Court has the primary re-
sponsibility to assess the constitutionality of the acts and
laws of the State and the Regions. Among other functions,
it assesses charges against the President of the Republic
in accordance with constitutional provisions. The Court
examines the admissibility of abrogative referendums. To
ensure impartiality and independence, the Constitutional
Court is composed of 15 lawyers, chosen from among
judges, law professors, or lawyers with at least 20 years
of experience.

The Supreme Court - also known as the "Corte di
Cassazione" - is the highest authority in the Italian ju-
dicial system. It serves as the court of final appeal and
has two main functions. Firstly, it resolves judicial con-
flicts to determine which judge has jurisdiction over a
case. Secondly, it has a nomophylactic function, ensuring
that the law is interpreted uniformly. Within the Court,
there is the "Massimario Office", responsible for identi-
fying nomophylactic judgments and producing concise
summaries called massime. These summaries contain the
legal principles from the Court’s judgments, not just a
summary of the cases themselves. The primary objective
of the Massimario Office is to disseminate legal knowl-
edge and facilitate comprehension of past court decisions.
To accomplish this, the office updates its collection by
incorporating new judgments, ensuring access to the
most current precedents. This results in a large number
of judgments and massime so in the vision of making
the judicial system more efficient by digitising court pro-
ceedings, providing automatized support to the processes
can reduce the time and effort required to analyze and
summarize them.

2.2. Availability of judgments and
massime in the two Courts

A fundamental element that affects data availability con-
cerns personal information and privacy. In cases where
judgments contain sensitive personal information, access
to such data is restricted due to privacy protection laws.

The Italian Constitutional Court, since it is central to
the defense of the Constitution, prioritizes the availabil-
ity of data on its proceedings and decisions. The Court
must ensure the integrity and adherence to constitutional
principles within the legal system. As a result, inquiries
made to the Court generally focus on broad issues that
do not involve specific individuals. Consequently, judg-
ments do not contain any personal information and are
not subject to privacy-related restrictions. Data of the
Italian Constitutional Court are thus open and accessible
through its portal'.

On the other hand, the Supreme Court deals with
cases that may involve specific physical or juridic peo-
ple, which requires compliance with privacy regulations.
Consequently, access to its data must be restricted. Infor-
mation on the proceedings and decisions of the Supreme
Court is only accessible through the Italgiure platform?,
which is exclusively available to professionals and legal
practitioners. Data cannot be shared, and accesses are
controlled and logged. Currently, the dataset selected
for the Supreme Court cannot be made public because
it would require an expensive anonymization process to
ensure privacy.

2.3. The shape of massime

Each legal judgment (also called decision), despite its
individuality in terms of case and subject matter, has a
shared overall structure. This structure comprises the
following key components:

 Heading/Epigrafe: It is the initial part containing

the indication of the members of the court, the

details of the initiating document, the reporting
judge, and the attorneys heard by the Court.

Statement of Facts: Summarizes the relevant facts

of the case, often introduced by "considered in

fact and in law.

+ Reasons: It is the section where the Court pro-
vides an explanation or argumentation for the
conclusions reached in the judgment. This sec-
tion typically presents the legal principles, factual
analysis, and logical reasoning that support the
Court’s decision.

« Ratio Decidendi: Establishes the binding legal
principle or rule derived from the court’s decision.

!https://dati.cortecostituzionale.it
Zhttps://www.italgiure.giustizia.it/
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« Disposition: Concludes the decision with the fi-
nal ruling and any related orders or remedies. It
is often introduced by "P.Q.M.": It contains the
determination of the judges.

Similar to the decisions, the creation of summaries of
legal principles, commonly known as massime, follows
well-defined summarization criteria. As outlined in [10],
these massime must contain explicit legal references and
embody the fundamental principles of law. This detailed
approach ensures the effective spread of legal knowledge.
Massime must meet the following requirements:

« Faithfulness to the decision.
« Conciseness in stating the legal principle.
« Clarity and precision of the stated principle.

Hence, massima represents the expression of the legal
principle and must not be considered a summary of the
decision.

3. The datasets of judgments and
massime

3.1. Analysis of the massime of the two
Courts

To better understand how to develop a system for mas-
sime generation, we analyzed the correlation between
the judgments and the massime of both courts as they
have different roles and consequently deliver different
judgments.

For the Supreme Court, we selected a subset of judg-
ments, from 2010 to 2013, to build our dataset useful for
the extractive summarization task. During our analysis,
we noticed that some decisions may include a massima
without any text or expressed with an abbreviation, such
as "CONFORME A CASSAZIONE ASN: ...". For these cases,
we interpret them as references to previous massime, but
decline to use these specific examples. We started by se-
lecting only the judgments corresponding to at least one
massima. Indeed, we observed that while most legal judg-
ments of the Supreme Court are tied to a single massima,
there are a sizable amount of cases in which multiple
massime refers to the same judgment (see Tab. 1). Details
about how we handled such cases are discussed in the
next subsection.

In addition to analyzing judgments from the Supreme
Court, we also conducted a systematic analysis of Italian
Constitutional Court judgments from 1956 to 2021. We
aligned sentences in massime with sentences in the judg-
ments in order to understand how sentences in massime
are different from those in the judgments (see Figure 1).

3for these reasons
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Figure 1: The plot illustrates an increase in "similarity” be-
tween the massima and pronunciation after year 2000 (with a
similarity threshold of 90%) in the Constitutional Court.

According to our analysis, massime of the Constitutional
Court became more extractive after 2000. Indeed, in that
period, it seems that Constitutional Court Judges forced
the "Massimario Office" to avoid changing the text ex-
tracted from judgments because even a small change of
a single word could significantly alter the overall con-
cept expressed in the judgment. As a result, since 2000,
the process of producing massime become an extractive
summarization task guided by a topic presented in the
last part of the judgment.

3.2. Producing massime as a classification
task

Summarization is an inherently abstractive task. How-
ever, it can be treated as an extractive classification task
once the target summary (i.e., a massima) is used to se-
lect the relevant or irrelevant sentences from the starting
document (i.e., a judgment).

3.2.1. Supreme Court Extractive Data-set

As mentioned before, the first step of the extractive model
used to deal with the Supreme Court dataset (see Sec. 2.1)
consists in rephrasing a generic abstractive summariza-
tion dataset into something suitable for a (classical) clas-
sification model. This is achieved via the introduction of
a Oracle meta-model[11].

For each pair (document, summary), all the sentences
forming the set with the highest F1 Rouge [12] combina-
tion Ry 4+ R3 concerning the summary are selected and
annotated as relevant, while all the others are automati-
cally identified as irrelevant. This automatically frames
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massima per judgment

Supreme Court

Constitutional Court

A w N =

65% 36%

24% 26%
6% 24%
3% M%
2% 3%

Table 1

The fraction of distinct massima per judgment is displayed for both Courts under investigation.

the dataset into a binary classification perspective

Oracle
~=
) =

(document, summary sentence, category)

with category = 0, 1. As shown in Tab. 1, when a judg-
ment is related with more than one massima, the Ora-
cle model acts independently on each judgment-maxima
couple, and then the annotated sentences are merged
together without repetitions. This is done because other-
wise, it can most likely happen that in a multiple massima
scenario, the same sentence in a judgment is related only
with one massima, ending up with the same sentence
annotated with opposite categories.

Starting from a dataset corresponding to 12000 couples
of (massime, judgments) we decided to keep only the
data corresponding to at an Oracle rouge of R1 + Ry >
0.55, reducing our training data almost by half (6.849).
We observed that, given the nature of the judgment, the
number of relevant sentences in any judgment is a very
small portion, inevitably producing a highly unbalanced
dataset toward the irrelevant sentences.

3.2.2. Constitutional Court Extractive Data-set

Given the analysis of the massime and the related judg-
ments of the Constitutional Court, we decided to define
the task of producing massime as the classification task
of selecting the appropriate sentences of the judgment
given a target topic. The classification dataset is then
built as follows, starting from the judgments and the
related massime. For each judgment, we extracted the
points of its operative part (punti del dispositivo). For
each point, we selected the correlated massima. Then,
we divided the judgments into sentences and produced a
set of triples:

(sentence, point, in_massima)

where sentence is a sentence of the judgment, point is
a point of its operative part, and in_massima is True if
the sentence overlaps for more than 90% with a sentence
in the massima related to the point.

For our experiments, we extracted a subset of 40,000
data points from this expanded dataset. The selection

process ensured a balanced distribution between positive
and negative examples, maintaining a 50/50 ratio. It is
important to note that the specific details and steps of the
method used to derive the larger dataset from the original
14,316 rows are not provided in this paper. However,
this method facilitated a focused analysis of the textual
components, shedding light on the connections between
phrases, device points, and the formation of massime.

4. Models

Our main challenge was identifying the most relevant
parts of pronouncements to assist the massima producer
in crafting legal maxims.

As mentioned before, extractive summarization mod-
els treat the task of automatic summarization generation
as a straightforward sentence classification task. In this
vision, the summary of a given document emerges by the
concatenation of all the most relevant document frag-
ments (i.e., sentences or sub-sentences) classified by the
model, this could effectively provide the Massimario with
the essential subparts of pronouncements for massima
construction.

Both models proposed in the current work are essen-
tially based on a deep encoder which maps the fragments
to a vector representation in a high dimensional space
subsequently classified into two classes: relevant sen-
tences (i.e., candidates for the summary) or irrelevant
sentences (i.e., not containing relevant information for
the summary).

4.1. Supreme Court Model

Data-sets with very long documents (as the one intro-
duced in Sec. 2.1) are usually difficult to handle using a
BERT-based [2] transformer encoder. The well known
self-attention (introduced in [13]) which characterizes
most of the transformer networks is plagued by a fast
scaling of computational and memory requirements with
the input sequence. Instead of proceeding with a more
memory-efficient attention implementation (for instance,
see [14]), we decided to act on data and restrict the con-
text length. In this perspective, we introduced a fixed
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Court Prec Rec Py R1 Ro R3 Ry Ro Rs3 Rl R2 R3
Supreme 0.40 0.31 0.35 0.47 0.32 0.28 0.64 0.52 0.50 1.97(8) 3.69(35) 4.45(54)
Constitutional  0.53 0.80 052 032 029 024 - - - - - -

Table 2

Classification and Coverage results of the two models considered. Normalized values with respect to the Oracle coverage
R, = Ry, /RO™ and random baseline R,, = R,/ R{"%°™ where sentences are extracted with the same frequency as in the

train set.

1
1
window;_1 -1
e LD T ety T
window; ?
overlap, ;.
window; 1 1+1
Document J

Figure 2: Sketch of the sliding window procedure with overlap.
The shaded area in different colors corresponds to different
windows (i.e., contexts).

length sliding window similar to the implementation de-
scribed in [15]).

Our goal was to optimize the context length and miti-
gate context-truncation effects. To achieve this, we de-
fined the context window based on word-pieces and in-
troduced the possibility of overlapping windows up to
a maximum number of sentences. The latter, while still
under investigation, offers an intriguing tool to probe
the context effects on the model. Even in the simplest
implementation, with only one overlapping sentence (see
Fig. 2), it is interesting to see the effect of a preceding or
subsequent context on the same sentence.

The model used, with the aforementioned modifica-
tion in the document pre-processing, is based on the one
proposed in [16, 3] referred to as BERTSUM". It is worth
mentioning that while in their works, the predicted prob-
ability is used only as a ranking score and a fixed number
of sentences are extracted neglecting the actual probabil-
ities, we select the relevant sentences accordingly to a
cutoff parameter. The latter is a necessary introduction
since we observed that, in our data-set, it is common to
have documents with a clear separation between sen-
tences that are very likely to be extracted compared to
others whose predicted probability is minimal. Therefore,
fixing the number of extracted sentences introduces a
strong bias toward the extraction of irrelevant sentences.

*sometimes named BertSumExt in literature.

We observe that the model does not seem to reach
high performances both in terms of absolute and relative
scores, normalized with the Oracle Rouge scores, which
are the maximum scores such a model can achieve (see
Tab. 2). This is partially due to the violent class unbalance
present in the dataset, even if marginally mitigated by the
introduction of a weighted loss, with weights inversely
proportional to the category frequency in the train set. As
a baseline comparison, we decided to include the scores
normalized with the one of a random classifier to assess
that no random classifications are being performed.

4.2. Constitutional Court Model

The challenge lay in selecting the most useful subparts
of legal judgments for the purpose of the massima pro-
ducer. We sought to leverage BERT[2] to provide the
best subparts of pronouncements to aid in massima con-
struction. However, we soon realized that the task was
exceptionally complex, requiring the ability to summa-
rize and generalize the text in a unique manner.

To address the above multifaceted challenge, we fo-
cused on using BERT to assist us in identifying the most
relevant subparts of legal judgment. Through this ap-
proach, we aimed to equip the massima producer with
essential tools for constructing the maxim more effec-
tively. While our efforts resulted in the development
of a tool to assist the massima, producer, we must ac-
knowledge that the results achieved with BERT were
not as remarkable as initially hoped. The complexity of
the problem, combining the tasks of summarization and
generalization in a unique manner, presented formidable
hurdles.

Nevertheless, we view this endeavor as a stepping
stone toward understanding and tackling the intricacies
of legal text processing. Our tool, despite its limitations,
serves as a valuable resource for the Massimario, aiding
them in the maxim construction process. We recognize
that further research and advancements in natural lan-
guage processing will be crucial in making substantial
strides in this domain.

Even in this case, results are interesting but not yet
satisfactory (see Tab. 2). Indeed, R1, R2, and R3 are 0.32,
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0.29, and 0.24 respectively. This suggests that the task of
producing massime is indeed a challenging task.

5. Conclusions

In conclusion, while we did not achieve outstanding re-
sults, our efforts shed light on the intricacies of this chal-
lenging problem. During our analysis, we also noticed
notable differences between the two courts, which fur-
ther emphasizes the complexity of generating accurate
massime. We find it particularly intriguing to explore the
factors contributing to these variations and understand
how they impact the summarization process. Despite
the challenges, we remain committed to refining our
approach and exploring innovative techniques. Recent
advances in the field further motivate us to seek a proper
solution that addresses data privacy concerns and signif-
icantly improves the task of summarization in the legal
field for the Italian language.
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Abstract

As the need for effective tools in Corpus Linguistics continues to grow, particularly for under-resourced languages and
nonstandard annotation tasks, specialized software has become essential for processing and analyzing large and complex
datasets. This paper introduces CorpusCompass, a new open source tool for data extraction and dataset creation, which offers
a number of functionalities for researchers interested in analyzing corpora. The tool can derive structured datasets from text
annotated with custom annotation schemes, while also checking for errors and consistency. By defining custom variables of
interest and annotation rules, researchers can tailor the tool to their specific needs, making it particularly valuable for unique
linguistic research domains. When used in conjunction with statistical analysis or visualization tools, CorpusCompass helps
researchers to gain insights into the factors that are affecting language use. In this paper, we introduce the tool and give a

CEUR-WS.org/Vol-3596/paper2.pdf

real-world example in the field of language variation.
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Corpus Linguistics, Under-resourced languages, Nonstandard annotation tasks, Data Extraction, Dataset generation, Statistical

analysis, Language variation, Sociolinguistics

1. Introduction

In recent years, there has been a growing interest in

studying language variation in under-resourced languages.

Mair [1] identifies a lack of resources for spoken data
in corpus linguistics and emphasizes the need for more
computational tools for different languages and varieties.
The process of creating and analyzing a spoken language
corpus is complex, posing a range of challenges for re-
searchers in the field of Corpus Linguistics.

In this context, we identify six main steps for this
process, each presenting its own set of practical and tech-
nical challenges, see Figure 1. Step (i) entails sourcing
and recording data, along with the associated metadata,
which provides essential contextual information about
the recordings. Following this, step (ii) involves tran-
scribing the spoken data to convert it into a text-based
format, allowing for more straightforward analysis. The
third step (iii) involves annotating the data with linguistic
features, such as phonological or morphological informa-
tion. Subsequently, step (iv) requires data preprocessing to
clean and organize the data, preparing it for the fifth step,
(v), which is data analysis. This stage allows researchers
to derive insights from the corpus by examining patterns
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Q muhadj.adnan@uni-bayreuth.de (M. Adnan);
brandizzi@diag.uniromal.it (N. Brandizzi)
€ https://nicofirst1.github.io/ (N. Brandizzi)
® 0009-0001-5174-3897 (M. Adnan); 0000-0002-3191-6623
(N. Brandizzi)
© 2023 Copyright for this paper by its authors. Use permitted under Creative
o Commons License Attribution 4.0 International (CC BY 4.0).
=== CEUR Workshop Proceedings (CEUR-WS.org)

and connections within the data. Lastly, the final step,
(vi), involves publishing and sharing the corpus with the
wider research community, promoting collaboration and
further research based on the spoken language data.

Annotating can be a time-consuming and error-prone
process, especially when working with large corpora. Er-
rors in a manually annotated corpus can potentially affect
the evaluation. Additionally, poor quality annotation in
the corpus can lead to misleading results in a linguistic
analysis. This is where CorpusCompass comes into play.

In this paper, we provide a detailed overview of Cor-
pusCompass', including its design, implementation, and
functionalities. The tool is based on Jupyter Notebook and
is designed to help Corpus Linguistics researchers focus-
ing on language variation to create a structured dataset
from their previously annotated corpus/corpora and a
list of variables of interest (see Section 3.1). The tool is
coded in Python and can be run in an interactive manner
using Google Colab. Once run, it generates a structured
dataset, i.e. a systematically organized collection of data,
that includes linguistic variables and potentially relevant
metadata (see Section 3.2).

On the one hand, the dataset enables corpus explo-
ration, assisting in discovering patterns that can inform
the creation of new hypotheses or the dismissal of initial
assumptions (see Al-Wer et al. [2], pp. 37-38). On the
other hand, it facilitates performing statistical analyses
using established methods through platforms like Rbrul

The code is available on GitHub, for the URL, please visit the
website https://www.corpuscompass.com/. Please note that the code
for CorpusCompass is constantly evolving and, in this paper, we refer
to version 1.0.0.
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Data Recording> Transcription> Annotation >

Data Pre- . Publishing
Processing >Data Analv5|s> and Sharing>

Figure 1: Practical and technical challenges when creating spoken language corpora in six steps: from sourcing and recording
data (and metadata), to transcribing, annotating, and marking up datasets. The last three steps (data preprocessing, data
analysis, and publishing and sharing) are highlighted, as these are the areas where CorpusCompass provides support and

assistance to researchers.

[3], SPSS [4], and R [5].

To exemplify the practical application of CorpusCom-
pass within a research context, Section 4 explores a case
study on inter-generational linguistic variation among
Iraqi speakers living in Germany, and highlights various
potential uses of the tool.

For linguists without any or limited programming
skills, CorpusCompass has the potential of saving time
(by automating repetitive tasks) and improving the ac-
curacy of their research. It is intended to bridge the gap
between researchers and advanced statistical analysis
by facilitating the connection between them, as well as
addressing research questions that require the use of
manually annotated data. Moreover, CorpusCompass was
developed by researchers in Linguistics and Computer
Science to advance Corpus Linguistics tools and promote
interdisciplinary collaboration.

2. Related Work

Many text annotation tools have been developed primar-
ily in the context of Artificial Intelligence and Natural
Language Processing. However, such tools typically do
not address specific needs, focusing more on the anno-
tation of informational content rather than linguistic
properties of text (phonological, grammatical, lexical,
etc.). For this reason, linguists typically work with tools
that have been developed specifically for the purpose of
annotating linguistic corpora. In the following, we will
briefly outline the importance of these tools and demon-
strate how CorpusCompass complements and extends
their functionality.

There are several tools available for researchers in
Corpus Linguistics (see Neves and Seva [6], Berberich
and Kleiber [7]). AntConc [8], Monoconc Pro [9], and
WordSmith [10] remain popular tools due to their wide
range of functions, including KWIC (key word in context)
concordancers, collocates, word frequencies, keywords
and other corpus analysis features.

AntConc is a powerful corpus analysis tool, but it has
certain drawbacks. One major limitation is the lack of a
feature to create structured datasets from the corpus or
various corpora, which is essential for statistical analysis
pipelines as well as to share data. This is particularly

problematic for researchers working with complex data
involving various phonological, morphological and lexi-
cal variables as well as different speakers, as detailed and
structured extraction is necessary. Sociolinguistic stud-
ies, in particular, require flexibility in handling multiple
speakers and their background information. With Cor-
pusCompass, we aim to address this gap in functionality.

WordSmith and Monoconc Pro share these limitations
with AntConc, but they also have an additional drawback:
they are not freely available. This lack of open access can
be a significant barrier for corpus linguistics practitioners
who may not have the financial resources to purchase
these tools.

Other useful modern tools are typically focused on the
annotation process rather than the analysis. For example,
INCEpTION? [12] is a cloud-based platform that enables
researchers to create and share linguistic annotations
in a collaborative environment, for various languages.
Another example is FLAT [13], a web-based linguistic
annotation tool that revolves around the FoLiA format, a
customizable XML-based format for linguistic annotation.
However, for state-of-the-art analysis and error-checking
of annotations produced by such tools, we would pre-
fer to not rely on their built-in capabilities, but instead
make use of common data science methodology such as
statistical analysis in R or visualization with Gephi. This
requires exporting the annotations from the typically
XML-like formats that these tools use to a tabular data
format used in data science such as CSV or TSV files.
This is a core functionality of CorpusCompass, addressing
a gap in the existing tools.

Biber et al. [14], Gries [15], and Weisser [16] suggest
that learning programming and developing one’s own an-
alytical tools can overcome limitations in existing corpus
tools.

Biber et al. [14] suggest that this would allow corpus
linguists to perform faster and more accurate analyses,
and the ability to tailor the output to suit the particu-
lar research requirements. Furthermore, according to
Gries [15], utilising a pre-existing tool lets the researcher
become dependent of the company or individual devel-
oping them, whereas programming allows them to have
control over their research needs. Therefore, corpus lin-

“The software was previously known as WebAnno [11].
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REGULAR EXPRESSION

(\\$IAS 1*2\])

TEST STRING

28 matches (660 steps, 3.0ms)

gn O

A+ cuw-huwwa+yixtisire[$6-J0B.kindarbifleega] -w-il-[$6-J0B.kraankinbifleega] -w-il-[$G-J0B.altinbifleega], -uw, -mirtaaha-bii-[$RELIG.l*hamdi+1+laa],
Jwayya-safub, -wa-laakin- [$RELIG.hamd1i-1-1laah] - raad-la-diraasa-w-taSab- [wayya, - [$RELIG. in* [aa?a*1laah], -w-qabilha-sawweet- [$G-SCHOOL.koors] - [$G-SCHOOL .bi~
zwaay] , - [$G6-SCHOOL . bi-aaynz] - uw+ [$6-SCHOOL . bi-zwaay] - dirasit- [$6-SCHOOL.biruuffuula], -aah, -santeen, -uw-dalleet mistimirra-yafni-dixalt-ihnaa-1-almaaniya
alfeen-w-xumus-taSaf, -uw-ballifat-rahlat-id-diraasa-w-il-[$6-SCHOOL.koorsaat] -w-madrasa-w-il-aaxri-wa-hassa- [$6-JOB.awsbildung], -w- [$RELIG.in* faa-1la]

ib-alfeen-tlaada-w-§i riin-fahr-id-daSaf-atxarraj-min-naa,- [$RELIG.in-faa-1la]

BSH- -ey, -ijbaariyya-yaSni,-innu,-yaSni-nudaam-in-nafsi-ib-haay-iJ- farika-mada-1-hayaat, -hatta-loo-agulhum-bafad-ma-biyya-aftugul-igullu-gSud-bi-1-maktab

bass-hiié

[$RELIG.hamdu+Li+1laah] - la-ma, - fa- [$6-J0B. faytabildung] -ma-ysiir,-leen-aani-ma-Sindi

[$6-30B. awsbildung] ‘ma-Sindi-ma-Sindi- [$6-J0B.biriif]

ihnaa“gittilhum aani-$indi-jaamiSa-mabalan-kada w:ij-jaamiSa+jibt:ilhum: 1-iStiraaf, aani-hukuumiyya ij-jaamifa-maalti-bi-1-Siraaq:fa*iStirfaw-biiha‘b

iirlangan, -gaalaw-laSad-i8a-saar-biiha-mufkila-yaSni-nhaqqaq-yaSni-min-naa

Seecuwexallisisiir-9indi¢-luyateen-tlaaba: [inu-1-mufkila, mu?-tabSan-haaya-ili¢-yaini, bi-d-dabut

uw-intu-bafadkum-syaar-bi-1-Sumur-yaini, mu-mi6ilna

ifna-ahl-il-1-xamisiinaat-yaSni, ma-biiha-fumur, -bi-d-dabut, -aani-agullu- lhum- [$RELIG.walla] -marraat-igulluu-1i-yalla-maama-dursi-da-haawli-ti,
ti33akkiriin-il-afyaa?-yafni-la-tinsiiha, aa, yaSni-hatta-gitti-lhumii-[$RELIG.walla] -aani-mfakkira:innu-aani-aaxid-il-[$6-SCHOOL.bi-aaynz] -uw-baSdeen

aruuh-asawwi- [$6-JO0B.oosbildung]

SUH* - -haay-il-qissa‘uw-ma-biiha-eh-haaliyan- [$RELIG.wallaahi]  -aani-&init-aftiyil: [$6-J0B.ferkawfarin] - [$6-J0B.baay] - (...) b-[$6-J0B.bekeraay] ib

erlangin-miBil-ma-gittli&, -bass, -aa, ijatti-koroona

[$RELIG.ma* Jaa?a*llaah]-tayyirat-il-awwal-w-it-taali,-fa, min-fahr-i6-6aaliB-1i-hadd-il-?aan-aani
gaaSde-adrub-daalyaat-w-assaffan-uw-ma-aSruf-[-asawwi-uw,-aa, -ey-illa- [wayya-bafdeen-raah,aa,

Joon-aguul, rasiir-li¢-iswii¢-yaini

Figure 2: Example of a subset of the corpus dealing with linguistic variation, highlighting the annotations matching the
standard regex pattern in green. Note the different anonymized speakers based on age: young (A,BSH); old (S, SUH). Image

made with https://regex101.com/.

guists have clear benefits from learning a programming
language, both in terms of the flexibility to develop tools
for specialized tasks, as well as providing them with an
understanding of the issues faced by tool developers cre-
ating general purpose tools.

As seen in the overview above, each tool addresses
unique needs, thus implementing specific functionalities.
In comparison, CorpusCompass tackles a complementary
set of challenges. It is implemented as a Jupyter Notebook
and can be run in an interactive manner using Google
Colab, which not only makes it more accessible to users
but also gives beginners the possibility to get familiar
with programming.

3. Methodology

The modular code structure of CorpusCompass includes
a file handling module for managing JSON and CSV
files, an annotation parsing module that extracts anno-
tations using regular expressions (refer to Section 3.1),
a dataset construction module for creating a structured
CSV dataset, and a logging module that displays rele-
vant information such as program status and annotation
details. CorpusCompass provides helpful functions for
string manipulation, data cleaning, and error handling,
simplifying the data analysis process. These functions
enhance dataset accuracy by mitigating errors and in-
consistencies during the data preparation phase. In the
following, we describe the pipeline of CorpusCompass
and demonstrate how it simplifies the process of extract-
ing valuable insights from spoken language data.

3.1. Defining Variables

Defining variables of interest is a crucial step in using
CorpusCompass, as it allows researchers to tailor the tool
to what they aim to investigate. In the field of Corpus
Linguistics, variables are often used to study language
variation and how it is affected by various factors such as
speaker demographics (e.g. age, sex, education), linguis-
tic context (e.g. dialect, register), social context (e.g. audi-
ence, situation), or properties of a construction (e.g. mor-
phemes, idioms). By defining both independent and de-
pendent variables in their structured dataset, researchers
have maximum freedom in the exploration of their cor-
pora and the creation of their unique datasets.

Regular Expressions Based on their research objec-
tives, researchers may use automated annotation tools
or choose to manually annotate data in more complex
linguistic situations (as described in Section 4). This leads
to a broad range of annotation rules. To accommodate
this variety, CorpusCompass employs regular expressions
(regex) [17] for accurate extraction of annotations from
the corpus. Regex allows the user to define text patterns,
and is useful for tasks such as input validation, text mod-
ifications, and data extraction.

Figure 2 shows four paragraphs taken from our cor-
pus’, where annotations are highlighted in green. For
the sake of simplicity, we kept only the dependent vari-
able that are at the basis of our analysis in Section 4.2.

3Strict phonetic transcription was not followed due to the focus
on pre-selected specific features, as adhering to it for the extensive
22-hour audio recordings would have been time-consuming.
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Appendix A reports the full list of variables used for the
study. It is important to note that in our complete anno-
tated files, we typically have multiple annotations per
word.

3.2. Generating a Structured Dataset

After the variables and regex rules have been defined,
researchers can run CorpusCompass to generate a struc-
tured dataset. The dataset construction module auto-
matically performs several steps, including cleaning and
preprocessing the extracted annotations, grouping them
by speaker and file, and writing them to a CSV file. Six
output files are created, including five CSVs (dataset, an-
notation_info, missed_annotations, unk_variables, and
binary_dataset) and one JSON file (corpus_stats).

The dataset file is a structured dataset based on the
defined variables, with each row corresponding to a token
in the annotated corpus and each column representing
a variable category. This organized representation of
annotations facilitates the analysis. The annotation_info
file contains information about the annotations included
in the dataset file, such as the token itself, the number
of times it appears in the dataset, and the number of
times it appears for each speaker. This information can
be useful for identifying patterns in the data, such as the
most common tokens or the distribution of annotations
across speakers.

The missed_annotations file tracks tokens that were
previously annotated but not consistently annotated in
subsequent instances'. The file’s purpose is to iden-
tify tokens that were once deemed important but not
annotated consistently. Furthermore, in projects with
multiple annotators, inter-annotator disagreement is a
known challenge [18]. During the annotation process, it
is possible for researchers to come up with new variables
that were not previously specified in the JSON. How-
ever, researchers may forget to add these variables to
the file, leading to inconsistencies in the dataset. The
unk_variables file contains a list of variables that were
not specified in the JSON. Finally, the corpus_stats file
provides an overview of the corpus by reporting key
statistics. Access to these statistics enables researchers
to better understand the size and structure of their cor-
pus, and can also provide valuable information for repro-
ducibility purposes.

For a comprehensive description and additional infor-
mation regarding the CSV files, please see Appendix B.

“The file might contain false positives since CorpusCompass
does not differentiate between different meanings of the same token.

4. Analysing Linguistic Variation
Using CorpusCompass

Following the annotation of the data with linguistic fea-
tures, we used CorpusCompass for preprocessing in order
to prepare the data for the analysis process. This transi-
tion from data preprocessing to analysis was facilitated
by the integration of the tool into our workflow, signifi-
cantly enhancing the efficiency and effectiveness of our
exploration process.

In our case study, we examine Arabic-speaking com-
munities, specifically Iragis and Syrians, residing in Ger-
many since 2014, following standard sociolinguistic vari-
ationist research practices. The participants are Iraqi
and Syrian Arabic native speakers. We select phonolog-
ical, morphological, and lexical variables for statistical
analysis, with age as a key independent variable influ-
encing linguistic variation. The study aims to examine
inter-generational differences within the two groups and
explore the extent to which a koiné (common variety) re-
sults from dialect and language contact in the migration
context between the Syrian and Iraqi participants.

4.1. The Corpus

The corpus utilized in this study, of which a sample is
illustrated in Figure 2, represents only half of our entire
dataset and has been phonetically transcribed® using the
International Phonetic Alphabet (IPA) and annotated by
a single person in Notepad++. While having one anno-
tator can be a common case in the field, mostly due to
resource limitation, it can also be prone to errors and
inconsistencies. The analyzed corpus is comprised of
2,101 paragraphs and encompasses 114,550 words and
654,431 characters. It features 24 speakers in total, 14 of
whom are Iraqis, considered speakers of interest for our
analysis. The dataset contains 35 variables, with 25 being
dependent variables and 10 being independent variables.
These variables are represented by 69 distinct values, 53
of which correspond to dependent variable values, and
16 to independent variable values.

In total, the corpus contains 3,366 unique annotations,
with 13,641 annotated tokens. Given the substantial size
of the dataset and the numerous variables involved, or-
ganizing the data in a structured manner is crucial for
efficient analysis.

For comprehensive details regarding the corpus col-
lection process, transcription methodology, annotation
procedures, and the specific tool employed, please refer
to Appendix C.

Supported by one assistant during transcription of the recorded
data.
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Research Question In the following section, we use
CorpusCompass to answer two research questions focus-
ing on Iraqi speakers: (i) does age influence the usage
of religious expressions? (ii) are young speakers more
subject to German borrowings while speaking Arabic?
These questions will guide our exploration of potential
correlations within the dataset, with the understanding
that the current analysis serves as a simplified demon-
stration. However, it should be noted that the dataset
is well-suited for rigorous statistical analysis, including
techniques such as regression analysis.

Dependent Variables For the purpose of this example,
we have selected two categories of dependent variables
to investigate: (i) religious expressions’, represented by
the label RELIG; (ii) the influence of German language,
represented by multiple labels such as G-DL for daily life,
G-EDU for education, and G-JOB for working contexts.
Since we are interested in the general use of German
words, we generalize the labels to GERM.

Independent Variable The independent variable cho-
sen for analysis in the corpus is age, which is an important
factor to consider in language variation. The speakers
are divided into two categories, young (21-26 years) and
old (46-55 years).

4.2. Analyzing and Sharing the Data

This section discusses two types of analysis: error check-
ing and data analysis. Error checking is the process of
identifying and fixing errors or inconsistencies in the
data, while data analysis involves using statistical and
visualization techniques to extract insights and draw con-
clusions from the data.

Error Checking CorpusCompass can identify any er-
rors or inconsistencies during the annotation process
and generate separate CSV files that provide information
on annotated and non-annotated tokens. Thanks to the
generated file, we were able to find circa 400 (3% of all
the annotations) ill-formatted annotations (e.g. “[$G-
JOB.biriif["), 1,305 missed annotations of which 205
where considered correctly identified and more than 9 un-
known variables, i.e. dependent variables that are present
in the corpus but not specified beforehand by the user.

Data Analysis By importing the binary_dataset in Ex-
cel [21], we determined the cross-tabulation (pair-wise

®Jaradat [19] and Piamenta [20] describe religious phrases, such
as Inshallaah (God willing), alhamdulillaah (Praise be to God), Allah
ysallimak (may God protect you) etc. as “Allah expressions”. They
include an explicit or implicit reference to Allah, which is literally
translated as “the God”.

Table 1

Frequency of dependent variables (GERM and RELIG) across
age groups (Old and Young) along with the total number of
words spoken by each group.

Age Group GERM RELIG  Words
old 221 357 42,483
Young 505 175 39,406

frequency) of dependent and independent variables. Ta-
ble 1 presents these frequencies along with the total num-
ber of words spoken by young and old speakers. By nor-
malizing the frequencies and estimating the proportions
(old vs. young), we observe the following:

_ RELIG 4 .Wordsyng
" RELIGyn, Words.a

RELIG, =1.89

This indicates that old speakers use 189% times more
religious phrases than young speakers. Applying the
same method for GERM, we obtain:

GERMq ) Wordsyng

ERM, =
GER GERMyng Wordseid

=0.40

Correspondingly, old speakers use 40% of the amount
of German borrowings compared to young speakers. To
assess the significance of our findings, we conducted
standard t-test analyses with DATAtab [22]. When com-
paring the proportion of older speakers using religious
expressions to that of younger speakers using the same
expressions, the result was the following:

£(10695) = —7.91, p < .001

In contrast, the analysis of German borrowings between
older and younger populations yielded:

#(10695) = 10.59, p < .001

The p-value suggests that the dependent variables (Ger-
man borrowings and religious expressions) play a role in
the language variation exhibited by young and old Iraqi
migrants residing in Germany and requires further in-
vestigation. Ultimately, these findings validate our initial
research question and demonstrate the value of struc-
tured data in facilitating robust statistical analyses.

5. Limitations

CorpusCompass, while offering numerous features, is not
without its limitations. In this section, we outline some
of the primary constraints of the tool, alongside potential
future developments.
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The user interface, especially the integration of regex
and Jupyter Notebook might pose a challenge to linguists,
particularly those hesitant to engage with programming.
This could be solved by developing the tool into a more
user-friendly application. Furthermore, we showcased
the functionality of CorpusCompass in addressing a spe-
cific research question. While the tool has already been
applied to address other research questions [23] and on
another corpus7, the extend of its usability remains a
point of investigation. It is essential to assess its perfor-
mance on multiple corpora to enhance its robustness and
confirm its applicability for diverse research contexts.

Additionally, while the tool identifies errors, as delin-
eated in Section 4.2, the manual correction process can be
tedious and time-consuming. Looking forward, future it-
erations of CorpusCompass might integrate an automatic
error correction feature that suggests possible correc-
tions, allowing users to either accept or decline them.
Another area for consideration is the tool’s reliance on
the CSV format, which might present compatibility is-
sues with other linguistic tools. Transitioning to more
standardized formats, such as XML, upcoming versions
could address this limitation.

In summary, there are numerous opportunities to re-
fine and enhance CorpusCompass. By addressing its cur-
rent constraints, introducing new functionalities, and
emphasizing user-centric enhancements, this tool has
the potential to become an even more invaluable asset in
Corpus Linguistics.

6. Conclusion

Creating and analyzing a corpus is a complex task that
requires a range of technical and practical skills. In this
paper, we have explored the challenges involved in these
steps and introduced CorpusCompass as an innovative
solution. The tool’s aim is to simplify data extraction and
dataset generation, facilitating the identification of sig-
nificant features and syntactic errors in the annotations.
This contributes to advancing the overall replicability of
studies within the field of Corpus Linguistics. As Corpus-
Compass is implemented as a Jupyter Notebook, it also
serves as an accessible introduction to programming for
researchers who wish to expand their skill set and gain
more control over their analytical processes.
Additionally, we have presented a real-world example
of how CorpusCompass can be applied in the field of lan-
guage variation by using a subset of our corpus of Arabic
varieties spoken by migrants in Germany, representing
an under-resourced language. The example shows how
the generated dataset can be used in conjunction with

"The corpus is focused on Nigerian Arabic and has been kindly
provided by Prof. Dr. Jonathan Owens.

existing analysis tools to answer unique research ques-
tions. With CorpusCompass, we aim to contribute to the
development of tools for spoken language corpora. The
existence of this tool and its accessibility to researchers
without a background in programming will lead to more
quantitative studies that analyse such corpora. The tool
exemplifies interdisciplinary collaboration and empha-
sizes the importance of linguistics researchers working
with experts from computer science and engineering.
This collaboration results in the development of flexi-
ble corpus tools applicable to a wide range of research
studies.

Sharing is Caring It is essential to highlight that struc-
tured datasets are crucial for sharing data in linguistic
research, particularly in connection to research data man-
agement practices and platforms such as Figshare [24].
Organized data facilitates sharing and reusability among
researchers, enabling more extensive collaborations and
the creation of larger datasets. Furthermore, structured
datasets allow researchers to replicate and verify research
findings, promoting transparency and accountability in
the scientific community. Therefore, creating a struc-
tured dataset is not only essential for internal analysis
but also for the advancement of the field and the dissem-
ination of knowledge.
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Speakers Independent variables

{
"A" [" female", ||youngll] , {
"BSH" ["male", "young"], "Gender": ["male", "female"],
"s" ["female", "Old"] 7 llAgell: ["Old", "yOU.I'lg"]
"SUH" ["female"’ "Old"] }

}

Dependent variables

{
"German Context" : [ "G-SCHOOL", "G-JOB"],
"Religious Phrases" "RELIG"

}

Figure 3: Content of variables and speaker JSON files.

A. Variables

The study presented in Section 4.1 revolves around the
variables and speaker information detailed in Table 3.
The employed syntax adheres to the JSON specification,
providing considerable flexibility in the examination of
linguistic variables.

There are two main types of variables: independent
and dependent variables. Independent variables, also
known as input variables, are the factors that the re-
searcher manipulates or controls in a study. In contrast,
dependent variables, also known as output variables, are
the outcomes or responses being measured. The depen-
dent variables are affected by the independent variables.

The speakers involved in the example are represented
by four anonymized aliases. For each individual, two
attributes (i.e. independent variables), namely age and
gender, are taken into consideration. These attributes
encompass the categories of male and female, as well
as old and young. Finally, the corpus is annotated with
two dependent variables: german context, which can be
categorized as either G-SCHOOL or G-JOB, and religious
phrases, identified by the annotation RELIG.

B. Generated Files

Additional details regarding the files generated by Cor-
pusCompass are provided in the following. In order to
maintain simplicity and avoid overwhelming the reader
with excessive information, we conducted calculations on
a subset corpus, as illustrated in Figure 2. This facilitates
a visual association between the output of CorpusCom-
pass and the input data. Conversely, the files containing

missed annotations and unknown variables are presented
for the entire corpus, which serves as the foundation for
the analysis in Section 4.2. This distinction is necessary
as the subset corpus exhibits no errors or missed annota-
tions.

Dataset The dataset file encompasses a structured dataset
that reflects the defined variables, where each row cor-
responds to a token within the annotated corpus, and
each column represents a distinct variable category (see
Figure 4). Additionally, a binary_dataset file contains a
one-hot encoded version of the dataset, specifically de-
signed for seamless integration with statistical models
and machine learning pipelines, without necessitating
additional preprocessing steps.

Within the provided CSV example, Figure 4, token
refers to the individual tokens in the corpus, German
Context indicates the context of the text (either G-JOB or
G-SCHOOL), Religious Phrases denotes the presence of
religious phrases (annotated with RELIG), age and gender
specify the respective attributes of the speaker, speaker
identifies the speaker’s anonymized alias, interlocutor/s
denotes the interlocutor(s) in the conversation, file points
to the file path where the token was spotted (truncated in
the example), and context provides additional contextual
information.

For instance, the token kindarbifleega has G-JOB as
the German context, no religious phrases, a young fe-
male speaker (age and gender), identified as A, and an
anonymized speaker-interlocutor combination of BSH, S,
SUH. The corresponding context is A uw huwwa yixtisir
kindarbifleega... .
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token German Context Religious Phrases Age Gender speaker interlocutor/s file context
kindarbifleega | G-JOB young female A BSH,SSUH | Pathv2/file Auw huwwa yixtisir wil wil , uw, mirtaaha bii

kraankinbifleega | G-JOB young female A BSH,S,SUH | Pathv/2/ffile Auw huwwa yixtisir ki wil wil , uw, mirtaaha bii [SRELIG.I hamdi |

altinbifleega G-JOB young female A BSH,SSUH | Pathv/2/file uw huwwa yixtisir wil wil , uw, mirtaaha bii | hamdi | laa , fwayya saSub,

I hamdi | laa RELIG young female A BSH,S,SUH | Pathv/2/file wil kraankinbifleega w il altinbifieega , uw, mirtaaha bii | hami I1aa , fwayya saSub, wa laakin [SRELIG.hamdi |

hamdi | laah RELIG young female A BSH,SSUH | Path/2ffile bii | hamdi | laa , fwayya saSub, wa laakin hamdi | laah raad la diraasa w taSab fwayya, [$RELIG.in

in [aa?a llash RELIG young female A BSH,S,SUH | Path/2/file hamdil laah raad la diraasa w taSab [wayya, in faa%a llaah , w qabilha sawweet koors bi-zwaay , bi-aaynz uw

koors. G-SGHOOL young female A BSH,SSUH | Pathv2/file wtaSab fwayya, in faa’a llaah , w qabilha sawweet koors bi-zwaay , bi-aaynz uw bi-zwaay dirasit biruuffuula , aah, santeen, uw
bi-zwaay G-SCHOOL young female A BSH,SSUH | Pathv/2fiile taSab [wayya, in [aa?a llaah , w qabilha sawweet koors ~bi-zwaay , bi-aaynz uw bi-zwaay dirasit biruuffuula , aah, santeen, uw &
bi-aaynz G-SCHOOL young female | A BSH,SSUH | Path2ffile Jwayya, in faa?a |laah , w qabilha sawweet koors bi-zwaay , bi-aaynz uw bi-zwaay dirasit biruuffuula , aah, santeen, uw Balleet r
bi-zwaay G-SCHOOL young female A BSH,S,SUH | Pathv/2/file faa?a llaah], w qabilha sawweet koors bi-zwaay , bi-aaynz uw bi-zwaay dirasit biruuffuula , aah, santeen, uw Galleet mistimirra y
biruuffuula G-SGHOOL young female A BSH,SSUH | Pathv2ffile W qabilha sawweet koors bi-zwaay , bi-aaynz uw bi-zwaay dirasit biruuffuula , aah, santeen, uw Salleet mistimirra yaSni dixalt ih
koorsaat G-SCHOOL young female A BSH,S,SUH | Path/2/file xumus taSaf, uw ballifat rahlat id diraasa w il koorsaat w madrasa w il aaxri wa hassa awsbildung , w

awsbildung G-JOB young female A BSH,SSUH | Pathv2/file il koorsaat w madrasa w il aaxri wa hassa awsbildung , w in faa la ib alfeen tiaada w Sifriin

in fas RELIG young female A BSH,SSUH | Pathv/2ffile w madrasa w il aaxri wa hassa awsbildung , w in faa |la ib alfeen tiaaBa w Siiin fahr id

in faa lla RELIG young female A BSHSSUH | Patv2/file tlaaba w Sifriin fahr id daSaf atxarraj min naa, in faalla

‘hamdu li laah RELIG young male  BSH  AS,SUH Path/2/file biyya ajtuyul igullu gSud bi | maktab bass hii¢ hamdu li llaah la ma, fa faytabildung ma ysiir, leen

faytabildung G-JOB young male  BSH  ASSUH Pathv2/file maktab bass hii hamdu Ii llaah la ma, fa faytabildung ma ysii, leen aani ma Sindi awsbildung ma Sindi

awsbildung G-JOB young male  BSH  ASSUH Pathv2/file ma, fa faytabildung ma ysii, leen aani ma Sindi awsbildung ma Sindi ma Sindi biriif ihnaa gittihum aani Sindi

biriif G-JOB young male  BSH  ASSUH Pathv2/file leen aani ma Sindi awsbildung ma Sindi ma Sindi birif ihnaa gittihum aani Sindi jaamiSa maalan kada w ij

walla RELIG od female S ABSH,SUH | Path/2fiile ma bitha Sumur, bi d dabut, aani agullu lhum walla marraat igulluu li yalla maama dursi da haawliti,

walla RELIG od female S ABSHSUH | Pathv2/file yasni la tinsiiha, aa, yaSni hatta gitti lhum ii walla aani mfakkira innu aani aaxid il bi-aaynz uw baSdeen

bi-aaynz G-SCHOOL od female S ABSH,SUH | Path/2ffile Ihum i walla aani mfakkira innu aani aaxi il bi-aaynz uw baSdeen aruuh asawwi oosbildung

oosbildung G-JoB od female S ABSH,SUH | Path/affile innu aani aaxid il bi-aaynz uw baSdeen aruuh asawwi oosbildung

wallaahi RELIG od female SUH  ABSHS Path/2/file SUH haay il gissa uw ma biiha eh haaliyan wallaahi aani Einit aftiyil ferkawfarin baay (.. b bekeraay ib

ferkawfarin G-JOB od female SUH  ABSHS Pathv2/file uw ma biiha eh haaliyan wallaahi aani &init ajtiyil ferkawfarin baay (... b bekeraay ib erlangin mieil ma gitic,

baay G-JOB od  female SUH  ABSHS Path/2/file ma biiha eh haaliyan wallaahi aani init aftiyil ferkawfarin baay (.) b bekeraay ib erlangin mi6il ma gittiic, bass,

bekeraay G-JOB old female SUH  ABSHS Pathv2/file haaliyan wallaahi aani Ginit aftiyil ferkawfarin baay (..) b bekeraay ib erlangin miil ma gittic, bass, aa, ijatti koroona

ma faa?a [laah RELIG od female SUH  ABSHS Pathv2/file ib erlangin migil ma gittic, bass, aa, ijatti koroona ma faa?a llaah tayyirat il awwal w it taali, fa,

Figure 4: Dataset file generated from example corpus in Figure 2.
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Figure 5: Annotation information file generated from example corpus in Figure 2.

Annotation Information The annotation_infofile con- Missed Annotations The missed_annotations file tracks

tains information about the annotations included in the
dataset file, such as the token itself, the number of times it
appears in the dataset, and the number of times it appears
for each speaker, Figure 5.

tokens that were previously annotated but not consis-
tently annotated in subsequent instances. It contains the
token and its context, determined by a user-defined n-
gram size. Figure 6 reports an example taken from the
from corpus in Section 4.1.
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File token context 1 context 2

context 3 context4.

Path/2/file | haadi | huwwa yaaxud malaabis ihaddirhin uw haadi,

faayilhin, aani aruuh [$1A.yam] aa jiddu uw bilbi
Path/2/file

kinna | la ma [$GQ.agSud] ma Sindi ixtilaataat min kinna bi |

Siraaq yaSni, ma ahibb li [SDEM-HA.hal] yoom
Path/2/file

gaam | aani saarat [$A.aku] , waahid Jaxis ihnaana, gaam

[$CK.yinGi] uw [SDEM-I-END.haadi

Sad, leef i, leef aani [$CK.ah&] aani b saraaha, gaam
[$CK.yin&i] uw [SDEM-I-END.haadi), fa zaSalit

Path/2/file | maa | uw zaSal uw [$GQ.gittla] zafal zaSal, aani masa | Silim

ahaa, aani m aSurfa yaSni uw [$GQ.galloola] ey, ey, [$lA.zeena] musaalima uw

[$IA.WIYYA.wiyya] kullin naas, il faraa?ih il muftamas
akar, kull fii bil bii hafaakum

Path/2/file [ mu | Ii ihna inhibbha yaSni daa?iman ey walla ii, mu | kull, ii

(laughing) sahih, bass ihna, ihna

Figure 6:

ma saarat, wa la, wa la sumasit yaSni, maSa | Silim aani...

-SCHOOL.koors] kulla ma axdaw [$G.G-GER bii-aaynz]
masa I Silim banaat [$IA.WIYYA.wiyyaana] Saarihum tlad

fi bii bii hafaakum iz [3IA.zeen] uw [$1A.aku] | mu
[$1A.zeen] w il, ee yaShi ixt... bass aani aSruf i

xali ihna b yaaba, inxalliyixtiit ib, yaSni b mujtamas uw inti
ma tSurfin, il [SDEM-HAAY.haay] il

Subset of missed annotation file generated from corpus in Section 4.1.

variable speaker context token tag

KQ SUH | leel sawweetha laffeetha uu Baani yoom gaSadit min wakit is subih, dabbeetha fa naar axaditha haare ilhum axadit wakit [$KQ.wakit]

QK A hamm ib nafs il wagit innu ma ansa luyati | Sarabiyya, wiya , ey mumkin wagit [$QK.wagit]

QK BSH li I kull, wugaf bass ili, leen aani Tindi wagit mahduud, wagit [$QK.waqit]

QK DUN awakkilhum uu ayayyirilhum, aaxud waqit akBar waqti wiyya binti, adarrisha uu ahtamm biiha uu anayyimha wagti [$QK.waqti]

QK DUN beet hammeen ey, ikuun waqti malyaan, ey wagti [$QK.waqti]

RAISE A bafad santeen uu atxarraj bass aani haada | gisim habbeeta uu huwwa jidiid atxarraj [$RAISE.atxarraj]

GA A ihna gaaSdiin il diktoora gaaSda tifrah gaaSdatifrah [$GA.gaafda tifrah]

SUF-NO-H |A-G hiyya il killa it tarafeen killa [$SUF-NO-H.killa]

D-DH S-G daa?iman ifaadaat bi d diwal fa kill ma yruuh yaaxudna mafaa b ayy dawla fa it?aglamna yaaxudna [$D-DH.OTH-DIAL.yaaxudna]
Figure 7: Subset of unknown variables file generated from corpus in Section 4.1.

Unknown Variables The unk_variables file is designed
point to a list of variables that were not specified in the
JSON file. This file includes information about the speak-
ers, the context, and the file it was taken from, making it
easy for researchers to identify and correct any inconsis-
tencies in the dataset, Figure 7.

Descriptive Statistics Knowing basic descriptive statis-
tics is fundamental in language research. The corpus_stats
JSON file provides an overview of the corpus by reporting
key statistics. The file contains four types of informa-
tion: (i) word-related information such as the number of
paragraphs®, words, and characters; (ii) variable informa-
tion, including the number of dependent and independent
variables and their values; (iii) speaker-wise information,
such as the total number of speakers, speakers of interest,
and words spoken per speaker; and (iv) annotation-wise
information, such as the number of unique annotations
and annotated tokens, see Table 2.

C. Corpus

The study is based on 20 sociolinguistic individual inter-
views (circa 60 minutes each) conducted in Bayreuth and
Nuremberg, located in Bavaria, Germany. Additionally,
two group conversations were recorded with the same
speakers (90 minutes per interview), where four Iraqi and
Syrian speakers were paired together.

8In our example, each paragraph is a turn-taking component.

The individuals in each group come from the same
dialect area and almost all come from the same circle of
friends/family. In order to minimize possible influences
on the interview conversations, the interviews were con-
ducted by two assistants who are native speakers of the
respective varieties.

Since the sociolinguistic interview is used as a basic
tool in the study of sociolinguistic variation and it is the
most common method for collecting sociolinguistic data
[25], the research data were collected using this method.
The goal was to move from general and impersonal ques-
tions to more specific and personal questions. Questions
on selected topics encouraged respondents to narratively
talk about their personal experiences (e.g., life in Ger-
many/home country, refugee experience, friends/family,
fears and concerns). Thus, the speaker’s natural language
could be elicited [26]. After data collection, phonetic tran-
scription of the recordings was performed using the tran-
scription program Praat [27]. Demographic information,
as well as details about the respondents’ backgrounds and
environments, were also collected. In addition, question-
naires were employed to gather data on the interviewees’
language contact behavior with speakers of other lan-
guages and language varieties.
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Table 2

Corpus statistics file generated from example corpus in Figure 2.

"paragraphs": 4,
"speakers_of_interest": 4,
"all_speakers": 4,
"dependent_variables": 2,
"independent_variables": 6,
"variables": 8,
"variables_values": 18,
"dependent_variable_values": 10,
"independent_variable_values": 8,

"words": 333,
"characters": 1897,
"unique_annotations": 22,
"annotated_tokens": 26,
"speaker_num_words": {

"AM: 107,

"SUH": 75

ngn. 81, ,

"BSH": 90

}
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Abstract

English.The historical archive of the newspaper “il Manifesto” is a valuable asset protected by the Italian Ministry of
Cultural Heritage. The MeMa project aims to create an “intelligent archive” using Al principles, fostering collaboration and
transparency. The platform, built around Apache Jena and open linguistic technologies, addresses the newspaper community’s
specific needs. This paper presents the platform’s architecture, knowledge base construction process, and future directions,
emphasizing journalism enhancements through Al while respecting “Il Manifesto™’s principles. Italiano.L’archivio storico del
quotidiano “il Manifesto” & tutelato dal Ministero dei Beni Culturali. Il progetto MeMa mira a creare un “archivio intelligente”
basato su una intelligenza artificiale che favorisce la collaborazione e la trasparenza. La piattaforma, costruita attorno ad
Apache Jena e tecnologie linguistiche aperte, risponde alle esigenze specifiche della comunita del giornale. Questo contributo
presenta I'architettura della piattaforma, il processo di costruzione della base di conoscenza e le direzioni future, discutendo il

CEUR-WS.org/Vol-3596/paper3.pdf

potenziamento del giornalismo attraverso I'intelligenza artificiale nel rispetto dei principi de “Il Manifesto”.

Keywords

Al in journalism, Open linguistic technologies, Knowledge graphs, Newspaper community

1. Introduction

The historical archive of the newspaper “il Manifesto”
is an asset protected by the Italian Ministry of Cultural
Heritage as of particular interest '. The archive includes
a paper collection starting from 1971, and a digitized
collection starting from the 1990s. The resource is now
entrusted to the “Nuovo Manifesto Societa Cooperativa
Editrice”, which publishes the newspaper and its digi-
tal editions since 2013. The cooperative is committed to
maintain and improve the archive, as well as to guarantee
free access and digital consultation facilities to anyone in-
terested in it *. The digital archive, produced in different
phases over the years, reflects the historical and techno-
logical evolution of the publishing sector. The database
initially included 10,013 digitized files containing about
160,000 articles, with few gaps in the years 1985-1986 and
1994-2002. Il Manifesto considers an “intelligent archive”
to be the cornerstone of its digital strategy, and for this
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reason seeks to align it with new technologies with ap-
propriate investments in research and development. The
MeMa (Memoria Manifesta) project started in 2020 by
a partnership with Salvatore Iaconesi > and Oriana Per-
sico, with the aim of developing new archive infrastruc-
ture based on Artificial Intelligence. This would be a
“Community AI” [1] based on the principles of openness,
transparency, collaboration and non-extractiveness, thus
being able to establish productive relationships between
the archive, the editorial staff, the user communities and
society in general [2].

When, in 2023, the project was resumed, the new board
decided to continue the original plan by making it evolve
in the direction of Linked Open Data, and taking ad-
vantage of the latest advances in language and knowl-
edge technologies. The idea was to build a standards-
based Knowledge Graph (KG) using editorial metadata
and structured information extracted from article text.
By itself, this idea is by no means new [3] [4] [5]. Also,
there are commercial platforms that have been offering
solutions for the newspaper industry some years now,
such as Neo4j [6] or Ontotext [7]. However, we realized
that the success of the project depended significantly on
how the platform would adapt to the way content is pro-
duced, extracted, organised, enriched and experienced by
the professional and user communities gathered around

3Salvatore Taconesi (Livorno 1973, Reggio Calabria 2022) has
been an engineer, artist, hacker and interaction designer
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the newspaper. Rather than forcing these habits to an
out-of-the-box commercial platform, we opted to tailor a
specific solution. Moreover, as a sociotechnical platform,
MeMa should be open to user curation and contribution
(e.g. from readers, archivists, and journalists), collabora-
tively contributing to the evolution of the Al including
correcting the inevitable errors of current NLP technolo-
gies. Hence, we started designing a custom platform
around a core open graph database, namely Apache Jena
* and a selection of open linguistic technologies suitable
for the Italian language. The solution falls into the broad
area of Enterprise Knowledge Graphs [8] which are gain-
ing momentum as “rational counterparts” of generative
linguistic technologies based on neural models [9]. This
work is a first account of what emerged in the first months
of analysis, design and development of the solution, and
a discussion of our plans to meet the socio-technical re-
quirements we have analyzed so far. Our contribution is
a “reality check” of the use of knowledge and language
technologies applied to complex texts produced by an
Italian publishing community over more than 40 years of
work. In general, our research concerns the interaction
between digital systems and human beings to make their
contents fully transparent and accessible to different user
communities. From a linguistic point of view, relevant
aspects include the specificity of the texts produced over
a wide period of time, characterized by a specific idiolect
but also by diachronic variations.

This paper is organized as follows. In Section 2, we
present an architectural overview of the platform under
development. Section 3 delves into the process of con-
structing the knowledge base, detailing the steps involved
in gathering and organizing the relevant information. In
Section 4, we discuss challenges and ideas about the fu-
ture directions. Note that automatic content generation
is not included in the journalism enhancements driven
by Al as intended by “Il Manifesto”.

2. System Overview

MeMa’s software architecture comprises several compo-
nents that work together to handle a graph database with
indexed attributes, enabling efficient ingestion, analysis,
and semantic querying. The key components of this ar-
chitecture include:

1. Knowledge Graph: The core of the system is a graph
database of the RDF (Resource Description Frame-
work) family with inference capabilities, based on
Apache Jena, the Pellet OWL reasoner, the search en-
gine Lucene, and custom components, where a num-
ber of KG attributes are indexed and embedded to
optimize search and retrieval operations.

*https://jena.apache.org/

2. NLP Service: A REST service that provides an abstrac-
tion layer over various NLP functionalities to support
the system’s operations. It wraps capabilities such
as text analysis, entity recognition, topic analysis, se-
mantic similarity, and other NLP tasks based on open
source transformers [10]. This service collaborates
with the ingestion process to extract valuable insights
from the content being ingested.

3. Ingestion Processor: A batch process that is respon-
sible for ingesting content into the KG. This process
integrates different sources, analyzes texts to extract
relevant information using the NLP service, and pro-
duces RDF sources to feed the KG according to the
MeMa ontology.

4. Query and Update Service: A REST service that is
responsible for handling queries and update opera-
tions on the KG. It integrates similarity searches and
SPARQL queries to retrieve relevant graph entities.
This service leverages the indexed attributes to opti-
mize query performance and speed up retrieval opera-
tions, and the NLP Service to transform user’s queries
and evaluate response ranking.

This software architecture employs a services and API-
based approach, enabling functional evolution, flexible
deployment, and seamless scalability. The service archi-
tecture is an abstraction of a general functionality that
can be applied to a variety of scenarios. Based on this
design, we have developed custom application services
that can be used in a front-end designed for the editorial
staff of the newspaper.
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Figure 1: Architectural overview

“Il Manifesto” has a print edition and an online edition,
each managed by its own Content Management System
(CMS). The two editions largely coincide, however each
one may contain articles not present in the other. As a
result, the same article (with slight variations) may be
available in two different repositories. When consolidat-
ing all editorial content into one Knowledge Base, we
had to harmonize and integrate the contents from both
CMSs.

29



3. The Knowledge Base

Modeling editorial content in a KG requires the adoption
of a suitable ontology. Although editorial content model-
ing has already been studied and tested [11], we did not
identify a simple, well-established model that suited our
needs. In particular, we aimed to represent how agents
interpret specific tokens as referring to entities based on
established conventions or procedures. In other words,
we were interested in semiotics. At the best of our knowl-
edge, even comprehensive conceptualizations, like the
CIDOC Conceptual Reference Model [12], which include
linguistic and symbolic objects, do not provide modeling
primitives to represent interpretation processes. This
is why we decided to develop our own conceptualiza-
tion, which we will illustrate in the following section.
Mappings to existing conceptual frameworks, such as
schema.org’, are preserved as annotations.

3.1. The MeMa Ontology

The MeMa ontology focuses on the way entities are men-
tioned, rather than on the characterization of those en-
tities, which is mostly left to external sources. As such,
the MeMa ontology adopts a semiotic perspective [13] in
the line of [14] and [15]. The structure of our ontology
is sketched as follows:

*https://schema.org/

« Class: Sign
An immaterial entity that stands to someone (or some-
thing) for some other entity as the outcome of an inter-

pretation

- Subclass: Category
A sign standing for a class of entities

— Subclass: Reference
A sign standing for a single (even collective) en-
tity

— Subclass: Topic
A sign standing for a focus of interest in a larger
context

« Class: Information
An immaterial thing that conveys interconnected signs

- Subclass: Text

A textual information object
- Subclass: Sentence

Part of a text
— Subclass: Token

Part of a sentence

« Class: Entity
A spatio-temporal thing
- Subclass: Agent
An entity that has the capacity to initiate or
perform actions
- Subclass: Location
An identified portion of space
— Subclass: Event
An entity that unfolds in time
— Subclass: Object
An entity that unfolds in space
A key feature of this ontology is the distinction of

Reference and Token, where the latter instantiates the
former °. As a Sign, a Reference is based on an interpre-
tation process, whether human or automated, e.g., for
DBpedia Spotlight, interpreting the string “Aristotle” as
the name of the philosopher from Stagira. Sign instances
support properties (interpretation records) that keep track
of these processes. A Token, on the other hand, is a
portion of Text, e.g. the string “Aristotle” that appears
in a document at a given offset, which may trigger the
processes mentioned above. In this way, the semantic
qualification of the text is provided with the means to
trace the underlying interpretation, be it automatic or
human. This is essential for ensuring the traceability and
accountability of the knowledge base’s content.

3.2. Handling Metadata

Extracting knowledge from newspaper articles essen-
tially consists of working on the both metadata and text
in a consistent way. This process has currently generated
about 650.000 stored articles and grows roughly by 1000
new articles a month.

®This aligns with Peirce’s distinction of type and token
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According to our ontology, assertions about articles
are based on two types of properties, which we call edi-
torial and semantic. The former includes attributes such
as publication date or author, the latter are generically
intended to characterize the content, including standard
categorization (sports, business, etc.), references to people,
places and other named entities, and arbitrary classifiers
which are typically encoded in freely invented wording.
However, this distinction is neither fully aligned with
the structure of the legacy metadata schemes, nor fully
reflected in how metadata are actually produced. For
historical and organizational reasons, in fact, the online
and print editions are metadated separately, with differ-
ent schemes and guidelines. Looking into it, we realized
that integrating them could not be done by simply map-
ping schemes to our ontology, but instead required a
thoughtful analysis of the actual data. We carried out
qualitative and quantitative analyses which led us to de-
vise an adequate treatment of the metadata content. Here
is a summary of the historical archive scheme:

+ ARGOMENTO (subject) is fed with labels with no se-
mantic relationship amongst them. The raw count
for these labels is 792.000 with 4023 distinguished
values (0.51%), which comprise synonyms, typos, ab-
breviations, and other variants.

+ CATEGORIA (category) field, on the other hand, is
used with a prevalence of editorial tags (front page,
editorial etc) but again we often encounter values that
also belong to the ARGOMENTO field. The raw count
usage for CATEGORIA is 828.805, with 1358 different
values (0.16%), which also comprise synonyms, typos,
abbreviations, and other variants.

+ LOCALITA (location) accommodates editor’s or
archivist description of what geopolitical entities are
involved. They might not be mentioned literally in
the article. We observed redundant tagging where
many broader geopolitical concepts, which could be
inferred, are explicitly stated somewhat arbitrarily
(e.g., CUTRO, CR, Italia). Whenever we successfully
link a geopolitical mention to GeoNames, this redun-
dancy becomes unnecessary, as GeoNames allows for
full hierarchical navigation.

+ RIFERIMENTI (references) is used as a placeholder
for a variety of annotations, which also overlap other
fields. Most often, these are short summaries which
should facilitate keyword based retrieval. We cur-
rently count 949248 occurrences of these annotations,
679760 of which are unique (71,6%), thus qualifying
by far as the most informative facet.

Overall, the frequency distribution of all these proper-
ties exhibits long tails with low frequencies typical of a
lack of annotation guidelines and tools. In particular, the
RIFERIMENTI field appears to be very heterogeneous,
as it mixes editorial tags (e.g. breve, cronaca), named
entities and content summaries. As a result of this anal-
ysis, we decided to ignore the formal meaning (if any)

of the legacy metadata schema and instead focus on the
annotation content. In particular, with respect to our
ontology, we want to distinguish among classifiers (Sign)
and descriptions (Information). To this end, we use:

+ Two handcrafted tagsets, for editorial marks and stan-
dard topics respectively, obtained by clearing and
deduplicating the contents of ARGOMENTO, CAT-
EGORIA and the most recurrent RIFERIMENTI

+ A lemmatizer for out of tagset values

+ A rule-based classifier for multi-word RIFERIMENTI
values, which discriminates descriptions from multi-
word topics

Classifiers are instantiated as either as Category or
Topic, and suitably linked to the article, while descriptive
summaries are kept as data properties, whose content is
indexed. We plan to add a vector representation of sum-
maries to include them in semantic similarity searches
and/or clustering,.

3.3. Knowledge Extraction

Besides annotated metadata, MeMa analyzes the full ar-
ticle text. At the current stage, we only perform entity
recognition and linking. There are no limits to the kind
of entities that can be mentioned in a newspaper arti-
cle. However, there are limits to the kinds that can be
efficiently retrieved by standard NLP pipelines. One of
the richest known inventories [16], includes up to 18
categories, but as a matter of facts the available recogniz-
ers for the Italian language, e.g. Spacy [17] and Stanza
[18] are limited to just a few of them, such as PER(son),
LOC(alization), and ORG(anization). We currently use
a combination of Stanford’s Stanza [18] (in particular:
tokenize, mwt, pos, lemma, depparse, and
ner processors), DBPedia Spotlight [19], GeoNames 7
along with a number of custom processing functions.
We choose Stanza because of the state-of-the-art perfor-
mances on Italian benchmarks®. We evaluated the NER
performance on our sources by randomly choosing 30 ar-
ticles, manually annotating their content, and matching
the pipeline outcome. Results presented in Table 2 align
with the current state of the art [20].

For the PER class we also adopt a simple co-
referencing matching based on the fact that within an
article we mostly find a fully named instance of the per-
son and subsequently only the first or last names. Along
with the span, we therefore generate a Person co-refernce
ID. We then proceed to the grounding attempt against
the DBpedia API which we invoke via its Spotlight func-
tion. We have found no added precision/recall by giving
it more textual context. For both the grounded and the

"https://www.geonames.org/
8Stanza’s performance on NER Corpora https://stanfordnlp.
github.io/stanza/ner_models.html
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annotation occurrences
breve (short) 5324
cronaca (news) 1860
analisi (analisys) 901
programma (program) 732
scheda (form) 691
crisi (crisis) 638
scenario (scenario) 671
le lettere di oggi (today’s letters) 662
storia (history) 6438
ritratto (portrait) 575
campagna elettorale (election campaign) 564
reazioni (reactions) 544
famiglia incertezza e preocupazioni (sic) (family uncertainty and worries) 1
oggi sciopero marcia globale per il clima (global climate march strike today) 1
giorgio forti, alessandro stoppoloni, christian picucci (proper names) 1

Table 1

An excerpt of both recurrent and unique values of RIFERIMENTI

Type Precision | Recall | F1 Score
PER 09117 0.9612 0.9280
LOC 0.9194 0.8703 0.8763
ORG 0.8071 0.8213 0.7847
Overall 0.8816 0.8868 0.8657
Table 2

Average Precision, Recall, and F1 Score per Type and Overall

ungrounded PERsons, we then store the span of surface,
a fuzzy score of the match with DBpedia’s entity to ac-
commodate typos and variations which are especially
common with the Italian rendition of foreign names and
the reference to the current article. We therefore have
the spans where the surface of the person was mentioned
and the grounded/ungrounded reference to the article
in a separate collection. A similar process is performed
for the LOCation named entities against the GeoNames
resource. Linking to the GeoNames resource gives us a
wealth of added information amongst which geolocal-
ization and administrative and geographical data. Also
for LOC we store the spans within the article’s and the
mentions in their dedicated collection. We also tried
using DBpedia Spotlight for ORGanizations but the re-
sults were not satisfactory. One of the causes may be the
lack of precision at the NER stage. Also, there are often
false positive groundings given that there are several or-
ganizations with namesakes or placenames. We didn’t
conduct a comprehensive analysis of the entity linking
performance; however, an initial examination revealed
that roughly 10% of the total links were incorrect. Finally,
the last stages of our pipeline transforms the staging

data into corresponding RDF data (Turtle format). We
therefore generate article individuals with metadata from
both the historical and the digital corpora leveraging the
reconciliation when possible and we also generate indi-
viduals, topics and all of their cross-linked mentions. The
resulting knowledge base is currently expressed with ap-
proximately 12.5 million triples, and loaded into Apache
Jena Fuseki to be used as a SPARQL endpoint.

4. Challenges and Ideas

Newspaper articles pose several interpretative challenges
[21]. The reporting of events, with their participants and
their contextual characterization, are the most relevant
parts of their content. Metonymy, regular polysemy and
presupposition, even combined, stand out as prominent
linguistic phenomena. Take for instance the headline:
“Di Maio al Colle, ma non da Mattarella” (= “Di Maio
at the Colle, but not meeting with Mattarella™) °. “Di
Maio” and “Mattarella” can be plainly identified as person
mentions and linked to their corresponding individuals
(Ttalian politicians). But what about “Colle”? Even if it
were identified as a place (the Quirinal hill in Rome) it
is clear that, contextually, the token intends to signify
the institutional function of the presidency of the Italian
Republic. Also, the people mentioned in the sentence
represent their public roles at the time the article was
written, rather than any identified human being. This
kind of metonymic use of language makes classification
of named entities more difficult [22]. As for the news

*https://ilmanifesto.it/di-maio-al-colle-ma-non-da-mattarella
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in question, note that apparently there is no mention of
any event, but presumably something happened. Event
mining is also a long-standing challenge of NLP, as well
as reasoning about implicature and presupposition [23].
These tasks are usually approached with ML methods
[24]. In particular, supervised learning strategies have
been implemented in recent years, but they are limited in
that they require specific annotated corpora and training
procedures [25].

The use of Large Language Models (LLM) with generative
transformers are now regarded to as the way forward for
the challenges mentioned above [26], so we plan to re-
place part of the existing NLP machinery with a suitable
implementation of these techniques. At present, we are
piloting publicly available services. For instance, if suit-
ably promped, GPT4 [27] produces the following analysis
of the headline mentioned d above:

1. Di Maio: This refers to a person, likely Luigi Di Maio,
an Italian politician. He could be the subject of the
discussion or the context in which the sentence is used.

2. at the Colle: Refers to “Colle” or “Quirinale”, which
is the official residence of the President of the Italian
Republic, located in Rome. Therefore, “Di Maio at the
Colle” indicates that Luigi Di Maio is at or going to the
Quirinale Palace.

3. Mattarella: Refers to Sergio Mattarella, who was the
President of the Italian Republic as of September 2021.
He might be mentioned because he is the incumbent
president at the time the sentence is spoken.

Llama2 [28] gives similar results :

1. Di Maio: This refers to Luigi Di Maio, an Italian politi-
cian who served as the Minister of Foreign Affairs and
International Cooperation from 2018 to 2019.

2. Colle: This is a reference to the Quirinal Hill, a hill in
Rome, Italy, where the President of Italy resides.

3. Mattarella: This refers to Sergio Mattarella, the President
of Italy from 2015 to 2022.

In both cases, entities are correctly identified and con-
nected to relevant background knowledge, where their
respective professional role are also highlighted. When
it comes to implicatures, GPT4 is pretty inventive:

So, the sentence could mean that Luigi Di Maio is going to or
present at the Quirinale, but he is not receiving instructions or
direction directly from Sergio Mattarella. It could be used in a
political or governmental context to express a situation where Di
Maio is acting independently of the President of the Republic.

Llama2 seems to be less imaginative:

Therefore, the entities mentioned in the phrase are two politi-
cians (Luigi Di Maio and Sergio Mattarella) and a geographic
location (Quirinal Hill)

These examples show how, using LLMs appropriately,
events can also be found in nominal constructions (such

10We are using the 13B parameters deployed on a virtual host

as the headline in question), and their participants, along
with some other contextual element, can be reliably iden-
tified even with little superficial evidence. The LLMs
generative ability of “connecting the dots” seem to be
particularly effective when dealing with journalistic jar-
gon, which is actually full of elliptical constructions. As
for lexical units other than entities and events, framing
complex notions such as not receiving instructions in a
Knowledge Graph may raise ontological challenges, e.g.
in this case that of representing negative facts. The “onto-
logical cut-of” operated in the design phase, i.e. the way
in which linguistic and logical (conceptual) expressive-
ness is arranged, plays here a crucial role. Our ontology is
such that only basic patterns (e.g. participation in action)
are ingested into the KG as logic assertions (i.e. triples),
while blurry concepts (e.g. receiving instructions) are
kept at the lexical level. Lexical concepts can be mapped
to onto-lexical resources and interleaved by semantic
relationships, as well as associated to distributional em-
beddings. In any case, the “ontological cut-of” requires
the division of KG’s reasoning into logical and linguistic
inference procedures and the integration of their results,
which is at the core of our future developments. The cur-
rent prototype does not include semantic relationships
and deep linguistic inference, but we do evaluate seman-
tic similarity based on embeddings of textual fragments
(e.g. headlines and summaries), e.g. when re-ranking KG
queries results.

To improve knowledge extraction, we are in the pro-
cess of experimenting LLMs generative models. It is al-
ready clear, however, that for giant models available only
through remote services, such as those of the OpenAl
family, the feasibility of these experiments could be prob-
lematic, since the stability of their behaviour seems to be
questionable [29]. Also, the use of remote services would
not comply with Il Manifesto’s digital strategy, due to un-
wanted bindings to external business entities. Therefore,
we are focusing on the use of on-premise open LLMs,
trading some functionality for dependability, freedom,
control, and cost effectiveness. At the time of writing,
although the use of open models such as LLama2 seems
promising, we have identified some hallucinations, for
example the person “Matteo Meloni”, erroneously identi-
fied as reference for “Meloni” in the context of “governo
Meloni”, who looks like a disturbing hybridization of
the current Italian Prime Minister and his Deputy. How
to deal with invented entities and fancy judgments is
a general concern for the productive use of these new
NLP methods.Our approach will be to involve editors,
archivists and readers in reviewing and amending Al
results.
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5. Conclusion

The construction of MeMa’s KG is an opportunity to dis-
cuss the state of the art perspective of NLP in the context
of a real Italian content production environment. The KG
will be made available later this year through a SPARQL
endpoint and a dataset collection. At the current stage,
our experience shows the potential, but also the limits, of
NLP technologies applied to a large corpus of newspaper
articles extended over a relevant time interval, which are
characterized by a sophisticated use of the Italian lan-
guage. In general, structured knowledge extraction can
be achieved with various levels of granularity by integrat-
ing NLP processors, such as named entities recognizers,
event recognizers and role labelers, keyword and topic
extractors. Pre-trained multilingual LLM-based genera-
tive transformers will probably replace the supervised
methods that have dominated the technology of these
processors the last decade, considerably easing the task
of extracting qualified semantic information. However,
the new neural technologies do not seem free from errors,
mainly due to the kind of inventive linguistic generation
that may produce. Giving the user community the abil-
ity to “educate” Al i.e. monitor and correct its results,
remains the main route for us. Transparent logical struc-
tures such as Knowledge Graphs offer the best support
for this type of activity. How information automatically
extracted from text can be conceptualized and critically
scrutinized by user communities will have a profound
impact on the harmonization of Al in human ecosystems.
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Abstract

Traditional genre-based approaches for book recommendations face challenges due to the vague definition of genres. To
overcome this, we propose a novel task called Book Author Prediction, where we predict the author of a book based on
user-generated reviews’ writing style. To this aim, we first introduce the ‘Literary Voices Corpus’ (LVC), a dataset of Italian
book reviews, and use it to train and test machine learning models. Our study contributes valuable insights for developing
user-centric systems that recommend leisure readings based on individual readers’ interests and writing styles.

Keywords

Book Author Prediction, Italian reviews, stylistic analysis, user-generated book reviews

1. Introduction and Background

Reading for pleasure is currently experiencing a signif-
icant decline, as evidenced by surveys indicating that
leisure reading has reached an unprecedented low'. Book
recommender systems have been proposed as a valuable
tool to promote the practice of reading for pleasure [1].
These systems provide personalized suggestions and aid
users in navigating the vast array of available literary
works [2]. Their integration into e-commerce services
has long been explored, as it benefits both sellers and
consumers [3].

Typically integrated with online platforms, book rec-
ommender systems rely on the history of users to pre-
dict their future interests and provide recommendations
based on the literary genre or authors that users have
previously engaged with. While recommending the other
books by an author that the reader enjoyed is trivial, sug-
gesting books belonging to the same genre remains a
complex area of study, particularly concerning literary
novels [4]. This is mostly due to the fact that the notion
of genre represents a quite heterogeneous object of study
due to multiple factors [5]. In fact, the same book can
be assigned to more than one literary genre either on
the same reading platform or across diverse platforms.
Accordingly, various approaches have been proposed to
automatically identify literary genres using book content
[6, 7, 8], titles or summaries [9], and even cover designs
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[10]. Nevertheless, these models often face challenges
when book content is inaccessible due to licensing re-
strictions.

Consequently, an alternative and promising line of
research on book recommender systems involves lever-
aging user reviews as a valuable source of information for
generating recommendations. Analyzing reviews allows
for a unique perspective on books from the viewpoint of
their readers, without requiring access to their content.

Reviews offer valuable insights into readers’ opinions
and preferences, and they have been effectively utilized
to predict trends in the book market [11, 12, 13, 14, 15].
There are few attempts to exploit user reviews also for lit-
erary genre identification. These include [16] and [17] for
English and Portuguese book reviews respectively. We
have also contributed to this line of research by focusing
on Italian book reviews [18]. In our previous work, we
demonstrated how book reviews published by amateur
readers on two social reading platforms, namely Amazon
and Goodreads, can be exploited to automatically identify
the genre of the reviewed book.

Building upon our prior investigations, our current
research aims to explore whether the writing style of
user-generated reviews, analyzed in terms of lexical and
(morpho-)syntactic characteristics, can serve as a reliable
source of information also to predict the author of a re-
viewed book. We started from the assumption that the
vague definition of literary genres might make recom-
mendations based on related authors more effective than
genre-based approaches. To this end, inspired by the
literature on Authorship Attribution [19], we introduced
a novel task named Book Author Prediction. We tackle
the problem as a supervised classification task, where the
objective is to predict the author of a given book from a
set of potential candidates. It is important to note that,
unlike the traditional Authorship Attribution task, our
information source consists of user-generated reviews
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rather than the books authored by the novelists them-
selves. This distinction adds a layer of complexity to the
task, making it particularly challenging and novel in its
approach. As a crucial step towards this objective, we in-
troduce a novel dataset of Amazon” and Goodreads” book
reviews, the ‘Literary Voices Corpus’ (LVC). The dataset
successfully served in diverse experimental settings we
explored in this work aimed at training and testing pre-
trained and traditional machine learning models, that use
different configurations of lexical and (morpho-)syntactic
features, to accomplish the new prediction task.

The work presented in this study falls within the con-
text of collective efforts to foster the habit of reading and
enlarge the readership across different target audiences’.
Among these initiatives, LettERE (Letture pER TE) is a
project that aims to encourage and promote the practice
of reading by creating a reading recommendation system
that provides personalised recommendations tailored to
the reader’s language skills and interests (see Acknowl-
edgements). In this regard, the research presented in this
paper contributes significantly to the LettERE project’s
objectives by showing that user-generated reviews can
be effectively used to identify readers sharing common
interests and ultimately provide personalised book rec-
ommendations.

The remainder of the paper is organised as follows.
Section 2 presents LVC, the novel collection of Italian
book reviews referring to the books of six popular au-
thors. Section 3 introduces the Book Author Prediction
task and details the methodology and models exploited
in this work to address it. Section 4 presents the results
of our experiments. Finally, Section 5 offers conclusions
and outlines potential future research directions.

2. The Literary Voices Corpus

We performed our experiments on the ‘Literary Voices
Corpus’ (LVC), which encompasses a collection of book
reviews in Italian published on two leading platforms
for Digital Social Reading (DSR), Amazon Books and
Goodreads and covering the work of several authors of
fiction novels.” This corpus is a spin-off of the ‘A Good
Review’ corpus, which we introduced in [18]. The LVC
corpus is aimed at being representative of two different
approaches to writing book reviews, a diversity specific
to the peculiarities of the two platforms. In fact, while
Goodreads gathers a large community of amateur read-
ers to exchange opinions and reading recommendations,
Amazon has a marked commercial vocation and treats

Zhttps://www.amazon.it

*https://www.goodreads.com

‘See for instance: https://www.regione.toscana.it/-/
un-patto-per-la-lettura.

>The LVC corpus is freely available under request for research
purposes.

books mainly as a consumer good. Goodreads reviews
are typically exploited to predict the orientation of the
book market [11, 13], to map reading preferences across
various communities of users [20], as well as to analyze
the linguistic style adopted by readers to describe their
reading experiences [21, 22]. Conversely, reviews posted
on Amazon Books have mostly been investigated within
marketing and buyers’ behaviour studies, often relying
on sentiment analysis [23, 24, 25].

When building LVC, we first chose popular novelists
in order to acquire a diverse but rich collection of reviews
from amateur readers. These are J.K. Rowling, Stephen
King, JRR. Tolkien, Jane Austen, Sarah J. Maas, and Dan
Brown.’

Since literary genre is not a monolithic notion [4], the
books of these authors traverse multiple genres. For
example, King’s repertoire encompasses horror, thriller,
and science-fiction, while Maas’s fantasy novels also in-
corporate a substantial element of romance. Then, we
extracted the reviews for their respective books from the
‘A Good Review’ corpus and we integrated the set with
new books if necessary using the ISBN number of a book
to unambiguously identify it on Amazon and Goodreads
and to collect its reviews written in Italian. This was done
to reach a minimum of 1,100 reviews per novelist from
Goodreads and 800 reviews from Amazon. While we
successfully obtained the desired number of reviews for
most authors, we encountered challenges for Austen and
Maas on Amazon. Nonetheless, the number of reviews
collected for these authors can still be considered reason-
ably comparable to the desired amount. The statistics of
the final LVC dataset are reported in Table 1.

As can be noted, the two portions of the dataset (i.e.,
Amazon and Goodreads) are quite different in terms of
the length of a single review. This difference arises in part
from the lower number of reviews collected from Ama-
zon, but mostly from the comparatively greater length
of Goodreads reviews in terms of sentences and tokens.
Thus, achieving a balanced number of reviews across au-
thors does not correspond to an equal number of tokens.
Furthermore, we notice a tendency to produce longer re-
views among the readers of certain authors, such as King,
Maas, or Austen, on both platforms. This represents one
of the first general characterization of the diversity across
literary voices we collected.

3. Book Author Prediction

The novel task of Book Author Prediction consists of
predicting the author of a book from the readers’ re-
views. We explored the performance on the task of a
suite of machine learning algorithms that vary with re-

®The complete list of books whose reviews in Italian have been
included in LVC can be found in Appendix A.
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Rowling King Tolkien Austen Maas Brown All
Goodreads
Books 6 8 7 7 6 7 41
Reviews 1,100 1,100 1,100 1,100 1,100 1,100 6,600
Sentences Total 5,951 7,479 6,224 6914 11,447 5,151 43,166
Tokens Total 155,653 202,027 180,680 214,921 302,687 129,684 1,185,652
Avg Sentences per Review 5.41 6.80 5.65 6.28 10.40 4.68 6.54
Avg Tokens per Review 141.50 183.66 164.25 195.38 275.17 117.89 179.64
Amazon

Books 6 8 6 7 5 7 39
Reviews 800 800 800 749 653 800 4,602
Sentences Total 1,712 3,525 2,695 2,326 3,961 2,422 16,641
Tokens Total 21,899 69,078 48,275 40,875 81,668 40,719 302,514
Avg Sentences per Review 2.14 4.40 3.36 3.10 6.06 3.03 3.61
Avg Tokens per Review 27.37 86.34 60.34 54.57 125.06 50.89 65.73

Table 1
Literary Voices Corpus statistics.

Raw text

Number of sentences and tokens

Average tokens per sentence and average characters per token
Vocabulary Richness

Type/Token Ratio for words and lemmas (first 100/200 tokens)
Morphosyntactic information

Distibution of UD POS

Lexical density

Inflectional morphology

Distribution of lexical verbs and auxiliaries for inflectional categories (tense,
mood, person, number)

Verbal Predicate Structure

Distribution of verbal heads and verbal roots

Average verb arity and distribution of verbs by arity

Global and Local Parsed Tree Structures

Average depth of the whole syntactic trees

Average length of dependency links and of the longest link

Average length of prepositional chains and distribution by depth
Average clause length

Relative order of elements

Distribution of subjects and objects in post- and pre-verbal position
Syntactic Relations

Distribution of dependency relations

Use of Subordination

Distribution of subordinate and principal clauses

Average length of subordination chains and distribution by depth
Distribution of subordinates in post- and pre-principal clause position

Table 2
Linguistic features acquired from book reviews.

spect to the architecture and features used for training
(see Section 3.1). The models leverage a wide spectrum of
text properties acquired from the reviews of increasing
informativeness, which range from n-grams of words
to stylistic features (Section 3.2), up to contextual sen-
tence representations of Neural Language Models. For all
models, we adopted a 5-fold cross-validation approach
for training and testing. The train and test sets always
contain reviews of different books, thus increasing the
complexity of the classification tasks. Note that, consid-
ering the high discriminative power of proper nouns in
this classification scenario, we performed the linguistic
analysis of reviews and sanitized the text [26] by masking
all tokens marked as proper nouns (POS = PROPN).

3.1. Models

Linear Support Vector Machine We define two Lin-
earSVM models, referred to as ‘Profiling’ and ‘Ngrams’
models. The former takes the set of linguistic charac-
teristics described in Sec. 3.2. Ngrams exploits lexical
information since it uses as input feature a simple con-
tiguous sequence of n words acquired from the reviews
(i.e. n-grams, with n equal to 1, 2, and 3).

Neural Language Model We relied on the Italian pre-
trained version of the BERT model (12 layers, 768 hid-
den units) [27]", which was pretrained using the Italian
Wikipedia and the Italian portion of the OPUS corpus
[28], a multilingual collection of translated open source
documents available on the Internet, and fine-tuned on
the Book Author Classification task.

LinearSVM + NLM  We combined the previous models
into a classifier based on LinearSVM and trained using the
internal representations of the BERT model fine-tuned
on the author classification tasks. We refer to this model
as SVM (BERT). SVM (BERT+Profiling) is an additional Lin-
earSVM model trained using both the fine-tuned repre-
sentations produced by BERT and Profiling-UD features.
The BERT representations used as input features of the
SVM model were computed by averaging the embeddings
of all the tokens in each review.

Baselines We compared the performance of the above
models against a random uniform classifier, i.e. a model
that uniformly generates random predictions for each
author.

"https://huggingface.co/dbmdz/bert-base-italian-cased
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Rowling King Tolkien Austen Maas Brown All
Model Goodreads
Baseline 0.19 0.15 0.16 0.18 0.15 0.16 0.16
Profiling 0.21 0.18 0.26 0.27 0.40 0.25 0.26
Ngrams 0.42 0.36 0.46 0.51 0.46 0.44 0.44
BERT 0.69 0.70 0.72 0.79 0.73 0.74 0.73
SVM (BERT) 0.44 0.51 0.55 0.58 0.57 0.56 0.54
SVM (BERT + Profiling) 0.46 0.50 0.51 0.54 0.56 0.57 0.52
Average 0.44 0.45 0.50 0.54 0.54 0.51 0.50

Amazon

Baseline 0.16 0.15 0.17 0.16 0.16 0.14 0.16
Profiling 0.38 0.18 0.27 0.17 0.32 0.22 0.26
Ngrams 0.44 0.35 0.40 0.38 0.58 0.39 0.42
BERT 0.57 0.60 0.56 0.64 0.72 0.61 0.61
SVM (BERT) 0.39 0.40 0.45 0.45 0.63 0.43 0.46
SVM (BERT+Profiling) 0.41 0.42 0.39 0.46 0.56 0.36 0.43
Average 0.44 0.39 0.41 0.42 0.56 0.40 0.44

Table 3

Results of book author prediction on Goodreads and Amazon reviews.

3.2. Linguistic Features

To model the linguistic properties of the reviews, we re-
lied on a set of 150 linguistic features. These features
correspond to specific aspects of the document structure
and were derived using Profiling-UD [29], a web-based
tool conceived to linguistically profile multilingual texts
by relying on the Universal Dependencies (UD) formal-
ism [30]. The features encompass 9 dimensions of doc-
ument structure, which are detailed in Table 2. They
range from morpho-syntactic and inflectional properties
to more complex aspects of sentence structure, such as
the depth of the syntactic tree. Other features pertain to
the structure of sub-trees and include the order of sub-
jects and objects in relation to the verb, as well as the use
of subordination.

4. Results

Table 3 presents the classification accuracies for the task
of Book Author Prediction. Notably, all models outper-
formed the random uniform baseline on both Amazon
and Goodreads. Upon closer examination of the models,
we notice that lexical information has more discrimina-
tive power than linguistic properties in the task. As proof,
consider the global and author-level scores obtained by
the Profiling model compared to the Ngram and, most
notably, the BERT models. Interestingly, using the fine-
tuned BERT representations as input features for the SVM
classifier (SVM (BERT)) yielded lower results than simply
using pre-trained BERT, and the results are comparable -
or lower — when combining contextualized representa-
tions with linguistic features (SVM (BERT+Profiling)).
Comparing the two platforms, Goodreads reviews ex-

hibit on average higher accuracy scores overall. This is
possibly due to a typical trait of commercial platforms like
Amazon, whose reviews frequently encompass aspects
beyond the book’s content, such as parcel delivery or the
edition’s book cover. These topics cause the reviews to
be quite standardised, thus more difficult to discriminate.
Conversely, Goodreads reviews primarily focus on the
book’s content possibly containing a larger amount of
stylistic elements which help the automatic classification.
This trend holds also when classifying individual authors,
except Rowling for the Profiling and Ngrams models.

When looking at the results obtained for individual
authors, Sara J. Maas turned out to be the most accu-
rately predicted author on both platforms, considering
the average scores across all models. However, upon
closer inspection of the results obtained with the top-
performing model (BERT), we observe that while Maas
remains the most accurately identified author in Amazon
reviews, the reviews of Jane Austen’s books exhibit the
highest level of distinctiveness on Goodreads.

4.1. Discussion

To take a closer look at the classification results, Fig. 1
reports the confusion matrices with the percentage of
the predictions made by all models in the Book Author
Prediction task. This complements the classification re-
sults by showing which authors are more confusing and
which are the most wrongly classified ones.

In general, we observe that as the model performance
improves, the matrices become less sparse, regardless of
the platform. This means that when the correct author
is predicted most of the time, the erroneous predictions
are distributed quite evenly among all possible authors.
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Profiling (Goodreads)

Rowling
King
Tolkien
Austen
Maas
Brown
Ngrams (Goodreads)
Rowling 11 16 6.7 9.5
King 34 16 11 8
Tolkien 9.8 n 85 6.5
Austen 8.7 11 n 8.3
Maas 9.8 10 11 (43
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Figure 1: Confusion matrices of the classification task for all models: cells report the percentage of reviews automatically
assigned to an author by each classification model (column) with respect to their actual author (row).

Consider, for instance, the matrices obtained from the
analysis of BERT and compare them with the matrices
referring to the Profiling and Ngrams models, which yield
the most sparse matrices.

Notable differences arise in the distribution of pre-
dicted authors across the two platforms. For in-
stance, when considering the Profiling model applied

to Goodreads reviews, we observe that Maas is the most
frequently predicted author, leading to other authors’
books being frequently misclassified as Maas’s works.
Notably, the reviews of It by King and of the fourth book
from the Harry Potter saga by Rowling are often incor-
rectly assigned to Maas. The content of these books, at
the crossroads between the fantasy and horror genres,
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may contribute to the model confusion. However, the
most influencing factor to the Profiling model predictions
appears to be the review length. On Goodreads, reviews
of King’s and Rowling’s books that are longer than 150
tokens are wrongly classified as referring to Maas in over
40% of cases. On Amazon, we observe an opposite ten-
dency, but for a different author: when a review has less
than 10 tokens, the model assigns the review to Rowling
in around 60% of cases.

The analysis of the feature rankings® produced by the
classifiers trained on both Amazon and Goodreads re-
views confirms the importance of review length for the
Profiling model. Indeed, features that capture structural
properties are particularly relevant for the model: the
use of subordination (subordinate_dist) is crucial for clas-
sifying Rowling’s and King’s reviews on Goodreads, as
they exhibit respectively the lowest and highest use of
subordinate clauses. Conversely, on Amazon, the average
number of verb dependents (verb_edges) and the distribu-
tion of function words (namely, conjunctions, auxiliary
verbs and determiners) are discriminative for Rowling,
Tolkien, and Maas.

For what concerns the Ngram model, the feature rank-
ing consists of the n-grams employed by the model or-
dered by relevance for book author classification pur-
poses on Amazon and on Goodreads. Quite expectedly,
the analysis of the top 100 most relevant n-grams reveals
that, on Amazon, parcel delivery is a highly referenced
topic (e.g. ‘tempi previsti’, expected timing, and ‘ben con-
fezionato’, well packaged), especially among the readers
of Tolkien and Rowling, which have the most similar
n-gram rankings (Spearman correlation score = 0.235,
p < 0.05). The two authors are the most frequently
confused by the model, especially for what concerns the
reviews of Tolkien’s “The Hobbit’ and “The Silmarillion’,
wrongly classified as referring to Rowling’s books. In-
deed, it is possible that the two authors attract a sim-
ilar readership interested in books involving intricate
mythologies, and that feature multi-dimensional charac-
ters with strengths, flaws, and internal struggles. Such
closeness between the Amazon reviews of these authors
is captured also by the BERT model which, although per-
forming better than other models on the task, seems quite
confused by the reviews of the same Tolkien books.

On Goodreads reviews, where parcel delivery is not rel-
evant, the most impactful n-grams tend to revolve around
book appreciation (e.g., ‘ho apprezzato’, 1 appreciated; Tet-
tura piacevole’, pleasant reading; ‘non mi aspettavo’, I did
not expect) or plot ( ‘il maghetto’, the little wizard; ‘signore
di’, lord of; ‘chiesa’, church; di epoca’, historical; ‘drago’,
dragon; ‘di vampiri’, of vampires). Therefore, it is not
surprising to see that King’s reviews are most frequently
misclassified as referring to Brown’s work, also by the

8See Appendix B and C.

BERT model. Both authors, despite their differences, are
known for building suspense and tension in their narra-
tives and incorporating detailed historical settings and
psychological aspects into their work.

The classification of Goodreads review performed by
the SVM (BERT) and SVM (BERT + Profiling) models
highlight author commonalities that did not emerge so
strongly with other models. The reviews of Rowling’s
books, for instance, are frequently wrongly classified
as referring to Maas’s work. Both authors are known
for their contributions to popular literature, particularly
in the genres of fantasy and young adult fiction, which
attract a readership interested in exploring themes of per-
sonal growth and self-discovery through the characters’
coming-of-age journeys.

Overall, no particular author appears to be systemati-
cally confused by all models. This finding is particularly
interesting from our perspective since it shows that using
user-generated reviews as an information source allows
to successfully address the Book Author Prediction task.
It suggests that books authored by different novelists at-
tract readers who are interested in similar topics and also
adopt similar communication strategies in their writing.
It also implies that the proposed methodology could have
a positive impact on the development of user-centric
book recommender systems.

5. Conclusions

This paper has explored an innovative approach that
leverages user reviews as a source of information for
Book Author Prediction. Building upon our prior work,
we introduced a novel dataset of Amazon and Goodreads
book reviews, LVC, which has been used for training
and evaluating machine learning models addressing the
novel book author prediction task.

Our findings highlight the challenging nature of pre-
dicting the author of a novel from a reader’s review. How-
ever, the analysis of erroneous predictions pointed us to
cases of books sharing a similar readership. This observa-
tion supports the intuition that user-generated reviews
can effectively serve as a basis for personalized book rec-
ommendations. By analyzing reviews, we gained insights
into readers’ preferences beyond the writing style of the
book’s author, opening up new avenues for more tailored
and user-centric recommendations.

Moving forward, this research could be expanded by
investigating the impact of exploiting user judgments as
an additional feature for classification. Furthermore, the
sentiment expressed by readers about a book, whether
positive or negative, could be leveraged to validate and
fine-tune personalized recommendations.
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Corpus

Author

Book

Jane Austen

Emma

Lady Susan
Mansfield Park
Northanger Abbey
Persuasion
Persuasion

Pride and Prejudice
Sense and Sensibility

Dan Brown

Angels and Demons
Deception Point
Digital Fortress
Inferno

Origin

The Da Vinci Code
The Lost Symbol

Sarah ). Maas

A Court of Mist and Fury

A Court of Frost and Starlight
A Court of Wing and Ruin

A Court of Silver Flames
Throne of Glass

J.K. Rowling

Harry Potter and the Chamber of Secrets
Harry Potter and the Goblet of Fire

Harry Potter and the Half Blood Prince
Harry Potter and the Order of the Phoenix
Harry Potter and the Prisoner of Azkaban
Harry Potter and the Sorcerer’s Stone

J.R.R. Tolkien

The Fellowship of the Ring
The Children of Harin

The Hobbit

The Return of the King
The Silmarillion

The Two Towers

Stephen King

Salem’s Lot
Carrie
Doctor Sleep
It

Misery

Mr. Mercedes
Pet Sematary
The Shining

Table 4
List of the books present in the LVC.
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B. Feature ranking Profiling Model (Goodreads)

Dan Brown J.K. Rowling J.R.R. Tolkien

Feature Avg  Feature Avg  Feature Avg
1 ttr_form_chunks_100 0.22  subordinate_post 6791  ttr_lemma_chunks_100 0.26
2 ttr_lemma_chunks_100 0.20  subordinate_dist_1 58.66  ttr_form_chunks_100 0.30
3 upos_dist_AUX 4.46  subordinate_pre 11.46  aux_tense_dist_Pres 71.32
4 avg_prepositional_chain_len 0.93  dep_dist_orphan 0.00  ttr_form_chunks_200 0.15
5 dep_dist_aux 2.54  verbs form_dist_Part 26.69  ttr_lemma_chunks_ 200 0.13
6 upos_dist_DET 12.87  ttr_form_chunks_100 0.24  n_prepositional_chains 7.29
7 dep_dist_cop 1.57  avg_prepositional_chain_len 0.86 n_tokens 164.25
8 prep_dist_2 10.46  upos_dist_ADP 11.04  upos_dist_AUX 4.84
9 prep_dist_1 68.65  subordinate_dist_2 15.22  upos_dist_ADP 12.02
10 dep_dist_det 12.06  dep_dist_mark 2,69  dep_dist_orphan 0.00
11 ttr_form_chunks_200 0.10  upos_dist_SCON] 1.54  upos_dist_DET 14.35
12 ttr_lemma_chunks_200 0.09  ttr_lemma_chunks_100 0.21  aux_mood_dist_Ind 73.27
13 dep_dist_flat:name 1.38  verb_edges_dist_1 15.34  dep_dist_aux 2.60
14 avg_verb_edges 2.39  aux_tense_dist_Pres 67.71  aux_tense_dist_Imp 5.79
15  prep_dist_3 1.02  avg_subordinate_chain_len 1.08  dep_dist_case 10.55
16 dep_dist_cc 342  verb_edges_dist_2 25.27  dep_dist_cop 1.90
17 dep_dist_flat:foreign 0.08  dep_dist_case 9.77  dep_dist_mark 2.64
18 upos_dist_ NUM 0.77  verb_edges_dist_3 23.72  verbs_form_dist_Part 28.82
19  upos_dist_PROPN 4.68 verbs_form_dist_Fin 38.53  dep_dist_flat:name 0.62
20  upos_dist_CCON]J 3.43  upos_dist_AUX 497  aux_num_pers_dist_Sing+3 52.14

Jane Austen Sarah J. Maas Stephen King

Feature Avg  Feature Avg  Feature Avg
1 ttr_lemma_chunks_200 0.15  ttr_form_chunks_200 0.25  upos_dist_CCON]J 3.29
2 ttr_form_chunks_200 0.18  ttr_lemma_chunks_200 0.22  dep_dist_cc 3.29
3 upos_dist_CCON]J 3.88  verbs_form_dist_Fin 38.74  avg_prepositional_chain_len 0.98
4 verbal_head_per_sent 3.35  verbs_form_dist_Part 30.77  ttr_form_chunks_200 0.17
5 avg_prepositional_chain_len 0.99  verb_edges_dist_2 27.51  ttr_lemma_chunks_200 0.15
6 n_tokens 195.38  verb_edges_dist_1 12,55  prep_dist_2 10.28
7 dep_dist_cc 3.87  verb_edges_dist_3 26.86  prep_dist_1 74.51
8 verbs_form_dist_Fin 38.72  verbs_form_dist_Inf 21.37  subordinate_post 76.19
9 tokens_per_sent 29.92  aux_tense_dist_Past 5.30  dep_dist_orphan 0.00
10  ttr_lemma_chunks_100 0.30  avg_prepositional_chain_len 0.95  prep_dist_3 0.89
11 prep_dist_1 72.48  n_prepositional_chains 9.46  subordinate_dist_1 66.18
12 ttr_form_chunks_100 0.34  verb_edges_dist_4 16.36  tokens_per_sent 26.85
13 n_sentences 6.29  aux_tense_dist_Pres 75.14  n_tokens 183.66
14 dep_dist_advmod 7.51  prep_dist_1 74.15  aux_tense_dist_Pres 72.50
15  prep_dist_2 10.92  verbal_head_per_sent 3.60  ttr_lemma_chunks_100 0.31
16 verb_edges_dist_2 27.55  aux_form_dist_Part 5.03 avg_verb_edges 2.54
17 verb_edges_dist_3 26.57  prep_dist_2 9.36  subordinate_pre 12.63
18 upos_dist_ADV 8.00 n_tokens 27517  verbal_head_per_sent 3.22
19  upos_dist_AUX 4,79  aux_mood_dist_Ind 78.48  dep_dist_case 10.52
20  dep_dist_case 10.32  verb_edges_dist_5 6.62  upos_dist_ADP 12.03

Table 5

Top 20 ranked features by the Profiling model for the classification of each author on Goodreads. Average values of the
linguistic features are also reported (columns Avg).
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C. Feature ranking Profiling Model (Amazon)

Dan Brown J.K. Rowling J.R.R. Tolkien

Feature Avg  Feature Avg Feature Avg
1 avg_subordinate_chain_len 0.98  ttr_form_chunks_200 0.01  upos_dist_AUX 4.57
2 dep_dist_cc 3.47  ttr_lemma_chunks_200 0.01  dep_dist_det 12.67
3 upos_dist_AUX 4.06  upos_dist_CCON]J 2.67  dep_dist_aux 2.23
4 upos_dist_CCON]J 346  dep_dist_cc 2.67 upos_dist_ADV 6.84
5 aux_tense_dist_Pres 62.35  upos_dist_ AUX 3.99 ttr_lemma_chunks_100 0.07
6 dep_dist_aux 2.18  ttr_form_chunks_100 0.03  ttr_form_chunks_100 0.08
7 dep_dist_cop 1.63  dep_dist_aux 211 dep_dist_cop 1.95
8 subordinate_dist_2 12.89  verb_edges_dist_3 16.65  upos_dist_DET 13.35
9 lexical_density 0.57  verb_edges_dist_2 25.40  dep_dist_root 10.92
10  verbs_form_dist_Part 33.30  ttr_lemma_chunks_100 0.03  dep_dist_advmod 6.41
11 ttr_lemma_chunks_200 0.01  n_tokens 27.37  verb_edges_dist_2 29.13
12 upos_dist_DET 12.06  dep_dist_cop 1.57  verb_edges_dist_3 21.28
13 subordinate_dist_3 2.54  verb_edges_dist_4 6.61  ttr_lemma_chunks_200 0.02
14 aux_form_dist_Fin 63.30  verbs_form_dist_Inf 11.28  aux_tense_dist_Pres 64.68
15  subordinate_dist_1 61.25  lexical_density 0.65  verb_edges_dist_4 11.55
16  verbs_form_dist_Fin 3492  aux_form_dist_Part 2.23  avg_verb_edges 2.14
17 upos_dist_PUNCT 10.96  verb_edges_dist_1 18.43  verbs_form_dist_Part 35.10
18  ttr_form_chunks_200 0.01  avg_verb_edges 1.59  dep_dist_case 10.77
19  verb_edges_dist_3 23.54  verbs_form_dist_Fin 21.86  ttr_form_chunks_200 0.02
20  dep_dist_case 10.13  aux_tense_dist_Past 2.27  verb_edges_dist_1 18.95

Jane Austen Sarah J. Maas Stephen King

Feature Avg  Feature Avg Feature Avg
1 aux_tense_dist_Pres 59.15  verbs_form_dist_Part 33.77  dep_dist_det 11.73
2 upos_dist_AUX 4.30  ttr_lemma_chunks_200 0.09  dep_dist_cc 3.12
3 avg_verb_edges 213  ttr_form_chunks_200 0.10  upos_dist_ CCON]J 3.19
4 upos_dist_DET 1240  verbs_form_dist_Fin 33.45  upos_dist_ DET 12.63
5 dep_dist_case 9.13  verb_edges_dist_2 30.79  ttr_form_chunks_200 0.05
6 upos_dist_ADP 10.77  lexical_density 0.54  ttr_lemma_chunks_200 0.05
7 dep_dist_cc 3.73  verb_edges_dist_1 15.47  avg_verb_edges 2.27
8 dep_dist_aux 2.36  verbs_form_dist_Inf 20.95  verbs_form_dist_Part 32.46
9 verbs_form_dist_Part 2894  verb_edges_dist_3 23.55 aux_tense_dist_Pres 63.26
10 avg_subordinate_chain_len 0.90  dep_dist_flat 0.00  verbs_form_dist_Fin 34.79
11 dep_dist_det 11.54  upos_dist_DET 13.45  verbs_form_dist_Inf 19.15
12 upos_dist_CCON]J 3.73  upos_dist_ NUM 0.55 lexical_density 0.55
13 dep_dist_cop 1.67  verb_edges_dist_4 12.00  ttr_lemma_chunks_100 0.12
14 verbs_form_dist_Fin 34.52  dep_dist_nummod 0.53  verb_edges_dist_1 15.93
15 aux_mood_dist_Ind 59.79  upos_dist_ ADP 1091  dep_dist_root 11.04
16  ttr_form_chunks_200 0.02  dep_dist_flat:name 0.31 upos_dist_AUX 4.45
17 ttr_lemma_chunks_200 0.02  verb_edges_dist_0 218  dep_dist_aux 2.44
18  aux_form_dist_Fin 61.29  avg_subordinate_chain_len 1.02  principal_proposition_dist ~ 39.50
19  subordinate_dist_2 11.26  dep_dist_det 12.28  dep_dist_det:poss 0.68
20  aux_tense_dist_Imp 3.92 verbs_form_dist_Ger 2.63  dep_dist_flat:foreign 0.03

Table 6

Top 20 ranked features by the Profiling model for the classification of each author on Amazon. Average values of the linguistic
features are also reported (columns Avg).
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Abstract

Online platforms have increasingly become hotspots to spread not only opinions but also hate speech, posing substantial
obstacles to developing constructive and inclusive online communities. In this paper, we propose a novel approach that
leverages the integrated gradients of pre-trained language models to automatically predict both hate speech and the potential
disagreement that can arise from readers. The integrated gradient attributions are used to shed light on the model’s
decision-making process attributing importance scores to individual tokens and enabling the identification of crucial factors
contributing to disagreement and hate speech classifications. The integrated gradients’ straightforwardness allows for the
recognition of fundamental causes of disagreements and hate speech content. By adopting an interpretable approach, we
bridge the gap between model predictions and human comprehension. Our experimental results highlight the effectiveness of
our approach, outperforming traditional BERT models and state-of-the-art methods in both prediction tasks.

Keywords

Learning with Disagreement, Integrated Gradients, Hateful Content

1. Introduction

In the modern era, human beings are constantly sub-
ject to absorbing content of various kinds generated and
shared on the web. To ensure the sustainability of con-
tinuously produced information and promote individual
and societal well-being in the context of online content
is important to recognize where hate content can harm
from a personal perspective. Different individuals, ac-
cording to their cultural beliefs and backgrounds, may be
more or less susceptible to potentially offensive content.
It is, therefore, necessary to safeguard the perceptions of
different individuals by defining Natural Language Pro-
cessing (NLP) models that are able to capture and model
different perceptions. How to deal with disagreement, in
particular related to hate speech detection problems, is
a topic that has attracted increasing interest during the
last few years [1, 2, 3, 4]. Although a good number of
approaches able to deal with disagreement in hate speech
detection problems have been proposed [5, 6, 7, 8], only
a few of them have been focused on really modelling
perspectivism.

Recognizing potential disagreements within hateful
content, especially in identifying controversial elements,
is of paramount importance for multiple reasons. When
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the possibility of disagreement arises in hateful texts
shared on social media platforms (e.g. Twitter), it be-
comes critical to have a service that recognizes if that text
written in that manner causes disagreement and works
as a filter for these texts based on a personal perspective

Moreover, a detoxification strategy could be imple-
mented to notify the authors of user-generated texts,
cautioning them about the potential perception of their
content as hateful by certain readers, and suggesting
revisions for the original message. Identifying disagree-
ments within hateful sentences and determining the as-
sociated disagreement-related elements can significantly
contribute to the creation of reliable benchmarks. Pri-
marily, for contents prone to disagreements, specific an-
notation policies can be implemented (e.g., involving
more annotators, excluding samples requiring annotation
from the dataset, etc.). Additionally, annotators could be
provided with targeted cues to focus on particular con-
stituents that may be perceived differently by readers
(e.g., underlining words, hashtags, or emojis identified as
disagreement-related elements warranting careful evalu-
ation).

In this paper, we try to connect hate speech and dis-
agreement by determining which hateful constituents
can contribute more to predicting disagreement. In par-
ticular, we combine pre-trained language models and
integrated gradients providing the following main con-
tributions:

« a filtering strategy of textual constituents that con-
tributes remarkably to explain hateful messages;
« a unified model that, considering the prediction of
the hateful contents and the selected explanations,
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Dataset Language Types Training Size Task Annotators  Pool Ann. % Full Agreement
HS’;T"” En Tweets 1,120 Hate Speech 6 6 69%
A[r]l\(;\]is Ar Tweets 943 Misogyny and sexism detection 3 3 86%
Con[\;/?g)use En User-agent dialogues 4,050 Abusive Language detection 2-7 7 65%
MD-Agreement En Tweets 10,753 Offensiveness detection 5 >800 42%

[12]

Table 1
Datasets characteristics.

predicts if disagreement could arise when reading
such contents;

The rest of the paper is organized as follows. In Section
2 an overview of the state of the art is provided. The
adopted datasets are described in Section 3. In Section 4
the proposed approach is detailed. The results achieved
by the proposed approaches are reported in Section 5.
Finally, conclusions and future research directions are
drawn in Section 6.

2. Related Work

The fast rise of social media and online communication
platforms has changed the way people communicate, ex-
change information, and express their ideas, while simul-
taneously increasing the spread of hate speech. Hateful
content includes a wide range of various forms of offen-
sive, abusive, and discriminatory language targeted at
individuals or groups based on their race, religion, ethnic-
ity, gender, or other protected characteristics. The prop-
agation of hate speech online has major implications,
perpetuating discrimination, stoking antagonism, and
instigating violence, necessitating the urgent need for
effective anti-hate speech solutions. Over the years, sig-
nificant progress has been made in developing automatic
hate content detection systems that leverage advance-
ments in Natural Language Processing (NLP), machine
learning, and deep learning techniques. In this section,
we highlight some of the state-of-the-art approaches and
methodologies employed in hate speech detection. The
dominant approach for hate speech detection is repre-
sented by supervised learning [13, 14]. In particular, the
approaches based on Language Models (LM) [15, 16, 17]
have shown promising results in capturing contextual
information and semantic relationships, leading to im-
proved classification performance.

One of the key challenges in hate speech detection is
the ability to make sense of the context in which the offen-
sive language is used. Researchers have explored context-
aware models [18, 19] that consider the surrounding text
or conversation to make more accurate predictions. This
can exploit speaker attributes, or discourse patterns to
better grasp the intended meaning and differentiate be-

tween hate speech and non-hateful expressions. In recent
years, hate speech detection has extended to encompass
multimodal data analysis to keep up with the increasing
usage of images and videos in online communication.
Combining textual information with visual cues from
images and videos has shown promise for improving the
accuracy and granularity of hate speech identification
systems [20, 14]. An increasing number of datasets are
collecting multimodal examples of hate content ranging
from memes [20, 21] to advertisements [22] and videos
[23].

The latest datasets are addressing the problem of hate
speech under the Learning with Disagreements paradigm
reporting information both on the hard label (usually
obtained through majority voting) and on the soft la-
bel (with all the annotators’ labels or a confidence level
attached to the labels). The inclusion of different perspec-
tives allows us to address the subjectivity of the task by
representing the multiple perceptions of the annotators
with different points of view and understanding [24]. The
information that represents annotators’ disagreement is
not only used to improve the quality of the dataset [25]
but also in the training process by weighting the sam-
ples according to their disagreement values [26] or by
directly training from disagreement, without considering
any aggregates label [27, 28].

3. Dataset

The four benchmark datasets provided by SemEval 2023
task 11 related to Learning With Disagreements [29] have
been considered in order to address the problem of pre-
dicting disagreement in hateful content. The datasets
have different characteristics for what concerns language,
type, and goal as summarized in Table 1. All the datasets
have been adapted by the challenge organizer to share a
common structure for what concern the textual input and
the hard and soft labels (additional dataset-specific at-
tribute are present). Since in this work, the disagreement
prediction is addressed as a binary task, an agreement
label has been derived from the soft label. This is because
taking the levels of disagreement into account requires
knowledge of the number of annotators, which is not
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taken into account at this time since the objective is to
distinguish agreement and disagreement and not the var-
ious levels of disagreement. In particular, the agreement
label is set equal to (4) when there is a 100% agreement
between the annotators, regardless of the value of the
hard label, while equal to (—) in all the other cases.

4. Proposed Approach

The proposed approach aims at addressing the tasks
of predicting both disagreement and hate speech while
maintaining the method fully interpretable through the
adoption of integrated gradients. Integrated gradients
are used to shed light on the model’s decision-making
process attributing importance scores to individual to-
kens and enabling the identification of crucial factors
contributing to the model’s decision.

In particular, the proposed approach is composed of
four main steps:

1. Fine-tuning of a pre-trained LM: the multilin-
gual BERT (m-BERT) has been fine-tuned to dis-
tinguish hateful content from non-hateful ones.
The textual input (i.e. the tweet or the conversa-
tion depending on the dataset) has been given as
input to the m-BERT model with a final sigmoid
layer. Additionally, to overcome the datasets’
class imbalance, in the training phase, the loss
function has been penalized accordingly to the
class distribution. The optimal decision threshold
has been determined according to the Youden’s
J statistics [30]. The statistics, which is a linear
combination of sensitivity and specificity, is max-
imized by evaluating several cut-offs.

2. Estimation of the attribution score: the at-
tribution score for each textual constituent has
been estimated using the integrated gradients pre-
sented in [31] on the fine-tuned model. This at-
tribution score assumes values from -1 to 1, 1
means that that token has a high contribution to
the prediction of the model and -1 the opposite.
A visual representation of the integrated gradient
on two available samples is reported in Figure
1. On one hand, each attribution score allows
us to identify those tokens that contribute more
to the final prediction, and on the other hand,
those compositions of tokens characterized by
divergent values make the content controversial
potentially leading to disagreement. The vari-
ability and the magnitude of attribution values
within a text are subsequently exploited to detect
a potential disagreement.

3. Filtering constituents: the integrated gradi-
ent’s attribution scores have been used to filter
out those tokens that do not bring a significant

contribution to explain the target label. In par-
ticular, let ¢;,,, be the i-th token within a text
m and S;,, the corresponding attribution score.
The token ¢;, is considered significant and main-
tained for the subsequent disagreement model if
Sim > T, otherwise the token is removed from
the original input text. In our case study, 7 is a
specific threshold estimated according to a grid
search approach.

4. Extraction of latent representations: the to-
kens considered significant according to the pre-
vious step are used to extract the corresponding
latent representation of the filtered sentence from
the fine-tuned m-BERT model.

5. Creation of the disagreement input space:
the latent representation obtained at the previous
step is used according to the following strategies:

« Filtered Embeddings: the embedding of
the filtered sentence is obtained by fine-
tuned model on hate and used to train the
subsequent disagreement model.

« Predicted Label: the Boolean labels pre-
dicted by the model fine-tuned to distin-
guish hateful from non-hateful messages
are included in the input space for training
the disagreement model.

« Distribution values: the distribution prob-
ability obtained through the sigmoid layer
of the fine-tuned models has been alterna-
tively considered.

6. Training of the disagreement model: the
derived input space (latent representation of the
selected token, concatenated with the predicted
label or probability distribution) is given as input
to a trivial Neural Network with the following
structure to predict disagreement labels:

o Input layer: layer that reflects the shape of
the input, with Relu as activation function
and dropout of 0.7;

« Hidden layer: layer that halves the size of
the input with Relu and dropout of 0.7;

« Output layer: one output neuron with a
sigmoid function to predict the final agree-
ment/disagreement.

The entire proposed approach is synthesized in Figure
2.

5. Experimental Results

In this section, the results obtained by the proposed ap-
proach are reported. We measured Precision (P), Recall
(R) and F-Measure (F), distinguishing between hateful
(+) and not hateful (—) labels and reporting also the
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Morons...get your covid ... | mean koolaid

: - covid koolaid
[Hateful Tweet with Agreement]

Flying in the face of science logic and common sense. People are dying and you don’t give a shit

. - science logic common dying give -
[Hateful Tweet with Disagreement]

-1 0

1

Figure 1: Visual representation of the integrated gradients on sentences from the MD-Agreement dataset. Positive values
are represented with the green colour, negative values are associated with the pink colour, while the white colour is used for

attribution values equal to zero.
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Figure 2: Proposed Approach

Macro F-Measure. We show in Table 2 the performance
achieved by the fine-tuned model on the hate speech de-
tection task. The achieved results denote good prediction
capability, especially for the negative class (non-hateful).
This behaviour is mainly due to the unbalanced nature
of the datasets and in some cases to the limited number
of instances available.

Now, we report in Table 3 the performance on the dis-
agreement prediction, distinguishing however between
agreement (+) and disagreement (—). The results of the
proposed method are shown according to the input space
previously described. In particular, we report:

« m-BERT: a baseline m-BERT model fine-tuned
according to the disagreement label;

« NN + Filt: a neural network that takes as input
the embedding representation of the sentence
composed of the tokens selected according to the
attribution scores and trained on the disagree-
ment label. This configuration corresponds to the
one described in step 5(a);

« NN + Pred: a neural network that takes as input
the embedding representation of the sentence
composed of the tokens selected according to
the attribution scores with an additional Boolean
feature denoting the label predicted by the fine-
tuned model on the hate. This configuration cor-
responds to the one described in step 5(b);

« NN + Dist: a neural network that takes as input
the embedding representation of the sentence
composed of the tokens selected according to the
attribution scores with two additional features
denoting the probability distribution associated
with the labels predicted by the fine-tuned model
on the hate. This configuration corresponds to
the one described in step 5(c);

In order to understand whether the proposed ap-
proaches obtain significant results compared with m-
BERT, a McNemar Test has been performed. In partic-
ular, the McNemar Test has been adopted to perform a
pairwise comparison between the m-BERT predictions
and each of the proposed strategies according to a confi-
dence level equal to 0.95. If a given model outperforms
m-BERT and its error distribution is different compared
to m-BERT, then the corresponding F1-Score is marked
with a wildcard symbol () in Table 3.

It can be easily noted that, in the majority of the consid-
ered datasets, all of the proposed approaches significantly
outperform the considered baseline m-BERT. It is also
interesting to highlight that, considering the datasets are
even more unbalanced and with a very limited number of
samples, the proposed approach NN-Dist tends to achieve
more balanced performance between the two labels than
the other methods. The McNemar test confirms that the
NN-Dist strategy is not only the best-performing one
but also that the predictions are different with respect
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Dataset P+ R+ F+ P— R— F— Macro F
HS-brexit 0.37 0.78 0.58 0.97 0.84 0.90 0.70
ArMIS 0.55 0.76 0.64 0.75 0.54 0.63 0.63
ConvAbuse 0.77 0.50 0.60 0.90 0.97 0.93 0.77
MD-Agreement  0.73  0.56 0.63 0.80 0.90 0.85 0.74
Table 2
Model performance on the hate speech detection task on the test set.
Dataset Approach P+ R+ F+ P— R— F— Macro F
m-BERT 0.85 0.69 0.76 0.51 0.73 0.60 0.68
HS-Brexit NN + Filt 0.69 0.86 0.83 0.62 0.50 0.55 0.69
NN + Pred 0.79 0.86 0.83 0.62 0.50 0.55 0.69
NN + Dist 0.84 0.78 0.81 0.57 0.67  0.62 0.71
m-Bert 0.60 0.27 037 032 0.65 043 0.40
ArMIS NN + Filt 0.64 093 0.76 050 0.11 0.18 0.47*
NN + Pred 0.66 0.84 0.73 0.46 0.25 0.32 0.53*
NN + Dist 0.67 0.75 0.71 0.47 0.38 0.42 0.56"
m-BERT 0.87 0.99 0.93 0.33 0.03 0.05 0.49
ConvAbuse NN + Filt 0.94 0.59 0.73 0.23 0.76 0.25 0.54*
NN + Pred 0.92 0.67 0.78 0.24 0.65 0.35 0.56*
NN +Dist 094 0.70 0.80 0.27 0.72 040 0.60"
m-BERT 0.43 0.34 0.38 0.58 0.68 0.63 0.50
MD-Agreement NN + Filt 0.47 0.71 0.57 0.67 0.43 0.53 0.55*
NN + Pred 0.53 0.52 0.52 0.66 0.66 0.66 0.59*
NN + Dist 0.54 0.52 0.53 0.66 0.68  0.67 0.60*

Table 3

Comparison of the different approaches on the test set for disagreement detection. Bold denotes the best approach according
to the F1-Score, while underline represents the best approach according to the disagreement label. (*) denotes that model
outperforms M-BERT and obtains results that are statistically different.

to the ones given by m-BERT. This implies that the per-
formance of the proposed approach could be considered
statistically significant.

An additional remark concerns the relationship that
exists between the disagreement prediction model and
the model able to predict hateful content. The perfor-
mances of the proposed models are strictly related to
the recognition capabilities of the model fine-tuned to
distinguish hateful content from non-hateful ones. Im-
proving the recognition capabilities of the hateful model
is expected to increase the recognition potential of the
proposed disagreement models.

For what concerns the errors of the most promising
approach, i.e., NN-Dist, we can highlight that on the
HS-Brexit dataset, most of the misclassifications are due
to the absence of relevant information. In particular, in
70% of the misclassified samples, there are references
to users and links that have been omitted, making the
understanding of the context even more complex. Re-
garding the ArMis dataset, most of the errors are related
to the implicit language used to express hateful content
against women (no explicit insults or sexist expressions
are used, but more subtle misogynous samples are re-

ported). In ConvAbuse, the misclassification of the pro-
posed approach is mainly due to the reduced number of
tokens of the text. In fact, 40% of the original text con-
tains less than 3 tokens, making difficult the prediction of
disagreement. Finally, in MD-Agreement the error rate
is quite higher (42.79%) compared to the other datasets.
In this scenario, the misclassified samples are almost bal-
anced between the two classes, (i.e., 0.45% for the agree-
ment and 55% for the disagreement class). The main
reason behind the high classification error can be found
in the different arguments covered by the dataset. This
suggests that disagreement is not only related to differ-
ent beliefs or backgrounds but also to specific discussed
topics.

6. Conclusions and Future works

The proposed paper introduces a novel approach for de-
tecting disagreement in hateful content. The method
leverages integrated gradients from pre-trained language
models to predict both hate speech and potential disagree-
ment arising from different readers. The approach is eval-
uated on four benchmark datasets related to Learning
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With Disagreements, and the results show that the pro-
posed method outperforms the baseline m-BERT model
in disagreement prediction tasks. One of the proposed
strategies, namely NN + Dist, performs particularly well
and achieves statistically significant improvements com-
pared to a baseline model based on m-BERT. Overall, the
proposed approach demonstrates the potential to predict
disagreement in hateful content compared to bert. Future
work could focus on exploring the applicability of the
proposed approach to other languages and expanding
the scope to include multimodal data analysis, consid-
ering the increasing use of images and videos in online
communication.
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Abstract

This paper investigates the feasibility of employing basic prompting systems for domain-specific language models. The
study focuses on bureaucratic language and uses the recently introduced BureauBERTo model for experimentation. The
experiments reveal that while further pre-trained models exhibit reduced robustness concerning general knowledge, they
display greater adaptability in modeling domain-specific tasks, even under a zero-shot paradigm. This demonstrates the
potential of leveraging simple prompting systems in specialized contexts, providing valuable insights both for research and

industry.
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1. Introduction

Pre-trained Language Models (PLMs) have had a signifi-
cant impact on Natural Language Processing (NLP), and
the pre-train and fine-tune paradigm has become the pre-
dominant approach for applying effective models on a
wide variety of downstream tasks [1, 2, 3, inter alia].

However, one of the main concerns when working
with PLMs is the paucity of annotated data, especially for
specific domains, required to fine-tune the additional clas-
sification layer on top of these models for downstream
tasks, such as classification. Recently, prompt-based tun-
ing has started to affirm as a promising way to perform
similar tasks, significantly reducing the need for anno-
tated data. This approach has been proven to be very
effective with Large Language Models (LLMs) [4]. How-
ever, it is often the case that LLMs are not available for
low-resource languages, and that their performance dras-
tically decreases when they are challenged on specific
domains. Hence, we decided to test a domain-specific
model, BureauBERTo [5], a LM further pre-trained on
Italian bureaucratic texts (e.g., administrative acts, bank-
ing and insurance documents), in a zero-shot scenario
exploiting the prompt-based tuning technique.

Since BureauBERTo has shown to be particularly ac-
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curate in the fill mask task [5],! where the model had to
predict both random and in-domain masked words, we
wanted to further inspect the domain lexical knowledge
acquired by this model during the domain adaptation.
We aimed at leveraging this knowledge to implement
two classification tasks in the PA domain, modeled as
prompt-based classification. Thus, we challenged the
model to predict both the topics of PA texts, and the type
of generic and PA-related named entities occurring in
sentences extracted from administrative documents.

We conducted two prompting experiments for each
task. We first adopted the Italian name of the classifica-
tion classes as label words, then we associated in-domain
terms to each class. We also compared BureauBERTo
with an Italian generic PLM, UmBERTo (Section 3).

Our findings show that in a zero-shot classification
scenario when the label words of each class are shallowly
related to the content of the text or to the entity type fed
to the model in the prompt template, both the generic
and the domain-specialized models perform poorly in the
classification task. However, when the classes are repre-
sented by multiple word labels semantically related to the
text/entity to be classified, the PLMs improve their perfor-
mance by a wide margin. This gaining is particularly evi-
dent in the domain-adapted model BureauBERTo, which
outperformed UmBERTo in both prompt-document clas-
sification and prompt-entity typing tasks, suggesting that
the domain linguistic knowledge acquired by this model
during the additional pre-training phase could be partic-
ularly useful in a prompt-based tuning scenario where
the model is much more reliant on its word knowledge,
compared to when the same task is accomplished via

!See Appendix B for the plot of the model results in the fill-mask
task
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fine-tuning.

2. Related work

PLMs have proven to be effective in NLP tasks re-
lated to specific domains, whether they were trained
from scratch [6, 7], or further pre-trained on domain
data [8, 9, 10] with a Masked Language Modeling (MLM).
More recently, the MLM training objective has been lever-
aged to solve various NLP tasks reformulated as a sort
of cloze task, allowing the PLM to directly solve it with-
out any or with very few labelled examples. One of
the first works in this direction was proposed by [11],
who performed zero-shot learning using pre-trained LMs
without fine-tuning on a dataset of training examples.
Within similar conditions, but using the larger GPT-3,
[4] achieved near state-of-the-art results for some Super-
GLUE [12] tasks. [13] showed that competitive perfor-
mance with those of GPT-3 can be achieved with much
smaller models like the 220M parameters ALBERT, by
performing some gradient-based fine-tuning of the model
using the labeled examples on a cloze task. Since then,
prompt-based learning has gained attention as a simple
way to perform, among other tasks, zero-shot classifica-
tion [14]. However, it’s essential to note that the perfor-
mance of prompt-based learning techniques scales with
model size [15]. Consequently, general purpose Large
Language Models (LLMs) with billions of parameters
are typically used in prompt-learning experiments, even
for specialized domains such as the legal one [16]. In
contrast, for the biomedical and clinical domains, [17]
showed that smaller specialized models like BioBERT [8]
and Clinical BERT [18] outperform GPT-2 and T5 in a
few-shot prompt based classification of medical texts.
The authors hypothesize that the advantage of the BERT-
based models is possibly due both to their domain adap-
tation and to their bidirectional MLM training objective,
which is more similar to the prompt template format
than those of auto-regressive and sequence-to-sequence
models like GPT-2 and T5. [19] reported a similar finding
even for the much larger GPT-3 over BioBERT. Neverthe-
less, these approaches are constrained by the model input
size, which limits the length of the conditioning input
context and can significantly affect performance [19].
Although prompt-based classification with specialized
models has been explored for the medical and clinical
domains, to the best of our knowledge, this is the first
work that focuses on applying prompts to the Italian ad-
ministrative language and in a zero-shot classification
scenario. Additionally, a notable challenge in prompt-
based approaches lies in their sensitivity to variations
in prompt templates and verbalizers [20, 21, 22]. We
conducted experiments using different verbalizers, i.e., a
generic verbalizer and a custom verbalizer using domain-

specific terms, to investigate how domain-related word
labels affect the model’s performance in different classifi-
cation tasks.

3. Models

For our experiments, we decided to compare the per-
formance of two PLMs, namely UmBERTo and Bu-
reauBERTo. UmBERTo? is a RoBERTa-based language
model trained on the Italian section of the OSCAR cor-
pus,® that has been shown to perform well on admin-
istrative data [23] compared to other generic PLMs of
the same size (110M parameters). BureauBERTo* [5] is a
domain-adapted model obtained by further pre-training
UmBERTo on Italian PA, banking, and insurance docu-
ments.

4. Experimental settings

4.1. Prompting

Prompt-based classification requires a specific tem-
plate to reformulate the original classification task as a
cloze-task, where the text to be classified is fed to the
model followed by a prompt sentence, such as “This
<text> is about [MASK]”. In this way, the model has
to predict the probability that a certain word is filled
in the “[MASK]” token. The mapping from the label
candidate word to a specific class is gained through the
verbalizer [13], which represents the original class names
as a set of label words, greatly influencing the model per-
formance in the task [24]. Hence, we decided to conduct
our prompt-based classification experiments in two set-
tings, using a standard and a custom verbalizer to better
understand the correlation between the lexical knowl-
edge of PLMs and the use of domain-related terms as the
set of word labels in the prompt verbalizer.

The first verbalizer, i.e., the base-verbalizer simply uses
the Italian name of the classification classes as label words
(e.g., Ambiente - “Environment” is the label word for the
class AMBIENTE - “ENVIRONMENT”), while the second
verbalizer is a manual verbalizer that we constructed by
adding some synonyms of the class name and some re-
lated PA terms as label words for each class, to better
depict the document classes and the entity types (in this
case the label words for the class AMBIENTE - “ENVIRON-
MENT” are: ambiente - “environment”, natura - “nature”,
territorio - “territory”, flora - “flora’etc.).

*https://github.com/musixmatchresearch/umberto
*https://oscar-corpus.com
*https://huggingface.co/colinglab/BureauBERTo
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4.2. Datesets

We evaluate the models in two tasks on two different
datasets. For the prompt document classification,
we used a subset of the ATTO corpus [23], which is a
collection of administrative documents annotated with
labels denoting topics. We filtered this dataset keeping
only those instances (2,811) that were annotated with a
single topic label.

For the prompt entity typing task, we used the PA-
corpus of [25], a collection of 460 PA-documents with
token-level annotations of Named Entities denoting both
general entities, such as persons, locations, organizations,
and domain-specific entities, like legislative norms, acts,
and PA-related organizations.

4.3. Evaluation metrics

We evaluated the performance of the models with com-
mon classification metrics.

4.4. Prompt entity typing

We modeled the NER task introduced by [25] as an entity
typing task. Entity typing can be considered a subtask
of NER and focuses on entity classification. In other
words, systems assign a label to an already extracted
entity. This task is often formulated to challenge systems
at retrieving sub-categories organized in a hierarchical
structure (e.g., an entity corresponding to a person may
be specified as director, major, lawyer, etc.) As in [25],
we asked models to identify only coarse-grained entities:
generic ones, such as persons (PER), locations (LOC), and
organizations (ORG); and related to the administrative
domain: law references (LAW), administrative acts (ACT),
and PA organizations (OPA).

We prompted the models by giving as input a sentence
and an entity occurring in it, asking to predict the entity
type in place of a masking token. The resulting tem-
plate is: <text>. In questa frase, <entity> & un
esempio di <masks>. >

As anticipated, we verbalized the entities in two ways.
In the first experiment, we provided an Italian translation
of the entity or a single word representing the entity class.
In the second experiment, we expanded most of the label
words by including synonyms and other terms related to
the various classes.®

4.5. Prompt document classification

For the recognition of the topics in PA documents, we
designed the following template to model the document

*In English: <text>. In this sentence, <entity> is an
example of <masks>.
Both verbalizers for entity typing are in Appendix A.

classification task as a masked language modeling prob-
lem: <text>.Questo documento parla di <masks>. 7

Thus, PLMs are challenged to infer the topic of the
document by predicting the most appropriate label word
to represent the masked token in the prompt, following
the document text. Since the ATTO corpus contains
only short documents of a maximum of 600 tokens, by
setting the tokenizer’s truncation at 512 tokens®, we were
able to feed the models the entire document in almost all
cases. Like with the prompt entity typing, we perform the
prompt-based classification twice. In the first experiment,
we used the base verbalizer, where each class is linked to
one or few label words that correspond to the names of
the classes in the original annotation of the ATTO corpus.
For the second experiment, we use the manual verbalizer,
which contains, in addition to the label words of the base
verbalizer, a collection of domain terms manually selected
as PA representative topic labels for each class. The
complete list of the label words used in both verbalizers
is shown in Table 1.

5. Results and discussion

Table 2 shows the results of prompting applied to the
entity typing task.

In the first experiment, where a single class label is
used (see Sec. 4.4), UmBERTo almost doubled the results
obtained by BureauBERTo for F1 Micro (0.404 vs. 0.263)
and Macro Average (0.335 vs. 0.201). Surprisingly, for
a domain entity like ACT, BureauBERTo missed all the
entities, whereas UmBERTo obtained a low but higher
score (0.140). For the LAW entity, UmBERTo overpasses
BureauBERTo, as well. We may suppose that this is due to
the fact that UmBERTo was trained on Common-Crawl,
which also contains legal and administrative texts in its
Italian section. Very high results are obtained by Um-
BERTo for PER entities, reaching 0.827 in our zero-shot
scenario. On the contrary, both models obtain very low
results for LOC, OPA, and ORG. These two latter classes
are very similar to each other: ORG refers to organi-
zations in general, comprising firms and associations,
whereas OPA can be considered as a subclass of ORG,
and refers to organizations within the Public Administra-
tion, such as municipal departments. Such overlapping
may impact on classification.

For what concerns the second experiment, we added
to the prompt also highly distinctive words for each class.
In this case, we notice a better ability of BureauBERTo
to recognize domain-specific entities such as ACT, LAW,

"In English: <text>. This document is about <masks.

8512 is the maximum number of tokens that these Transformers
models can receive as input.

°See Appendix A for the English translation of the label words
for document classification.
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Table 1

The Table shows the label words adopted in the experiments of prompt document classification.

Class Basic Labels +In-domain Lexicon
AMBIENTE ambiente ambiente, natura, territorio, flora, fauna, animali, clima, inquinamento, rifiuti, igiene,
caccia, pesca, verde, ecologia, agricoltura, acque
avvocatura, avvocati, giustizia, legale, ricorso, giudici, Tribunale, Corte, Appello
AVVOCATURA avvocatura . . & > lesale, '8 ’ ’ » Appetio,
Assise, notifica, atti, Albo, Pretorio, protocollo
bandi, . . . L
BANDI-CONTRATTI contratti bandi, contratti, bando, contratto, gara, appalto, assunzione, liquidazione
COMMERCIO- commercio, . . N . . . . .
N N commercio, economia, attivita, economica, beni, commerciare, vendite, acquisti,
ATTIVITA- attivita, L R
. commercianti, confesercenti
ECONOMICHE economiche
CULTURA- cultura, . . . .
TURISMO turismo cultura, turismo, sport, culturale, turisti, musei, arte, cinema, vacanze, spettacolo,
’ scuola, manifestazioni
SPORT sport

DEMOGRAFICO demografico

demografico, popolazione, abitanti, residenti, censimento, anagrafe, residenza,
domicilio, cittadinanza, leva

EpiLizia edilizia edilizia, costruzioni, cantiere, ristrutturazione, planimetrie, residenziale
PERSONALE personale personale, risorse, umane, assunzioni, lavoro, part-time
PUBBLICA-ISTRUZIONE istruzione istruzione, istituto, scolatisco, scuola, insegnante, formazione, educazione
SERVIZI- servizi, L Lo .
. ). servizi, informazioni, informativi
INFORMATIVI informazioni
SERVIZIO- finanza finanza, euro, finanziario, contabilita, contabile, copertura, rimborsi, pagamenti,
FINANZIARIO versamenti, bilancio, spese, sanzioni, multe, tributi, retribuzioni, emolumenti
SOCIALE sociale sociale, leva, militare, disabili, protezione, civile, invalidi
URBANISTICA urbanistica urbanistica, trasporti, trasporto, traffico, circolazione, veicoli, viabilita, viaria

and OPA. However, despite the general improvement
in recognizing such classes, we notice that it performs
worse than UmBERTo for traditional entities. This ex-
periment based on the comparison of general-purpose
language models and domain-adapted ones has yielded
compelling insights. Generally, both types of models
demonstrate enhanced performance when enriched with
domain-specific terms within their prompts. However, it
is evident that the domain-adapted model outperforms
the general-purpose model, exhibiting an improvement
of more than twofold (0.516 vs 0.368 for Macro Average
F1 score). This significant boost in performance sug-
gests that the domain-adapted model is likely to be more
attuned and proficient in leveraging domain-specific ter-
minology.

Nevertheless, it is important to acknowledge that
domain-specific terms may wield less influence over
generic entities such as PER. With the in-domain lex-
icon added to the verbalizer, UmBERTo fails to recognize
any PER entity. By looking at the confusion matrix for
UmBERTo, we observed that the model identifies almost
all the people’s names as ORG entities. Thus, we carried
out an ablation study by deleting the in-domain terms

added for the PER entity class, i.e. generalitd - “particu-
lars” and nominativo - “name”.

The results in Table 3 show that the performance of
UmBERTo increases not only for the PER entities but
that the ablation improves the F1-score of the ORG class
as well. Whereas UmBERTo reaches the highest per-
formances for overall F1 Micro Avg, the deletion of in-
domain lexicon from the verbalizer seems to penalize
BureauBERTo in the recognition of PER entities. Fol-
lowing the trend observed in UmBERTo, the ablation
impacts the model’s ability to properly recognize the
other classes. Despite this, the adapted model still ob-
tained higher results on the in-domain entity classes:
ACT, LAW, and OPA further solidifying the advantages of
domain-adapted models in specialized contexts. Finally,
it is worth noting that we observed a high variability
of results according to different prompts and verbalizer
configurations, as shown in the ablation study. In fact,
deleting the in-domain lexicon related to one of the entity
classes affected the performance achieved by the models
on all the others, due to wrong classifications (e.g., peo-
ple names confused with location addresses or company
names). Therefore, future investigations into prompt
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tuning are necessary and can lead to further interesting
insights.

Regarding the prompt document classification experi-
ments, whose results are summarized in table 4, we ob-
served a similar trend. When only one or few word
labels are used to represent a topic class, both the generic
and the domain-specialized models obtained a rather low
accuracy (0.22 vs. 0.09) and Macro Average F1 scores
(0.16 vs. 0.06). In this case, UmBERTo outperformed Bu-
reauBERTo in almost all classes, with the exception of
CULTURA, TURISMO E SPORT - ‘CULTURE, TOURISM, AND
SPORTS’, DEMOGRAFICO - ‘DEMOGRAPHICS’, and PERSON-
ALE - ‘PERSONNEL’. Looking into the details of the scores
obtained by UmBERTo in its most recognizable classes
( PUBBLICA ISTRUZIONE - ‘PUBLIC EDUCATION’, EDILIZIA
- ‘CoNsTRUCTIONS’ and URBANISTICA - ‘URBAN PLAN-
NING’), we speculate that the single-word labels used to
define these classes provided a sufficient cue to enable the
model to appropriately recognize these topics. This is in
line with the fact that the UmBERTo pre-training corpus
included texts extracted from Italian municipalities’ web
pages, which often refer to such topics.

On the other hand, in the second experiment, where
we manually added to the prompt verbalizer a set of
salient PA-related terms to depict the document topics
at a finer-grained level, we observed a significant im-
provement in the overall performance of both models.
The benefits of a custom-made set of domain-related
terms are particularly evident for the specialized model
BureuBERTo, which reached a better accuracy (0.60 vs.
0.54) and Weighted Average F1-score (0.57 vs. 0.51) than
UmBERTo. It appears that the model adapted to the do-
main may possess heightened sensitivity, enabling it to
effectively capitalize on the contextual cues offered by
domain-specific terms. However, by performing a class-
wise comparison between the two experimental settings,
we observed that for some classes that shared a common
domain lexicon, such as PuBBLICA ISTRUZIONE - ‘PUBLIC
EpucaTtioN’ and CULTURA, TURISMO E SPORT - ‘CULTURE,
TOURISM, AND SPORTS’, or SERVIZI FINANZIARI - ‘FINAN-
CIAL SERVICES” and BANDI £ CONTRATTI - “TENDERS AND
CoNTRACTS’ the models’ classification could have been
influenced in favor of one of the two classes, due to their
topic descriptor lexical overlap. These findings confirm
the necessity of further inquiry into the effect of lexical
specificity on prompt-based classifications, especially for
domain-adapted models.

6. Conclusion and future work

In this paper, we propose a zero-shot prompt tuning
classification approach for solving two tasks related to
the Italian PA domain: the classification of documents
according to their topic and the recognition of the entity

types occurring in administrative sentences.

We compared the results obtained in these two tasks
by the PA-specialized model BureauBERTo with those
of the domain-agnostic model UmBERTo. Our findings
show that by enriching with domain terms the set of
word labels encoded in the prompt verbalizer both mod-
els demonstrated enhanced performances. Moreover,
BureauBERTo exhibited an improvement over UmBERTo
of +0.06 Weighted Average F1 score in the document clas-
sification (0.51 vs. 0.57) and of more than twofold in the
entity typing task (0.516 vs. 0.368 for Macro Average F1
score), meaning that the domain adapted model is more
proficient in leveraging domain-specific terminology.

These results underscore the importance of tailoring
language models to specific domains to unlock their full
potential and address the nuanced challenges posed by
diverse subject matters. However, it is also worth men-
tioning that we noticed a high variability in the task
results according to different prompting and different
label words. In particular, when the label words adopted
to depict a certain topic class are, within the domain con-
text, semantically related to the label words of another
class, the models’ classification output seems to be biased
in favor of one of the two classes.

In conclusion, our study underscores the critical need
for a thorough exploration of prompt engineering, par-
ticularly in the context of the entity typing task. This
imperative arises not only from the potential to augment
the predictive capabilities of models, but also from the
need to consolidate the knowledge related to general en-
tity classes. Notably, the Public Administration (PA) do-
main exhibits distinctive characteristics, both in terms of
referencing entity names within documents and employ-
ing domain-specific terminology. Notably, the identified
patterns within the PA domain deviate from the broader,
general-purpose Italian style, indicating the necessity for
tailored, domain-specific prompt experimentation.

This investigative effort shed the linguistic intricacies
that exert an impact on Transformer model performance.
Our findings, as revealed in the ablation study on entity
linking, emphasize the pivotal importance of delving into
the interplay among different entity classes present in
datasets. A nuanced analysis of how these classes interact
and potentially overlap is indispensable for honing the
model’s ability to distinguish between them in a domain-
specific context.

To conclude, this leads us to surmise as a future direc-
tion for our work a further inspection of how domain-
adapted PLMs encode in their embedding the semantics
of domain-related terms and how this information relates
to their performance in prompt-based tasks.
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Table 2

Performance comparison of UmBERTo and BureauBERTo on the entity typing task. We grouped together generic entities
(LOC, ORG, PER) and domain-related entities (ACT, LAW, OPA). In the upper part of the table are the results of the first
experiment, with a unique word as a label. In the bottom part, we report the results for the second experiment where we used
multiple labels for each entity class. In bold the best results for each experiment. The best overall results are underlined.

Model Measure LOC ORG PER ACT LAW OPA MicAvg MacAvg
Basic Labels
P 0.7 0.181 0.836 0.4 0.455 0.818 0.462 0.565
UmBERTo R 0.045 0.372 0.818 0.085 0.618 0.107 0.36 0.341
F1 0.085 0.244 0.827 0.140 0.524 0.189 0.404 0.335
P 0.5 0.115 0.774 0 0.294 1 0.323 0.447
BureauBERTo R 0.013 0.223 0.526 0 0.447 0.024 0.221 0.205
F1 0.025 0.152 0.626 0 0.355 0.047 0.263 0.201

+In-domain Lexicon

P 0.767 0.11 0 0.63 0.6 0.364 0.421 0.412
UmBERTo R 0.445 0.234 0 0.309 0.756 0.476 0.368 0.370
F1 0.563 0.15 0 0.414 0.669 0.412 0.393 0.368
P 0.814 0.178 0.45 0.521 0.727 0.797 0.534 0.581
BureauBERTo R 0.368 0.245 0.555 0.404 0.756 0.607 0.492 0.489
F1 0.507 0.206 0.497 0.455 0.741 0.689 0.512 0.516

Table 3
Ablation study conducted on BureauBERTo and UmBERTo on entity typing task. In bold are the best results for each entity
class.
Model Measure LOC ORG PER ACT LAW OPA MicAvg MacAvg
P 0.792 0.294 0.482 0.634 0.728 0.536 0.569 0.578
UmBERTo R 0.368 0.266 0.577 0.277 0.805 0.536 0.482 0.471
F1 0.502 0.279 0.525 0.385 0.764 0.536 0.522 0.499
P 0.746 0.280 0.385 0.629 0.793 0.750 0.573 0.597
BureauBERTo R 0.303 0.223 0.453 0.415 0.780 0.571 0.456 0.458
F1 0.431 0.249 0.416 0500 0.787 0.649 0.508 0.505
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A. Label Words

Table 5 shows the verbalizer for entity typing. Table 6
contains the English version of the verbalizer adopted
for the document classification (see Table 1 for the Italian
version).
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Table 5
The Table shows the label words adopted in the experiments of prompt entity typing.

Class Basic Labels +In-domain Lexicon

PER persona persona (person), generalita (particulars), nominativo (name)

LOC luogo luogo (place), localita (locality)

organizzazione (organization), azienda (firm), societa (corporation), associ-

ORG organizzazione _: . .
azione (association), compagnia (company)

LAW legge legge (law), norma (rule), decreto (decree), legislativo (legislative)

atto (act), delibera (resolution), determina (decision), deliberazione (delibera-
ACT atto . .

tion), regolamento (regulation)
OPA ufficio ufficio (office)

Table 6
The Table shows the label adopted in two experiments related to Document Classification. This is an English translation of
Table 1. Although some Italian words are translated as multi words word labels can be represented as single words only.

Class Basic Labels +In-domain Lexicon

environment, nature, land, flora, fauna, animals, climate,
ENVIRONMENT environment pollution, waste, hygiene, hunting, fishing, green, ecology,
agriculture, water

advocacy, attorneys, justice, legal, appeal, judges, court-

ADVOCACY advocacy house, court, appello, assise, notification, acts, albo, preto-
rio, protocol
s enders, contracts, notice, contract, tender, hiring, liquida-
TENDERS-CONTRACTS tenders tend tract t tract, tender, h liquid
contracts tion
TRADE- trade, . .
. rade, economy, business, economic, goods, trade, sales,
Economic economic trad b ds, trad !
ACTIVITIES activities’ purchases, merchants, confesercenti
CULTURE- culture, . .
. culture, tourism, sports, cultural, tourists, museums, art,
TuRISM- turism
SPoRT sport’ cinema, vacations, entertainment, school, events
DEMOGRAPHIC demographic demographics, population, inhabitants, residents, census,
grap registry, residence, domicile, citizenship, conscription
BUILDING buildin building, construction, yard, renovation, planimetry,
& residential
PERSONNEL personnel personnel, resources, human, hiring, work, part-time
EDUCATION education education, institute, school, teacher, training, education
INFORMATION- services, . . L .
SERVICES information services, information, informative
FINANCIAL finance, euro, financial, accounting, accountant, coverage,
SERVICES finance refunds, payments, disbursements, budget, expenses,
penalties, fines, taxes, wages, emoluments
WELFARE welfare welfare, conscription, military, disabled, protection, civil-
ian, disability
URBAN-PLANNING urban planning urban planning, transportation, transports, traffic, circula-

tion, vehicles, roadway
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B. Fill-mask results

Preliminary experiments on a fill-mask task (Fig.1)
showed that BureauBERTo outperformed UmBERTo
when predicting masked words on Public Administra-
tion documents [5]. This motivated us to evaluate Bu-
reauBERTo domain-specific knowledge in an unsuper-
vised setting in prompt-based zero-shot classification
tasks.

% of times the masked word is

100 in the first top k model predictions.

N Umb . BB

87.7
84.5
81.7
80 4 78.1
72.6
67.6
60 4 57.7
47.7
40 1
20
1 3 5 10
k

Figure 1: Results of a fill-mask task experiment in which [5]
masked domain-specific words in sentences from the ATTO
corpus (PA domain). Percentages indicate the number of times
the masked word was in the model’s top k predictions.
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S
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Abstract

In this paper, we address the problem of automatic misogynous meme recognition by dealing with potentially biased elements
that could lead to unfair models. In particular, a bias estimation technique is proposed to identify those textual and visual
elements that unintendedly affect the model prediction, together with a naive bias mitigation strategy. The proposed approach
is able to achieve good recognition performance characterized by promising generalization capabilities.

Keywords

Bias Mitigation, Bias Estimation, Misogyny Identification, Meme

1. Introduction

In the context of social media, memes have become pop-
ular as a means of expressing irony or opinions on vari-
ous topics. However, these memes can also perpetuate
discriminatory behaviours towards certain groups and
minorities. Misogyny, in particular, has gained attention
as a form of hateful language conveyed through memes
in various ways, such as female stereotyping, shaming,
objectification, and violence. While misogyny recogni-
tion mechanisms have been widely investigated focusing
on textual sources (i.e., tweets) [1, 2, 3, 4], misogynous
identification in multimodal settings, and in particular
on memes, is still in its infancy. In [5], a few naive uni-
modal and multimodal approaches have been investi-
gated to understand the contribution of textual and vi-
sual cues. Further investigations from the same authors
[6] have introduced a multimodal approach that consid-
ers both visual (in the form of captioning) and textual
information to distinguish between misogynous and non-
misogynous memes. Recently, the performance of mul-
tiple pre-trained and trained from scratch models have
been compared to verify if domain-specific pre-training
could help to improve the recognition performance [7].
Independently on the textual, visual or multimodal
sources, several authors highlighted how the classifica-
tion models may be subject to bias that could affect the
real performance of the models [8, 9] in a real setting.
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Most of the investigations propose a few bias estimation
metrics and related mitigation policies that are based on
a fixed set of seed words to quantify and minimize the
bias at the dataset or model level. When dealing with
misogynous memes recognition, metrics to estimate the
bias and techniques to mitigate it are still missing.

To this purpose, we provide the following main con-
tributions:

« a candidate biased elements identification in a
multi-modal setting, focusing on both textual and
visual constituents of a meme;

 a mitigation strategy at training time, named
Masking Mitigation, that masks the candidate bi-
ased elements to reduce the distortion introduced
by their presence.

The rest of the paper is organized as follows. In Section
2 a summary of the state of the art is reported. In Section
3 the candidate biased element identification strategy is
detailed. In Section 4 the proposed mitigation strategy
is presented. In Section 5 the experimental results are
reported. In Section 6 conclusion are reported.

2. Related work

The majority of works on hate content detection focus
on tweets, while, only in recent years, they have started
to address multimodal content such as memes. For in-
stance, the approach proposed in [5] aims to counter the
phenomenon of memes that can convey sexist messages
ranging from stereotyping women to shaming, objecti-
fication, and violence, investigating both unimodal and
multimodal approaches to understand the contribution
of textual and visual cues. In [10], the authors indicate
how the visual mode may be much more informative
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for detecting hate speech than the linguistic mode in
memes. More recently, two benchmark datasets have
been proposed to facilitate the investigation related to
misogynous meme detection. The first benchmark pre-
sented in [11] is composed of 800 memes from the most
popular social media platforms. The dataset has been
labelled through a crowdsourcing platform, involving 60
subjects, in order to collect three evaluations for each
instance. Each instance, labelled according to misogyny,
aggressiveness and irony, has been labelled by three an-
notators from the crowd and three expert labellers. A
more recent benchmark has been collected for MAMI
shared task at SemEval 2022 [12]. The dataset, composed
of 10.000 memes for training and 1.000 memes for testing,
allowed to approach: (i) the identification of misogynistic
memes, and (ii) the recognition of the type of misogyny
among potential overlapping categories. For the MAMI
challenge, most of the participants [13, 14, 15, 16] ex-
ploited pre-trained models and ensemble strategies.

Regarding the potential bias that the models could in-
herit from the training dataset, most of the investigations
focus only on a unimodal setting and more precisely on
the textual component [17, 18, 19]. In particular, special
attention has been devoted to identity terms, i.e. those
terms frequently associated with hateful expressions in
the dataset referred to a specific target (e.g., woman,
wife, girlfriend, etc...). It has been demonstrated that
such identity terms lead the models to biased implicit
associations between such terms and a given class label,
finally originating unfair predictions. In order to coun-
teract the potential bias, several mitigation strategies
have been proposed in the literature. One of the most
widely used strategies is data augmentation [4, 20, 21],
which consists in adding data containing examples of
non-toxic comments that bring back those identity terms
that have the most disproportionate distribution in the
dataset. Alternative solutions are focused on mitigat-
ing directly the models by means of specific objective
functions [22, 23] or optimization strategies [24, 25, 26].
Although the above-mentioned strategies represent a fun-
damental step towards bias mitigation, they are defined
for unimodal settings. Bias estimation and mitigation for
multimodal perspective are still missing for misogynous
meme identification.

3. Bias Estimation

In order to understand if a given misogyny identifica-
tion model is biased, three main steps are performed: (i)
Candidate Biased Elements Estimation, which allows us
to identify specific textual or visual elements that could
lead a model to unfair predictions, (ii) the creation of a
Synthetic Dataset with specific characteristics that allow
evaluating models behaviours in challenging examples,

and (iii) the definition of a metric to quantify how a
model could be biased from such elements. The proposed
method has been evaluated on the MAMI Dataset [12]
consisting of 10.000 memes for training and 1.000 memes
for testing. The MAMI test set will later be referred to as
raw.

3.1. Candidate Bias Elements Estimation

As highlighted in the literature, classification models may
be affected by bias: the presence of specific elements can
lead the model to an erroneous behaviour by predicting
a specific label due to the presence of such elements.
This distortion in the investigated data-derived models
can be in fact caused by an imbalance distribution, in
relation to the prediction label, of specific terms or visual
elements strongly associated with a given class label.
Those candidate biased elements can be distinguished
in candidate biased terms, which are related to the
superimposed text of a meme, and candidate biased
tags, which are concerned with the objects that describe
the scene of a meme. We exploit a novel estimation
for identifying candidate biased elements [26] that
overcomes the limitations of the Polarized Weirdness
Index (PWI) [27], which is unbounded and does not
consider the context in which the elements appear, and
extended the estimation process to address more than
one modality.

Given a multimodal dataset D, e is a visual or textual
element belonging to the set 7 that comprises all the
terms and tags of D. A bias score S(e) can be estimated
for each element e according to the following formula:

M|

L ST Pt | Tw) = P [{T—e}) (1)

S(e) M
where M is the set of memes containing e, ¢t represents
the misogynous label and T, denotes the set of terms
and tags in a given meme m. P(c" | T},) represents the
probability of a meme m of being associated with the
misogynous label, given the terms and tags T,, within the
meme itself, and, analogously, P(c* | {T:, —e}) denotes
the probability of a meme m of being associated with
the misogynous label ¢, given the text (tags) present
in the instance (meme), excluding the evaluated element
e except for the term (tag) in analysis. The proposed
bias score ranges into the interval [—1; 41]. The higher
positive the score, the more likely the element would
induce bias towards the positive class (misogynous). On
the other hand, the lower negative the score, the more
likely the element would be associated with the negative
class (not misogynous). Terms and tags with a score close
to zero, are considered neutral with respect to a given
label.
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We report in Tables 1 and 2 the set of biased terms
and biased tags identified on the MAMI training dataset.
As we can see, the set of candidate biased terms with
the highest score for the misogynous class is composed
of words that are typically associated with some spe-
cific misogyny categories like dishwasher and chick for
stereotype and whore for objectification. The remaining
tokens are websites that have been used to collect only
misogynous memes. A few terms identified as convey
potential bias are related to the seed words used to col-
lect the dataset (e.g. whore), confirming the ability of
the proposed approach to capture the bias introduced in
the dataset-creation phase (Selection Bias). On the other
hand, the presence of other terms (e.g. chloroform) high-
lights the ability of the proposed approach to generalize
with respect to the dataset creation process and include
elements that may induce bias due to their unintended
unbalanced distribution. Concerning the set of terms
with the highest negative bias score for the not misogy-
nous class, it is composed of words that are very general
and commonly used in a variety of popular memes. An
analogous consideration can be drawn for the candidate
biased tags.

Candidate Biased Terms

Misogynous Not Misogynous
Term [ Score | Term [ Score
demotivational | 0.39 mcdonald -0.26
dishwasher 0.38 ambulance -0.24
promotion 0.35 communism | -0.23
whore 0.35 anti -0.21
chick 0.34 valentine -0.20
motivate 0.33 developer -0.20
chloroform 0.30 template -0.20
blond 0.30 weak -0.19
diy 0.30 zipmeme -0.18
belong 0.28 identify -0.17

Table 1

Top-10 candidate biased terms.

3.2. Synthetic Dataset

In order to measure the bias of the models when making
predictions, a synthetic dataset has been created with spe-
cific characteristics that can effectively help to highlight
the bias of the models given the presence of the candidate
biased elements.

In particular, let ;" and E be respectively the set of
all the biased candidate terms and tags with a positive
score, which qualifies elements that are expected to in-
troduce the bias towards the misogynous class. Also,
let £, and I be respectively the set of all the biased
candidate terms and tags with a negative score, which
qualifies elements that are expected to introduce the bias

Candidate Biased Tags

Misogynous Not Misogynous
Tag [ Score | Tag [ Score
Woman 0.11 Penguin | -0.27
Earring 0.11 Cat -0.26
Lip 0.11 Whisker | -0.23
Strap 0.11 Beak -0.18
Tire 0.10 Gun -0.17
Eyebrow | 0.10 Dog -0.16
Girl 0.09 Toy -0.15
Teeth 0.08 Paw -0.15
Short 0.08 Animal -0.14
Dress 0.08 Bear -0.14

Table 2
Top-10 candidate biased tags.

towards the not misogynous class. Given a specific ele-
ment e € E;}f and el € EJ, we collected misogynous
and not misogynous memes according to the following
criteria:

« anot misogynous meme is part of the synthetic
dataset if it contains ;" (or e]) and it does not
contain any biased candidate terms (or tags) with
a negative score. This is to evaluate the impact
of €} (or ef) in introducing a bias towards the
misogynous class in not misogynous memes;

+ a misogynous meme is part of the synthetic
dataset if it contains ;" (or e]) and it does not
contain any other element in E;" (or E). This
is to verify if the model, given the presence of e;"
(or ef), is able to perform well on misogynous
memes.

An analogous procedure has been adopted to create
misogynous and not misogynous memes according to
the candidate biased terms and tags with a negative score.
The synthetic test set will later be recalled as synt.

3.3. Multimodal Bias Estimation (MBE)

In order to measure if a given model is affected by bias we
introduce the Multimodal Bias Estimation (MBE) met-
ric, which combines the area under the curve (AU C'rq)
estimated on a test set belonging to the original MAMI
test set and the area under curve estimated on the test
set belonging to the synthetic dataset (AU Csyny):

1 1
MBE = EAUCTaw + §AUCsynt (2)
where AUCyn¢ is computed as reported in Equation 3.
M represents the subgroup of memes identified by the
presence of a biased term ¢, T is the subset of selected
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1ier i€l iel
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woman cat desk chair man car bicycle
0.9 0.3 0.8 0.43 0.87 0.13 0.0
woman cat desk chair man car bicycle MASK
0.0 0.3 0.8 0.43 0.87 0.13 0.0 1.0

Figure 1: Visual Masking

biased terms. M denotes the subgroup of memes iden-
tified by the presence of a biased tag ¢ and I denotes the
subset of selected biased tags.

AU Csyn: is a three per-element AUC-based measure,
which considers both the biased terms and the biased
tags, composed of the following estimations:

o AUCsubgroup(+), estimated on the subset of the
synthetic dataset identified by the presence of a
biased element;

« AUCBpsn(-), computed on the background-
positive subgroup-negative subset that corre-
sponds to the subset of misogynous memes iden-
tified by the absence of the biased element and
the not misogynous memes containing the biased
element;

« AUCBnsp(+), computed on the background-
negative subgroup-positive subset that corre-
sponds to the subset of not misogynous memes
identified by the absence of the biased element
and the misogynous memes containing the
biased element.

The MBE metric, which ranges into the interval [0, 1], esti-
mates the ability of the models on performing a good pre-
diction on the raw test data and simultaneously achieving
a significant performance on memes that, by construc-
tion, can lead to a biased prediction.

4. Debiasing Strategy

Several baseline models have been initially considered for
distinguishing between misogynous and not misogynous
memes. We trained SVM, KNN, Naive Bayes, Decision
Tree, and Multi-layer Perception independently on each

unimodal representation of the memes. In particular, the
following modalities have been considered as (separate)
input space:

« textual component, that is the transcription of
the text contained within the meme (obtained
with OCR) embedded through the Universal Sen-
tence Encoder (USE) [28].

» visual component, expressed by the objects
identified within the meme (object tags) by the
Scene Graph Generation method [29] and repre-
sented through a n-dimensional vector that de-
notes if a given meme contains one or more pre-
defined objects with the corresponding probabili-
ties.

The classifiers have been combined, accordingly to
each modality (e.g. visual or textual), through a Bayesian
Model Averaging (BMA) [30] ensemble paradigm. BMA
has been employed also for creating a multimodal en-
semble that considers all the predictions provided by the
above-mentioned models trained on each representation
independently.

4.1. Mitigation Strategy

Bias mitigation is adopted in both unimodal and
multi-modal contexts. In an unimodal setting, only
the considered modality is mitigated. In a multi-modal
scenario, all the models based on visual and textual
components that compose the ensemble are mitigated.
In order to debias the model at training time (and
inference time), a Masking Mitigation is proposed. In
particular, for what concerns the textual component,
each biased term is masked according to the class label
that they affect more (see Table 1). Any given biased
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term, estimated using to the strategy presented in
section 3, is masked in the training dataset according
to the class towards they induce bias. In particular,
if a candidate biased term induces a bias towards the
misogynous label, then it is replaced with a positive
mask [POS-MASK] in misogynous memes. On the
contrary, if a candidate biased term induces a bias
towards the not misogynous label, then it is replaced
with a negative mask [NEG-MASK] in not misogynous
memes. An example is reported in the following.
Original Text: When you can’t afford a new
dishwasher so you...

Masked Text: When you can’t afford a new [POS-MASK]
50 Yyou...

Regarding the visual component, when a candi-
date biased tag is present, the probability value of
that tag is set equal to 0 and a new feature indicating
the presence of the masking is added to the original
n-dimensional vector. A toy example is reported in
Figure 1.

5. Experimental Results

We report in this section the results of the proposed miti-
gation strategy, comparing the performance with several
approaches. In particular, we report AUCrqw, AU Csynt
and M BE related to each model enclosed in the en-
semble, i.e., Support Vector Machines (SVM), K-Nearest
Neighbour (KNN), Naive Bayes (NB), Decision Tree (DT),
and Multi-layer Perception (MLP) together with their
Bayesian Model Averaging (BMA). We also show the per-
formance of the proposed Masking Mitigation on BMA
(BMA-MM). Finally, we report a baseline debiasing tech-
nique available in the state of the art. In particular, we
used REPAIR [31] as a benchmark mitigation model. It
computes a weight w; for each sample based on its pro-
portional loss contribution with respect to a reference
model and resamples the original training dataset accord-
ing to several strategies. In particular, given a weight w;
for each meme i, it keeps p = 50% examples with the
largest weight w; from each class.

We show in Tables 3-5, the comparison between all
the considered models, distinguished according to the
modalities used to perform the training and the corre-
sponding mitigation phase. A T-test has been performed
to compute the statistical equality with a pairwise analy-
sis between the best-performing approach (BMA) against
the compared mitigation strategies, i.e. BMA-MM and
REPAIR.

A few considerations can be derived from Table 3,
where the models have been trained using the textual

Textual Component Only
Model AUCrqw | AUCsynt | MBE
SVM 0.7202 0.7801 0.7501
KNN 0.7173 0.7041 0.7107
NB 0.7010 0.7687 0.7348
DT 0.6301 0.7475 0.6880
MLP 0.7257 0.7521 0.7389
BMA 0.7326 0.7841 0.7583
REPAIR 0.6775 0.6811 0.6793
BMA-MM | 0.7325 0.8052 0.7689"
Table 3

Model performance using the textual component only. Bold
denotes the best result, while (*) reflects that the mitigated
model outperforms the best non-mitigated approach (BMA)
and the improvement is statistically significant.

component only: (1) training on the textual component
only lead all the models to obtain good results on both
raw and synt test sets, (2) BMA is able to achieve re-
markable results compared with the baselines, (3) the
proposed Masking Mitigation strategy (BMA-MM) sig-
nificantly outperforms all the baseline models and the
original BMA, but also the REPAIR strategy. BMA-MM
is able to maintain good recognition performance on the
raw test set, still improving significantly the generaliza-
tion capabilities on the controversial memes available in
the synt test set.

Visual Component Only
Model AUCrqw | AUCsynt | MBE
SVM 0.6808 0.5918 0.6363
KNN 0.6623 0.5942 0.6283
NB 0.6635 0.5773 0.6204
DT 0.6499 0.5888 0.6194
MLP 0.6912 0.6047 0.6480
BMA 0.6870 0.5990 0.6430
REPAIR 0.6651 0.5922 0.6286
BMA-MM | 0.6655 0.6416 0.6535"
Table 4

Model performance using the visual component only. Bold
denotes the best MBE, while (*) reflects that the mitigated
model outperforms the best non-mitigated approach (BMA)
and the improvement is statistically significant.

For what concerns Table 4, where the models have
been trained using the visual component only, the con-
siderations are a bit different. As demonstrated in other
state-of-the-art studies [26], the visual component is less
impactful on the recognition capabilities than the textual
one. We hypothesize that the reduced contribution of the
pictorial component is mainly due to conceptualization
issues to relate a given object to a an abstract concept
(e.g. dishwasher). However, also in this case, BMA is able
to achieve better results than the baselines and BMA-MM
is still able to significantly outperform the original BMA
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and REPAIR.
Multimodal Components
Model AUCrqw | AUCsynt | MBE
SVM 0.7632 0.7794 0.7713
KNN 0.7590 0.7277 0.7433
NB 0.7326 0.7794 0.7560
DT 0.7006 0.7483 0.7245
MLP 0.7690 0.7374 0.7532
BMA 0.7802 0.7908 0.7855
REPAIR 0.7360 0.6982 0.7171
BMA-MM | 0.7676 0.8306 0.7991*
Table 5

Model performance using the multimodal components. Bold
denotes the best result, while (*) reflects that the mitigated
model outperforms the best non-mitigated approach (BMA)
and the improvement is statistically significant.

Regarding the performance of the multimodal settings
reported in Table 5, we can assert that not only the pro-
posed mitigation strategy significantly outperforms all
the other configurations presented above, but it is also
able to achieve a very promising compromise between
raw and synt samples that facilitate the adoption of the
BMA-MM in a real setting.

6. Conclusions

This paper addressed the problem of mitigating misogy-
nous meme detection. In particular, a candidate biased
element estimation and a corresponding mitigation strat-
egy is proposed to perform fair prediction in a real set-
ting. The proposed approach, validated on a benchmark
dataset, achieved remarkable results both in terms of pre-
diction and generalization capabilities, reducing the bias
in a significant way.
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Abstract

English. Mathematical expressions are complex hierarchical structures of symbols that are usually accessed by visual
inspection. These expressions are seldom rendered with natural language since users are not usually required to read them
aloud. People with a visual impairment generally use BIgX with screen readers to acquire mathematical expressions. However,
BIEX can be verbose, slow to listen, and difficult to learn. This work proposes a way to make mathematical expressions
easier to be accessed by people with disabilities by exploiting their hierarchical structures. We describe and evaluate a
dialogue system to vocally navigate mathematical expressions in English. In contrast with standard screen readers, the vocal
interaction allows people to query the system about sub-parts of the expressions.

Italiano. Le espressioni matematiche sono complesse strutture gerarchiche di simboli generalmente esplorate visivamente.
Queste espressioni raramente vengono rappresentate tramite linguaggio naturale, perché agli utenti di solito non é richiesto di
leggerle ad alta voce. Le persone con disabilita visiva di solito usano il BIEX con uno screen reader per ascoltare le espressioni
matematiche. Tuttavia, il EIgX puo essere verboso, lento da ascoltare e difficile da imparare. Questo lavoro propone una
alternativa per rendere piu accessibili le espressioni matematiche alle persone con disabilita sfruttando la loro struttura
gerarchica. Descriviamo ed valutiamo quindi, un sistema di dialogo per navigare vocalmente le espressioni matematiche in
inglese. A differenza dei normali screen reader, I'interazione vocale consente alle persone anche di interrogare il sistema sugli

elementi che compongono le espressioni.

Keywords

dialogue system, natural language processing, visually impaired people

1. Introduction

In the last few years, improvements in speech technolo-
gies have enabled the use of Natural Language Processing
in various application domains. Among these, the field
of assistive technologies stands out as one with the most
potential. Specifically, spoken dialogue systems (SDSs)
can enhance the quality of life for numerous users with
special needs.

In this paper we study the task of accessing mathemat-
ics for blind people. Traditionally, people with a visual im-
pairment, in order to acquire mathematics, use KX with
screen readers, that are dedicated text-to-speech software.
However, BIEX is verbose, slow to listen, and not well
known in young people. Indeed, BITEX is designed as
a typographical language, that is a technical language
to provide typographical details rather than a compact
description of a mathematical content. Moreover, mathe-
matical expressions can range over multiple dimensions
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(e.g. fractions are arranged on two levels) and the linear
encoding of KTEX can produce a very long sequence with
distant relations among symbols closely connected.

To tackle these issues, in this paper we propose a SDS
based on the main idea to use standard natural language
to interact with mathematical contents. For instance by
using a SDS people with a visual impairment do not need
to use a keyboard and a mouse to use their device. They
can activate vocally the SDS to interact directly. Further-
more, this approach can also address other disabilities, in-
cluding motor impairments. The SDS uses mathematical
sentences, that are natural language sentences containing
the semantics of a mathematical expression [1, 2]. There
are many advantages in using mathematical sentences
with respect to EIgX. First, mathematical sentences are
shorter. Second, they are not semantically ambiguous as
some BIEX expressions (e.g. f(z) could also stand for
/- (z)). Third, they do not require knowledge of KX, so
that they can be used by a wider class of users (e.g. chil-
dren). In particular, the SDS converts the BIgX encoding
of the mathematical expression in a semantic language,
called Content Math Markup Language (CMML)'. From
CMML, English mathematical sentences are generated
according to good practices for spoken mathematics [3],
through a standard Natural Language Generation (NLG)

!https://www.w3.org/TR/MathML3/chapter4.html
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architecture, i.e. a sentence planner and a realizer.

The interaction design of the SDS is quite straightfor-
ward: the SDS pronounces the mathematical sentences
and the user can interrupt it to “navigate” the expres-
sion (e.g. ask for repetition of its parts). So, the dialogue
manager component coordinates the recognition of a rep-
etition command with the generation of (a subpart of)
the mathematical sentence.

We performed a user-based evaluation on the effec-
tiveness and the usability of the SDS. The system imple-
mentation and evaluation were conducted with the in-
volvement of visually impaired experts. The results show
that the developed system has a good impact both on the
comprehension of mathematical expressions and on the
user experience, constituting a promising approach for
helping people with visual impairments.

The paper is structured as follows: In Section 2, we re-
port related work. In Section 3, we describe the main com-
ponents of the SDS. In Section 4, we describe a human-
based evaluation of the SDS and in Section 5, we closes
the paper with some consideration and future work. Fi-
nally, Section 6 discusses some limitations of our SDS.

2. Related Work

2.1. Access to mathematics by people with
visual impariments

Many different solutions have been investigated to enable
people with visual impariments to access mathematical
expressions. They can be divided up into two main cat-
egories: systems to read mathematics and systems to
type and simplify maths expressions. The former cat-
egory includes applications to read LaTeX in PDF files
[4, 5, 6, 7], maths in web pages through speech rendering
of MathML [8] or MathJax [9, 10], to read source LaTeX
documents [11, 12] and maths in R Markdown [13]. These
solutions propose and evaluate reading models based on
sequential reading or hierarchical reading of maths ex-
pressions based on keyboard interaction. To the best of
our knowledge, to date no studies have investigated a
dialogue system to facilitate reading and exploration on
maths expressions through speech input and output.
The latter category includes specialized applications
that are designed to facilitate students with visual impair-
ments to simplify expressions in LaTeX format [14] or in
a multimodal work environment specifically designed for
inclusive classes [15, 16] and to work with bi-dimensional
mathematical procedures as arithmetic operations [17].

2.2. Speech-to-text solutions for entering
maths expressions

This section introduces the solutions which have been
investigated to write mathematics through speech in-
put. TalkMaths [18] [19] is a prototype application
which translates a limited set of arithmetic, algebraic
and trigonometric expressions from spoken English into
LaTeX or MathML. It adopts Dragon Naturally Speak-
ing” (DNS) as speech recognition system. The translation
rules are defined only for English and the recognition
implements a dictation model based on pauses, which
slow down the dictation process [20].

Mathifier [21] is an open source software module
which converts a subset of mathematical expressions
from English into LaTeX. It combines a dictionary, a lan-
guage model and an acoustic model to recognize mathe-
matical English utterances. It is based on Sphinx-4 [22] to
recognize speech. This project has not been maintained
and updated regularly.

CamMath [20] is a proof of concept prototype appli-
cation designed to prove the advantages of continuous
speech over discrete utterance of mathematical expres-
sions in English.

Metroplex MathTalk® is a commercial application that
provides speech input of arithmetic, algebra, calculus and
statistics in English.

EquatIO* enables dictation of simple maths expres-
sions in English in MS Word and in GSuite applications.

Even though these applications have been designed to
enable speech recognition of mathematical expressions,
none of them has addressed the needs of people with vi-
sual impairments by combining speech input and speech
output.

3. Spoken Dialogue System

In this section we describe the main components of the
SDS. As most rule-based SDSs [23], the information flow
follows a path initiated by the user, who starts the in-
teraction with a request to read a specific mathematical
expression (Fig. 1). The SDS pronounces the mathemati-
cal sentence. The user listens to the produced sentence,
and possibly interrupts the SDS asking for clarification.
At this point the SDS answers to the request and the
dialogue goes on. In Fig. 1 we report the architecture of
the SDS, which is based on three main components, that
are the response generator (described in Section 3.1), the
language understanding and the dialogue management
(described both in Section 3.2).

Zhttps://www.nuance.com/it
Swww.metroplexvoice.com/
*https://www.texthelp.com/en-us/products/equatio/
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Figure 1: Dialogue System Architecture

3.1. Response Generator and
Text-to-Speech

The generation side of the SDS follows the traditional
NLG architecture composed of document planning, sen-
tence planning and realizer [24]. In particular, for the
mathematical sentence generation, we follow the pipeline
described in Mazzei et al. [1, 2]. Note that, in contrast
with Mazzei et al. [1], we model the grammar of the math-
ematical sentence for English rather than Italian for this
novel SDS. Moreover, we propose an SDS, whereas in
Mazzei et al. [1] we proposed a pure NLG system, where
the interaction was limited to listening to the generated
sentence.

The document planning consists of an encoding of the
mathematical expression from BTgX into a semantically
unambiguous format, i.e. CMML, through the LatexML
tool [25], specifying some heuristics defined by the spe-
cific mathematical sub-domain (e.g. algebra).

Let us consider the following formula as an example:
“Ax B={(z,y) |z € A,y € B} and its BIgX repre-
sentation: “A \times B = { (x, y) \mid x \in A, y \in B}”. The
mathematical formula will be converted in the following
CMML format:

<apply>
<eq/>
<apply>
<cartesianproduct/>
<ci>A</ci>
<ci>B</ci>
</apply>
<apply>
<conditional-set/>
<apply>
<pair/>
<ci>x</ci>
<ci>y</ci>
</apply>
<apply>
<and/>
<apply>
<in/>
<ci>x</ci>
<ci>A</ci>

</apply>

<apply>

<in/>
<ci>y</ci>
<ci>B</ci>

</apply>

</apply>
</apply>
</apply>

The CMML representation of the above formula
is unambiguous: for each operator (empty tag-e.g.
<eq/>), there is an opening and closing tag (i.e. <ap-
ply>...</apply>). Within these tags, we can find nested
parts of the mathematical sentence such as other oper-
ators and the variables that compose the arguments of
each operator.

For implementing the sentence planning, we model the
syntactic structure of the English mathematical expres-
sions by using as reference the linguistic constructions
presented in Chang [3], a standard reference point for
spoken mathematics in assistive technologies. With this
linguistic reference for English, following the approach
of Mazzei et al. [1], we divide the mathematical opera-
tors in categories characterized by the same arity, and for
each one we define a syntactic template. For instance, the
operators in Table 1 (e.g. +) are generally modeled with
declarative sentence (e.g. a plus b), while elementary
functions (e.g. sin) are modeled with a noun phrase (e.g.
sin of x).

Symbol  Operator English Form
+ plus plus
- minus minus
/ divide over
* times times
[0 power to
\ settdiff minus
X cartesianproduct  cross
n intersect the intersection of
U union the union of ... and ...
Table 1

Algebraic, Arithmetic and Set Operators

Note that within a category there are still different
ways to compose a sentence. Taking as an example the mi-
nus operator, it can appear as: (1) minus 5, (2) a minus b
(a noun phrase and a declarative phrase, respectively).
The difference between these two sentences depends on
how the operator is used. In (1) minus is used to define a
negative value, in (2) minus is used as the difference be-
tween two variables. From a realisation point, we need to
distinguish two different forms within the category of al-
gebraic, arithmetic and set operators: (1) unary form (e.g.
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minus 5): a so-called adjective phrase must be defined
where the operator (e.g. minus) works as an adjective;
(2) binary form (e.g. @ minus b): a declarative structure
must be defined where the operator (e.g. minus) works
as the parent node of the expression.

The realisation phase uses SimpleNLG [26], which is a
Java library for morphological realization and lineariza-
tion in English. Note that we added special symbols
into SimpleNLG lexicon to produce both parentheses
and pauses. Finally, we control the pronunciation, vol-
ume and pitch by using the Speech Synthesis Markup
Language (SSML)’. As the last step, the mathematical
sentence is pronounced through a Text-to-Speech tech-
nology.

We experiment with two different vocal synthesizers:
the commercial AWS Polly® and the open source eSpeak’
(both support SSML). AWS Polly is based on an advanced
deep learning technology and has a human-kind voice,
which is clear and highly user-adjustable, whereas eSpeak
is based on a so-called formant synthesis method and
produces a robotic voice. It is worth noting that eSpeak
is a very familiar voice for visually impaired people. The
users can choose which vocalizer to use.

3.2. Speech Recognition, Language
Understanding and Dialogue
Management

The speech recognition module in Fig. 1 is composed of
two different sub modules: Wake-up word detection and
Speech-to-Intent. A wake-up word [27] is a keyword that
triggers the speech-to-intent module. The classification
is binary and happens in real time. For this task we
used Porcupine (v.2.1) [28] which has good results in
comparison to other commercial systems. A Speech-to-
Intent system is able to recognize a user’s intent in a very
specific context. The system works on a small vocabulary
of terms and classifies each user’s request. For this task
we used Rhino (v.2.1) [29] which allowed us to detect in
real time the user’s vocal commands for our mathematical
context.

The intent is translated into a request which is in-
terpreted by the language understanding module with
regular expressions, which matches the intent produced
by the speech recognition with a domain specific speech
act. These speech acts are: (1) repetition, (2) query and
(3) resuming. The repetition intent lets the user ask the
repetition (from a subpart) of the mathematical sentence
(e.g. “Repeat from the first integer”). In this case the sys-
tem searches within the content response what the user
wants to be repeated. The query intent lets the user ask

Shttps://www.w3.org/TR/speech-synthesis11/
®https://aws.amazon.com/it/polly/
"http://espeak.sourceforge.net/

the system to repeat a specific part of the mathematical
sentence (e.g. “What is the limit of the second integer?”).
In this case, the specific operator in the user’s request
will be searched. If matched, the system produces an
answer with the requested part of the operator. Finally,
the resuming intent lets the user resume the interaction
after an interruption (e.g. “Go on”).

The main algorithm of this module is represented
below:

dialogue():
1. Say "I'm starting to say the sentence"
2. Activate the Wake-up Word Detection
system
3. For each word within the sentence:
Say the word
5. If the Wake-up Word Detection
system has detected "Hey stop":

6. Say "Ok, I'm listening to you"

7. Activate the Request
Recognition system

8. Fulfill the request

9. Say "I've finished reading this
sentence, but I'm still here for you"

10. Activate the Request Recognition
system

In lines 1 and 9 the system announces to the user the
start and the end of the expression. After the activation
of the wake-up word detection system, for each word the
system will pronounce it. If the user says the wake-up
word, the system will stop and put itself into a listening
phase waiting for a request. Completed the expression,
the System can continue to answer user’s requests.

The “fulfill the request” method in line 8 works as follows:

fulfill request(intent, request):
1. Parsify the request
2. If the intent is "Query":

3. Search for an operator in the
request

4. Match the request with the
operator arguments

5. If the match is successful:

6. Answer the question

7. Otherwise, utter an

apology message
8. If the intent is "RepetitionFrom":
9. Search within the sentence
uttered what the user
wants to hear repeated

10. If the search is successful:
11. Repeat from that point
12. Otherwise, utter an

apology message
13. If the intent is "Resume":
14. Resume the synthesis of the
mathematical expression
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If the intent has been interpreted as repetition, the
system will search within the content response what the
user wants to be repeated. If the user’s intent has been
interpreted as query, the specific operator in the user’s
request will be searched. If matched, the system will
answer the requested part of the operator. The dialogue
management module is in charge of making decisions.
If the interpreted request does not correspond to any of
the supported possibilities, it asks the user to repeat the
request. Otherwise, the dialogue management searches
the content of the response for the user and sends it to
the response generator module.

4. Evaluation

To evaluate the SDS, we conducted two experiments in-
volving visually impaired users with the approval of the
University’s ethical committee. For the first experimenta-
tion we tested the effectiveness and solidity of the English
generation system in a similar way as Mazzei et al. [1] and
for the second experiment the effectiveness and usability
of the SDS. In Experiment 1 we recruited two blind native
Italian speakers proficient in English with an excellent
maths knowledge that participated freely and without
compensation. We retrieved from a calculus textbook
[30] 10 mathematical expressions of different length and
difficulty (Table 2 and Table 3), and we represented them
in CMML. The difficulty of a formula is related to the
number of parentheses and the number of nodes in its
CMML representation. Then, we used SDS to synthesize
the expressions. Using the same experimental setting of
Mazzei et al. [1], we obtained 25 audios (10 easy ones gen-
erated using different synthesizers, i.e. eSpeak and Polly,
and 15 difficult ones generated with different strategies
for generating pauses, e.g. for parentheses). We uploaded
the audio files to Youtube and provided them to the users
along with a questionnaire® (on Google Form, because
it is accessible) containing profiling questions and the
request to write down the expressions in the audio files
in an unambiguous notation.

We evaluated the written expressions with two metrics:
Exact Match (EM) and SPICE [31]. EM is 1 if the original
CMML and the one obtained by the user are the same,
and 0 otherwise. SPICE is obtained by calculating the
F-score of the overlapping between the original CMML
tree and the one obtained from the user. The overlapping
is measured by decomposing the CMML trees in typed
elementary substructures, which are operands, operators
and their relations. Experiment 1 results (Table 4) show
that the generation system seems to be effective since the
users obtained a good understanding of the expressions.

8https://docs.google.com/forms/d/e/1IFAIpQLSc93- INATWy_
SXQaTJH2tAnHKg9PHSysurOSzf3xbSvtKG7Ig/formResponse?
pli=1
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Easy expressions - Few parenthesises and nodes - Experiment
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Table 3

Difficult expressions - More parenthesises and nodes - Experi-
ment 1

User Metrics Tot. (25) Easy (10) Difficult (15)
. EM 0.92 1.00 0.87
SPICE 0.98 1.00 0.97
) EM 1.00 1.00 1.00
SPICE 1.00 1.00 1.00
av EM 0.96 1.00 0.93
&  spicE 0.99 1.00 0.99

Table 4

EM and SPICE - Experiment 1

In Experiment 2 we recruited five blind native Italian
speakers that declared a good maths knowledge and pro-
ficiency in English; however, one of the users dropped
out because of their low competency. The users partici-
pated freely and without compensation. In Experiment 2
the users connected via Google Meet to a client running
the SDS. This modality has been decided on the basis
of COVID-19 restrictions still in force at that time. A
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facilitator established the Google Meet connection, pre-
sented the experimental protocol (see the instructions
presented to the users in Fig. 2), and observed the user
interactions while remaining neutral. After a short time
(about 30 minutes) when they could practice with the
SDS, the users were presented with 3 easy and 3 difficult
expressions chosen among the 10 expressions of Exper-
iment 1 (Table 5 and Table 6). The SDS used Polly for
the speech synthesis. The users interacted autonomously
with the SDS and they could interrupt the system and ask
questions. Finally, the users were asked to write down
the expressions questionnaire similarly to Experiment 1.

First of all, thank you for taking part in this
experimentation.
During today’s test you will have to interact
with a voice assistant who will pronounce six
mathematical phrases to you. Your job is to write
them in any understandable formalism,
even in English, and send me your answers by
the Google Meet chat or by email.
The voice assistant is able to receive
various commands when interrupted by saying “Hey stop!”.
I recommend you spell these words well and use a high
volume of voice. The commands are:
1. Repeat from anywhere in the sentence.
For example, consider the expression “a + b”:
if “Say again from plus” is said, the
assistant will repeat “+ b”. The keyword
is “Say again from” and you can
repeat a variable or an operator.
2. Specify an operator. For example consider
the expression “a + b + ¢” you can ask
“What is the first sum?” or “What is the
left argument of second sum”. The keyword is
“What is” and you can ask for information about
a variable or an operator. Regarding the
operator you can ask how you have already
heard to repeat the argument in its case,
specifying whether left or right, lower or upper.
3. In the event that you accidentally interrupted
the assistant or do not remember the question you
wanted to ask him, just say “Go on”.
If you try to stop the assistant without success,
please repeat “Hey stop!” several times. From the moment
it stops you have about 1 minute maximum to make the
request. Let’'s take a few examples now,
if you don’t have any questions!

Figure 2: Instructions for testers - Experiment 2

KTgX Formula Nodes
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Table 5
Easy expressions - Few parenthesises and nodes - Experiment
2

KTgX Formula Nodes
1 . LT
/ mdx = arcsin - +c 20
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Table 6

Difficult expressions - More parenthesises and nodes - Experi-
ment 2

As in Experiment 1, we used EM and SPICE as evalu-
ation measures. Moreover, the users also compiled the
User Experience Questionnaire (UEQ) [32] to evaluate
their experience in terms of attractiveness, perspicuity,
efficiency, dependability, stimulation and novelty’.

The scores for Experiment 2 are worse than the ones
of Experiment 1 both on EM and on SPICE (cf. Table 7).
This could be explained by the complexity of the setting,
because users had to learn how to use a new tool in
a short time, whereas the users in Experiment 1 were
familiar with the linear fruition of a Youtube audio. We
observed that the performance of the users improved
over the time of the experiment, which can be due to an
acquired familiarity of the tool.

In Table 8 we present the results of the UEQ along dif-
ferent attributes. For each attribute we report the score of
the attribute on a scale between —3 and +3 and compare
it with a benchmark provided by UEQ [32] that includes
a dataset with 468 products evaluated by 21, 175 users.
It is worth noting that the SDS scored high over stimula-
tion, novelty and attractiveness and fair over perspicuity,
efficiency and dependability. The scores over efficiency

*https://www.ueq-online.org/

User Metrics Tot.(6) Easy(3) Difficult (3)
1 EM 0.50 0.67 0.33
SPICE 0.86 0.89 0.87
2 EM 1.00 1.00 1.00
SPICE 1.00 1.00 1.00
3 EM 0.33 0.33 0.67
SPICE 0.66 0.98 0.82
4 EM 0.33 0.00 0.67
SPICE 0.80 0.95 0.89
EM 0.54 0.50 0.67

avg
SPICE 0.83 0.95 0.89
Table 7

EM and SPICE - Experiment 2
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Attribute Score  Comparison to benchmark
Attractiveness 1.83 between 75% and 90%
Perspicuity 1.28 between 50% and 75%
Efficiency 1.33 between 50% and 75%
Dependability ~ 1.33  between 50% and 75%
Stimulation 1.75 above 90%
Novelty 192 above 90%

Table 8

UEQ Benchmark

and novelty are consistent with the hypothesis that users
would benefit from a longer training time to become pro-
ficient with this new tool, that they however deem stim-
ulating and attractive. These preliminary experiments
seem to be promising, nevertheless it would be beneficial
to enlarge the pool of users. However, it is known in
accessibility studies [33] that involving visually impaired
people in experiments is significantly hard and several
studies tend to engage only sighted people.

5. Conclusion

In this paper we described a SDS designed for allowing
visually impaired people to access mathematical expres-
sions. In Experiment 1 we focused on the understanding
of the mathematical sentences generator for English (i.e.
using EM and SPICE measures), replicating the good
results obtained for Italian in Mazzei et al. [1, 2]. In Ex-
periment 2, we tested the complete SDS allowing user
to ask for repetition. With respect to expressions un-
derstanding, the results of this experimentation are less
encouraging than Experiment 1, but we speculate that
this is a consequence of the complexity of the experi-
mental setting due to the necessity of online interaction.
However, the UEQ showed that the users really appreci-
ated the interaction with the SDS. In the future we want
to improve the SDS by adding new intents. Moreover,
we want to define a new SDS designed for diagrams and
other visual structures, creating accurate descriptions
and making them navigable.

6. Limitations

The SDS developed in this paper has two main limitations.
The design interaction is limited to repetition request con-
cerning a subpart of the expression. A better interaction
could consider the possibility to ask for mathematical
clarification on the role of a subpart (e.g. “what is x?”).
The evaluation has two aspects that could be improved:
1. the limited number of testers, and 2. no native English
speakers participated.
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Abstract

Recently, multi-modal systems such as CLIP (Contrastive Language-Image Pre-training) were introduced to represent images
and texts jointly in the same embedding space. These models are trained on massive amounts of image-caption pairs and show
impressive performance on zero-shot image classification. However, their usage is limited to English due to their training
data. Training the same model for different languages is non-trivial since the amount of natural data in those might not be
sufficient, and automatic translations of original captions might not have sufficient quality, harming performance. In this
paper, we present the first CLIP model for the Italian Language (CLIP-Italian), trained on more than 1.4 million image-text
pairs. Results show that CLIP-Italian outperforms a multilingual CLIP model on image retrieval and zero-shot classification
tasks for the Italian language.’

Sistemi multimodali come CLIP (Contrastive Language-Image Pre-training) sono stati proposti di recente al fine di ottenere
rappresentazioni di immagini e testo in uno spazio latente condiviso. Questi modelli sono allenati su enormi quantita di immagini
associate alle loro didascalie, e dimostrano abilita eccellenti nell effettuare classificazioni “zero-shot”. Ciononostante, il loro utilizzo
¢ limitato all’inglese, la lingua utilizzata durante il loro addestramento. Ottenere modelli del genere per altre lingue non é cosa da
poco, poiché la quantita di dati a disposizione per queste lingue potrebbe non essere sufficiente e la traduzione automatica delle
didascalie inglesi originali potrebbe portare a risultati non soddisfacenti. In questo articolo presentiamo il primo modello CLIP
per la lingua italiana (CLIP-Italian), addestrato con piu di 1.4 milioni di immagini e rispettive didascalie. I risultati riportati
dimostrano Uefficacia di CLIP-Italian per Uestrazione e la classificazione zero-shot in italiano, ottenendo risultati migliori di un

modello CLIP multilingue.

Keywords

clip, italian, contrastive, language, image, pretraining, multimodal

1. Introduction

The recent interest in combining different source domains
to incorporate broader context in the training process has
led to a surge in multi-modal models spanning modal-
ities like text and vision [1] or text and speech [2]. A
multi-modal architecture learns by jointly optimizing its
parameters on two or more input domains (e.g., images,
texts, tabular data, or audio signals), with a cost function
that may vary depending on the task.

Contrastive Language—Image Pre-training (CLIP) [1]
is a multi-modal model for joint learning image and text
representations. CLIP learns to pair visual concepts with
descriptions in natural language by leveraging a con-
trastive loss that pushes images and their respective cap-
tions closer in an embedding space. CLIP is trained on
a large-scale dataset of images and their corresponding

CLiC-it 2023: 9th Italian Conference on Computational Linguistics,
Nov 30 — Dec 02, 2023, Venice, Italy
& giuseppe.attanasio3@unibocconi.it (G. Attanasio)
© 2023 Copyright for this paper by its authors. Use permitted under Creative
v Commons License Attribution 4.0 International (CC BY 4.0).
=1 CEUR Workshop Proceedings (CEUR-WS.org)

captions. The dataset used in the seminal paper contains
400 million images collected from the web. In recent
years, there have been many successful domain-specific
implementations of CLIP [3, 4, 5, 6, 7, inter alia].

While the model shows impressive zero-shot perfor-
mance across various supervised tasks, its capabilities
are bounded to the language the model is trained in, i.e.,
English. Despite the ongoing efforts on training multilin-
gual variants of CLIP, different works have shown that
multilingual models often do not achieve the same level
of performance as language-specific ones [8, 9, 10].

In this paper, we describe how to fine-tune a special-
ized version of CLIP in a language different than English,
i.e., Italian. We dub this model CLIP-Italian.! Crucially,
we collect for the task a dataset of 1.4M high-quality
text-image pairs for Italian, the largest collection of this
kind to date. We release our best-performing checkpoint,
the modeling and training code, a CometML report with
training longs and metrics, and a live demo to showcase

"While Italian was selected for this study, the approach pre-
sented in this paper can be generalized to other languages and do-
mains without loss of generality.
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# using BERT and ViT to encode raw images and texts

encoded_images = clip.image_encoder (images)
encoded_texts = clip.text_encoder (images)

# nomalize the projections
embedded_images =
embedded_texts =

12_normalization(clip.image_projection(encoded_images))
12_normalization(clip.text_projection(encoded_texts))

logits = np.dot(embedded_images, embedded_texts.T) x logit_scale

labels = np.arange(n) # correct image-text match is on the main diagonal
loss_images = cross_entropy_loss(logits, labels, axis=0)

loss_texts = cross_entropy_loss(logits, labels, axis=1)

loss = (loss_images + loss_texts) / 2

Figure 1: Numpy-like pseudo code that describes the CLIP-Italian loss.

CLIP-Italian capabilities and streamline testing.”

Contributions. We create the largest publicly avail-
able multi-modal dataset for the Italian language. We use
this dataset to train and release the first CLIP image-text
model for the Italian language. We show that this model
performs better than its multilingual counterpart in two
well-established multi-modal tasks: image retrieval and
zero-shot image classification. Moreover, we release the
model checkpoint, code, and an online demo to showcase
CLIP-Italian capabilities.

2. Contrastive Language-Image
Pre-training

CLIP is trained to put images and captions in close posi-
tions in the vector space. Therefore, the model is taught
to associate visual concepts and their natural language
descriptions.

CLIP’s architecture consists of two distinct encoders,
one for images and one for texts. At training time, all
images and texts in a mini-batch are each projected to
a 512-dimensional space. Next, vector similarities are
computed for each image-text pair, and cross-entropy loss
is applied. Finally, the average loss along the image and
text dimensions is used to update model parameters. The
loss is used to align the two 512-dimensional projection
spaces. Figure 1 briefly summarizes how the contrastive
loss is computed in CLIP. We refer the reader to [1] for
additional details.

After training, CLIP can be used without further train-
ing for a variety of different tasks. Since images and texts
are embedded in the same space, CLIP embeddings can

“Model: https://huggingface.co/clip-italian/clip-italian, Logs:
https://www.comet.ml/g8a9/clip-italian/reports/clip-italian-train
ing-metrics, Demo: https://huggingface.co/spaces/clip-italian/clip-i
talian-demo

be used for zero-shot text-based image retrieval and zero-
shot image classification by looking at the similarities
between available texts and images.

CLIP-Italian differs from the original CLIP in that en-
coders are not trained from scratch. We continue training
from checkpoints of other pre-trained models. This ap-
proach allows us to leverage pre-training knowledge of
existing models and remap it to new lexical items to cre-
ate CLIP-Italian. We extensively cover training details in
Section 4.

3. Datasets

We describe the four data sources we used to train our
CLIP-Italian model.

« WIT [11] is a multilingual image-caption dataset
collected from Wikipedia. We pre-process and ex-
tract the Italian subset, selecting the Reference De-
scription captions as captions of interest. While
several possible captions are available, we select
those described as the most topical and highest-
quality captions in the original paper.

« MSCOCO-IT [12].* The captions of this dataset
come from the original MSCOCO dataset [13]
and are translated with Microsoft Translator. The
2017 MSCOCO training set contains more than
100K images. More than one caption is available
for each image.

« Conceptual Captions (CC) [14].* In this dataset,
there are more than 3 million image-caption pairs,
collected from the web. All images with avail-
able URLs were downloaded, and their captions

*https://github.com/crux82/mscoco-it
*https://github.com/google-research-datasets/conceptual-cap
tions
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Dataset Ratio  Captions
WIT 38% 525,950
MSCOCO-IT 8% 116,195
CcC 52% 712,890
ILPOST 2% 29,055
Total 1,384,090

Table 1
A summary of datasets used in this work with the number of
captions collected per dataset.

were translated to Italian using DeepL.’, totaling
roughly 710K captions.

« LaFoto del Giorno (ILPOST).® This image-caption
dataset is collected from Il Post, a prominent Ital-
ian online newspaper. Starting from early 2011,
every day, the editors at Il Post have selected
several images picturing the most salient events
in the world. Each photo comes along with an
original Italian caption. The resulting collection
contains almost 30K pairs of images-captions.

3.1. Translations

We used automatic translation to augment the training
set due to the low amount of captioned images for Italian
compared to the original CLIP training dataset. Instead
of relying on open-source translators, we use the propri-
etary DeepL API to obtain readily available high-quality
English captions. While this choice aims to minimize the
noise in translated data, we know about the bias (e.g.,
gender and age) that translation systems introduce dur-
ing translations [15]. Some of the captions are available
in Figure 2.

To assess the translation quality, three native Italian
speakers among the authors inspected a sample of 100
translations alongside their original English sources, rat-
ing translations with scores between 1 and 4. We adopt
the following categorization for the provided scores: 1,
the sentence has lost its meaning, or it is not possible to
understand it; 2, it is possible to get the idea, but there
is something wrong; 3, good, however, a native speaker
might complain about some parts of the translation; 4,
correct translation.

The average score was 3.78, suggesting that the trans-
lations were good on average. We also computed an
inter-rater agreement with Gwet’s AC1 using ordinal
weighting, obtaining a value of 0.858. This value sug-
gests a strong agreement between annotators.

Shttps://www.deepl.com/
®https://www.ilpost.it/foto-del-giorno/

3.2. Data Cleaning

Many of the captions in WIT describe encyclopedic facts
(e.g., “Roberto Baggio in 1994”). We believe these de-
scriptions will not be helpful in learning a good mapping
between images and captions, as most of the information
in the description is factual knowledge. To prevent pol-
luting the data with overly specific factual captions, we
used Part-Of-Speech (POS) tagging using spacy’ on the
text and removed all the captions that were composed
for the 80% or more by proper nouns (around 10% of
the total captions for WIT). This simple solution allowed
us to retain much of the dataset without introducing
noise. Captions like “Dora Riparia”, “Anna Maria Moz-
zoni”, “Joey Ramone Place”, “Kim Rhodes”, “Ralph George
Hawtrey” which are proper nouns (PROPN) have been re-
moved. For the dataset ILPOST, we used langdetect® to
filter non-Italian captions, resulting in only 2% captions
being removed.

4. Training

Our CLIP-Italian model is based on previous pre-trained
state-of-the-art models for both the vision and textual
parts. We use Vision Transformer (ViT) [16] and BERT-
inspired [17] text encoder. We limit the sequence length
to 96 tokens and use a local batch size of 128 for each
of the 8 TPU cores we used. For the optimization proce-
dure, we used the AdaBelief optimizer [18] with Adaptive
Gradient Clipping (AGC) and a Cosine Annealing Sched-
ule [19]. We run training for a maximum of 15 epochs,
evaluate at the end of each epoch, and release the check-
point with the best validation loss.

Data Augmentation Following standard practices in
computer vision, we applied several augmentations to
the available images. In particular, we used random affine
transformations, perspective changes, occasional equal-
ization, and random changes to brightness, contrast, sat-
uration, and hue. Importantly, we made sure to keep hue
augmentations limited to allow the model to learn color
definitions.

Projection Layers Warmup Since pre-trained check-
points were used as starting points for both the vision
and the text encoders, we found it helpful to warm-up
projection layers. To do so, we first train the entire net-
work using frozen vision and text encoders until loss
convergence. After this first phase, the rest of the model
is unfrozen to perform end-to-end training. We always
pick the model with the best evaluation loss, evaluating
every 15 epochs.

"https://spacy.io/models/it#it_core_news_lg
8https://github.com/Mimino666/langdetect
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English Caption

Italian Caption

an endless cargo of tanks on a train pulled
down tracks in an empty dry landscape

un carico infinito di carri armati su un treno
trascinato lungo i binari in un paesaggio secco e vuoto

person walking down the aisle

persona che cammina lungo la navata

popular rides at night at the county fair

giostre popolari di notte alla fiera della contea

Table 2

Examples of automatically translated captions from the Conceptual Captions dataset.

Starting Checkpoints We used an Italian BERT check-
point’ as text encoder and the original CLIP vision en-
coder."

Logits Scaling Both images and texts are then pro-
jected to 512-dimensional vectors to which we apply
the loss defined in CLIP using logit scaling equal to 20.
We empirically observed that logit scaling has a strong
positive impact on model performance, suggesting that
the embeddings have similar Euclidian norms and that
scaling their dot similarities helped the cross entropy.

5. Quantitative Evaluation

To our knowledge, CLIP-Italian is the first multi-modal
system explicitly trained for the Italian language. Hence,
to provide meaningful comparisons, we compare its
performance to an available multilingual CLIP"' model
trained with multilingual knowledge distillation [20].

5.1. Image Retrieval

The image retrieval task is as follows. Given a caption,
the task is to retrieve the correct image from a set of
available images, where the correct image is the one that
is described by the caption. This search can be done by
embedding the caption and the images and selecting the
nearest neighbors to the caption embedding. We use the
MSCOCO-IT validation dataset left out for this purpose
during the training procedure, containing a total of 2,000
image-caption pairs.

Metric We compare models on the standard Mean
Reciprocal Rank (MRR) retrieval metric. The metric
computes the rank assigned to each image to be re-
trieved (r, where 7 = 1 is best), takes its reciprocal,
and averages it across all the dataset samples (M RR =
1/|D| -ZLD‘ 1/7;). We consider only the first k retrieved

*https://huggingface.co/dbmdz/bert-base-italian-xxl-cased
1Ohttps://huggingface.co/openai/clip-vit-base-patch32
https://huggingface.co/sentence-transformers/clip- ViT-B-3

2-multilingual-v1

Measure (1) ‘ CLIP-Italian mCLIP
MRR@1 0.3797 0.2874
MRR@5 0.5039 0.3957
MRR@10 0.5204 0.4129

Table 3
Results on MSCOCO image retrieval task. Best result in bold.

images for each sample’s contribution. If the target image
is not within them, we approximate 1/r; to 0 (MRR@K).

Table 3 reports the results for the image retrieval task,
in terms of MRR@k, where k € {1,5,10}. CLIP-Italian
outscores mCLIP across the board.

5.2. Zero-shot Classification

The zero-shot image classification task replicates the ex-
periment run by Radford et al. [1] on ImageNet. We first
used DeepL to translate the image labels in ImageNet
automatically. Then we prepend all test set labels with
determiners and translate them (e.g., a cat is translated
into “un gatto”) and then prepended with the text “una
foto di” (a photo of) as in “una foto di un gatto” (a photo
of a cat) to obtain the final caption. This procedure is
simpler than the one adopted by Radford et al. [1], where
different templates are tested and averaged. Given an
input image and the so-generated captions, we gener-
ate the embeddings (both for the image and all captions)
and compute the similarities, assessing whether the cor-
rect image label corresponds to the closest caption in the
embedding space.

Metric We compare models on the standard accuracy.
Similarly to MRR@K, we consider a “hit” if the predicted
class is within the top k retrieved and a “miss” other-
wise. Similarly to the image retrieval task, we compute
accuracy at k (Accuracy@k) with k € {1,5,10}.

Table 4 reports the results for the zero-shot classifica-
tion task. CLIP-Italian outscores mCLIP across the board.

5.3. Discussion

Our results across two tasks confirm that CLIP-Italian
is very competitive and outperforms mCLIP on the two
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Measure (1) ‘ CLIP-Italian mCLIP
Accuracy@1 22.11 20.15
Accuracy@5 43.69 36.75
Accuracy@10 52.55 4291

Table 4
Results on ImageNet-1000 classification task. Best result in
bold.

Figure 2: Result of the query “due cani sulla neve” (eng: two
dogs on the snow) on Unsplash25K.

tasks we have been testing. Note that the performance
for zero-shot ImageNet classification of the CLIP-Italian
model (trained on 1.4 million image-text pairs) are lower
than those shown in Radford et al. [1] (trained on 400
million image-text pairs). However, considering that our
results align with those obtained by mCLIP, we think that
the quality of the translated image labels most probably
impacted the final scores.

6. Qualitative Evaluation

We examine some examples related to the image retrieval
task on the Unsplash25K dataset.'” Figure 2 shows the
results of the query “due cani sulla neve” (two dogs on the
snow), the model correctly finds the image, combining

2https://github.com/unsplash/datasets

Figure 3: Result of the query “una coppia al tramonto” (eng:
a couple at the sunset) on Unsplash25K.

the concept of “snow” and the one of “two dogs”."* We
anecdotally find moderate numeracy capabilities during
empirical evaluation, with sufficient ability to identify
up to three distinct or repeated elements inside images,
with a steep drop in coherence when more than three
elements are present. Given the likely low number of
training points depicting more than three subjects in
a scene, we impute this finding to implicit bias in the
training set. Figure 3 shows a similar performance for
“una coppia al tramonto” (a couple during sunset), where
the model could identify two people with sunlight in the
background. A similar query, but with a mountain as a
background, can be found in Figure 4. Despite the overall
good performances, the model is inevitably subject to
limitations and biases. For example, Figure 5 shows an
image of a tiny hedgehog retrieved using the query “un
topolino” (a tiny mouse). We leave a more thorough
exploration of biases and stereotypes learned by the CLIP-
Italian model to future work.

7. Conclusions

This paper presents the first CLIP model for the Italian
language, trained on 1.4 million image-text pairs. The
model shows promising zero-shot performance in two
well-established tasks, suggesting many possible future
applications.
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Figure 4: Result of the query “una coppia in montagna” (eng:
a couple in the mountains) on Unsplash25K.

Figure 5: Result of the query “un topolino” (eng: a small
mouse) on the Unsplash25K dataset.
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Ethical Considerations and
Limitations

Large-scale models are difficult and costly to train, and
important considerations have to be taken into account
when developing them [22, 23]. We computed the cost of
the different experiments we ran, and we estimated a total
of 2,688% for each TPU used. This result comes from the
hourly cost of the TPU (8$) for 14 days; Note that we had
access to a second TPU VM for part of the project and that,
in this estimate, we are ignoring storage and data transfer
costs. Strubell et al. [22] describe how these models can
have a substantial environmental impact. As described

by Bianchi and Hovy [24], these computational needs are
quickly becoming unfeasible for many universities.

Moreover, recent evidence has shown that large-
scale multimodal vision and language models exhibit
biases in portraying several sociodemographic groups
[25, 26,27, 28, inter alia]. Moreover, the datasets on which
these models have been trained on often contain harmful
content [29]. As we build on pretrained vision and lan-
guage models, we cannot exclude the presence of such
biases. However, we want to point out that our vision
and language models were pretrained on different lan-
guage data. Hence, “concepts” in embedding spaces are
not aligned. While we cannot exclude that models pick
up biases from our training data, starting from unaligned
embedding spaces can reduce the risk of unwanted biased
associations.
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Abstract

This paper describes the modelling and publication of part of the etymological information in the Lexicon der indogermanischen
Verben, an etymological dictionary of verbs attested in ancient Indo-European languages, as Linguistic Linked Open Data. The
lexicon has been made interoperable with a set of lexical and textual linguistic resources for Latin in the Lila Knowledge Base.
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1. Introduction

Over the past decades, several linguistic resources for
historical languages have become available in digital for-
mat. This has given scholars the chance to access and
exploit them in a quicker and deeper way.

In particular, several different linguistic resources are
available for Latin today. They consist of textual corpora,
such as the LASLA corpus’ for Classical Latin and the
Index Thomisticus Treebank [1] for Medieval Latin, and
lexical resources, like the Lewis and Short dictionary [2]
and the Logeion metadictionary”.

Due to the centuries-long lexicographic tradition for
the Latin language, its lexical resources comprise a num-
ber of etymological dictionaries. A dictionary is defined
as etymological when it contains information about the
etymology of its entries, that is about their origin and his-
torical development: for Indo-European (IE) languages,
etymological dictionaries often put their entries in rela-
tion with reconstructed Proto-Indo-European (PIE) roots,
minimal lexical units to which the dictionary’s entry and
further related formations may be traced back. It is also
often explained by which morphological processes the
attested word has been formed from the root.

Even if the available resources (for Latin and beyond)
provide a huge amount of linguistic information, at the
present day, their full exploitation is still hindered by
their isolation. In fact, most resources can be accessed
only individually, and cannot interact.

Isolation of resources is an issue because each resource
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can really reach its potential only when it is made inter-
operable with other (types of) resources. Today, inter-
operability between linguistic resources can be obtained
by describing and publishing their data according to the
principles of the Linked Open Data paradigm [3]. As a
consequence, in recent years, the amount of linguistic
resources published as Linked Open Data has been raised
substantially, as witnessed by the growing size of the
Linguistic Linked Open Data Cloud (LLOD Cloud)’. In
particular, the LiLa Knowledge Base® represents a suc-
cessful example of Linked Open Data (LOD) principles
applied to linguistic resources for Latin.

Although LiLa currently makes quite a number of lin-
guistic resources for Latin interoperable, there is still a
large set of digitized materials to interlink in the Knowl-
edge Base. Among them is an important etymological
dictionary, the Lexicon der indogermanischen Verben (LIV)
[4]. This paper describes the process of transforming
information contained in this dictionary into a LLOD
resource, linked to LiLa. Section 2 describes the LiLa
architecture and the LIV structure. Section 3 details the
modelling of the resource, and the linking process. Sec-
tion 4 describes some possible examples of exploitation
and interaction. Finally, Section 5 discusses conclusions
and sketches the future work.

2. The LiLa Knowledge Base and
the Lexicon der
indogermanischen Verben

2.1. The LiLa Knowledge Base

The LiLa Knowledge Base (KB) [5] is a linguistic hub for
Latin, containing FAIR [6] linguistic resources, published
as LOD. As usual in LLOD, structural interoperability

*https://linguistic-lod.org.
*https:/lila-erc.eu.
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between resources is based on the Resource Description
Framework (RDF) [7], which is the data model used for
the Semantic Web [8]. Conceptual interoperability [9] is
achieved by using common ontologies built and adopted
by the LLOD community, such as the Ontolex Lemon
model’ and the OLiA ontology® [10].

LiLa is built around the so-called Lemma Bank, which
contains a set of more than 200k Latin lemmas, taken
from the database of the morphological analyser LEM-
LAT [11] and constantly extended. Each lemma of the
Lemma Bank is a gateway between the different linguis-
tic resources linked to the Knowledge Base, starting from
the assumption that words (indexed by their lemmas)
can be used as the point of contact between textual re-
sources (which are made of occurrences of words), lexical
resources (which describe words) and NLP tools (which
process words).

Each entry in the LiLa Lemma Bank is an instance
of ontolex:Form’. In particular, the 1ila: Lemma® is a
form that can be linked to an ontolex:LexicalEntry’
via the property ontolex:canonicalForm'’, which
identifies the canonical form used to represent a lexical
entry. Every other realization of a word is linked to the
lexical entry via the property ontolex: lexicalForm'.
Each lemma and each form may also be described with
other properties, which give information, for example,
about phonetic representation, Part of Speech (POS) tag-
ging and other grammatical features.

Lexical resources are connected to Lila by
linking the ontolex:LexicalEntry of each
resource to the lila:Lemma via the property
ontolex:canonicalForm. Once a linguistic re-
source is linked to the KB via the Lemma Bank, all
the interoperable resources can be queried together,
using a SPARQL endpoint'? also through a user-friendly
interface'.

The textual resources connected to LiLa so far include
more than 3,5M words from Latin texts of different eras,
such as the LASLA corpus', the Index Thomisticus Tree-
bank [12], containing works of Thomas Aquinas, and
UDante, a Universal Dependencies15 treebank for Dante
Alighieri’s Latin works [13]. The lexical resources of
LiLa include a derivational lexicon, Word Formation Latin
[14], a manually checked subset of the Latin WordNet
connected to a valency lexicon [15], the Etymological

Shttps://www.w3.0rg/2016/05/ontolex/.
Chttps://acoli-repo.github.io/olia/.
"http://www.w3.org/ns/lemon/ontolex#Form.
8https://lila-erc.eu/lodview/ontologies/lila/Lemma.
http://www.w3.org/ns/lemon/ontolex#LexicalEntry.
Ohttp://www.w3.org/ns/lemon/ontolex#canonicalForm.
http://www.w3.org/ns/lemon/ontolex#lexicalForm.
2https://lila-erc.eu/sparql/.
Bhttps://lila-erc.eu/query/.
Yhttps://www.lasla.uliege.be/cms/c_8508894/fr/lasla.
BShttps://universaldependencies.org/.

dictionary of Latin and other Italic Languages [16, 17] and
a resource of principal parts of Latin words, PrinParLat
[18].

2.2. The Lexicon der indogermanischen
Verben

The Lexicon der indogermanischen Verben, also known
as LIV, is an etymological dictionary of verbs attested in
ancient Indo-European languages. After the first edition,
curated by Helmut Rix [19] and published by Reichert
Verlag in 1998, a second edition was published in 2001
with additions and corrections by Martin Kiimmel and
Helmut Rix [4].

The LIV is the main reference work for Proto-Indo-
European verbal roots and contains three types of infor-
mation:

+ Reconstructed Proto-Indo-European verbal
roots, which coincide with the entries of the dic-
tionary and are provided with their presumed
lexical meaning and their phonological structure.
For each root, the corresponding index in the In-
dogermanisches etymologisches Worterbuch [20]
is specified as well.

+ Reconstructed Proto-Indo-European pri-
mary verbal stems, which are either root for-
mations or are formed by adding to the roots
primary affixes that mainly express categories of
aspect and actionality. The meaning of the stem
is usually not specified.

« Word forms that are historically attested in
ancient IE languages, which show how the
Proto-Indo-European stems evolved in the var-
ious daughter languages. Each attested form is
provided with its lexical meaning in the respec-
tive language. At the end of certain entries are
sometimes listed innovative verbal stems that
may ultimately be traced back to Proto-Indo-
European roots, but are unlikely to directly reflect
Proto-Indo-European verbal stems, having been
created according to language-specific productive
patterns.

The original data used during the linking process con-
sists of a spreadsheet containing information from the
LIV extracted and structured by Thomas Olander, with
the collaboration of Simon Poulsen and Anders Richardt
Jorgensen, and shared with us by the authors. For each
of the 7,888 LIV entries the spreadsheet records its root,
stem and attested forms.

The LIV is copyrighted by the Reichert Verlag, and
LiLa is not authorized to reproduce the full content of the
dictionary. The publisher has however agreed to allow
us to model the basic etymological relations between
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the PIE roots, the stems and the Latin words and stems,
provided that explicit bibliographical attribution is given
to the linguistic reconstruction.

This is the information that we modelled to be linked
to the LiLa Knowledge Base, as described in the following
section.

3. Modelling and linking the LIV

Making linguistic resources interoperable means using
a shared set of vocabularies for knowledge description,
as defined in specialized ontologies, to represent the in-
formation contained in them. The process of linking, on
the other hand, aims to connect this information to a
wider network of data, so that a meaningful context is
provided'®. Within the network of LiLa, this step means
that all entries of a lexical resource must make reference
to the canonical forms of the Lemma Bank, as described
above.

This section details how we modelled our target infor-
mation from the LIV, how we applied such modelling to
the publication of these data as LOD and how we linked
them to the LiLa collection.

3.1. Modelling

In the lexical resources linked to LiLa, etymological in-
formation has been expressed using the lemonEty ex-
tension of the Ontolex-Lemon model [21]. This ontology
was used in LiLa to represent loanwords from Greek [22]
and for the Etymological Dictionary of Latin and the other
Italic Languages [16, 17].

The set of classes and properties of lemonEty are
suitable to express the etymological information of the
LIV too, but, compared to the aforementioned dictionar-
ies in LiLa, a more complex modelling and a series of
extensions are also required.

The lemonEty ontology establishes etymological
relations between instances of the Ontolex’s class
LexicalEntry. In particular, a special subclass called
Etymon is reserved for lexical items of the source lan-
guage that are introduced in order to explain the history
of the entries in the target language.

Two core classes of 1emonEty that are particularly
important are Etymology'’, and EtyLink'®. The former
“reifies the whole process of etymological reconstruction
as scientific hypothesis” [17, p. 22]. Etymological links,
on the other hand, connect “linguistic elements” from
the source language to the corresponding elements of
the target.

16This is the fifth and final step in Berners-Lee’s five-star rating

system: see https://www.w3.org/Designlssues/LinkedData.html.
7http://lari- datasets.ilc.cnr.it/lemonEty#Etymology.
http://lari- datasets.ilc.cnr.it/lemonEty#EtyLink.

In applying this model to the LIV data, it is crucial
to define what the “linguistic elements” connected via
etymological links are. The previously mentioned lexical
resources rested on a simple model where the etymologi-
cal links involved only Latin lexical entries and etymons
from a source language, so that e.g. the Latin word aba-
cus'’ was the target of a link that had its source in the
Greek etymon dbax ‘reckoning board’.

In the LIV, on the other hand, relations are established
between:

+ Inflected forms of a historical language (e.g.
Latin). In the case of Latin, those forms are used
in the LIV as placeholders for all forms derived
from the same stem; so, for instance, the Latin
1st-person perfect fidi stands for all forms from
the perfect stem of the verb findo ‘to cleave, split’;

« the PIE stems, to which the inflected forms and
stems of Latin (and other languages) must be
traced back;

« the PIE root that underlies the PIE stems.

In the case of Latin, thus, the LIV documents etymolog-
ical relations between a PIE and a Latin stem (the latter
represented by a Latin inflected form). While the PIE
root (e.g. *bhgid—) and the Latin target lexical item (e.g.
findo, inclusive of all its stems) can be conceptualised as
lexical entries, the stems and the word forms must be
described using concepts from other vocabularies.

For the Latin forms and stems we reused the individu-
als of the class Stem® provided by PrinParLat, a lexical
resource listing all Latin “principal parts”. Principal parts
are sets of inflected wordforms from which the content
of all the other paradigm cells can be inferred®'.

For the perfect stem, PrinParLat already includes all
forms linked to their Stem therein, which could thus be
immediately reused. As for the present stems, however,
the related forms were not available, and had therefore
to be generated and linked to their Stem via the property
ontolex:lexicalForm®,

Some specific information provided by the dictionary
that could not be represented with any of the available

Yhttp://lila-erc.eu/data/lexicalResources/IGVLL/id/
LexicalEntry/abacus.

Phttps://lila-erc.eu/lodview/ontologies/prinparlat/Stem. This
class will be defined as a sub-class of morph:Morph, when the
module will be released.

https://github.com/CIRCSE/PrinParLat.

“Note that, following the conventional definition of a form in
PrinParLat, which is more granular than the one used by LiLa, we
chose to recreate the form for the same paradigmatic slot that is
traditionally chosen as lemma. PrinParLat creates a unique form for
each graphical or spelling variant of a form; lemmas in the Lemma
Bank, on the other hand, unify them under a single form. In many
cases, this choice results in a duplicated form for the 1st-person
singular present indicative verb.
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modules required the creation of ad hoc classes. In par-
ticular, some Latin stems that trace back to PIE roots, but
are unlikely to directly reflect a PIE stem, are classified by
the LIV as Neubildungen, that is ‘innovations’, since they
have been created according to language-specific produc-
tive patterns. These innovations cannot be traced back
to a PIE stem, so that no etymological link can be created.
We therefore created a specific class Innovation, which
contains all those innovative stems.

Moreover, some Latin entries are defined by the dictio-
nary as ‘remodelings’ (Umbildungen): their stems may be
traced back to PIE stems, but have been reshaped follow-
ing language-specific productive patterns (e.g. Latin fo-
dio has lost the first syllable of the PIE reduplicated stem
*ph-bod" hy/b" & hz-). The remodeled Latin stems are
now defined as instances of the new class Remodeling.

3.2. Linking

LIV provides etymological information for other IE lan-
guages in addition to Latin. Since, however, LiLa is lim-
ited to Latin resources, we restricted our attention only
on entries where a connection to Latin forms was explic-
itly mentioned.

In total, we identified 550 Latin forms linked to PIE
roots, 354 of which corresponded to the main lemma
of a verb; the remaining 196 were instead analysed as
inflected forms.

The forms were analysed with the UDPipe pipeline”,
in order to perform the POS tagging of all forms and
lemmatization of 196 inflected forms. The results were
manually checked, which confirmed a good accuracy
of 97% for POS-tagging (only 11 cases were incorrectly
tagged), but much lower performances for lemmatization
(87 out of 196, i.e. 44%).

For each of the remaining lemmas in the manually
corrected set, we created a lexical entry in our new et-
ymological resource. The canonical forms of these en-
tries were identified by matching the lemma strings with
the written representations” of the lemmas in the LiLa
Lemma Bank. In 143 cases, manual disambiguation was
needed, as the query returned more than one possible
match. In one case, it was not possible to link the form
(tatod) to any lemma in the Lemma Bank: we decided
against adding the invariable form to the Lemma Bank
and instead created a LIV LexicalEntry tatod, without
connecting it to any lemma.

Moreover, a set of 11 entries required a special treat-
ment. For a series of entries, like for instance *pleh:- [4,
p- 482], in fact, the LIV does not point to a single Latin

Zhttps://lindat.mff.cuni.cz/services/udpipe/.

#In Ontolex Lemon, written representations are the different
graphical variants of a form. See http://www.w3.org/ns/lemon/
ontolex#writtenRep.

word form, but rather to a whole lexical root that is anal-
ogous to LiLa’s lexical base [5, p. 191]. This morpheme
represents a lexical element that is neither a prefix nor
a suffix and is shared by all members of a derivational
family. Comparably, for instance, the Latin hyphenated
form -pleo in the entry *pleh- is used in the LIV as a
placeholder for all the possible Latin verbs that can be
formed adding different preverbs to the same base (e.g.
compleo ‘to fill up’, depleo ‘to empty’, expleo ‘to fill up’...).

In those cases where the LIV uses this notation, we
chose to create one lexical entry for each verb connected
to the corresponding lexical base in LiLa (e.g. the ‘base
of pleo™).

Once the lexical entries had been created, the correct
stems in the PrinParLat resource were easily identified
by leveraging the advantages of the LOD model. In fact,
each LiLa’s lemma is linked to the appropriate stems via
an instance of the PrinParLat class of Flexeme®; the
stems for a lexical entry are therefore easily recoverable
once the LiLa lemma is known.

3.2.1. A LIV lexical entry linked to LiLa

The Figure 1 is taken from the LodLive” visualization
in LiLa. It shows an example of how a LIV lexical entry
(glubo ‘to peel’) was modelled and linked to the Lemma
Bank.

On the left side of the figure is the LIV LexicalEntry
glubo, which is linked to LiLa’s lemma glubo via the
property canonicalForm: this simple but crucial link
allows us to connect the LIV etymological relations with
the other resources of the Knowledge Base.

Then, the LIV LexicalEntry is connected via the
property lexicalRel® to two PrinParLat Latin stems,
the present stem glub- and the perfect stem glups-. Each
stem is connected with a Latin form: the present form
glubo is part of the LIV resource, and is thus linked to
the present stem via the property lexicalForm; on the
other hand, the perfect form glupsi is part of the PrinPar-
Lat resource, and is thus linked to the perfect stem via
the property consistsoOf.

We then link the Latin stems to their Proto-Indo-
European ancestors. Each of the two Latin stems is in
fact the etyTarget of an EtyLink (Etymology link: pres
glubo and Etymology link: perf glupsi), which connects
them to their etySource, that is the corresponding PIE
stem (for the present *g/gléybh—/g/glubh—, and for the
perfect ?*g/gr[éybh/g/gléybh -s-). These etymological links

Shttp://lila-erc.eu/data/id/base/107. Note that we excluded those
verbs that are only documented in lexicons of Medieval Latin, such
as the Du Cange dictionary [23].

*http://lila-erc.eu/ontologies/prinparlat/Flexeme.

“LodLive project provides a demonstration of the use of Linked
Data standards (RDF, SPARQL) to browse RDF resources”. http:
//enlodlive.it/.

Bhttp://www.w3.org/ns/lemon/vartrans#lexicalRel.
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« etyTarget

Etymology link:
pres glubo

Etymology link:

red a b
perf glupsi Pe/gleub

/g/gléubt-s-

Figure 1: The linking of LIV etymological relations: the case of glubo.

reify the etymological relations that the LIV postulates
between the stems, and constitute the bridge between
Latin and PIE.

On the right side of the figure is the PIE symmetri-
cal counterpart of the model. The PIE root *g/gléybh-
(which is an individual of the class Etymon, subclass of
the class LexicalEntry) is linked to the two PIE stems
via the property lexicalRel, in the same way as the
LexicalEntry is linked to the Latin stems.

Finally, the generic etymological relation between the
PIE root and the Latin lexical entry is reified by the
Etymology class: this class establishes a link between
them via the properties etymon and etymology, respec-
tively. The Etymology is also connected with the two
EtyLink, thanks to the property hasEtyLink, and thus
constitutes a central crossroad between the LIV lexical
items.

4. Querying the LIV data in LilLa

The modelling and linking work has, as shown above,
benefited greatly from the advantages provided by the
LOD paradigm. The re-use of the lemmas from the LiLa
Lemma Bank as canonical forms for the LIV entries has
allowed us to retrieve the stems from PrinParLat, as well
as all words derived from a handful of selected lexical
bases.

The exploration of the full set of words derived via
the regular Latin word-formation rules from verbs of IE
origin can be extended to all the entries in the LIV, beyond
the 11 entries explicitly marked as bases in the dictionary.
In fact, 342 regular entries of the LIV currently linked
to a LiLa lemma are connected to a lexical base. Via this
relation, we can access a set of 4,019 other verbs. Also,
by leveraging the links in the LiLa network to textual
resources, we can easily access the earliest occurrences
in the corpora.

The full network of the resources linked to LiLa allows
for even more advanced inquiries in historical linguistics
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Entry URI  Lexical Base Nr. of verbs
liv:5 Base of facio 256
liv:147 Base of ago 71
liv:157 Base of fio 67
1liv:252 Base of fero 53
liv:167 Base of capio 51
1iv:260 Base of eo 49

Table 1
LIV Entries connected to the most productive lexical bases in
LiLa, with nr. of verbs (LIV entry excluded) connected to it.

and in the study of Latin lexicon. Table 1%’ reports the
most productive bases connected to entries in the LIV,
with the number of other verbs linked to each lexical
base (note that the lemma of the LIV entry was excluded
from the calculation).

As can be seen, the most productive words are some of
the most common verbs belonging to the oldest IE sub-
stratum of Latin, like facio ‘to do, make’, fero ‘to bring’ or
capio ‘to seize, take’. Indeed, a joint query between the
two dictionaries with IE etymologies, viz. LIV and [16],
and the lexical bases in LiLa confirm that the bases that
have at least one lemma that is traced back to PIE are con-
siderably richer and more productive than those lexical
families without any inherited lexemes. While the former
have on average 23.70 members, the latter display only
an average of 4.86 members. This fact can be easily ex-
plained considering that the latter group is mostly made
up by loanwords, which are generally technical terms
(especially from the Greek scientific or technical lexicon),
and tend to be more specialised and less productive in
terms of word formation.

The two dictionaries combined provide now informa-
tion on PIE etymologies for 1,473 lemmas: 1,393 are con-
nected to entries in the Etymological Dictionary of Latin
and the Other Italic Languages [16, 17], 355 in the LIV. In
particular, 275 lemmas are shared by the two resources:
for these entries, it is therefore now possible to use LiLa
to compare the approach to etymological reconstruction
by the LIV and the dictionary by de Vaan.

5. Conclusion and Future Work

Linking a set of data from the LIV to LiLa enhances the
Knowledge Base with etymological information about
the processes that, starting from PIE roots, have led to
the formation of the Latin word forms. Given the highly
lexically-based nature of the architecture of the Knowl-
edge Base, this makes the linking of the LIV an important
achievement of the LiLa project.

%The namespace 1iv in Tab. 1 refers to the URL http://lila-erc.
eu/data/lexicalResources/LIV/id/LexicalEntry/.

The information provided by the LIV is now interop-
erable with that of the several other lexical resources
currently interlinked through LiLa and can be queried
together with the textual data provided by the Latin cor-
pora published in the Knowledge Base.

In collecting and publishing as LOD the wealth of dif-
ferent digital resources for Latin built so far, an impor-
tant challenge is to impact the scholarly community that
has long been using the data provided today by these
resources. The web-based interoperability among re-
sources permitted by the LiLa Knowledge Base makes it
possible to exploit such wealth of (meta)data like never
before, in terms both of the quantity of the (meta)data
under analysis and of the quality of the process leading to
their retrieval. Interlinking through the Knowledge Base
a set of data from the LIV, a reference lexical resource for
the communities of Classicists and Historical Linguists,
is expected to help overcome the challenge of making the
use of LiLa a daily presence in the life of scholars who
work in the fields of Classics and Historical Linguistics.

Finally, it is worth considering that the LIV provides
etymological information not only about the Latin word
forms, but, for each PIE root, it also reports a set of word
forms which reflect the same root in several other IE
daughter languages. The availability of this information
allows for substantial research work to be performed in
the near future. Indeed, by applying the principles of the
Linked Data paradigm and reusing the same vocabular-
ies adopted in LiLa to interlink the distributed linguistic
resources for Latin, it is now possible to move one step
further from the Latin language and aim to make inter-
operable word forms from several IE languages, by using
the collection of PIE roots provided by the LIV as a kind
of pivot resource to interlink them all.
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Abstract

Despite the unanimous recognition of the plight associated with environmental phenomena and the proliferation of the
discourse about it, there is still little work on these issues in the field of NLP. This paper provides a report on the activities we
are carrying on at the University of Turin in the application of Sentiment Analysis to environmental topics. In pursuit of the
goal of developing resources and tools specifically designed for addressing the complexity of the ongoing environmental
debate, we are currently focused on exploring the language used for green issues and defining some annotation schemes that

can describe them at different granularity.
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1. Introduction

It has become increasingly common to apply Sentiment
Analysis (SA) and text classification to issues with social
impact about which people debate. On the one hand,
studying a socially impacting phenomenon from such a
computational perspective means creating a precise con-
ceptual and linguistic model, thereby achieving a greater
understanding of its characteristics, its dynamics, and,
not least, how people perceive it. On the other hand, it
is a matter of creating tools that can help policymakers
and citizens define strategies to address the problems
associated with the phenomenon, bearing in mind that
the impact of an intervention depends meaningfully on
how it is proposed by governments and political parties
and accepted by citizens.

Among the issues that have a unique social importance
today are certainly those related to the environment in
which we live. As far as the emergency related to the
environment, at first sight, one cannot but notice that
the environmental issues underlie a great complexity.
This is due to the mixing of natural and human entities
and related interests, such as individuals, public and pri-
vate organisations on the one side, and climate, animals
and plants on the other one. The language used to de-
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scribe and discuss environmental topics also mirrors this
complexity and is featured by a certain degree of special-
ization.

Modelling this reality can be therefore especially com-
plex but also particularly useful because it ultimately
allows us to better understand the relationship between
humans and the environment and to be more aware of
the sensitivity towards the environment which is hidden
in us.

The characteristics of the discourse about the environ-
ment can make especially challenging the classification
of opinions expressed about it. We may hypothesize that
an accurate annotation of data about environmental top-
ics can be helpful in order to achieve reliable results, e.g.,
in the detection of the polarity or stance in these texts.
According to this hypothesis, we are following two major
directions: a) to preliminary analyze the linguistic fea-
tures of the discourse about the environment carried on
in different text genres and b) to design specific annota-
tion schemes that take into account the specific features
of these texts and to apply them on selected corpora.
The first direction allowed us to better understand the
meaning of the wide-spreading discussion about the lan-
guage used in green communication. This was also useful
in preparing the ground for the second direction of re-
search, in which we want to model a specific form of
communication about green issues, namely that realized
in social media. Notwithstanding the relevance of the
topics we are addressing, in agreement with the results
of the systematic survey of the studies about SA applied
to the environment [1], it can be observed that currently
in this research area there is a gap and we want to fill it
out. Only a few projects indeed exist, also for English, in
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which environmental topics are addressed by applying
SA and in which only fairly rough techniques were used.

In this paper, we describe a variety of experiences
carried on at the Department of Computer Science of the
University of Turin in the development of corpora and
tools for SA applied to environmental topics during the
last few years.

The paper is organized as follows. The next section
briefly surveys previous work related to the application
of SA to environmental topics. Section three focuses
on the collection of data, while the fourth is about the
annotation schemes we adopted. Finally, the last section
provides some conclusions and hints about our future
works.

2. Background

There is a huge amount of divulgation and communi-
cation about environmental issues related in particular
to products and services. A 2020 EU Commission study
found that more than half of the environmental claims ex-
amined in the EU were vague, misleading or unfounded,
while 40% were completely unfounded'. In section 3.3,
we moreover show that it can be difficult for citizens to
understand the exact meaning of texts discussing issues
related to the environment, making easier to mislead
their content.

To explore SA applied to environment topics, re-
searchers have conducted reviews and surveys providing
different perspectives. In particular, in [2], a review is
conducted to explore the application of SA in the climate
change debate. [3] explore the use of SA for analyzing
opinions on several smart city issues like climate change,
urban policy, energy, and traffic. While [2] explore pa-
pers that used various types of data sources (i.e. news
articles, social media, etc.), [3] explore only papers that
analyze sentiment in social media. However, both [2]
and [3] do not provide an in-depth exploration of the
NLP techniques (from the creation of dataset to the eval-
uation of SA models) that researchers used applying SA
on natural environment topics, since they only cover a
few among the large variety of topics closely related to
nature and environment, like food or carbon issues.

3. Exploring Green Language

The first step in our investigation consisted of a linguistic
analysis of the discourse about the environment and we
applied it to documents from public institutions or online
journals to inform citizens about these topics. Applying
a multilingual perspective we collected texts from an in-
stitutional website in Italian and English, and from some

'https://quifinanza.it/green/stop-al-greenwashing-in-etichetta-c
osa-vuole-fare-lue/699054/

Italian journals in which are discussed environmental
topics. The first sample of data, described in section 3.1,
is the result of a random collection while the second
one, described in section 3.2, is collected using keywords
about a specific topic related to the environment, i.e. live-
stock.

3.1. European Environment Agency

The European Environment Agency” (EEA) is an agency of
the European Union that delivers knowledge and data to
support Europe’s environment and climate goals. Since
1994, EEA and the European Information Network Environ-
mental training and observation > (Eionet) provides data
and information on Europe’s climate and environment to
citizens and decision-makers European politicians, pub-
lishing articles and more extensive reports which address
the state of air quality, or a set of inter-connected or sys-
temic issues, such as the mobility system.

We collected Italian and English data from the EEA
website and we built two comparable corpora composed
of 10 reports each. The Italian corpus (henceforth EEA-
Ita) includes 14,612 tokens corresponding to 556 sen-
tences, while the English corpus (henceforth EEA-Eng)
is composed of 11,778 tokens corresponding to 562 sen-
tences.

A qualitative analysis based on the lists of frequency,
obtained with SketchEngine, shows that the most used
terms in both corpora, Italian and English, refer to the
theme of sustainable-environmental quality, but with a
slight nuance that differentiates the Italian with respect
to English. The most frequent terms in the Italian corpus
concern especially the sphere of the fight against the
conservation of oceans and seas, the sustaining of the
Earth’s ecosystem and conservation. In the English cor-
pus, instead, we find a higher frequency of terms related
to climate change. In both cases, these are not terms of
high specialisation, that is, terms that are difficult to un-
derstand by the great majority of citizens, but technical
terms relating to the field of reference, and therefore not
easily traceable in other contexts. For example, in the
Ttalian corpus, we can highlight words such as “siccita”
(drought), “effetto serra” (greenhouse effect), “ecosistema”
(ecosystem), “inquinamento” (pollution), “suolo” (soil),
“microplastiche e nano plastiche” (microplastics and nano
plastics), while in the English one “pollution”, “climate

change”, mitigation”, “habitat”.

» o«

adaptation”,

3.2. Livestock Issues

The livestock sector is currently at the center of a heated
debate that has focused mainly on intensive farming.
Among the several publications in which these issues are

Zhttps://www.eea.europa.eu/en
Shttps://www.eionet.europa.eu/
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presented and discussed, we selected a sample of texts
from online journals, namely mostly from CREA Futuro
but also from L’informatore agrario and agricultura.it.
Our corpus is composed of 20,854 words (4,386 different
lemmas) corresponding to 24,383 tokens, organized into
725 sentences and 21 documents.

CREA Futuro is an initiative of CREA (Consiglio per la
Ricerca in Agricoltura e 'analisi dell’Economia agraria)®,
the leading Italian research organization dedicated to the
agri-food supply chains, supervised by the Ministry of
Agriculture, Food Sovereignty and Forests, and organized
in 12 research centres. This online publication® is aimed
at citizens to combine authoritative information, based
on scientific evidence. From the CREAfuturo website, we
selected a sample composed of 11 documents. The other
texts are from the freely accessible web version of two
journals, namely L’informatore agrario® (8 documents)
and agricultura.it’ (2 documents).

As expected the frequency lists collected using Skec-
thEngine show that the words occurring more than 40
times are "produzione” (production), "animali" (animals),
"carne" (meat), "acqua” (water), "latte” (milk), "alleva-
mento" (farming), "zootecnia" (livestock), "benessere”
(welfare) and "stress.

3.3. How difficult is to read green texts?

All the texts we collected about green topics are intended
for a general audience, but we want to understand how
specialized they are, and thus less or more readable for
a citizen. We calculated the readability scores for each
of them. Different metrics are used for expressing the
readability of different languages and we selected two of
the most used ones for the two observed languages.

For Italian texts, we used the Gulpease index® whose
scales are reported in Figure 1. The Gulpease index has
been separately calculated for the 10 reports of the EEA-
Ita corpus, showing values that vary from 45 to 53, for the
less and the more readable text respectively (see Table 1).
This means that the reports are unreadable for readers
having primary school diplomas, but hard readable for
readers having secondary school diplomas and easily
readable for the other ones. According to this index, our
texts are on average readable and not particularly spe-
cialized with the exception of some terms.

The Gulpease index was calculated also for the 21 docu-
ments of the Livestock-Ita corpus showing that are also
less readable than the EEA’s reports. Considering that

*https://www.crea.gov.it/en/home

Shttps://creafuturo.crea.gov.it/

®https://www.informatoreagrario.it/

"https://www.agricultura.it/

8The index can be calculated using the formula provided in [4] and
implemented in online calculators, such as https://www.weband
multimedia.it/site/index.php?area=5&subarea=1&formato=scheda
&id=36.
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Figure 1: The scales for readability according to the Gulpease
index for the three main levels of schooling (primary, sec-
ondary and high school): indexes in red for almost unreadable,
in orange for very hardly readable, in yellow hardly readable,
in dark green easy readable and in light green very easy read-
able.

the index of the harder-to-read document has a Gulpease
index of 28 and the easier an index of 45, they are also
featured in a larger variation.

Finally, we used the Flesch-Kincaid index’ for evalu-
ating the readability of English texts. The values of this
index broadly correspond to those of the Gulpease index:
values from 100 to 90 are associated with very easy read-
able texts, from 89 to 80 with easy readable, from 79 to 70
with fairly easy readable, and from 69 to 60 with standard
readable. Values below 59 are instead associated with
difficult-to-read texts: from 59 to 50 fairly difficult, from
49 to 30 difficult and from 29 to 0 very difficult or almost
unreadable without a higher level of schooling.

Corpus MaxG MinG VarG
EEA-Italian 53 45 8
lives-Italian 45 28 17

Max F Min F Var F
EEA-English 46.25 20.24 26.01

Table 1
Indexes of readability: Gulpease index for Italian data (EEA

and livestock issues) and Flesh-Kincaid index for English data
(EEA).

For English EEA’s reports, the Flesch-Kincaid index
score varies from 20.24 to 46.25, calculated for the less
and the more readable text respectively. This means that

This index is described in [5].
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the same typology of texts observed for Italian is featured
by a higher specialization and meaningfully lower read-
ability. The harder-to-read reports are suitable only for
post-graduated people, but also the less difficult ones can
be hard to read for undergraduate people.

4. Developing corpora from social
media about environmental
topics

The observations based on texts published by EEA and
in online journals helped us in having a more clear idea
of how the language is used for communicating with
the citizens and discussing environmental topics. Similar
topics are discussed also in social media and we collected
data from Twitter in order to build some datasets useful
for advancing the application of classification tasks and
SA on environmental topics.

Italian data: We collected from Twitter, in a time slot
spanning from February 2nd 2022 to March 4th 2022, a
total of 8,756 (including some duplicated messages in
which more than one of the keywords occurs). They were
filtered using the following set of keywords: "Transizione
energetica” (energy turnaround), "Agenda 2030", "Crisi
climatica" (climate crisis), "Combustibili fossili" (fossil
fuel), "Deforestazione” (deforestation), "Greenwashing",
"Riscaldamento globale" (global warming), "Impatto
ambientale" (environmental impact), "Climate Change",
"Green Deal", "Sviluppo sostenibile” (sustainability),
"COP26", "Energie rinnovabili" (renewable energy).

English data: we collected from Twitter, within the
date range 12 September 2022 until 30 September 2022, a
larger amount of data. In collecting this dataset, we used
120 queries from 10 environmental topics including "En-
vironment", "Green", "Sustainability", "Food", "Organism”,
"Climate Change", "Carbon", "Energy", "Waste", and "Pol-
lution". These 10 environmental topics are obtained from
the systematic review conducted by [1], while the queries
are obtained from the surveyed papers. We obtained a
total of 495,970 tweets, including several duplicated mes-
sages, since we use many keywords to collect the data.

4.1. Annotation Schemes for
Environmental Topics

We applied three different forms of annotation to our
data: one is based on the stance of the user against or in
favour of the environmental topics and related politics,
one is a fine-grained structured sentiment analysis anno-
tation, while the last one is a sentiment term extraction
annotation. The first and second schemes have been ap-
plied to the Italian data only, while the last scheme has

been applied to the English corpus.

As far as stance is concerned, we used the basic
scheme based on 3 labels, i.e. Against, Favour, Neutral,
also considering Off-topic for the annotation of unclear
messages.

In the fine-grained structured SA scheme, there are

instead two label types that need to be annotated i.e.
Spans and Relations. While Span labeling means to iden-
tify a set of adjacent or closely connected words, Relation
labeling means to identify a relation between two entities
annotated as Spans.
Each Span may represent a Holder, an Expression, a Tar-
get, or a Topic. A Holder can be a Citizen (an ordinary
person/group not affiliated with any official community/
organization), a Government (a central or sub-unit gov-
ernment or its stakeholders), a Political Party (a political
party or its stakeholders), a Media (a mass media or its
stakeholders), a Company (a company or its stakehold-
ers), a Private Foundation (a private foundation or its
stakeholders), or an NGO (Non-Governmental Organi-
zation). An Expression can be Positive or Negative. The
same entities that can be annotated as Holders can be
annotated also as Targets. Topics include the general
label Environment, but also more specific labels, i.e., the
10 environmental topics we used to collect the English
dataset obtained from [1].

Relations are used for labeling the relationship be-
tween the Expression and its Holder, Target, or Topic.
This allow us to group the Expression and its proper
Holder, Target, or Topic, also considering that one tweet
can include more Expressions and each Expression may
be to be linked to a different Holder, Target and Topic. We
also annotate the Coreference as the additional relation
label. For the annotation of this fine-grained structured
SA annotation, we used the annotation tool provided by
Langing Annotate'’. The example of annotation for this
fine-grained scheme can be seen in Figure 2: the text con-

v Y IE R s 0 =

Coreference
Exp2Top

Exp2Hol
Exp2Tar Exp2Hol

Exp2Tar

Our leaders play with our environment !!! They don't care about our future
Tar_Governme... Hol_Citizen Tar_Governme... Hol_Citizen
Exp_Negative Exp_Negative

Top_Environm...

Figure 2: Example of fine-grained structured sentiment anal-
ysis

tains two Expressions of negative sentiment. If we wrap
each Expression and its Holder, Target, and Topic using
a quintuple format (similar to quadruple format used in

Ohttps://annotate.langing.ai/

96



Text

Label

18 gradi a febbraio e rompete i coglioni col riscaldamento globale.. Ne vorrei 30 fissi

(18 degrees in February and bust your balls with global warming.. I'd like 30 fixed) Against

Bottigliette di plastica e collaborazione per ridurre I'impatto ambientale

(Plastic bottles and collaboration to reduce environmental impact) Favour

"#ClimateChange Nel 2021 la crisi climatica & costata 343 miliardi di dollari a livello globale

(#ClimateChange In 2021, the climate crisis cost $343 billion globally) Neutral

Interisti state rosicando cosi tanto che contribuite alla deforestazione della foresta Amazzonica. #InterMilan

(Interisti are so gnawed that you contribute to the deforestation of the Amazon rainforest. #InterMilan) Off-topic

Table 2
Example of stance annotation.

[6]), i.e. (Holder, Target, Topic, Expression, Polarity) we
will get two quintuple as follows:

"on

1. ("our", "Our leaders",
tive)
2. ("our", "They", "", "don’t care’, negative)

environment", "play", nega-

Notice that in this fine-grained scheme annotation, a
Holder, Target, or Topic span should be connected to an
Expression span. However, an Expression span can also
occur without a Holder, Target, or Topic“.

Lastly, for sentiment term extraction annotation,
this scheme is a subset of our fine-grained scheme an-
notation. Instead of annotating Expression span with its
Holder, Target, and Topic, we only annotate the Expres-
sion span. Following the guidelines for crowdsourcing
datasets conducted by [7], we limit the annotation of
English data to Expressions only as a first step, in order
to avoid overloading crowdsourcing contributors with a
too complex task.

4.2. Annotation of the Italian data

A portion of the Italian data from Twitter, namely 3,254
tweets without duplicates (corresponding to 58,893 words
and 1,990 sentences), have been manually annotated for
stance, while its annotation with the fine-grained SA
scheme is currently ongoing.

4.2.1. Stance annotation

The annotation for this scheme was done using Google
Sheets, and some examples of annotation are provided
in Table 2.

The agreement occurs in around one-third of the data
(2,233 over 3,254), while the disagreement in the other
ones (1,021). The higher percentage of disagreement is
referred to as the label against, as reported in Table 3.
The disagreement has been considered as strong when

"For more examples and details about this fine-grained structured
SA annotation see the guidelines: https://github.com/okkyibrohim
/environmental-topics-in-corpora/tree/main/annotator_guideli
nes

Annotator-2
tweets (%)

Annotator-1
tweets (%)

Against 121 (3.7%) 710 (21.8%)
Favour 1032 (31.7%) 733 (22.5%)
Neutral 1789 (54%) 1691 (52%)
Off-topic 312 (9.6%) 119 (3.7%)

Table 3
Number of labels annotated for each label of the category
Stance in the Italian corpus.

Annotator-1 has annotated the message as Against and
Annotator-2 as Favour, or vice versa, weak in the other
cases. The strong disagreement, occurring in 201 anno-
tated tweets, has been annotated also by a third skilled
annotator that solved 168 cases by selecting the label
used by the first or that chosen by the second annotator.

4.2.2. Fine-grained structured sentiment analysis
annotation

For the annotation of the fine-grained structured SA, we
used the same Italian dataset described in Section 4, from
which we drew the corpus annotated for stance. In this
case, we only selected a portion of the corpus composed
of the tweets that contain the keyword "green" (whether
a word or subword as in "greenwashing"). Using this
filter term, we obtained 1,396 tweets and after dropping
the duplicate tweets, we randomly chose 500 tweets to
be annotated by two other master’s degree students.

For span-level analysis, we analyze the annotation agree-
ment level by calculating the pairwise weighted F; —
Score'” between annotators using SeqEval library". In
this case, F1 — Score is used to evaluate the span-level
agreement because it not only evaluates the entity span
agreement but also evaluates the Beginning, Inside, Out-
side (BIO) tagging structure. In this annotation, we obtain

12\We calculate a weighted average of F; — Score instead of the
macro one since we only annotate 500 tweets for this scheme,
making many entities have no enough tweets to be calculated the
F, — Score.

Bhttps://github.com/chakki-works/seqeval
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a 63.67% of weighted F1 — Score, indicating the anno-
tators have a moderate agreement and can be used for
experiments in future works.

To see the sentiment distribution for each annotator,
we convert the span-level label to the document-level
label into a Negative, Positive, or Neutral, polarity label
via majority voting between the Expression label. The
distribution of document-level labels between annotators
can be seen in Table 4. From Table 4, we see that the
sentiment polarity in document-level distribution is quite
balanced for Annotator-1. However, in Annotator-2, the
Positive polarity has a significant amount more than the
other two polarity labels. or this document-level label,
we evaluated the agreement score using Cohen’s Kappa
score and got a score of 0.5718, indicating the document-
level label has a moderate agreement and can be used for
experiments in future works.

Annotator-2
tweets (%)

Annotator-1
tweets (%)

Negative 164 (32.8%) 131 (26.2%)

Positive 178 (35.6%) 220 (44.0%)

Neutral 158 (31.6%) 149 (29.8%)
Table 4

Number of labels annotated for each label of the sentiment
polarity for document-level in the Italian corpus.

4.3. Annotation of the English data

From the total of 495,970 collected tweets, we randomly
select 700 tweets for English sentiment term annotation
For this English annotation, we use crowdsourced anno-
tators from Prolific’* who must have English as their first
language and a 100% of approval rate for their previous
works in the Prolific platform. Annotators were paid
£9/h to perform tasks up to one hour of duration. In this
annotation scheme, each data chunk will be annotated
by 3 anonymous Prolific workers, which means we have
27 workers in total.

The Fleiss’ Kappa score for this annotation, computed
at the document level as for Italian, can be seen in Ta-
ble 5.

5. Conclusion and future work

This paper presents a report on the activities we are car-
rying on at the University of Turin in the application of
SA to environmental topics. Starting with a linguistic
analysis of texts extracted from different genres, we are
developing data sets for stance detection, fine-grained

https://www.prolific.co/
5 All agreement score interpretation used in this research is obtained
from [8]

Data Fleiss’ Kappa Kappa
Chunk Score Interpretation
1 0.4617 moderate
2 0.5374 moderate

3 0.1673 slight

4 0.4510 moderate
5 0.2778 fair

6 0.4048 moderate
7 0.2538 fair

Table 5
Fleiss’ Kappa score for each data chunk for English annotation.

structured SA, and sentiment term extraction'®. Notwith-
standing the relevance of these topics, very few applica-
tions of textual classification techniques and SA has been
developed until now. With our activities, we want to start
filling out this gap for Italian and English. Nevertheless
this is only a starting point and in future work we will
address a more extended domain of texts, for example
news and interviews, so as to provide a more reliable
barometer of sentiments towards climate topics as found
in a general audience.
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Abstract

This study investigates emerging vocabulary in contemporary Italian in a corpus of 5.32 M timestamped and geotagged
tweets extracted from the Italian timeline throughout 2022. We automatically identify and manually distill 8 133 candidate
neologisms down to 346 unattested word forms, shedding light on their spatio-temporal circulation patterns.
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1. Introduction

Lexical innovation is one of the driving mechanisms of
language change [1, 2]: through the creation of new
words' and their integration into existing lexical sys-
tems [3], languages evolve and adapt to new social and
technological contexts, which are constantly and rapidly
changing. The process of creating new words can be ap-
proached from different standpoints. Firstly, the choice
of sources necessary to trace the process of lexical in-
novation has great methodological relevance. One of
the main traditional sources have been newspaper texts,
which have the double benefit of being easily available
and quantitatively relevant [4]. Secondly, lexical innova-
tion follows different steps and usually develops from the
initial emergence of new words in specific contexts to
their proliferation to wider contexts and domains. This
process may end with the institutionalisation of new
word forms [5, 6] through their inclusion in dictionaries
and consolidation in standard use. Thirdly, the linguis-
tic processes leading to the creation of new words can
be different and can include phenomena of derivation,
composition, transcategorisation, creation of portman-
teau forms, semantic shifts, and borrowing from other
languages.

The aim of this study is twofold. On the one hand, we
present an analysis of emerging vocabulary in contempo-
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!In this paper, “word” and “form” are used interchangeably.

rary Italian stemming from Twitter interactions using the
2022 Ttalian timeline as a source; social media represents
an opportunity to analyse new word forms surfacing
in everyday conversation, and provide vast amounts of
data produced in real time by a large, heterogeneous
and representative sample of speakers. Furthermore, the
availability of geotagged texts enables the investigation
of possible patterns of lexical innovation related to spe-
cific geographical areas [7]. This possibility is particu-
larly promising in languages, like Italian, characterised
by deep and articulated geographical variation. On the
other hand, we propose a novel methodology to process
and filter word forms acquired from a sizeable Twitter
corpus, with the aim of detecting those that represent
the best candidates to become new words.

The result of the study is a list of 346 word forms, clas-
sified into 15 categories based on the linguistic process
of lexical creation and yet unattested in two of the most
up-to-date Italian lexicographic resources.

2. Related Work

Studies on lexical innovation in Italian have a long tra-
dition [8], and have produced extensive lexicographic
works dedicated to neologisms (e.g., [9], to mention one
of the most recent), as well as a vast body of research (e.g.,
[10], [11] and [12]). One of the most widely discussed top-
ics is the classification of the linguistic processes leading
to the creation and spread of new words.

Traditionally, it is acknowledged that the means by
which languages enrich their vocabulary are essentially
four: the acquisition of new elements from other lan-
guages, the formation of new words from pre-existing
lexical elements, the change of grammatical category and
the shift in the meaning of words already in use [13]. In
the last few decades, the Osservatorio neologico della lin-
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gua italiana® (ONLI) [4] has been tracking new words
emerging in Italian newspapers, producing a database
which, to date, includes 2 986 forms with definition, date
of attestation and first retrieved occurrence in the press.

More recently, several studies have highlighted the
benefits of using social media to track new word forms
cropping up in informal contexts, such as everyday con-
versation, as opposed to newspaper texts, which are more
formal and draw from different registers [14, 15, 16]. Ad-
ditionally, as a populous repository of conversations held
in real time by a large number of speakers, social media
can capture lexical creativity originating in communities
of people rather than inventive journalism [17]. This
use of social media has produced a number of studies
[18, 7, 19] focussed on the initial and less documented
phase of the lexical innovation process, right after the
words’ creation and first use, and well before their final
institutionalisation and inclusion in dictionaries [5, 6].

It is well-known that only a small portion of the words
coined in everyday language use become new entries in
dictionaries and thus part of the vocabulary: many re-
main ephemeral but are nevertheless compelling, as they
provide evidence of the linguistic mechanisms driving
the lexical innovation process. Generally, social media
allow researchers to extract and use an unprecedented
amount of conversational data [20, 21], which can pro-
vide reliable computations of lexical innovation and thus
give a significant boost to the study of language variation
and change [22, 23].

3. Corpus

In order to investigate emerging vocabulary in contem-
porary Italian, we used a corpus of timestamped and geo-
tagged tweets extracted from the Italian Twitter timeline
throughout 2022. The corpus comprises 5.32 M tweets
written by 153 k unique users, amounting to 71.5 M to-
kens (or 564 M characters).

To the best of our knowledge, this is the first and
largest study yet to address lexical innovation in Italian
Twitter. Regrettably, this could also be the last. The re-
cent takeover of Twitter collapsed its value for academia:
as of summer 2023, publicly accessible data has been
severely restricted, API prices have sharply risen, and
academic access has been cancelled outright.

4. Methodology

Manual annotation aside, all our procedures are imple-
mented as code and organised into a series of modular
stages. To facilitate operation, they are accompanied and

Zhttps://www.iliesi.cnr.it/ONLI/intro.php

Condition Explanation

written in Italian
geotagged near Italy
on or after 2022/01/01
before 2023/01/01

lang:it
near:italy
since:2022-01-01
until:2023-01-01

Table 1
List of Twitter’s search query language conditions defining
the Italian Twitter timeline of 2022.

coordinated by an executable dependency tree specify-
ing the relations between them, their inputs and their
outputs. Together, they constitute a cohesive and repro-
ducible data pipeline.

We exclusively used Open Source Software, mostly
in the form of well-known PyTHON packages and GNU’
tools. An exhaustive list including version numbers can
be found in Appendix A.

In the following, we only discuss the general imple-
mentation design. The full source code is documented
and available in [24].

4.1. Acquisition

Our corpus samples the Italian Twitter timeline of 2022.
We define this notion as the conjunction of the conditions
listed in Table 1, expressed using Twitter’s advanced
search query language’.

Thus, our corpus is a subset of the results given by the
search combining the aforementioned conditions at the
time of sampling.

4.2. Preparation
4.2.1. Geographic Data

Tweets can bear geolocation data in two independent
forms: a latitude/longitude pair and an association with a
place. A place is an administrative division or a point of
interest and it is characterised by an id, a country code,
a geographical bounding box and other metadata. In our
corpus, 99.43 % of tweets bear a place, 0.04 % only bear
a lat./long. pair, and 0.53 % bear neither’. Consequently,
despite lat./long. pairs being more precise, we chose to
deal with places only, as they cover the vast majority of
tweets and already include the country code necessary
to restrict the data exactly to Italy.

We extracted 34.8 k unique places, keeping their id
and country code (47.0 % are 1T), and computed the

Shttps://www.gnu.org/

*Extensive unofficial documentation for the query language is avail-
able at https://github.com/igorbrigadir/twitter-advanced-search/.
The wuser interface is found at https://www.twitter.com/
search-advanced.

5This is possible because Twitter data can be redacted.
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"Hi #twitter!"
—
range of hashtag entity

"Hi [J#twitter[]!"
LJd [}

U+E000 U+E001

Figure 1: Schematic representation of how we inline entity
range metadata as custom delimiters. This example shows
how a hashtag entity is handled.

centroid of their bounding box as a reference point for
geographical calculations.

4.2.2. Textual Data

Tweets are rich structures. They include an id, a user id,
a timestamp, the full text, the geolocation data discussed
above, a list of entities and other metadata. An entity is a
character range in the full text labelled by a type (either
url, user mention, hashtag, symbol or media) and other
metadata.

First, we extracted all full texts into a flat data file to be
loaded into ANTCONC [25] as an aid to the downstream
manual annotation process.

Then, realising the entity metadata could greatly sup-
port the tokeniser at a later stage, we inlined them into
the full text as delimiter markers, picking a different pair
for every entity type from a set of reserved Unicode code
points’. Figure 1 illustrates an example of how the pro-
cedure is carried out for hashtag entities.

Finally, we extracted 5.32 M tweets, keeping their id,
user id, timestamp, full text with inlined entities, and
place id.

91.77 % of tweets refer to places with the IT country
code; we assigned these to Italian regions by matching
their centroid with governmental data’ on administrative
boundaries in order to plot choropleth maps of Italy. Of
the remaining tweets, 8.16 % refer to places with other
country codes and 0.07 % refer to a generic place repre-
senting the entirety of Italy: the number of occurrences of
candidate forms from these two categories are included in
the choropleth maps under a legend titled “Not shown”.

4.3. Cleanup and Tokenisation

We used the spaCy v3.6.1 Italian tokeniser. However,
tweets are challenging for a stock tokeniser and some
issues need to be addressed.

The first problem is the extensive use of Unicode (es-
pecially emojis), along with liberal usage of casing and
whitespace. This can be easily addressed: we replaced

®We picked from the Private Use Area in the Basic Multilingual
Plane, which is a set of code points left undefined by The Uni-
code Consortium [26, chapter 23.5] and reserved for special custom
usage.

"Official ISTAT data is archived at https://www.istat.it/it/archivio/
222527. We used the GeoJSON version maintained by the commu-
nity, available at https://github.com/openpolis/geojson-italy/tree/
2023.1.

A B AnB AuB
Size 6737 21132 979 26890
Fraction 0.73% 2.28% 0.11% 2.90%

Table 2
Sizes of the candidate subsets as a count and as a fraction of
the extracted forms.

all emojis with spaces, lowercased the whole text, and
replaced any streaks of whitespace with a single space.

The second, trickier, problem is the liberal usage of
punctuation marks. Solving this required extending the
tokeniser’s default infix matcher to also match any se-
quence of these commonly abused punctuation marks:
2, "O LG

The third and last problem is the presence of entities
(urls, hashtags, etc.). This is where our previously inlined
entity annotations came into play, quickly enabling us to
make the tokeniser aware of them as follows:

« wrap all delimited regions in the text with spaces
to nudge the tokeniser into correctly detecting
their beginning,

« define a custom token matcher detecting any se-
quence whose extrema are our delimiter character
pairs, and

« disable the tokeniser’s default url matcher to
avoid conflicts with our custom matcher.

The stratagems above allowed us to execute the to-
keniser producing a negligible amount of spurious to-
kens. We then filtered its output, discarding tokens that
were pure space, pure punctuation, pure numbers, bro-
ken and/or non-existent handles (i.e., tokens beginning
with @ but not marked as entities), and all entities except
hashtags.

Processing all tweets as described, we extracted
71.5 M tokens, with 926 k types.

4.4. Candidate Selection

To select the candidates for annotation we applied two
separate strategies, producing two subsets .4 and 5 with
a slight overlap as detailed in Table 2.

A derives from an established method in literature,
and B from our attempt to reach for a more interpretable
and computationally lighter alternative. We now describe
them both in detail.

4.4.1. Subset A: Spearman’s p

The first strategy follows in the steps of previous studies
[18, 7] and amounts to calculating a measure of how
monotonically the usage of a token increases in time
in order to reject tokens below a fixed threshold. The
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chosen measure of monotonicity is the Spearman rank
correlation coefficient between the daily occurrences of a
token (normalised by daily total token count) and the day
number; we denote it with po. The choice of threshold
is arbitrary: while the cited studies operated on multi-
billion tweet corpora picking very restrictive thresholds
at 0.7 and 0.8, our corpus is much smaller so we can
afford to lower the threshold until the size of the produced
subset is still comfortable to annotate. We picked po >
0.2 selecting a subset of 4 090 candidates.

However, setting a positive lower bound to po pe-
nalises usage patterns we consider plausible for an emerg-
ing form (e.g., a sharp rise before midyear followed by a
slow descent to a stable non-zero plateau). Therefore, we
chose to extend the criteria to [po| > 0.2 selecting 2 336
additional candidates. In other words, we are discarding
the central values of po, where it is less predictive. Fur-
thermore, we decided to perform the same calculation on
the daily unique users of a token; we denote the result
with py. We allowed tokens with |pr| > 0.2, selecting
311 additional candidates.

Our decision to be so permissive, at the cost of extra
annotation effort, was dictated by the intention to exper-
imentally evaluate the effectiveness of the bounds over a
wide range of threshold choices.

Subset A is thus defined by the combined condi-
tion max(|pol, |pv|) > 0.2, selecting 6 737 candidates
(0.73 % of the total).

4.4.2. Subset B: An Alternative Approach

po quantifies how much a form’s usage increases mono-
tonically during the year. As previously mentioned, while
this complex measure correlates with the behaviour of
some emerging forms, it also excludes plausible usage
patterns.

We take the complementary approach and try instead
to formulate simple criteria to exclude usage patterns that
we would not expect from emerging forms:

« toreject accidental and sporadic phenomena (e.g.,
typos, inside jokes, etc.), we set a lower bound to
the count of unique users U and occurrences O;

« to reject forms already in use from the past, we
set a lower bound to the day of first occurrence
A;

« to reject forms disappearing early, we set a large
lower bound to the day of last occurrence Z;

« to reject ephemeral forms, we set a lower bound
to the length of the usage lapse Z — A.

We chose the following thresholds: U > 9,0 > 9,
A >7,7>351andZ — A > 28. They read out as: we
want forms that are used at least ten times by at least ten
people, appear from the second week of January, do not

disappear before mid December and last more than four
weeks.

The specific values were tuned to cut off the markedly
heavier tails from the distributions of the respective vari-
ables. This furthers the intention underlying our criteria
to exclude the most common behaviours expected from
non-emerging forms.

Appendix D contains charts showing how A and B
partition the dataset and comparing the effect of their
defining criteria over the parameter space.

Subset B defined by the conditions above includes
21 132 candidates (2.28 % of the total).

4.5. Annotation

The subset for annotation .AUB amounts to 26 890 candi-
dates (2.90 % of the total extracted forms). To reduce the
amount of handiwork, we used a lexicon of 514 k Italian
forms specifically built for part-of-speech tagging tasks
[27] to automatically tag already attested forms as unin-
teresting (including hashtags, to be analysed separately at
a later stage) and thus excluding 18 757 candidates. This
left us with 8 133 candidate forms for manual annotation,
which was performed in two stages by the second and
third author of the present paper, trained as a classicist
and a corpus linguist respectively. Firstly, we loaded the
corpus into ANTCoNC [25] to look up each form’s context
(KWIC - KeyWord in Context format), while concurrently
cross-checking two freely available online dictionaries
and the ONLI neologisms database for attestation®. As
a result of this search, the annotators rated forms as
either innovative or non-innovative. Inter-annotator dis-
agreement was settled with a negotiating phase until
agreement could be reached for all forms. Examples of
discarded entries include forms attested in at least one of
the consulted dictionaries; mistypes caused by key prox-
imity; popular terms, e.g., bimbominchia; foreign words
well attested in the media but not in dictionaries (yet), e.g.,
foliage, spending review, sponsorship; adapted loanwords,
e.g., followo, crashare; infrequently used foreign words,
e.g., smoothie, veggie, waffle; infrequently used foreign
acronyms, e.g., PTSD; regionalisms and regional variants,
e.g., annassero, ciolla, giargiana; gender-inclusive graphic
variants, e.g., cittadino; nicknames, e.g., pupone for foot-
baller Francesco Totti, and the unfriendly portmanteau
Cessica (cesso + Jessica).

Next, and as shown in Table 3, we grouped innovative
forms into one or more categories according to the ONLI
typology scheme with minor adaptations and integra-
tions. Specifically, we only relied on categories refer-
ring to formal properties, and thus ignored the expressive

8Garzanti at https://www.garzantilinguistica.it/ and Treccani at
https://www.treccani.it/vocabolario/. The Slengo https://slengo.it/
urban dictionary was also used for the occasional look-up of slang
forms.
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Category Forms Examples
orthographic variation 109 minkiate, rix, scienzah
univerbation 48  [ho, miraccomando
suffixation 45 cinesata, sfanculamento
loanword 40 fancam, scammer
portmanteau 33 gintoxic, nazipass
loanword adaptation 24 flexo, droppare
alteration 17  fattoni

prefixation 8 bidosati, pregirata
acronym 6 Imv, sgp
transcategorisation 6 cuora

compounding 3 contapalle

deonymic derivation 3 drum

redefinition 2 maranza

acronymic derivation 1 effeci

tmesis 1 facenza

Total form count 346

Table 3
Categories used with respective candidate form counts and
examples.

emphasis category used in the ONLI: emphasis is very
common in Twitter interactions [21] and falls under all
other categories. In addition, we merged multiple ONLI
categories into one: e.g., suffissazione, suffissoide, dever-
bale and denominale were merged into suffixation, while
prefissazione and prefissoide were merged into prefixa-
tion. Finally, a new tmesis category was added to account
for forms deriving from the splitting of compounds (e.g.,
facenza from nullafacenza). Appendix C provides the
complete list, and a machine-readable dataset of anno-
tated candidates is available in Franzini et al. [28].

5. Results and Discussion

5.1. Emerging Forms

The most productive categories of lexical innovation in
our corpus are:

« orthographic variation, often used either for em-
phasis (e.g., minkiate), to shorten existing words
(e.g., rix for risposta), to conceal online conver-
sation (also known as “leetspeak”, e.g., f4scist4),
for fun (e.g., gomblotto) or for sarcasm (e.g., scien-
zah with a final -h expressing scepticism towards
scientific advances);

« univerbation, with forms such as miraccomando,
lho or senzapalle;

« suffixation, featuring many forms ending in -ato/a
(e.g., cinesata, quarantenato), -mento (e.g., sfan-
culamento) or with the intensifying -issimo/a ap-
plied to verbs (e.g., riderissimo) and to inherently

intensified adjectives (e.g., incantevolissimissima
from incantevole);

« (adapted) loanword, chiefly borrowed from En-
glish, with forms like flexo, loser and trollazzo;

« portmanteau, mostly relating to politics, with
words such as cessodestra, sinistronzi and the
amusing lettamaio (the combination of politicians
Enrico Letta’s and Luigi Di Maio’s surnames read-
ing as “pigsty”), but also gintoxic and maxipass.

Overall, the 346 forms give insights into the most com-
mon means by which potential new words are created
by Italian speakers. Some of these are those traditionally
detected in neologism studies: the -ata (poverata), -ismo
(cialtronismo) and -mento (sfanculamento) suffixes, for
example, are among the most common morphological re-
sources used to derive new words from existing ones [12].
However, other forms seem particularly productive as po-
tential sources of lexical innovation. Adapted loanwords,
for instance, draw on the broad mechanism of inclusion
of foreign verbs in the first conjugation in -are (droppare,
followo, switchare), but also on less common phenomena,
such as alteration through the suffixes -ino (trollini) or
-azzo (trollazzo). Moreover, the widespread attitude to-
wards evaluative language in social media interactions
is witnessed by the presence of several emphatic and
intensifying forms relying on different expressive means:
in addition to the superlative suffix -issimo/a applied to
verbs (adorissimo, riderissimo) or even employed as an
autonomous word, particularly noteworthy is the use of
augmentative suffixes like -one (personaggione, garone),
univerbated forms (opperbacco, eddaiii, masticazzi), or
portmanteaus such as nazipass and sinistronzi where em-
phasis blends with wordplay. Indeed, ironic and catchy
wordplay frequently leads to lexical innovation and is
typical of social media conversations.

Overall, a non-negligible part of the detected innova-
tive forms are tied to the online sphere, and, in specific
cases, are not expected to be used in different contexts or
to establish themselves as new Italian words (e.g., f4scista
or mer*a, which are mainly used to conceal content). Nev-
ertheless, their emerging use in Twitter interactions evi-
dences the linguistic mechanisms underlying lexical inno-
vation in Italian. For each form we produce a choropleth
map showing its usage. Appendix E presents the maps
of all emerging forms mentioned in the article, while Fig-
ure 2 illustrates four notable examples from different cat-
egories. The map of gomblotto shows that orthographic
variation, when used for emphasis or ludic purposes, is
widespread in almost all regions, though predominantly
in Lombardy. Conversely, when orthographic variation
is not primarily intended as a joke (e.g., poki or gndo),
the spread of new forms is not as far-reaching. Similar
considerations can be made for univerbated forms, which
appear to be evenly —albeit thinly— spread out with the
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Figure 2: Choropleth maps showing the number of instances per million tokens at a regional level for the following forms:
gomblotto (139 total instances), miraccomando (58), flexo (29) and fattoni (21). As previously mentioned, instances of forms
found in tweets without an IT place association are not mapped: gomblotto (10), miraccomando (4) and flexo (1).

AL AbNB B

Innovative forms 70 14 281
Adjusted yield 5.19% 411% 441%
Projected yield 3.79%  3.13% 4.20%

Table 4
Comparison of innovative form counts and yields between
AZL), B and their intersection.

occasional regional peak: miraccomando, for instance, is
popular in Lombardy but less so in other regions. Other
words reveal different patterns: the loanword flexo, for
instance, meaning “to flaunt”, is mostly used in the west-
ern part of the country with little to no attestation in the
lower eastern regions; fattoni, an alteration of “fatto” to
denote unreliable individuals and junkies, appears to be
in use in the northern regions of Lombardy and Veneto
but not so in either the eastern part of the country or
the islands. Although, intuitively, spatial variation in
social media has different characteristics from traditional
geographical variation in relation to language use, pre-
vious research has detected a broad alignment between
regional lexical variation in Twitter corpora and tradi-
tional survey data [29]. The geographical patterns re-
vealed by the data, therefore, provide curious insight into
the analysis of lexical innovation in Italian.

5.2. Yields Comparison

To evaluate our B strategy, we compare subset B’s yield
with AL, which is defined as the partition of A with
po > 0.2, in order to fairly represent the approach of
previous studies [18, 7]. Table 4 shows the results.

The adjusted yield, computed excluding attested forms
and hashtags, favours Ag. However, the projected yield,

computed including hashtags and assuming the previous
yield on them, favours B.

Even without hashtags, B is noteworthy: its intersec-
tion with A7, yields less than the other two, indicating
non-redundancy and hence the success of B in isolating
behaviours excluded by A

Despite requiring five thresholds, B’s are intuitively
meaningful, unlike Spearman’s more abstract p. Addi-
tionally, p is computationally expensive’, making our
approach more suitable for data exploration on weaker
machines or larger datasets.

5.3. Limitations

Although the one-year time frame considered is both
effective in the context of Twitter, where linguistic phe-
nomena appear and spread in a short span of time, and
coherent with our objective to investigate the initial emer-
gence of new words, it could well fail to detect new forms
that spread more slowly albeit at a constant rate.

Annotation with ANTCONC revealed the sporadic pres-
ence of tweets in French and Spanish. These had no
impact on the identified forms but on the selection of the
subsets. However, we expect this impact to be negligible
and refrain from quantifying the effect at this time. Con-
versely, the lang:it filter most likely excluded some
tweets in Italian, but no further assessment is possible
with our dataset; there is also no public information about
Twitter’s proprietary language identification algorithm.
Some instances of local Italian varieties were also noticed,
confirming previous work [30], but they had no bearing
on our analysis as we discarded regionalisms.

?A full-fledged time/space analysis is beyond the scope of this work,
but we estimate our approach to be upwards of 50 times faster.
More details are provided in Appendix B.
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6. Conclusions and Future Work

Lexical innovation in Twitter seems to stem mostly from
creativity, amusement and attention-seeking behaviour
rather than a need for specific new words to indicate new
objects, events or situations. The sense of belonging to a
large and cohesive community such as Twitter plays a key
role in the creation and dissemination of new words. The
possibility of being adopted and reused in traditional oral
conversation, in large (online) communication streams
or, in a trans-medial perspective, by the press, makes at
least some of these forms reliable candidates to become
institutionalised neologisms.

Next steps in this ongoing study, to appear in Spina
et al. [31], will focus on refining the list of candidate
neologisms with additional dictionary look-ups (e.g., Zin-
garelli [32]) and on extending the analysis to the hash-
tags we put aside by virtue of their multi-functional and
natively univerbated nature. Furthermore, we intend
on leveraging our annotation data to examine how the
yields of the two methods vary in restricting the thresh-
old choices, in the hope of locating sweet spots to use
as a rule of thumb in future studies. Finally, we will
experiment with an estimator for the convexity of the
cumulative usage, which, while computationally compa-
rable to p, has better interpretability.

Should Twitter die out, planned efforts to scale-up our
analysis to multiple Italian timelines will be redirected
to other text-based microblogging and social networking
platforms, namely Mastodon'’, Bluesky'' and Threads'?.
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Name Version Webpage
JQ 1.6 jglang.github.io/jq
GNU PARALLEL 20230622  gnu.org/software/make
GNU BAsH 5.1.16  gnu.org/software/bash
GNU MAKE 4.3 gnu.org/software/parallel
PyTHON 3.10.8 python.org
NumPy 1.25.2  numpy.org
SciPy 1.11.1  scipy.org
PANDAS 2.0.3 pandas.pydata.org
MobIN 0.23.0 modin.readthedocs.io
JUPYTERLAB 4.0.4 jupyterlab.readthedocs.io
TOPOJSON 1.5  mattijn.github.io/topojson
SHAPELY 2.0.1 shapely.readthedocs.io
GEOPANDAS 0.13.2 geopandas.org
EMOJI 2.7.0  github.com/carpedm20/emoji
spACY 3.6.1 spacy.io
MATPLOTLIB 3.7.2  matplotlib.org
SEABORN 0.12.2  seaborn.pydata.org

Table 5

Software and PyTHON packages used in our data pipeline.
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A. Data Pipeline Software Stack

The broad strokes of how we used Open Source Soft-
ware to build our data pipeline are as follows: jQ for bulk
JSONL data manipulation parallelised with GNU PARAL-
LEL; NUMPY, ScIPY and PANDAs for general data manipu-
lation and analysis parallelised with MoDIN; JuPYTERLAB
for data exploration; ToPOJSON, SHAPELY and GEOPAN-
DAs for geographical data manipulation; Emoj1 and spPACY
for textual data cleanup and tokenisation; MATPLOTLIB
and SEABORN for visualisation. All logic and glue code
is written using PyTHON and GNU BasH. GNU MAKE is
used to codify an executable dependency tree between
the pipeline stages, inputs and outputs. The versions of
all stand-alone software and PyTHON packages we used
are listed in Table 5. Indirect PyTHON dependencies are
listed in the requirements. txt file of [24].

B. Computational Complexity

A full-fledged time/space complexity analysis is beyond
the scope of this work, as it would require delving into
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Figure 3: Code benchmarking the two methods we used and
returning the speedup at various dataset sizes.

the implementation details of NuMPy, SciPy, PANDAS
and MopiN. However, we can still provide some general
considerations and empirical measures on the behaviour
of the two proposed methods on a dataset with ¢ columns
and r rows. In our case, ¢ = 365 (days of the year) and
r =~ 926k (token types).

Calculating Spearman’s p for a row involves ranking
two time series and calculating their Pearson correla-
tion coefficient, so it is safe to assume its best-case run-
time is linear in c (and probably log-linear on average
depending on implementation details). Applying our
method to a row involves (cumulative) sums and finding
minima/maxima, so its worst-case run-time is linear in
c. Naive implementations using either method would
simply iterate on the rows of the dataset, so they have
linear run-time inr.

Given this rough time complexity analysis, we can ex-
pect our method to have some advantage regardless of im-
plementation details. To quantify it, we ran a benchmark
abstracting the core computations of the two methods
and comparing their run-times for ¢ = 365 and values
of r up to the scale of our dataset. The code is presented
in Figure 3 and the results are charted in Figure 4: we
observe that our method is more than 50 times faster on
bigger datasets.

The benchmark was run on a single core and expressed
only as a speedup ratio to give a sense of what to gen-
erally expect. The implementation in Brasolin [24] is
parallelised using MoDpIN because we could run it on a
hefty INTEL XEON E5-2690 v4 CPU with 128 GB RAM:
we traded heavy memory usage for a further speedup, es-
sentially making data exploration in a JUPYTER notebook
not only viable but pleasant. As a result, performing a de-
tailed space complexity analysis is a particularly delicate
matter and one that we do not address here. However,
we should stress that our alternative method was ini-
tially developed because our means at the outset were
much more limited (memory in particular proved to be
a bottleneck at 16 GB), and that the initial, sequential,
memory-aware implementation is still present in a com-
ment alongside the parallelised one for use on smaller
machines.

C. Full List of Innovative Forms

See Figure 5.

o
o
!

Speedup factor
B
o

N
o
!

10° 10! 102 10° 104 10°
Dataset rows (r)

Figure 4: Chart showing the speedup of our method com-
pared to calculating Spearman’s p.

D. Comparison Charts for A and B
See Figure 6.

E. Choropleth Maps of Examples

See Figures 7 and 8.
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ORTHOGRAPHIC
VARIATION
accaunt
adovo
affan
amerika
amiketti
amio
amio
ancielo
anzia
assaj
azzzzz
babba
benza
biutiful
c4zz0
caiser
cazxi
cazza

cme
collab
comple
coolo

csx

cuxo

dll

duddi
eudia
fascist4
fascista
fassisti
feffettissimo
gaz
gomblotto
graduidamende
graduidamente
graduido
gretina
grin
incaxxano
incaz
incazz
kaffée
kaimano
kazzate
kompagni
kultura
laik

leccac

lvi
madreh
mbeh
mer*a
merd@
merxa
minkiate
minkione
neanke
nerah
norde
nsomma
okk

okok

ovvove
pazzeska
pienah
pikkolo
pk

plis
poki
qlcosa
qlcuno
qlk

gndo
qnt

qt

qulo
qusto
reposta
rimba
rix
rubba
scienzah
sexi
sexo
singol
sinix

sl

snx
stronxate
stronz
tks

troya

trq

tuitt
ubri
urka
vafancul
vaff
vaffan
vaffanc
vairus
vaucher
vergonya
xazzo

xe

xhe
xsino
yessa
zola

UNIVERBATION
ammiocuggino
anchio
buonagiornata
buonamattina
buontutto

cho
ciaobuogiorno
daltronde
demmeé
diobono

dioca

diocan
dioporco
eddaiii

eropd

essu
estigrancazzi
evvaiiiiii
flattax
fuoriluogo
gintonic
graziealcazzo
ierisera
instagramstory
Lho

lowcost
massi
masticazzi
mavala
mavattelapijan-
d’erculo
miocuggino
miraccomando
ncazzo

nculo

noeuro
nowar
opperbacco
porcaputtana
porcodd
senzapalle
serietv
sottocasa
stemmerde
stica
streetart
terzopolo
tuttappost
ziocane

SUFFIXATION
abilista
accannate
accannato
adorissimo
amorina
baguettari
benissimamente
cazzarone
ciacchera
cialtronismo
cinesata
cinesate
coglionazzo
ducessa
estaters
fisicati
godicchio
gretini
impiattamento
incantevolissimis-
sima

inverners
legaiolo
mandrakata
memiamo
paccare
panchinato
pddizzato

piddini
pisellate
posturologo
poverata
presidenta
prosciutteria
quarantenati
riderissimo
rosiconi
senzadubbiamente
sfanculamento
sierare

sierata

tuitteri
twettini
twitteri
zanzarologi
zanzarologo

LoANWORD
admin

af

baller
banger
bollox
burp
champ
cishet

dilf

djset

drip
fail
fallout
fanbase
fancam
flu

horny
locals
loser
mentor
misunderstanding
reel
reminder
rimming
scammer
selca
shoutout
showrunner
slim
solution
soundbar
soundcheck
stats

terf
throwback
tier
topping
twitstar
venue
recap

PORTMANTEAU
Sstalle
assurdistan

Figure 5: Exhaustive list of the innovative forms we found, grouped by category.
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cessodestra
deltacron
docuserie
fasciocomunista
fascioleghista
fascioleghisti
flurona
gintoxic
giornalanza
grillioti
grillopiddini
grillopitechi
intertristi
lettamaio
nazipass
naziucraini
pdiota
pdioti
piddiota
piddioti
pidiota
pidioti
presiniente
putler
renziota
renzioti
scansuolo
sinistronzi
tecnopolo
tridosato
triplodosati

LOANWORD ADAP-
TATION
blastata
blessata
boyz
broder
condizionalita
cringiata
droppare
eppi

flex

flexo
followo
ghosta
matcha
pullato
schip
squirtare
stalkero
switchare
trollata
trollazzo
trolling
trollini
twerka
twitterino

ALTERATION
busoni
cazzaroni
eurini
falsona

fattoni
garone
paccotto
patati
patatino
personaggione
piagnina
pigiamone
pigiamoni
pirlotto
prezzemolina
ridolini
soggettone

PREFIXATION
appecorato
appecoronati
autoregalo
bidosati
biolaboratori
intrasezioni
iposcolarizzati
pregirata

ACRONYM
afc

Ims

Imv

rdc

Sgp

vfc

TRANSCATEGORIS-
ATION

cuora

cuorare

cuoro

issima

issimo

vaffanculi

COMPOUNDING
contapalle
fotocazzo
fregacazzi

Deonymic
DERIVATION
cippalippa
drum

lippa

REDEFINITION
giornalaia
maranza

ACRONYMIC
DERIVATION

effeci

TMESsIS
facenza
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Figure 6: Charts comparing how A and BB partition the dataset. Unlabeled axes are token counts. The dashed lines highlight
how the thresholds act effectively discarding the densest areas. The last two charts reveal an intriguing pattern: a dense
diagonal with tokens that appear and disappear quickly, and an opposite-facing dense corner with tokens that occur throughout
the year.
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Figure 7: Choropleth maps of innovative forms mentioned as examples, from A to L. The colour scale represents instances per
million tokens at the regional level. Total occurrences are provided with the titles, foreign ones in the legends. We omit f4scist4
as it occurs outside of Italy only.
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Abstract

Although large language models (LLMs) are achieving impressive performance under zero- and few-shot learning configura-
tions, their reasoning capacities are still poorly understood. As a step in this direction, we present several experiments on
multiple-choice question answering, a setting that allows us to evaluate the stability of the model under different prompting,
the capacity to understand when none of the provided answers is correct, and to reason on specific answering strategies
(e.g., recursively eliminate the worst answer). We use the Italian medical specialty tests yearly administered to admit medical
doctors to specialties. Results show that a gpt-3.5-turbo model achieves excellent performance in the absolute score (an
average of 108 out of 140) while still suffering in certain reasoning capacities, particularly in failing to understand when none

of the provided answers is correct.

Keywords
Large Language Models, ChatGPT, Stability

1. Introduction

Instruction-tuned Large Language Models (LLMs) have
recently shown unprecedented results in various tasks
in different languages [1]. Beyond the impressive perfor-
mance, their popularity derives from the possibility of us-
ing them with no or little training data for multiple tasks
and languages. In fact, instruction-tuned LLMs go be-
yond the previously established learning paradigm based
on transfer learning — where a model, first pre-trained
with no supervision, must be fine-tuned on downstream
task-specific data — and are typically used in a zero- or
few-shot manner.

LLMs performance and ease of use have attracted in-
terest from Natural Language Processing researchers and
practitioners. However, most previous work has focused
on the models’ performance and practical applications.
Less relevance has been given to the models’ stability
and reliability, e.g., in the variability of their outputs
or reasoning capacities in controlled settings. This is
even more problematic since many of the most popular
and performative instruction-tuned LLMs are proprietary,
and the details of the exploited data, architecture, and
training procedures are at best superficially discussed in
technical reports [2] rather than proper research papers,
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conferences, and other scientific venues.

In this work, we choose a more holistic approach to
analyzing results, stability, and consistency in Italian. We
do so by considering a case study: the Italian medical
specialty tests. The test consists of 140 multiple-choice
questions in various medical areas, based on which Ital-
ian medical doctors are evaluated and ranked if they
want to enroll in a medical specialty school. We chose
this test for several reasons. First of all, we believe the
task is intrinsically difficult. It requires domain-specific
knowledge that doctors are expected to acquire after a
six-year-long university career; moreover, the test con-
tains both fact-based questions (for example, the criteria
for a diagnosis) and clinical cases, which also require rea-
soning capabilities (for example, to decide on the most
appropriate intervention given some symptoms). On the
other hand, the structured nature of the test makes it
more robust to the specific prompts used and allows us
to measure performance easier and more reliably.

We perform experiments by using ChatGPT. This
choice is due to several reasons: firstly, the model is
undoubtedly very popular at the time of writing; sec-
ondly, according to our preliminary experiments, its per-
formance is superior to those of other open-source LLMs
available, e.g., Alpaca [3]. While we are aware of the lim-
itations linked to the proprietary nature of the model, we
believe its black-box nature, combined with its popular-
ity and practical importance in NLP-related applications,
make an analysis of its capabilities, limitations, and sta-
bility even more urgent.
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2. Background and Related Work

In our work, we benefit from recent approaches to
instruction-tuning of LLMs, out of which several prompt-
based techniques have been developed.

Instruction-tuned LLMs. In recent years, LLMs have
been the focus of extensive research due to their ability
to learn from large amounts of data in a self-supervised
fashion and to achieve impressive results in various tasks
[4,5]. Arecent trend in utilizing LLMs is the development
of prompt-based techniques, where a textual prompt is
given to the model as input to generate the desired output.
Such techniques have shown to be highly effective, espe-
cially for tasks that require specific outputs and have the
advantage of (i) not requiring any parameter updates in
the LLM; (ii) being human readable, and (iii) not requiring
in-domain data, unlike fine-tuning techniques. An exam-
ple of such a model is GPT-3.5, a pre-trained language
model that uses the Transformer architecture and an at-
tention mechanism to generate natural language text. For
an extensive survey on prompt-based techniques, refer
to [6]. Prompting has led to a shift from objective en-
gineering to prompt engineering: this includes both the
manual design of templates [7] and automatic prompt
learning [8], as well as various options to ensemble [9]
and compose [10] multiple prompts.

Reinforcement Learning from Human Feedback
and ChatGPT. We leverage the “gpt 3.5 turbo” model,
which is the basis of the interactive interface of ChatGPT
[11], and part of the InstructGPT family [12] based on the
GPT-3 language model [13]. Unlike standard GPT-3 mod-
els, however, InstructGPT models are optimized for inter-
active use, are particularly suited to take instructions as
input prompts, and can modify their outputs when asked
in a dialogue, making them more aligned with users’ re-
quests. This is accomplished by a reward mechanism,
Reinforcement Learning from Human Feedback (RLHF)
[14] used to optimize the model. After unsupervised
pretraining, conversation data — generated by human
trainers who act as both the user and the Al assistant -
were collected; the model was then fine-tuned through
supervised learning. Given several possible model re-
sponses to each prompt, human annotators ranked the
desirability and alignment of each response; a reward
model was thus trained to mimic their preference. Finally,
the reward model was used to further fine-tune the LLM,
making it more aligned with human preferences.

Taking advantage of the multilingual pretraining at
the base of the GPT-3.5 models, ChatGPT is also available
for Italian.

3. Experimental setting

We collect questions from the 2022 Italian medical spe-
cialty test. The test contains 140 short questions in Ital-
ian, each with five possible answers. Only one answer
is correct. A small fraction of the original questions re-
quire considering a picture (e.g., an ECG or a medical
image). We remove those questions. This leaves us with
136 questions. Since we have collected questions and
corresponding correct answers from a published solu-
tion (where the correct answer was always the first), we
randomize the order of the answers. Unless otherwise
specified, the order of the answers is consistent for all
experiments.

After constructing a prompt, we input it to a gpt-3.5-
turbo model with 4K tokens of context. We set the tem-
perature to 0 to avoid hallucinations and leave all other
parameters at their default value. Unless otherwise spec-
ified, the prompt is inputted through a user role, and no
system role is used'.

We measure the model’s performance using accuracy;
we also compute the associated test score (normalized to
140 answers to be comparable with human performance),
which assigns one point to correct answers, -0.25 to in-
correct answers, and 0 to unanswered questions.

4. Experiments and Results

4.1. Baseline performance

To measure the model’s baseline performance on our
task, we construct a simple prompt (see Example 1°).

Since doctors are allowed not to answer questions for
which they do not feel confident enough, we also experi-
mented with adding an option (5-choice + IDK) to allow
the model not to choose any of the options (F: I do not
know or there is not enough information to answer the
question).

Finally, we also experimented with allowing the model
to select an answer according to which none of the pro-
vided answers were correct (F: None of the previous an-
swers is correct).

Table 1 reports the results. For the cases in which
the model was allowed, we also report the number of
questions for which it chose not to answer or to answer
that none of the options were correct.

Three different roles can be specified through APIs: ‘assistant’
i.e. the model (used to show expected responses in a chain of
interactions); ‘system’ (used to give “developer-like" instructions
and modify the overall behavior of the model), and ‘user’ (the user
that is interacting with the model).

*We always prompted the model in Italian. For the sake of simplicity,
we will only report the English translation in the continuation of
this paper.
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Rispondi alla seguente domanda a scelta multipla in for-
mato json. Per esempio {“lettera” <la tua scelta>}.
Domanda: ‘Quali dei seguenti Score é utilizzato per val-
utare la gravita di un paziente affetto da cirrosi epatica?
Possibili risposte (una sola risposta € corretta):

{ "lettera":"A", "contenuto": "GCS"}

{ "lettera":"B", "contenuto": "Chads-VASC"}
{ "lettera":"C", "contenuto": "ABCD"}

{ "lettera":"D", "contenuto": "Child-Pugh"}

{ "lettera":"E", "contenuto": "Curb-65"}

Answer the following multiple-choice question in json
format. For example {“letter”: <your choice>}.
Questions: ‘Which of the following Scores is used to
assess the severity of a patient affected by liver cirrhosis?’
Possible answers (only one answer is correct):

{ "letter":"A", "content": "GCS"}

{ "letter":"B", "content": "Chads-VASC"}

{"letter":"C", "content": "ABCD"}

{"letter:"D", "content": "Child-Pugh"}

{ "lettera":"E", "content": "Curb-65"}

Example 1: Basic prompt for a test question.

Acc. Score ? None
5-choice 81.62 107.83 - -
5-choice + IDK 77.94 1014 [
5-choice + None | 78.68 10320 -

Table 1
Model performance on the test.

Notice the accuracy is very high, with a score compa-
rable to that of the best-performing doctors.

Considering the minimal score needed to be admitted
in different specialties in 2022, this performance would be
sufficient to be admitted in all but one medical specialty
school (Dermatology) in at least one of the Universities
offering such specialty and to be able to choose among
all University for 38 specialties (among the 51 available).

4.2. Stability

In this section, we consider the model’s stability, with a
focus on the consistency of the results.

Repeated questions. Despite setting the model tem-
perature to 0, asking the model to repeatedly answer to
the same exact prompt (free of modifications of any sort)
can result in different outputs. To measure this effect, we
ask the model to answer the test given the same inputs 5
times.

Outputs were not consistent between runs. In most
cases, the differences were cosmetic (e.g., some answers

Pl P2 P3 P4 P5
P1 - 9, 0) 8,1) 9,2) 9,1)
P2 | - - a1 (10,2)  (12,1)
P3 - - - (11, 4) (3,0)
P4 | - - - - (12, 3)
P5 | - - - - -
Table 2

Results when predicting the same prompt. For each pair of pre-
dictions (P;, P;), we report a tuple (diff_all, diff_ans), where
diff_all is the number of total cases in which the answers have
some differences, while diff_ans is the number of cases in
which the two runs gave different answers to the same ques-
tion.

Accuracy Score
Order 1 81.62 107.5
Order 2 80.88 106.54
Order 3 83.09 110.40
Order 4 83.82 111.95
Order 5 79.41 104.23
Mean (std) | 81.76 (1.57)  108.19 (2.74)

Table 3
Results when predicting the same prompt, changing the order
of the given options.

reported only the key “letter” with the corresponding
letter answer in the output, while others also reported
the key “content” with the corresponding answers). In
several cases, however, the different runs correspond to
different answers to the same questions.

Table 2 reports the experiment results. For each pair
of predictions (P;, P;), we report the number of total
cases in which the answers have some differences and the
number of cases in which these differences correspond
to different answers. In most cases, this difference has
no or negligible effect on accuracy, as mistakes tend to
be compensated between runs.

Stability to the order of the answers. We want to
test whether changing the order of the given option af-
fects the result and to measure the magnitude of such
an effect. To do so, we show the same prompt to the
model (see Example 1), but we randomly change the or-
der of the answers for each run. Results are in Table 3.
While not dramatic, we notice that the difference in the
order corresponds to a visible difference in accuracy. We
also noticed that, in just 2 of the 5 runs, one question3 is
blocked by the model due to the prompt triggering Azure
OpenAl’s content management policy.

Stability to the prompt. Finally, we want to test the
effect of using different prompts on the results. To this

3The question regards the correct action a family doctor has to take
when a person dies at home.
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Read the following question from a medicine test and return
the option you consider correct among the following. Return
the answer in this format: {“letter”: <your choice>}.
Question: ‘Which of the following Scores is used to assess
the severity of a patient affected by liver cirrhosis?’
Possible answers (only one answer is correct):

{ "letter":"A", "content": "GCS"}

Example 2: Prompt 2

This is a question with 5 possible answers.

Which of the following Scores is used to assess the severity
of a patient affected by liver cirrhosis?

A. GCS

[..]

Select the correct answer. Do not provide any text beside
the answer.

Example 3: Prompt 3

end, the authors of this paper constructed prompts in-
dependently. Table 4 reports the accuracy and related
scores obtained by the different prompts.

Notice that while the prompts (see Example 1, 2 and
3) are not particularly different from each other — which
can be expected, given the structured nature of the task
—, there is a difference of more than 5 points in accuracy
between the prompts that obtain the best and the worst
performance.

To process the answer in an easier and more reliable
way, all prompts try to condition the outputs to be struc-
tured or semi-structured. Using the first prompt, the
output is always a valid JSON file; in 21 cases, however,
the JSON does not only contain the letter (as required in
the prompt) but also the “content” field (mimicking the
way the possible answers are presented). For prompt 2,
the output is not a valid JSON in 8 cases and presents
other text (often corresponding to the answer text) out-
side brackets. In all cases, the JSON contains the field
“letter" only. While prompt 3 requires the model to output
the letter corresponding to the right answer only, in the
vast majority of cases the output also included the answer
text, e.g., in the format “D. Child-Pugh" (129 cases) rather
than “D" (1 case) or “D." (10 cases). For all experiments
in this paper, we take into account the correctness even
of those outputs that are not perfectly formatted.

4.3. No Correct Answer

We want to understand whether the model is able to un-
derstand when none of the provided answers is correct.
Thus, we remove the correct answer and add the option
E: None of the answers is correct, which is expected to
be the correct answer. Not all questions, however, can

Accuracy Score
Prompt 1 81.62 107.5
Prompt 2 85.29 114.26
Prompt 3 80.15 105.26
Mean (std) | 82.4(2.65) 109.01 (4.69)

Table 4
Results when using different human-generated prompts.

Score
5.38

Accuracy
23.08

Prompt 1 (substituted)

Table 5

Results obtained when none of the provided answers is correct.
We removed the correct answer and added a "No answer is
correct” option.

be adapted to this setting. Some questions, for example,
require a relative judgment’; thus, we first manually se-
lected adequate questions only. This leaves us with 130
questions, for which we build a counterfactual version.
We experimented with a slight variation of our default
prompt, where we specify that if none of the options
seems correct, it must choose option E.

Table 5 reports the results of the experiment. We notice
that the model performance drastically decreases in this
setting: the model tends to very rarely pick the “No an-
swer is correct” options, resulting in an accuracy that is
only slightly above random.

4.4. Recursive Reasoning

Instead of choosing the best answer strategy (imple-
mented with the baseline prompt), an alternative solution
strategy is to recursively remove the worst answer, choos-
ing the last that is not filtered out.

Previous research has demonstrated that instructing mod-
els to perform intermediate steps [15] or explicitly en-
couraging them to do so in the prompt [16] leads to im-
proved performance. This methodology is commonly
referred to as Chain of Thoughts (CoT).

While the direct application of this approach to the
multiple-choice context is not straightforward, we sought
to explore how a multi-step approach influences perfor-
mance. We experimented with two different methods: (1)
in a single prompt, we asked the model to remove one
wrong answer at each step recursively and to give us the
correct answer at the end of the process; the chain of
thoughts and the resulting correct answers needed to be
provided in the same output; (2) we asked the model to
identify the answer most likely to be incorrect; we then
construct an identical prompt where the model choice

“For example: For a 60-year-old patient affected by metastatic gastric
carcinoma at the liver level, HER-2 positive (stage IV), which of the
following treatments is the most recommended?
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This is a multiple choice question in the medical domain.
Only one answer is correct.
Question:

Possible answers (only one answer is correct):
{"letter":"A", "content": "GCS"}

Recursively remove one wrong answer at a time until only
one answer is left. You will need to provide 4 wrong ques-
tions.

At each step, provide the output in the following format:
{"wrong_letter": <your choice>, "reason": <the reason for
the esclusion>}

Finally, provide the only correct answer in the format:
"Correct answer: <the letter corresponding to the correct
answer >"

Example 4: Prompt for recursive approach 1.

Choose the option that is most likely WRONG among the
following. Return the wrong option in the following format:
"letter": <choice>

Question:

Example 5: Prompt for recursive approach 2.

was removed and repeated the process until only two op-
tions were left. In this scenario, we prompted the model
4 times in 4 different conversations.

Examples 4 and 5 show our resulting prompts. Note that,
in the first case, the prompt needed to be overengineered
and pleonastic as the model was not able to follow instruc-
tions with simpler versions consistently — in some cases,
for example, it would remove one option only, or output
one answer only with no clear indication of whether it
considered it as wrong or correct.

The recursive strategy does not seem complementary to
the baseline one, as only in one case a question that is
answered incorrectly by the baseline prompt is answered
correctly by using elimination.

The results in Table 6 indicate a significant decrease
in accuracy compared to the baseline experiment. We
observed that the model particularly struggled to handle
the high logical complexity required by understanding
the question and intentionally avoiding the correct an-
swer by selecting a different one. This challenge was
particularly evident when our request was performed on
questions that themselves asked to identify the wrong
option among the given ones; in fact, the model failed to
recognize the need for a double negation.

Accuracy  Score
Approach 1 | 56.62 63.82
Approach 2 | 55.88 62.79

Table 6
Results when recursively removing wrong answers.

Accuracy  Score
Prompt 1 | 80.88 106.54
Prompt 2 | 82.35 109.12

Table 7
Results for prompt correction.

Carefully analyze the following multiple-choice medical
question. Consider all the available options and provide the
choice that you believe is the most accurate. Please indi-
cate your response in the following format: "letter": <your
choice >. Remember that your answer should be based on
your ability to analyze and comprehend the information
available up to September 2021.

Question:

Example 6: Prompt for prompt-correction, approach 1

4.5. Prompt correction

In all the experiments conducted thus far, we utilized
human-generated prompts to obtain the results from the
model. However, using such prompts introduces biases
and may not necessarily yield the most optimal results.
To explore the potential for improvement, we decided
to leverage ChatGPT itself to enhance the prompts. We
experimented with two different approaches: (i) we pro-
vided ChatGPT with all the human-generated prompts
and requested it to improve upon them, and (i) we
granted ChatGPT the freedom to choose the best prompt
independently, without any specific examples, but by
merely describing the required task.

Both prompt versions are considerably long and elab-
orated if compared to the human-generated ones. The
first version is shown in Example 6. The outcomes of
both approaches are summarized in Table 7. Interestingly,
the results obtained from ChatGPT-generated prompts
closely aligned with those from human-written prompts.
Therefore, this particular approach yielded no significant
benefits, as the performance remained consistent with
the original prompts.

5. Conclusions

We presented several experiments to test the stability
and reasoning capacities of an LLM on a multiple-choice
question-answering task in the medical domain and for
ITtalian. We evaluated several aspects of the model be-
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havior: the stability of the model (e.g., repeated ques-
tions, stability under different prompts and under dif-
ferent orders of answers), the capacity to understand
counterfactual reasoning (e.g., when all answer choices
are incorrect), the capacity to manage specific answering
strategies (e.g., recursively eliminating wrong answers).
Results show that a gpt-3.5-turbo model achieves excel-
lent performance in terms of absolute score (an average
of 108, out of 140), which is surprising given the techni-
cal nature of the test. The model is also relatively stable
under different prompts. The model was also able to in-
terpret and manage prompts asking to perform recursive
reasoning, even though the resulting performance is con-
siderably worse than the baseline. The major weakness
that was found is related to understanding when none of
the provided answers is correct, as the model performed
only slightly better than random.
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Abstract

Transformer-based Language Models (LMs) excel in many tasks, but they appear to lack robustness in capturing crucial
aspects of event knowledge due to their reliance on surface-level linguistic features and the mismatch between language
descriptions and real-world occurrences. In this paper, we investigate the potential of Transformer-based Vision-Language
Models (VLMs) in comprehending Generalized Event Knowledge (GEK), aiming to determine whether the inclusion of a visual
component affects the mastery of GEK. To do so, we compare multimodal Transformer models with unimodal ones on a task
evaluating the plausibility of curated minimal sentence pairs. We show that current VLMs generally perform worse than their
unimodal counterparts, suggesting that VL pre-training strategies are not yet as effective to model semantic understanding
and resulting models are more akin to bag-of-words in this context.

Keywords

multimodal semantics, vision language models, language models, generalized event knowledge,

1. Introduction

Humans have rich knowledge about events and their typ-
ical participants. This is known as Generalized Event
Knowledge (GEK) [1]. GEK is a fundamental part of
commonsense knowledge, and plays a key role in lan-
guage processing as well as in reasoning. For instance,
GEK supports our intuitions about likely events (e.g., A
cop arrested a thief ), possible but implausible events (e.g.,
A thief arrested a cop), and impossible events (e.g., A stone
arrested a thief ). Event knowledge is intuitive for humans
because we perceive the world by simultaneously pro-
cessing information from different modalities such as
textual, visual, and auditory [2]. In fact, GEK is acquired
through linguistic (e.g., reading and talking about events)
and sensorimotor experiences based on observing and
participating in real-world events.

Several works have investigated to what extent Lan-
guage models (LMs) possess GEK [3, 4]. These analyses
reveal that LMs have remarkable aspects of GEK, though
with important differences with respect to humans. This
prompts the question whether such differences might
stem from the way LMs acquire their knowledge. In fact,
even the most recent Transformer-based ones [5], do
not possess the same level of multimodal integration of
human learners, since they are trained solely on textual

CLiC-it 2023: 9th Italian Conference on Computational Linguistics,
Nov 30 — Dec 02, 2023, Venice, Italy
@) m.cassesed@studenti.unipi.it (M. Cassese);
alessandro.bondielli@unipi.it (A. Bondielli);
alessandro.lenci@unipi.it (A. Lenci)
® 0009-0007-4765-1221 (M. Cassese); 0000-0003-3426-6643
(A. Bondielli); 0000-0001-5790-4308 (A. Lenci)
© 2023 Copyright for this paper by its authors. Use permitted under Creative

Commons License Atribution 4.0 International (CC BY 4.0).
CEUR Workshop Proceedings (CEUR-WS.org)

data, lacking key visual information like an object’s shape
and color. In this context, it is natural to ask whether
the recently introduced Vision-Language Models (VLMs)
possess capabilities that surpass those of text-only LMs
in modelling GEK due to their multimodal knowledge of
the world. Recent literature has shown that language in-
terpretation appear to not be improved using multimodal
architectures [6], and that in some cases VLMs behave
as bag-of-words models when it comes to interpreting
texts [7, 8].

We contribute to this line of research by carrying out a
comparative study of the performance of LMs and VLMs
in recognizing event plausibility. The dataset is formed
by sentences that differ for the degree of plausibility of
the event they express and the argument animacy. Fur-
thermore, we explore the effect of event concreteness
on the performances of the models. Finally, we evaluate
the impact of actually including images describing test
events sentences as inputs for multimodal models. Our
analyses reveal that VLMs do not exhibit better perfor-
mances than LMs on semantic plausibility recognition,
with or without images as inputs. Further, we show how
more challenging sentences impact the performances of
VLMs, suggesting that they are less capable than LMs
in recognizing semantic differences that are affected by
word orders (e.g., with subject-patient inversion).

This paper is organized as follows. In Section 2 we de-
scribe related work. Then, Section 3 details the datasets
(Sec. 3.1), the tested models (Sec. 3.2), and the evaluation
procedure (Sec. 3.3). We show and discuss the obtained
results in Section 4. Finally, Section 5 draws some con-
clusions and highlights possible future works.
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2. Related Work

The introduction of multimodal models in NLP stems
from the intrinsic limitations of computational models
that are trained exclusively on distributional statistics
extracted from textual data [9, 3, 10]. In fact, they lack
referential competence [11], which prevents them from
grounding linguistic structures onto real-world experi-
ences [12, 13].

The earliest multimodal distributional models already
showed the ability to improve the semantic representa-
tion of concrete concepts and properties [14], as well as
abstract verbs that lack direct perceptual information,
but benefit from integrating linguistic inputs and percep-
tual information [15]. However, they proved to be less
effective in representing verbs, adjectives, and abstract
concepts [16].

The introduction of Transformer-based VLMs such
as Visual-BERT [17] and FLAVA [18], and effective tech-
niques for Vision-Language Pre-training [19] paved the
way for new research in a multimodal setting. While
numerous studies has shown VLMs success on different
multimodal tasks, less effort has been put in analyzing
their differences with unimodal counterparts on natural
language understanding (NLU). [20] show that both dual-
stream and single-stream VLMs are equally capable of
preserving NLU capabilities. The analysis conducted by
[6] shows that multimodal models do not significantly
outperform the text-only variants in a language-only set-
ting. This was attributed to the use of narrow domain
data and direct extensions of NLP architectures. Our
work support these findings by focusing on understand-
ing the plausibility of events.

3. Experiments

Our goal is to evaluate the ability of LMs and VLMs to
predict the semantic plausibility of sentences with respect
to human judgements. In the following, we describe the
data used in the experiments (Sec. 3.1), the models we
considered in the evaluation (Sec. 3.2), and detail the
evaluation procedure itself (Sec. 3.3).

3.1. Data

We sourced our data from a number of existing datasets
containing pairs of sentences describing transitive event
distinguished by patient plausibility within the context
of the sentence. Plausibility is rated by humans and
expressed on a 1-7 Likert scale. Formally, each data point
consists of a plausible sentence S, and its corresponding
implausible one S; obtained through a modification of
Sp.

We considered the following datasets:

DTFit [21]. It includes past tense sentences distin-
guished by patient prototipicality. For each plau-
sible sentence, the implausible (i.e., atypical) one
is obtained by replacing the patient with an atypi-
cal filler for that role (e.g., The actor won the award
vs The actor won the battle).

EventsAdapt [22]. It includes pairs of plausible-
implausible sentences where the implausible one
is obtained by reversing the noun phrases (e.g.,
The cop arrested the criminal vs. The criminal ar-
rested the cop). The dataset is divided into two
sub-datasets. In the former, henceforth referred
to as EventsAdapt an— an, both the agent and
the patient are animate. In the latter, denoted as
FEventsAdaptan—i1n, the agent of the original
sentence is animate, while the patient is not. Thus
the implausible sentence is also semantically im-
possible.

EventsRev [23]. It includes concrete sentences describ-
ing events in the present progressive tense. Like
EventsAdapt, implausible sentences are obtained
by reversing the noun phrases, which in this case
always depict animate entities (e.g., The cat is
chasing the mouse vs. The mouse is chasing the
cat). Each sentence, both plausible and implausi-
ble, is accompanied by an image depicting the in-
teraction between the two animated participants
described in the sentence. The images are simple
black and white drawings.

As we are interested in considering also the effect of
concreteness in VLMs’ ability to recognize plausibility,
we further grouped sentences of EventsAdapt (and its
subgroups) and DTFit into concrete and abstract ones.
We categorized the sentences based on the level of con-
creteness of the verb, subject, and object in each sentence.
We chose to consider sentences that refer to abstract con-
cepts with high imageability as concrete (e.g., The priest
celebrated the marriage).

To the best of our knowledge, none of the data used
in this study was included in the training set of the eval-
uated models.

3.2. Models

We test various popular multimodal VLMs and com-
pare them with baseline unimodal LMs: BERT [24] and
RoBERTa [25]. As for the VLMs, our analysis includes:

VisualBERT [17]. A single-stream early fusion en-
coder model initialized from pre-trained BERT-
base weights and further trained on multimodal
datasets. Visual features are extracted from a pre-
trained Faster R-CNN network [26] and fed into
the transformer model alongside the text.
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LXMERT [27]. A dual-stream early fusion encoder
model including some modality-specific lay-
ers and allowing cross-attention in specific co-
attention layers. Visual features are extracted
with a Faster R-CNN network.

VILT [28]. A single-stream model employing a BERT
model for textual feature extraction and a ViT
model for visual feature extraction, respectively.
Resulting representations are then concatenated
and fed into the final model.

FLAVA [18]. A foundation VLM including an image
encoder, a textual encoder, and a multimodal en-
coder. It is jointly pre-trained on both unimodal
and multimodal data, thus learning high-quality
visual and textual representations. It is capable
of achieving both crossmodal alignment and mul-
timodal fusion objectives.

To adapt multimodal models to the text-only task, we
simply modified the inputs, e.g. by feeding them empty
image tensors. FLAVA does not require to be adapted to
text-only inputs, as it can directly be evaluated by using
only the textual encoder.

All models and their pre-trained weights are available
on Huggingface Transformers [29].!

3.3. Evaluation procedure

To evaluate the ability of a LM (or VLM) to distinguish
between plausible and implausible sentences, we first
have to compute a plausibility score for each sentence.
Since we are dealing with bi-directional masked language
models, we can approximate this plausibility score via
pseudo-log-likelihood (PLL), defined as the sum of loga-
rithmic probabilities of each token based on the remain-
ing tokens in the sentence [30]. To avoid bias favoring
multi-token words, we apply an additional mask that cov-
ers tokens to the right of the target, as proposed in [4]. To
compare PLL scores with human judgements expressed
on a Likert scale, we normalized both using a min-max
scaler function.

First, we evaluated the models using an accuracy met-
ric. Specifically, considering all (S, S;) sentence pairs
for a dataset, we computed accuracy as the percentage
of cases for which PLL(S,) > PLL(S;).

To provide a more detailed analysis of the perfor-
mances, we further evaluate the models via distribution
analyses. We used the Pearson correlation coefficient
between each model’s score for the plausible and implau-
sible sentences. More in detail, for each pair of (Sp, S;),
we plot the correlation between normalized PLL(S))
and PLL(S;). High correlation implies similar scores

!https://huggingface.co/

for plausible and implausible sentences, indicating that
the model is less able to distinguish between them. Thus,
negative correlation values indicate good performances.
We also analyzed the density of the distributions for PLLs.
This is essential to comprehend how humans and models
differentiate between plausible and implausible classes,
aiding in evaluating sentence complexity and comparing
model behavior to humans’.

4. Results and Discussion

We first verify the performances of VLMs in plausibility
recognition via accuracy. Results of all models on the
datasets are reported in Table 1.

Both LMs and VLMs show significantly higher per-
formances on EventsAdaptan—in, where implau-
sible sentences describe impossible events, than on
EventsAdapt An— an where implausible sentences de-
pict unlikely but not impossible events. On AN-AN sen-
tences, BERT, RoBERTa, VisualBERT, and FLAVA per-
formed above chance levels, while ViLT and LXMERT
performed at chance. This indicates that extracting in-
formation about AN-AN sentence plausibility is gener-
ally challenging, and more so for VLMs. Among VLMs,
FLAVA performs best, with results generally close to
RoBERTa.

Going further, we consider EventsAdapt and we pro-
vide the density plot of PLLs divided by plausibility for
each model and human raters in Figure 2, and plot the
correlation between PLLs of plausible and implausible
sentences in Figure 1.

Both LMs and VLMs do not clearly distinguish between
the two classes and exhibit very similar distributions for
plausible and implausible sentences. The complexity of
the task affect the results as well: for tasks where hu-
mans have no difficulty in distinguishing between the
two classes, as the implausible sentence violates the verb
selection preferences (AN- IN), the models can better iden-
tify patterns that differentiate the two sentences (Fig 1a);
for tasks where even humans are more uncertain (AN-AN),
the models tend to assign very similar scores to the two
sentences (Fig. 1b). This is also clearly shown by the den-
sity distribution plot in Figure 2. for the AN-IN case, the
density distribution for humans show a clear separation,
while models show more modest but still evident signs of
separation. The density distribution for AN-AN sentences
shows a less separated distribution for human scores and
almost entirely overlapped distributions for models. One
possible reason for this is that the grammaticality of a
sentence depends on syntactic rules that can be more
easily detected through statistical inference. In contrast,
linguistic acceptability may depend on extralinguistic
information requiring multiple inference levels.
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Table 1
Model accuracy on the different datasets

Dataset Size ‘ Human BERT RoBERTa VisualBERT LXMERT VILT FLAVA
DTFit 395 0.99 0.85 0.89 0.90 0.70 0.80 0.86
EventsAdaptaAN_ 1N 128 1.00 0.93 0.95 0.93 0.72 0.84 0.95
EventsAdapt AN _ AN 129 0.95 0.78 0.78 0.64 0.53 0.50 0.66
FEventsRev 38 1.00 0.76 0.79 0.76 0.66 0.76 0.79
human | [ Roserta |[ eerT | [visuagert][ vt ][ Fiava [ wmerr | human | [ RoserTa | [ eert |[visvasert] [ vir ][ Aava |[ cwerr |
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Figure 1: Correlation plot on the EventsAdapt dataset for plausible and implausible sentences tuples. Significant differences
are marked with asterisks (xp < 0.05,% % p < 0.01, % * *p < 0.001).

The role of concreteness. The experiments show that
VLMs do not show improved abilities to deal with GEK
and event plausibility with respect to textual LMs. How-
ever, we could expect that this might also depend on
the event concreteness, as concrete concepts are more
directly grounded on visual information than abstract
ones. The concreteness of an event depends on the the
predicate itself, as well on its arguments. For instance,
the verb to fight has a concrete use in the sentence The
wrestler fought the opponent and an abstract use in The
patient fought the cancer. Cognitive research has shown
that abstract concepts require more linguistic experiences
to be understood [31]. Thus they are generally more dif-
ficult to acquire and process. This is influenced by two
main factors, namely imageability and familiarity [32].
For instance, the abstract verb to celebrate becomes more
concrete in the context of The priest celebrated the wed-
ding because it is easier to form mental images of the
event and it is very frequent in language use.

To evaluate how concreteness affects the models’ abil-
ities, we first compute the accuracy on concrete and ab-
stract subsets of the dataset. Results are reported in Ta-
ble 2. Multimodal models seem to perform worse on
abstract sentences with a higher degree of complexity:
on the EventsAdapt an—an dataset, the average per-
formance gap between abstract and concrete sentences

is higher for VLMs than for LMs (0.06 for LMs, 0.09
for VLMs); when considering the simpler sentences of
EventsAdaptan—1n, the differences are less marked.
On the other hand, multimodal models demonstrate excel-
lent recognition of abstract events in the DTFit dataset.
Note however that abstract sentences are an order of
magnitude less than concrete ones in the dataset.

We also show a comparison of Pearson correlation
scores of results between EventsAdaptN 4 and
DT Fit°™“", shown respectively in Figures 3a and 3b.
While VLMs exhibit high correlation values, i.e. less
prowess on the task, values for DTFit are generally
lower, suggesting a better ability to assess plausibil-
ity. VLMs’ performance difference in the two datasets
may be due to how implausible sentences are generated.
EventsAdapt uses noun phrase order reversal, while DT-
Fit only replaces the typical patient with an incompatible
one. If VLMs behave more like bag-of-words models,
they may struggle to recognize semantic differences be-
tween sentences with the same words but different or-
der. This would explain their worse performances on
EventsAdaptan—an.

The impact of images Finally, we analyze whether
including images of the (im)plausible test events in the
input is beneficial for VLMs. We provide accuracy scores
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Figure 2: Density plots (EventsAdapt AN-IN (128 pairs) and AN-AN (129 pairs))
Table 2
Accuracy on DTFit and EventsAdapt sentences distinguished by concreteness.
Dataset Size ‘ Human BERT RoBERTa VisualBERT LXMERT VILT FLAVA
DT Fitabstr 45 0.99 0.89 0.86 0.93 0.55 0.80 0.93
DT Fiteoner 350 0.99 0.85 0.90 0.89 0.72 0.80 0.85
EventsAdapt%3t" v 31 1.00 0.87 0.94 0.90 0.71 071 097
EventsAdapti‘O]\}chN 97 1.00 0.95 0.95 0.94 0.72 0.88 0.95
EventsAdapt%3t" 64 0.96 0.75 0.80 0.56 0.47 047  0.62
EventsAdaptp< ,n 65 0.96 0.82 0.75 0.70 0.57 055 067

for VLMs on the EventsRev dataset in Table 3. Including
event images does not lead to any improvement: perfor-
mances either remain the same or slightly degrade.

tences represented by EventsAdapt an — a N, exhibiting
lower accuracy and a high correlation between plausible
and implausible sentences. Third, we saw that including
images of events in the input does not lead to improved

FLAvAodel performances.

Dataset VisualBERT LXMERT VIiLT
FventsRev 0.76 0.66 0.76 0.79
EventsRevyy; 0.61 0.66 0.71

Table 3

Accuracy of VLMs on EventsRev with (¢ + ) and without (¢)
images in the input.

4.1. Discussion

Several interesting findings have emerged from our anal-
ysis. First, VLMs do not achieve significantly higher accu-
racy values than unimodal ones in a semantic plausibility
recognition task. Second, we saw that performances of
VLMs is worse when dealing with more challenging sen-

We discuss a possible interpretation of these findings

0.7¢n the following. First, the generally high correlation be-

tween PLL scores for pairs of (Sp, S;) for VLMs suggest
that these models struggle to recognize semantic differ-
ences, especially between sentences with different word
orders (e.g., with subject-patient inversion), and relation-
ships between sentence components, like semantic roles.
This may be further indication that VLMs model lan-
guage in a bag-of-words fashion [7, 8]. The pre-training
method used in masked language modelling for VLMs,
adding visual features to language models already special-
ized on linguistic tasks, may also compromise learning
as suggested by [33]. The high-dimensional space learnt
by these models could make it difficult to identify se-
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Figure 3: Correlation plots for sentences in EventsAdapt’°" 4 v and DT F'it<°m™e".

mantic errors. Moreover, models using pre-trained LM
weights for text processing may face limitations in the
type of visual information they can capture during train-
ing. Some models rely on object categories trained on
bounding boxes. This is computationally expensive, and
the learned representations may not adequately capture
shapes and relationships. Other models, such as ViLT,
that leverage ViT representations and use a linear func-
tion to extract embeddings for image patches, are less
costly but may result in lower-quality representations.
These results are in line with [33].

A possible explanation of why VLMs do not benefit
from including test images is that in this specific case
(minimal sentence pairs with subject-object inversion)
the images for both sentences are very similar, and differ
only for the relationship between the entities. The visual
encoders of the models might be too weak to differentiate
substantially similar images, leading the models to rely
on their LM priors and make random choices. Finally, we
saw that even the foundation Large VLM we considered —
FLAVA - does not show significantly improved accuracy
compared to other VLMs.

5. Conclusions and Future Works

In this paper, we presented a set of experiments aimed at
evaluating the ability of VLMs to model event plausibility
in both language-only and vision-language tasks against
LMs. We find that VL pre-training does not lead to a
significant improvement compared to unimodal LMs in
this task aiming at testing their GEK. Specifically, we
observed that VLMs tend to perform worse when the
implausible sentence has a higher semantic complexity,
because it contains two animate nouns. Our analysis also
brings further support to argument that VLMs models

still behave similarly to Bag-of-Words models, regardless
of the degree of concreteness of the events.

In the future, we plan to focus on the analysis of models
with visual grounding as their training objective, such
as PaLM-E [34], a large embodied multimodal language
model that directly incorporates real-world continuous
sensor modalities into language processing. This may
shed more light into the abilities of large multimodal
models to achieve more human-level grounded language
understanding.
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Abstract

English. Starting from the crowdsourcing experience of Pinocchio in Emojitaliano [1], the present paper intends to test
Chat-GPT’s ability to take on the Emojitaliano grammar and dedicated glossary to verify and reapply the Emojitaliano rules
in order to produce translations on its own. A test of re-translation of Pinocchio is presented here.

Italiano. A partire dall’esperienza in crowdsourcing di Pinocchio in Emojitaliano [1], il presente contributo intende testare la
capacita di Chat-GPT di assumere la relativa grammatica e il glossario dedicato per verificare e riapplicare le regole della
emojilingua allo scopo di svolgere traduzioni in proprio. Si presenta qui un test di ritraduzione di Pinocchio.

Keywords

Emojitaliano, LLM, Assessment, Evaluation

1. Introduction

Consisting today in over three thousand pictograms and
symbols, and regularly updated by Unicode Consortium,
the emoji international catalog contains signs for facial
expressions (smileys) and for human gestures, portraits
of people, plants and the animals, reproductions of food
and objects for everyday activities and sports, symbols of
travel and places. Whereas the visual content seems to
provide an encyclopaedic catalog with a universal status,
ideally able to signify language-independent meanings,
the interpretation of emojis is, on the contrary, heavily
arbitrary, subject to ambiguities and differences due to
linguistic and cultural specificities [2].

Some efforts were made to develop an emoji based
language that could be shared among different cultural
peoples. The first notable project that made an effort
of translating a classical novel (“Moby Dick” of Herman
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Melville), was the Emoji Dick project ' by Fred Benenson
(2010). Starting from the English version of the novel,
each sentence was translated into an emoji version via
crowdsourcing. Each of Moby Dick’s 6,438 sentences has
been translated 3 times by different Amazon Mechanical
Turk (MTurk) workers. The resulting emoji sentences
were then chosen by voting by another set of workers,
and the most popular version of each sentence was se-
lected for inclusion in the book. The outcome is a wonder-
ful but inconsistent translation of the same terms accord-
ing to the wisdom of the crowd in good sense, but without
any shared rules, structure or grammar, leading to the
impossibility of recovering the original text or meaning.
Another project was the translation of Lewis Carroll’s
“Alice’s Adventures in Wonderland” by Joe Hale? (2014).
In this case, each word was directly translated into a
corresponding emoji. Consistency was thus guaranteed
as the same word was translated with the same emoji,
introducing a de-facto lexicon. Nonetheless, no grammar
structure is developed as the translation follows verbatim
the original text and its English-based word order.

In order to counteract the natural polysemy of emojis
[3], Emojitaliano® was created through a social commu-
nity on Twitter (#scritturebrevi #emojitaliano), devoted
to the experimental crowdsourcing construction of an
international emoji code ‘emojilingua’ [4, 5]. The aim
of the project includes linguistic simplification and the
possibility of reproducing a text in emoji that will be com-

https://www.emojidick.com
Zhttps://www.joehale.info/visual-poetry/wonderland.html
*https://www.treccani.it/vocabolario/emojitaliano
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prehensible and readable in all languages of the world.
For this reason, Emojitaliano consists in a unique project
that provides a grammatical structure and a shared vo-
cabulary.

Emojitaliano is thus based on the assessment of con-
ventional meanings, capable of guaranteeing the sharing
of sense by means of intersemiotic translation [6]. The
iconic property of emoji, together with the coded glos-
sary and grammar, makes Emojitaliano a unique tool
for communicative accessibility and for multilingual and
language (L1 and L2) teaching. Born with the transla-
tion of Collodi’s Pinocchio, The Story of a Puppet* [1], the
structure and glossary of Emojitaliano have been later
usefully reapplied for the translation of texts of different
genres such as the technical declaratory prose of the Ital-
ian Constitution, the narrative prose of moral tales (i.e.
The Wolf and the Lamb), Dante’s allegorical poetry of The
Comedy, Giacomo Leopardi’s lyrical poem The infinite’.

The process of such translation relied heavily on man-
ual labor and human expertise, often time-consuming
and subject to human limitations.

With the rapid advancements in artificial intelligence,
a new era has dawned upon the world of translation.
Large Language Models (LLMs), such as BLOOM [7],
GPT-3 [8], LLaMa-1 [9], have revolutionized the way we
approach language translation. Recent chat interfaces
enable an easy human interaction with them, that has
led to a rapid and widespread adoption among the public,
also due to the recent high performance closed models
Chat-GPT and GPT-4, which remarkable are reported to
be able to pass several human admission exams®. This
preliminary assessment, thus, is about evaluating and
establishing the utility of such models, even in the chal-
lenging application that is Emojitaliano, where figurative
and idiomatic writing is needed, beyond the basic rules
of the language.

2. Preliminaries on Emojitaliano:
lexicon and grammar

Emojitaliano consists of an iconic-based shared conven-
tional code, first of all a simplified grammar of an iso-
lating and analytical type, constructed on the model of
‘interlanguage’; it is anyway not a truly formalized alge-
braic language, since it is adopted as a conventional code
in a social media environment, as a ‘living human lan-
guage’’. As for the vocabulary, Emojitaliano is a semantic-
based code. In fact, word-emoji pairings are fixed by ex-
ploiting the semiotic value of the icons, such as ’scarpa’

*https://it.wikisource.org/wiki/Le_avventure_di_Pinocchio

Swww.scritturebrevi.org

®https://openai.com/research/gpt-4

https://www.treccani.it/magazine/lingua_italiana/speciali/
ludolinguistica/Chiusaroli.html
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bottega di un vecchio falegname, il quale aveva nome mastr’Antonio, se non che tutti lo
chiamavano maestro Ciliegia, per via della punta del suo naso, che era sempre lustrae
paonazza, come una ciliegia mat B @] wa], e @103 ¢ %

ORIV (BXICD20.08'1 < ®X0), U (9]¢ <@ (®X
Slra@l 06,010« 0% v+ 10 0BHE

Appena maestro Ciliegia ebbe visto quel pezzo di legno, si rallegro tutto; e dandosi una

fregatina di mani per la contentezza, borbottd a mezza voce: =% | @K | '[** <] « & @

1@10%«;+' 1801 ve @ lei 4 INGS]:

— Questo legno & capitato a tempo; voglio servirmene per fare una gamba di tavolino. —
DRt @ @A\ \aLaime)”

Detto fatto, prese subito l'ascia arrotata per cominciare a levargli la scorza e a digrossarlo;

ma quando fu li per lasciare andare la prima asciata, rimase col braccio sospeso in aria,

perché senti una vocina sottile sottile, che disse raccomandandosi: | S288] |®X&®] '
AR/ R @S+ /2SO0 @@ 1V0// ) @ @10
Lirel,v@l9<4@16S] &' leel ' LAZQ]:

Figure 1: A few sentences from the first chapter of Pinocchio,
given to the model to derive rules. Best seen zoomed in the
PDF version.

(shoe). When lacking direct matches, compound emojis
are created (‘bottega’, atelier = [casa + attrezzi, house
+ tools]), also adopting the techniques of symbolic and
figurative transposition, such as metaphors and similes
(‘volare’, to fly = [“aereo”, airplane]). Linguistic simplifi-
cation is achieved through synonymy and semantic gen-
eralization, based on the fact that the very same emoji
may have more than one meaning (i.e. the ‘monkey’
translates ‘birba’, ‘monello’, ‘capriccio’; the compound
emoji ‘man+heart’ stays for ‘Geppetto’ and for ‘babbo’).
Each new translation experiment subsequent to Pinoc-
chio has been conducted by the community and also by
new groups, university and high school students in par-
ticular, and sometimes by single translators: everyone
was required to use the fixed grammar and, if already
present, the fixed vocabulary, and to reapply the simple
rules for the creation of new vocabulary, starting from
the semiotic value of the emoji. In this way, Emojitaliano
has been able to benefit from an ever-growing commu-
nity, capable of using creativity within a codified scheme
of rules. Hosted in a specific bot on Telegram (@emojital-
ianobot) [10]°, the Emojitaliano language consists today
in 3.522 recorded matches’.
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3. GPT-4 meets Emojitaliano

Given the project’s goal of establishing an international
emoji code, we assumed that LLMs can be a useful tool
to speed up translation, as well as to spread the language
beyond the currently active community. For this pur-
pose, we chose GPT-4 as our reference model, reported
as currently the best general performing model in lan-
guage tasks [11] also for translation [12], even compared
by several users in benchmarks with other open source
models'’. Since we do not have access to the training
data of such model, we preliminarily verified that it does
not know about Emojitaliano making multiple empirical
questions (e.g. “What is Emojitaliano?”)"". Then, we pro-
ceeded to gradually instruct the model using the prompt
method [13], by providing pairs of Italian and Emojital-
iano translated text or a description of the grammar and
lexicon of Emojitaliano.

3.1. Automatic grammar derivation

Our first experiment aimed at observing the capability
of the model in acting as a human translator of Emojital-
iano, its capability to apply grammar rules, and its ability
to use the already known tags by Unicode Consortium
to creatively associate italian words, to memorize and
enlarge the lexicon. We developed a prompt where we
provided a passage from the first chapter of Pinocchio in
Emojitaliano, initially without providing grammar and
the lexicon, asking it to derive them, instead. Then we
asked the model:

to derive the syntactic and semantic rules;

2. to translate on its own some sentences by apply-
ing the derived rules;

3. to correct and refine the rules by comparing the
personal version and the official one.

8Developed and updated by Federico Sangati: https:/fede.sangati.
me/project/emojitaliano/

°On July 30, 2023

Ohttps://chat.lmsys.org/?arena

The first answer to “What is Emojitaliano?” was generic and in-
correct, that is: “Emojitaliano is a term used to describe the use
of Italian words and phrases in combination with emojis to create
a unique form of communication. It is a type of digital language
that blends written words with visual symbols, allowing people
to express emotions, thoughts, and ideas in a more dynamic and
creative way. Emojitaliano is particularly popular among young
people in Italy and has become a common feature of social media
and messaging platforms. It has also led to the development of
new emojis that reflect Italian culture and traditions, such as the
pizza, the espresso, and the gondola. The use of Emojitaliano is
not limited to Italy, however, and it has spread to other countries
where Italian is spoken or appreciated. It is an interesting exam-
ple of how digital communication is transforming language and
culture, and how people are adapting to new forms of expression
in the digital age”

Puoi aiutarmi a derivare delle regole di grammatica?

Certo, sarei lieto di aiutarti. Il tuo testo & una traduzione di un capitolo del Pinocchio in quello
che hai chiamato "emojitaliano”. E' una forma di comunicazione che utilizza gli emoji per
rappresentare parole o concetti, & un esercizio interessante per il linguaggio simbolico. Ecco

alcune regole di grammatica di base che possiamo derivare da questo testo:

1. Parole di frequente utilizzo: Le parole di uso comune o concetti comuni possono essere
rappresentate da un singolo emoji. Per esempio, "legno" viene rappresentato da |,
"falegname" da &, "ridere" da &, "piangere" da &), "fuoco” da é.

2. Nomi propri: Per i nomi propri come "Maestro Ciliegia", si utilizzano emoji che
rappresentano le parole chiave nel nome (@ &).

3. Aggettivi e avverbi: Gli aggettivi e avverbi possono essere rappresentati utilizzando un
emoji che rappresenta l'idea di base combinata con altri emoji che modificano il significato.
Per esempio, "vecchio" & rappresentato da &, "semplice" da (@ (non di lusso), "bel" da #,
"paonazza" da @& (rosso brillante).

4. Verbi: | verbi possono essere rappresentati da emoji che rappresentano I'azione di base. Per
esempio, "trovd" viene rappresentato da # (cercare e trovare), "piangeva" e "rideva’ da & e
&2 rispettivamente, "accendere" da ., , "riscaldare" da €.

5. Fraseologia: Alcune frasi comuni o idiomatiche sono rappresentate da una combinazione di

<] 1Q%-]"

6. Connettivi e preposizioni: Alcuni connettivi e preposizioni sembrano essere rappresentati

emoji. Per esempio, "C'era una volta" & rappresentato da "< '|

da emoji specifici. Per esempio, "e" da +, "di" da (3, "in" da 3, "per" da A, "con” da .

7. Punteggiatura: La punteggiatura viene utilizzata per indicare la struttura delle frasi, come
nella lingua italiana. Ad esempio, le virgolette (") sono utilizzate per indicare il discorso
diretto, i due punti () sono utilizzati per introdurre un'elenco o una spiegazione.

8. Sostantivi: | sostantivi sono rappresentati da emoji che rappresentano l'oggetto o il
concetto. Per esempio, "pezzo dilegno" & rappresentato da (3 B, "stufe" da &, "camini"
da &, "naso" da

9. Numeri e quantita: | numeri e le quantita vengono rappresentate utilizzando le cifre
numeriche o gli emoji per le quantita. Per esempio, "una" viene rappresentato da i, "tutti"

Continue this conversation

Figure 2: Grammar rules automatically derived by the model.
Best seen zoomed in the PDF version.

dage®¥.

Qual & il ruolo dei simboli | e | ?

Nel tuo testo, i simboli | e |

un concetto espressi da una serie di emoji. Potremmo chiamarli "parentesi di azione" o

essere usati per i o un‘azione o

"parentesi concettuali’.
Ecco alcuni esempi dal tuo testo:

1. | ]: Rappresentail concetto di "esserci", derivato dal testo originale "c'era’.
2. | @S |: Rappresentail personaggio "Maestro Ciliegia’.

3. | & 4J: Rappresenta 'azione "trovd", derivata dal testo originale "trovo".

Pertanto, il ruolo dei simboli | e ] sembra essere quello di raggruppare insieme gli emoji che
rappresentano una singola idea, concetto o azione, rendendo la struttura del testo piui chiara
e leggibile. Questo pud aiutare a evitare ambiguita o confusione sulla relazione tra gli emoji

adiacenti.

Figure 3: The role of the delimiters, automatically derived by
GPT-4. Best seen zoomed in the PDF version.

In Fig. 1, we report the sentences from the first chapter
that were given to the model, with the subsequent request
to derive the language rules. The output is reported in
Fig. 2. The interpretation of conceptual bracket signs in
Emojitaliano was then requested, as considered a relevant
information missing in the first answer. The result is
particularly interesting since a metalinguistic label is
assigned by the model, as can be seen in Fig. 3
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Prova a tradurre la seguente frase "Appena riebbe 'uso della parola, comincio a dire
tremando e balbettando dallo spavento"

La tua frase in emojitaliano potrebbe essere tradotta cosi:

2@S0 @ @e 1B+2) v

Spiegazione:

* "Appena" & tradotto come "=2!".

* "Riebbe I'uso della parola” & tradotto come "3’ &« |".
* Qui '@ 1@

* "Comincid a dire" & tradotto come @' i@« "

&® <" rappresenta lidea di "iniziare a parlare".

1 JPg

* "| @+ & " rappresenta lidea di "tremare e balbettare" ppresenta "spavento.

"lui’

l'idea di "riottenere l'uso della parola”.

* Ancora, "6 rappresenta"lu,

* "Tremando e balbettando dallo spavento" & tradotto come "

Si prega di notare che questa traduzione potrebbe non essere perfetta poiché la traduzione
emojitaliano & altamente simbolica e potrebbe variare in base al contesto e alla

interpretazione personale.

Figure 4: The translation of the first sentence of Pinocchio.
Best seen zoomed in the PDF version.

3.2. Re-translating Pinocchio

We then proceeded to ask the model to translate other
sentences and lastly the whole first chapter of Pinocchio.
The first sentence translation is shown in Fig. 4. The
most relevant considerations are that the model correctly
applies the grammatical rules to translate a sentence for
the first time. Notably, we can observe that it applies
the principle of semantic reduction to the lexicon, e.g.
in assigning the emoji ‘soon’ the meaning of ‘appena’
(‘as soon as’), based on the the already available pairings
‘subito’ (‘now’) and ‘quando’ (‘when’).

Having no access to the registered Emojitaliano glos-
sary, the model succeeds in the translation by applying
the common principles of semantic and rhetorical rela-
tions in lexicon for the choice of word vs. emoji pairings.
Interesting choices include the use of the ‘wheel’ symbol
for the iteration verb ‘riottenere’ (‘to get back’) and the
use of the baby for ‘balbettare’ (‘stuttering’), together
with the ‘speaker’ emoji for the speaking action.

The experiment continues by providing the official
version as a correction, and the request to derive the rules,
which has the output shown in Fig. 5. The test involves
two further sentences and the subsequent derivation of
the rules, as reported in Fig. 6. The figurative expression
‘gli era entrato addosso una gran paura’ (‘a great fear
had come upon him’) is not simplified in ‘to get scared’,
as it should be, but the literal meaning of ‘entrare’ as
‘to come in’ is rendered through the ‘shoe’ emoji. As
a relevant fact, in the derivation of the rule, the model
does not catch the meaning of the first point (the three
emojis with the clip in Fig. 7) as ‘to be with’, since in
Emojitaliano the ‘clip’ emoji is ‘with’ and ‘to have’ is ‘to
be + with’.

At the final stage of the test the whole set of the Emo-
jitaliano grammatical rules is provided, with the request

Questa & la traduzione corretta "2 | @ X '@ ‘¢, @' L@l ‘¢ @] +'1
B3] v @, verifica le differenze e prova ad estrarre ulteriori regole

Guardando la traduzione che hai fornito, posso notare alcune differenze e potenzialmente

identificare alcune regole supplementari nellemojitaliano:

1. Nomi propri e personaggi: | nomi propri o i nomi dei personaggi, come "Maestro Ciliegia"

(L ®%® ), sono racchiusi trale parentesi | e ]. Questa regola potrebbe essere utilizzata
per distinguere chiaramente i nomi propri o i personaggi da altri concetti o azioni.

2. Concetti complessi: Alcuni concetti complessi, come "riottenere I'uso della parola” | & |
‘@) e "iniziare a parlare” (3’| &< ] '@, sono espressi tramite una combinazione di emoji e
le parentesi | e ].

3. Aggettivi e descrizioni: Le descrizioni o gli aggettivi, come "tremando" (| < &3 ) e
"balbettando" (|

potrebbe essere utilizzata per distinguere chiaramente le descrizioni o gli aggettivi da altri

E3)), sono anch'essi racchiusi tra le parentesi | e |. Questa regola

concetti o azioni.

4. Emozioni

i Le emozioni o i sentimenti, come "spavento" (&), possono essere

espressi tramite emoji singoli senza l'uso delle parentesi | e |.

Ricorda che queste sono soltanto mie interpretazioni basate sulla traduzione fornita, e che
I'emojitaliano, come tutte le lingue simboliche, puo avere regole e convenzioni che variano a

seconda del contesto e delllinterpretazione personale.

Figure 5: Providing the official version as a correction to the
translation and subsequently asking the model to derive new
rules. Best seen zoomed in the PDF version.

Prova a tradurre questa frase "E perché gli era entrato addosso una gran paura, si provo a
canterellare per farsi un po’ di coraggio."

le regole di dell’ che abbiamo dedotto finora, la frase "E

L

perché gli era entrato addosso una gran paura, si provo a canterellare per farsi un po’ di
coraggio" pud essere tradotta come segue:
@D 1N 2R @ & LRGN ek

Rivediamo le componenti della frase:

* "E perché gli era entrato addosso una gran paura" & tradotto come "+ v
| 21" Qui,"+" sta per"e","|

"| %> | " rappresenta I'azione di "entrare", e " | £.6 |" rappresenta "una gran paura’.

<’

staper"gli",

4" sta per "era","/" sta per "perché",

* "Si provo a canterellare per farsi un po’ di coraggio" & tradotto come "' &< | ' 1G] ~

" | £k )" Qui,"@" sta per "si", " &< " sta per "prove", " | JIE3 " rappresenta l'azione di
"canterellare”, "" sta per "per", e " / | L.k | " rappresenta lazione di "farsi un po’ di
coraggio".

Figure 6: Further sentences and subsequent derivations of
new rules. Best seen zoomed in the PDF version.

to realize the translation of chapters 1, 2, 3 of the text.
The 1st chapter is reported in Fig. 8. One notable mis-
take is that, at the end of the learning process, the model
appears to ignore the rule of the explicit subject in basic
sentences. An important rule of the Emojitaliano is that
the subject is always to be expressed, as the verb does
not have inflection. The personal pronoun appears in
imperative sentences, instead. With regard to vocabu-
lary, the present model makes use of the emoji repertoire
updated to 2022: this implies the availability of some-
times more appropriate choices compared to the past.
The emoji catalog includes, for example, the ‘tree trunks’
for ‘legno, tronchi’, the ‘machine workshop’ for ‘bottega’,
which appears particularly suitable compared to the offi-
cial pairings for ‘falegname’ as ‘mechanic’ and the ‘robot’
for ‘puppet’. Among the right choices is the ‘volleyball
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- Questa ¢ la traduzione corretta"+ ¢ | @K & 'V v DR £, @' <) e/
@ 7' |@& =] | W& " verificale differenze e prova ad estrarre ulteriori regole

La frase originale & "E perché gli era entrato addosso una gran paura, si provo a canterellare

perfarsi un po’ di coraggio."

La tua traduzione in emojitaliano ¢ "+ « | X% ] '|EVe v v @R 2,
78| 7 Q8=] 10s)"

@lid'le

Dalla tua traduzione possiamo dedurre alcune ulteriori regole:

1. " &I <" Questo sembra rappresentare un verbo passato, in questo caso "era entrato".

Quindi, sembra che I'emoji % possa un o un'azione di
come "entrare".

2"y @ @@ " Questa combinazione sembra riferirsi a "addosso una gran paura”. L'emoji
3 potrebbe rappresentare "addosso” 0 "su di sé", I'emoji # potrebbe rappresentare "un", e
I'emoji & rappresenta "paura”. L'emoji # puo essere utilizzato per indicare un
intensificatore come "grande" o "molto".

"| £ 4" Questa combinazione sembra rappresentare "si provo". Quindi, l'emoji &

potrebbe un tentativo o un
4. " @:P®]" Questa

potrebbe rappresentare "parlare" o "dire", 'emoji #” rappresenta "cantare”, e I'emoji &

perimento, o in questo caso "provare".

sembrarap g . Quindi, I'emoji @

potrebbe essere utilizzato per indicare un diminutivo o una forma piu piccola o it leggera
di un'azione, in questo caso "canterellare".
5. "|E3& =" Questa combinazione sembra rappresentare "farsi". Quindi, l'emoji &3 e I'emoji
potrebbero essere utilizzati per indicare un'azione rivolta a se stessi, in questo caso
"farsi".
6. "| W& ]": Questa combinazione sembra rappresentare "un po". Quindi, l'emoji @ potrebbe
essere utilizzato per indicare una piccola quantita ditempo o un breve periodo, o in questo

caso "un po™.

Figure 7: Further sentences and subsequent derivations of
new rules. Best seen zoomed in the PDF version.

player’ emoji for ‘tirare un colpo’. Although the model is
familiar with the rule for the semantic plain translation
of figurative language, it does not succeed in applying
it, as in ‘occhi fuori dal capo’, which is translated liter-
ally ‘eyes going out of the head’ instead of rendering the
meaning of ‘to be shocked’ or ‘to be upset’.

A relevant issue emerged when Chat-GPT was asked
to translate some specific words: for example, ‘legno’
(‘pezzo di legno’, ‘piece of wood’) is translated with
the “fir’ (Cabete’) emoji and, somewhere later, with the
‘wooden door’ emoji. This is against one of the main
Emojitaliano lexical rules which aims at reducing seman-
tic ambiguity. In fact, each word within the same text,
should always be translated the same way. Chat-GPT is
to be trained accordingly.

We also noticed that grammar and rules mistakes can
be corrected by the model upon casually reminding rules
in long interactions. The model leaned to progressively
forget the rules and, thus, a restart of the session was
required after a few sentences. We believe that this is
due to the limited window of attention of LLMs and the
encoding of emoji that require several tokens for each of
them.

4. Performance evaluation

According to our preliminary exploration, we established
that GPT-4 is able to derive the semantic rules and trans-
late text to Emojitaliano. To evaluate the latter, we per-
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Figure 8: The 1st chapter of Pinocchio translated by the model.
Best seen zoomed in the PDF version.

formed a more extensive evaluation by building a dataset
of text pairs Italian-Emojitaliano and asking the model
for the translation.

We constructed the dataset by considering the first 3
chapters of Pinocchio [14], previously translated in Emo-
jitaliano [1]. The chapters are split respectively in 27,
50, and 45 sentences for a total of 122, ranging from 5 to
~80 Italian words and from 2 to ~70 emojis each. For
each sentence, we constructed a pair made of the original
Italian text and the relative human translation. Each sen-
tence is given to the model for translation independently
from the others.

To perform the evaluation, we constructed a textual
prompt where the grammar and the basic rules are care-
fully explained in Italian, where we include as the train-
ing set, the first chapter as given examples of transla-
tion. The remaining two chapters are used as the test set.
Measuring quantitatively the quality of the translation
is more challenging than the typical translation tasks
metrics, given the creative use of emojis and their combi-
nations in expressing a meaning. Given the low number
of samples, we resorted to human evaluation and the
use of GPT-4 as a judge following [15]. For both human
and GPT-4 evaluators, we provided the rules of grammar,
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GPT-4 Evaluation
Human ‘ GPT-4 ‘ Equal

Preferences 27 51 17 46 36 13
Average Score 7.23 7.80 / 7.34 7.21 /

Human Evaluation

Translation by Human ‘ GPT-4 ‘ Equal

Table 1
Results of the performance evaluation.

the original text and blindly the translated Emojitaliano
from the ground truth and the output of the model. The
evaluators were asked to vote for the best translation (i.e.
choose the preferred translation) according to relevance,
accuracy, creativity, correct use of grammar. In addition
to choosing the preferred translation, we also asked the
evaluators to provide a quality score from 1 to 10 for each
sentence.

Results are reported in the Table 1.

GPT-4 and Human evaluators disagree on their prefer-
ence of translations. The Human evaluators, generally,
tend to prefer the Human translations while GPT-4 the
opposite. From the evaluators and GPT-4 feedbacks, we
noted that the Human evaluators put more emphasis on
the correct structure of the sentences (e.g. the subject
verb object rule), while GPT-4 generally reported better
scores for creativity and direct matching of the emojis
(e.g. emojis that match the words). This is consistent,
since the translation in the ground truth was realized
in 2017, when most of the modern emojis where still
not defined at the time. Due to the absence of a proper
matching, many emojis where chosen even if they were
distant from the corresponding words. Moreover, GPT-4
has consistently not fully caught the rules of Emojital-
iano, leading to less awareness of errors in the sentences
structure.

5. Conclusions and work in
progress

Emojitaliano was born thanks to the free dedication and
commitment of an enthusiast devoted Twitter social com-
munity, then also of student groups, willing to share the
goal of building an emoji-based artificial language model,
to be used as a communicative code across language bar-
riers [5, 1]. The effort to adapt to the rules and to join the
common glossary, as well as to expand it according to the
common rules, was challenging as well as a hard task, but
it was the only way to ensure an essential linguistic basis,
by giving rise to a language, validated and practiced by a
community of ‘speakers’. The intensive crowdsourcing
experience made Emojitaliano a unique case among the
(actually not many) examples of integral translations in
emoji, which are mostly represented by intentionally non-
systematic or solipsistic works. The regular expansion of
the international emoji set by the Unicode Consortium

constantly extends the range of choice by enriching the
emoji-language with ‘emoji-neologisms’, as happens in
every living natural language, but the core of the Emoyji-
taliano glossary and grammar provides a settled author-
itative translation method. Translating Pinocchio into
Emojitaliano today would certainly involve new, and
sometimes more relevant, pairings, synonymic pairs that
do not exclude the previous ones; but the method remains
fixed, because the syntax alone guarantees, through the
instrument of translation, mutual understanding. Teach-
ing Emojitaliano to GPT-4 (and the like) does not mean
replacing a human translator with a machine, but rather
is like having a tool to enhance human work to the max-
imum: automation ensures the speed, the iconic base of
the emoji embeds and guides creativity, therefore setting
limits against the arbitrary drift of individual subjective
interpretation. Following our design, the year of work
spent in the ‘human’ translation of the original 15 chap-
ters of Pinocchio will be matched by a few minutes’ work
in the translation of the entire work (35 chapters) by
Chat-GPT, and in the translation of other works from
any world’s language. Extreme speed is comfortable and
convenient, but the results cannot be achieved without
training: that is, by learning a “language” and its rules.
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