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Foreword

It is with great pride that the Philippines hosted the 31st Pacific Asia Conference on Language,
Information and Communication (or PACLIC) from November 16 to 18, 2017 held at the University of
the Philippines Cebu.

A warm welcome to all the participants from over the world who came to exchange knowledge and ideas
on language. Following the long tradition of PACLIC conferences, PACLIC 31 (2017) emphasizes the
synergy of theoretical frameworks and processing of natural language, providing a forum for researchers
from different fields to share and discuss progress in scientific studies, development and application of
the topics related to the study of languages. Included in the proceedings are 2 keynote speeches, 3
invited talks, 26 oral papers, and 22 poster papers.

Thank you to our organizers. Our local organizer, University of the Philippines Cebu headed by
Chancellor Atty Liza D. Corro and her able team. And our other organizers namely: National University
(Philippines), the Computing Society of the Philippines — Special Interest Group on Natural Language
Processing, and the Linguistic Society of the Philippines.

Gratitude is also expressed to our conference co-chairs who have labored towards the successful
implementation of this conference: Robert Roxas of University of the Philippines Cebu, Nathaniel Oco
of National University, and Shirley Dita of De La Salle University. We express our thanks to the
members of our Program Committee who reviewed the many papers that were submitted to us.
Warm gratitude is also extended to our sponsors who willingly gave their support to this event.
To those who worked behind the scenes to make this conference possible, I would also like to extend my

heartfelt thanks and until we host PACLIC in the Philippines again.

Rachel Edita Roxas
Conference Chair, PACLIC 31 (2017)
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Modeling Answering Strategies for the Polar Questions across Languages

Jong-Bok Kim
Kyung Hee University, Seoul
jongbok@khu.ac.kr

Abstract

This paper provides a discourse-based account
of polar questions and answering particles.
Arguing against syntax-based ellipsis analy-
ses, the paper suggests that polarity particles
are anaphoric in nature and their interpretation
is determined by the antecedent evoked by the
context. It also suggests that the parametric
differences between the polarity-based (e.g.,
English, Swedish, German) and the truth-
based answering system (e.g., Korean, Chi-
nese, Japanese) have to do with the tight in-
teractions between the anaphoric nature of an-
swering particles and discourse.

1 Introduction

Polar questions and responses by answering parti-
cles like yes and no are everyday interactions be-
tween interlocutors in daily language uses (see,
among others, Jones 1999, Holmberg 2016, Krifka
2013, Fretheim 2017):

(1) A: Are we invited?
B: Yes. (=You are invited.)
B’:  No. (=You are not invited.)
2) A: Aren’t you tired today?
B: (#)Yes. (=I am tired today.)

B’:  No. (=I am not tired today.)

The answering particle yes or no here serves as a
proper response to the polar questions, assigning
proposition-like meanings as given in the parenthe-
ses.

2

In addition to this analytic question of how a sin-
gle particle induces a sentential interpretation, an en-
suing question arises from language differences in
the responses to negative questions. Consider the
exchanges in (2) and corresponding Korean exam-
ples in the following (see Kim 2017):

3) A: ne onul an phikonhay?

you today not tired?
‘Aren’t you tired today?’

B:  Ung. ‘yes’ (=I am not tired.)
B’: Ani. ‘no’ (=I am tired today.)

As seen from the contrast between English and Ko-
rean, the meaning of yes differs. In English, the re-
sponse yes confirms the positive proposition of the
question while the corresponding yes in Korean con-
firms the negative proposition denoted by the ques-
tion. Such a difference distinguishes the polarity-
based answering system from the truth-based an-
swering system (Jones 1999).

This paper tries to offer a discourse-based ap-
proach to account for these two as well as re-
lated questions. The paper argues that the proposi-
tional meaning of the answering particles is not de-
rived from syntactic operations like movement-and-
deletion. It rather has to do with the anaphoric nature
of the answering particles (Ginzburg and Sag 2000,
Farkas and Bruce 2010, Krifka 2013, Roelofsen and
Farkas 2015). It also shows that the parametric dif-
ferences between the two different types of answer-
ing system, the polarity-based system (e.g., English,
Swedish, German) and the truth-based system (e.g.,
Korean, Chinese, Japanese), are due to tight interac-
tions between the anaphoric nature of answer parti-
cles and discourse. The paper then shows how this

31st Pacific Asia Conference on Language, Information and Computation (PACLIC 31), pages 2-9
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intuitive idea can be modeled within the grammar of
HPSG (Head-driven Phrase Structure Grammar).

2 Some key features in polar questions and
responses

2.1 Parametric differences and language
variations in polar questions

As noted in the beginning, there are four main ways
of polar questions with responses. Each of the posi-
tive and negative polar questions can employ yes or
no as their responses. These particles can be fol-
lowed by an elliptical or full sentence, as seen from
the following examples:

4 Q: Belgian ba si Paul? (Tagalog)

Belgianis  Paul
‘Is Paul Belgian?

A: Oo, Belgian siya. ‘Yes, he’s Belgian.’

Al Hindi’, hindi’ siya Belgian. ‘No, he isn’t
Belgian.’

As seen earlier, parametric variations among lan-
guages come from responses to negative questions.
Consider Swedish and Japanese examples (data
from Holmberg 2016):

(35 Q:  Ar du inte troott? (Swedish)

are you not tired
‘Are you not tired?’
A:  Nej(jag ar inte trott)
no I amnot tired
‘No (I'm not tired)’

©) Q:

kimi tukarete nai (Japanese)
you tired  not
‘Are you not tired?’

A: hai/un ‘yes’ (=I am not tired.)

As illustrated here, the key difference between the
two languages is that in languages with the polar-
ity system (e.g., Swedish), the negative particle no
means the speaker’s agreement with the negative
proposition. However, in languages with the truth-
based system (e.g., Japanese), it is the positive par-
ticle yes that is employed for the agreement with the
negative proposition denoted by the negative ques-
tion.

A complication arises in languages that allow
three-valued responses to polar questions. Lan-
guages like Swedish, Danish, Norwegian, French,

German, and Old English allow one negative re-
sponse word and two affirmative particles. For in-
stance, in Swedish, there are two positive answer
particles, ja and jo, and one negative answer particle
nei. The key difference between ja and jo lies in the
presupposition of the polar question. Observe the
following Swedish examples (data from Fretheim
2017):

(7) A:  drack du inte upp ditt kaffe?

drank you not up your coffee
‘Did you not drink up your coffee?’

B: nej. ‘No. (I didn’t.)
B’ #a.
B”  jo. ‘Yes. (Idid.)

The polar question is negative, ja is not natural since
it requires the antecedent to presuppose a positive
polarity preposition, while jo is a proper one which
intends to deny A’s negative proposition.

In addition, note that answers to polar questions
can vary. In particular, in languages like Korean and
Finnish, polar questions can be answered by echoing
the verb in the polar question:

®) Q: ku chinkwu hakhoy-ey

the friend conference-to
0-ass-e?
come-PST-QUE
‘Did the friend come to the conference?
A: ung. o-ass-e.
yes. come-PST-DECL
‘Yes. (They) came.’
A’: an o-ass-e.
not come-PST-DECL
‘(They) didn’t come.’
When the answer is a negative proposition, the prefix
negator an is employed.

3 Syntax-based Analyses

3.1 Arguments for syntax-based analysis

The first key question in the analysis of answering
systems to polar questions concerns how answering
particles like yes and no can have sentential interpre-
tations. Kramer and Rawlins (2011) and Holmberg
(2013, 2016) suggest that the particles yes and no
contain clausal structure that undergoes PF-deletion,
assimilating them to elliptical constructions such as



fragment answers. In particular, Holmberg (2016),
adopting the movement-deletion approaches for el-
liptical constructions suggested by Merchant (2001,
2004) and subsequent work, suggests that the stand-
alone answer particle as well as echoed verb are de-
rived from clausal ellipsis as represented in the fol-
lowing:

Did the student come?

9 Q
A: Yes. [Thestadent-came:]

A 0-ass-e [fu kaksayng
come-PST-DECL the student
t].(Korean)

‘Yes. The student came.’

To insure answering particles to get the proper inter-
pretations, Holmberg suggests that polar questions
all introduce a polarity variable functioning as the
head of PolP as given in (10):

(10)  [cp Did[£Pol] [pp the student [+Pol] [yp

comel]]]

Accepting Hamblin’s (1973) view that polar ques-
tions are propositional abstracts (having the set of al-
ternative propositions p and — p), Holmberg (2016)
suggests that polar questions like (10) evoke the
variable Pol with two possible values: (10) in turn
then means ‘What is the value of [+ pol] such that
the student came?’ The answer particle functions as
binding the polarity variable:

(1D [FocP yes[+Pol] {-PGHyfh&smdeﬂt—EkPel-HVP
cameH|

The answer particle positioning in the Spec of Fo-
cus in the CP domain assigns either affirmative (for
yes) or negative value (for no) to the polarity vari-
able of the head Pol. The PolP then undergoes ellip-
sis, subject to the LF-identity condition between the
antecedent and the elided part.

Holmberg’s analysis offers a simple account for
the examples including the one in (8) where the po-
larity value of the answering particles matches that
of the polar question. Consider another matching ex-
ample where a negative polar question is answered
with the negative particle:

(12) Q:

Isn’t Alfonso coming to the party?

A:  No. (= he isn’t coming to the party?)

In Holmberg’s analysis, the answer no carries the
negative polarity value and thus assigns negative
value to the head PolP. This yields a desired senten-
tial interpretation.

3.2 Issues in syntax-based analyses

As just have earlier, the interplay of the syntactic
constraints and ellipsis seems to work well for such
cases, but one immediate question arises with re-
spect to instances where the polarity value of the an-
swer particle does not match with that of the putative
antecedent linked to the polar question.

13) Q:
A: No (Nope). (=He doesn’t drink coffee.)
14) Q:
A: Yes, (he does).

Does he drink coffee?

Doesn’t he drink coffee?

For instance, the condition with the antecedent in
(13) assigns a ‘positive’ value to the head of PolP
because of the positive statement, but then there is
a feature clash with the ‘negative’ value of the par-
ticle no. The escape hatch Holmberg (2016) adopts
is that the negative feature of the negative particle is
interpretable while the one in the putative clause is
uninterpretable (because of its antecedent). In exam-
ples like (14), yes functions as an affirmative focus
operator which has no variable to bind since the an-
tecedent is already marked negative. The deletion
of PolP would then give an unwanted interpretation.
The suggested solution is to alternatively allow TP
ellipsis under identity with TP of the antecedent.

Another issue arises from languages with three-
valued response systems. As noted earlier, the Scan-
dinavian languages (Swedish, Norwegian) as well
as Indo-European languages like French and Ger-
man have one negative answering particle and two
positive ones. This three-valued system undermines
the two-valued, syntactic analysis (e.g., Kramer and
Rawlins 2011, Holmberg 2013, 2016) in which the
deletion relies on the LF-identity between the an-
tecedent of the polar question and the elided part.
Consider the following French data (Ginzburg and
Sag 2000):

15) Q:

est ce que Mimi est sérieuse?
‘Is Mimi diligent?’



A: oui/non

(16) a.  estceque Mimi n’est pas sérieuse

‘Isn’t Mimi diligent?
A: *oui/si/non

As seen from the data, French has three answering
particles: one negative particle non and two pos-
itive answering particles oui and si. The particle
oui requires a positive discourse antecedent while si
presupposes a negative one (see Ginzberg and Sag
2000 also). This indicates that the answering system
needs to refer to discourse information.

Within this type of syntax-based ellipsis analy-
sis, it is crucial to identify the linguistic antecedent
linked to the answer. However, note examples
like (17) where particle is used with exophoric an-
tecedent (Tian and Ginzburg 2016):

17) (Context: A child is about to touch the

socket.) Adult: No!

There is no syntactic identity condition that we can
refer to here. It is not possible to identify any overt
antecedent at syntax.

3.3 Language variations: polarity and
truth-based systems

As we have seen earlier, with respect to answer-
ing negative polar questions, there are two different
answering systems, polarity-based and truth-based
ones. Holmberg (2013, 2016) attributes the differ-
ence of these two systems to different positions of
negation in each language. Homlberg’s key sugges-
tion is three different types of negation across lan-
guages: high, middle, and low negation.

(18) [CP Foc not [POIP [iPOl] [TP [Negp not

lyp not .. 111}

Holmberg suggests that in languages like Cantonese
or Korean, the negation is assumed to be within a
VP so that it does not affect the Pol value. That is,
the particle answer yes with the interpretation of yes,
she is not diligent would not cause any feature clash
in the polarity value. Holmberg claims that with this
low negation, negation is “distance enough from the
unvalued sentential polarity head not to assign value
to it’. However, in English, the negation in such a
case is in high position, and yes cannot be linked

to the negative proposition: it must be linked to the
positive proposition such that yes she is diligent.

Holmberg’s system thus suggests that the lan-
guage with the truth-based system has only low
negation. However, in languages like Cantonese,
Japanese, and Korean, there are surely examples
where the negation is in high position, but still in-
duces the truth-based system (Kim 2016). For in-
stance, the negative copula ani-ta ‘not-DECL’ in Ko-
rean is clearly in the high position with respect to the
main proposition in question:

(19) a. Mimi-ka pwucilenha-n kes ani-ci?
Mimi-NOM diligent-MOD thing not-QUE

‘Is it not the case that Mimi is diligent?’
b.  Ung. ‘Yes’ (=Mimi is not diligent)

In this example, the negative copula combines with
the clause of Mimi’s being diligent. The clause in-
troducer kes ensures the copula negation in the high
position, but the affirmative answer just affirms the
negative proposition.! Holmberg (2016: 199), rec-
ognizing such a problem for a similar example in
Japanese, suggests that such an example involves the
high negation as in English.

As the nature of the two answering systems tells
us, in the polarity-based system, when the English
speaker answers a polar question, the affirmative
particle is linked to the truth of the situation un-
der discussion (not the denotation of the polar ques-
tion) while the negative one is linked to the falsity
of the proposition denoted by the situation. Mean-
while, within the truth-based system, the affirmative
particle affirms the denotation of the polar question
(true or false situation) while the negative particle
denies this denotation. This means that what mat-
ters is the anaphoric nature of answering particles in
each language (mainly two types), not the position
of the negation.

4 Modeling a discourse-based interactive
approach
4.1 Base-generation and interpretation

The starting point of our analysis is to assume that
polar questions and answers particles as response

'The expression kes in such an example is often taken to be
a sentential nominalizer or complementizer. See Kim (2016).



involve no ellipsis but are generated ‘as is’.> The
stand-alone response particles obtain their interpre-
tations on the basis of the surrounding context. In
terms of semantics, polar questions are tradition-
ally taken to introduce two propositions, one and the
negation of the other (p and — p). The response par-
ticles yes and no confirm the truth of these two val-
ues (Hamblin 1973, Farkas and Bruce 2010, Krifka
2013, among others).

Different from the traditional view, we, following
the idea of Ginzburg and Sag (2000), accept the view
that questions are taken as propositional abstracts
and polar questions are 0-ary proposition abstracts
in which the set of abstracted elements is the empty
set as given in (20a) (Ginzburg and Sag 2000, Kim
2016). The semantic content of polar questions can
also be represented in terms of lambda calculus and
simplified feature structures for the question Is Mimi
diligent?:3

(20) a. Is Mimi diligent?

b. A{ }diligent(m)]

C. question
PARAMS

{1}

SEM QUANTS ()

PROP
NUCL [diligent(m)]

Polar questions are thus treated uniformly in terms
of an empty PARAMS (parameter) value, but asking
the truth value of the propositional (PROP) mean-
ing.#

As for the syntax of the isolated answer particle
functioning as a response to the polar question, we
follow the analyses of Ginzburg and Sag (2000) and
take the particle as well as other short answers to be

2Much of the analysis here is developed from Kim (2017).

3The message or an utterance denotes a proposition, out-
come, fact, or question. For example, the content of the sen-
tence Mimi is diligent is a proposition whose truth or falsity di-
rectly involves the real world. And the content of whether Mimi
is diligent is a question which is resolved according to whether
the proposition is true or false. By contrast, the meaning of an
imperative sentence like Leave on time! makes reference to fu-
ture outcomes involving the hearer’s leaving while exclamative
sentences like What a nice hat you have! denote a fact. See
Ginzburg and Sag (2000) for details.

*The feature QUANTS take a list of quantifiers as value while
the feature NUCL takes an element of type relation as its value.

a complete, non-sentential constituent. Expressions
like yes, maybe, probably, sure, right, and so forth,
can have stand-alone uses with a complete proposi-
tional meaning. These expressions behave like ad-
verbials, but have a propositional semantic content,
constructed from a polar question. An appropriate
response will function as the propositional abstract,
yielding the value p or its negation —p (e.g., {r| Sim-
pleAns(r, \{ }p)} {p,—p}). For example, the answer
particle yes will have the following semantic con-
tents:

1) s
SYN S

SEM [ASSERT }

PARAMS

{1}

PROP | NUCL [diligent(m)]

AdvP

MAX-QUD

SYN [POS adv]

SEM [ASSERT ]

A

yes

As given here, the answering particle yes, func-
tioning as an adverbial expression in the indepen-
dent clause, represents a complete meaning identi-
fied with the propositional meaning of MAX-QUD
(maximal question-under-discussion). The contex-
tual information contains the attribute MAX-QUD,
whose value is of type question and represents the
question currently under discussion. The stand alone
no will have the similar structure and semantic com-
position. The only difference lies in the semantics:

(22) | SEM | ASSERT —|]

PARAMS

{1}

DGB | MAX-QUD .
PROP | NUCL [dllzgent(m)}

The meaning of yes, as given in (21), is asserting
the value which is identical with the propo-
sitional meaning of the MAX-QUD, which is con-
structed from a polar question in the context. That



is, the particle picks up the nucleus of the proposi-
tional meaning from the MAX-QUD and asserts it.
The particle no differs from yes in that its semantic
content is asserting the negative value of the propo-
sitional nucleus meaning that has no quantification
information.

4.2 Answering a negative question in the
polarity-based system

The analysis for answering a negative question is not
different from the one for answering a positive ques-
tion we have just seen. For instance, the semantic
content for Isn’t he gentle? would be something like
the following:

(23) a M Hogentle(i)]

b. question
PARAMS

{1
SEM QUANTS  ( not-rel )
PRO

NUCL [gentle( i )]

Uttering such a negative question would evoke the
MAX-QUD to include a propositional meaning with
the quantification information. We have noted that
the semantic content of yes and no as a response to a
positive proposition is to confirm or disconfirm not
the propositional meaning, but the nucleus meaning
of the proposition, not referring to the quantification
information.

[FOrRM (yes)

SEM[ASSERT ]

PARAMS

{

QUANTS  (not-rel)
PROP
NUCL [gentle( i )]

DGB| MAX-QUD

[FORM (no)
SEM[ASSERT—\ }

PARAMS

{1}

QUANTS  ( not-rel)
PROP
NUCL [gentle( i )}

DGB | MAX-QUD

Figure 1: Semantic content of yes and no

As illustrated in Figure 1, the particle yes response
to the question affirms not the negative proposition

but just the truth value of the nucleus meaning [gen-
tle(i)]. Meanwhile, no in (20) disaffirms the nu-
cleus meaning of [gentle(i)], eventually gives us the
propositional meaning such that he is not gentle.

4.3 Answering a negative question in the
truth-based system

The head-final language Korean also uses answering
particles like ung ‘yes’ and ani ‘no’ as a response to
the polar question. As we have seen, a key differ-
ence from English arises from answers to a negative
question:
24) A: i mwuncey elyep-ci anh-ci?
this problem difficult-CONN not-QUE?
‘Isn’t this problem difficult?’

B: Ung. ‘yes’ (=It is not difficult.)
B’: Ani. ‘no’ (=It is difficult.)

Different from English, the affirmative particle ung
‘yes’ confirms the negative proposition, not the pos-
itive proposition. That is, in the Korean system the
answer to a negative question confirms or discon-
firms the truth of the negative proposition, one key
property of the truth-based system.

The key claim of our proposal is that in the truth-
based system, answering particles refer to the propo-
sitional meaning including the QUANT information
while in the polarity-based system, answering par-
ticles refer to the nucleus meaning (equal to the
propositional meaning minus the quantification in-
formation). The answering particle ung ‘yes’ and
ani ‘no’ will thus have the information as given in
Figure 2.

As illustrated in Figure 2, the answering particle
ung ‘yes’ to the negative question asserts not the
value of the NUCL but the value of the proposition
(PROP) including the quantification value. This is
why the answer particle yes in Korean to the nega-
tive proposition means not ‘This problem is difficult’
but affirms the proposition ‘This problem is not diffi-
cult’. Meanwhile, the answer ani ‘no’ means discon-
firming the not-rel of the proposition ‘The problem
is difficult’.

(25) [ASSERT —[—(difficult(m))]]
This means Korean, different from English, may al-

low a double negation interpretation. Of course, be-
cause of a heavy processing load, such an instance



[FORM  (ung)

SYN [POS adv]

SEM [ASSERT }

PARAMS { }
DGB [MAX-QUD QUANT  ( not-rel )
PROP
NUCL [diﬁ‘icult(m)]
[FORM( ani ) 7

SYN [POS adv]
SEM [ASSERT ﬁ}

PARAMS

{3}

QUANT

DGB MAX-QUD

PROP

( not-rel )
NUCL [dzjﬁculz(m)]

Figure 2: Semantic content of ung and ani

is not often used in authentic data (Roelofsen and
Farkas 2015).

4.4 Some consequences

The present system is discourse-based since the in-
formation recorded in the QUD plays a key role. This
implies that the propositional meaning of answering
particles is constructed from a polar question in the
context. The analysis then would have no difficul-
ties in picking up a proper meaning of the answering
particle in exophoric cases like (26), repeated here.

(26) (Context: A child is about to touch the

socket.) Adult: No!

There is no syntactic identity condition that we
can refer to here. It is not possible to identify
any overt antecedent at syntax. However, in our
semantic/pragmatic-based system, the negative par-
ticle can mean that the speaker does affirm the neg-
ative value of the proposition such that the child
touches the socket.

27) [Form

(no)
SYN [POS adv]
SEM [ASSERT _.}

QUANT ( ) ]

MAX-QUD| PROP
NUCL [touch(c,s)]

As noted earlier, in languages like Korean, an
echoed verb can be a reply to a polar question:

28) Q: ne cemsim mek-ess-ni?
you lunch-PL eat-PST-QUE
‘Did you have lunch?’
A: (ung) mek-ess-e.

yes eat-PST-DECL
‘Yes, I had lunch.

Holmberg (2016) suggests two different groups of
the verb-echo system, one generated by the pro-drop
plus VP ellipsis after the focus movement of the
echoed-verb and the other by the so-called ‘big el-
lipsis” which deletes a big constituent including the
subject.

The first option would have a structure like the
following for (28) (see Holmberg 2016: 75 for Thai)

[[IP cemsim [mek-ess-¢; fyphet]]

The verb mek-ess-e ‘eat-PST-DECL’ moves and ad-
joins to I, and the VP is deleted under identity the
VP of the question with the pro-drop of the sub-
ject ne ‘you’. This analysis is quite problematic for
languages like Korean. For example, in Korean the
echoed-verb answer is possible with the subject or
object arguments being indefinite, which cannot be
then pro-dropped:

(29)

(30) Q:  haksayng yelye myeong
student several CL
manna-ss-e?
meet-PST-DECL

‘Did you meet several students?’

A: manna-ss-¢ ‘meet-PST-DECL’

It is prevalent that the subject of the polar question
is indefinite with the echoed-verb reply.

Note that the DI approach we pursue here avoids
such a problem since there is no derivational pro-
cesses or invisible elements. Uttering the polar ques-
tion in (27) would evoke the following MAX-QUD
information:

31) a Al JeauyD

b.
MAX-QUD | PROP

QUANT  { )]

NUCL [eat(y,l)]



As represented here, the question under discussion is
whether the hearer ate lunch or not, and the answer
here also represents this proposition. The response
mek-ess-e ‘eat-PST-DECL’ confirms this proposition
with the context providing the arguments for the
predicate.

5 Conclusion

We have shown that stand-alone answer particles are
just nonsentential utterances with anaphoric nature
and their interpretations refer to the context in ques-
tion. We have also seen that the main difference
between the polarity-based and truth-based answer-
ing concerns whether the propositional anaphoric
expressions refer to the propositional meaning in-
cluding the negative quantification or to its nu-
cleus meaning minus the quantification meaning.
The former is the truth-based system (e.g., Korean)
whereas the latter is the polarity-based system (e.g.,
English). Thus what matters in polarity answers
is the ‘anaphoric potential’ of the polarity particle
and the ‘polarity sensitivity’ of the question-under-
discussion (QUD).
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International Speech Communication Association Distinguished Lecture:
Principles and Design of a System for Academic Information Retrieval
based on Human-Machine Dialogue

Hiroya Fujisaki
University of Tokyo
fujisaki@alum.mit.edu

Abstract

With the rapid progress of computer technology and world-wide development of information
networks, a vast amount of information is now being generated, published, and stored at a number
of sites distributed all over the world. Such an affluence of information, however, is useless or
may even become harmful unless one has a means for rapidly retrieving the information that it
truly necessary and appropriate. Conventional systems for information retrieval, however, are not
always easy to use for inexperienced users, and are neither efficient nor accurate. In many cases, it
is difficult for the user to identify and express his/her intention precisely, and it is difficult also for
the system to infer the user’s intention correctly. These difficulties can be alleviated by
introducing spoken dialogue between the user and the system. Furthermore, in conventional
systems using keywords, the accuracy of retrieval is reduced by the existence of synonymy,
polysemy and homonymy, as well as of unknown words. Still another shortcoming of
conventional systems is the lack of ability for properly estimating the degree of relevance of a
document to the user’s query, as well as the lack of a proper viewpoint on the cost/performance of
retrieval.

This talk describes the outcome of a successful Japanese national project conducted under the
“Research-for-the-Future” program and led by the speaker as the principal investigator. The
system is based on the following three original principles: (a) Dialogue Management based on
both User and System Modeling (by introducing a novel type of interacting automaton), (b) Use
of “Key Concepts” in information retrieval (including processing of polysemy, homonymy, and
unknown words), and (c) Optimization of Retrieval Performance through Relevance Score
Estimation (by introducing a measure of relevance of search results based on users’ judgments.
The advantages of these novel principles have been demonstrated by a pilot system.
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Assessing Authenticity in Media Englishes and the Englishes of Popular
Culture

Andrew Moody
University of Macau, Macau

amoody@umac.mo

Abstract

'Authenticity’ has long been a primary concern of sociolinguistic analyses. Early sociolinguistic
work insisted that data collected should be 'spontaneous and naturally occurring', a
methodological dictum that was, in large part, borrowed from dialectology's search for 'authentic'
Englishes that were thought to be endangered by modernization and, later, urbanization. In many
ways, authentic Englishes are imagined to represent both literally and imaginatively 'authentic
identities' of the speakers of those languages. The emphasis on 'authentic' Englishes significantly
coincides with the development across a number of English-speaking communities of a 'Standard
Language Ideology', which promotes myths of 'purity' and 'timelessness' of the standard language.
As standardized Englishes are usually adopted as media languages -- and frequently named after
the media that use them, such as 'BBC English' or 'American Broadcast Standard' -- these media
languages risk losing features that may signal 'authentic' language or identities. And the pursuit if
authenticity in media Englishes is amplified in Englishes of pop culture, where authenticity must
be manufactured as part of the process of creation. This essay will explore the historical basis for
the processes that manufacture authenticity in English varieties as normal recurring process of
standardization in a pluricentric model of world Englishes.
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Corpus Linguistic Analysis for Language Planning

Joel Ilao
De La Salle University

joel.ilao@dlsu.edu.ph

Abstract

The Filipino language, the Philippines’ national language, is based on the lingua franca of Manila,
the nation’s capital. It has shown rapid and significant changes in its vocabulary, orthography and
grammar, thanks to the Philippines’ rich colonial history and the conscious efforts in the national
and institutional levels to standardize the grammar and orthography of the language. This fact is
proof that the socio-political landscape of the times shapes the language of its people. In this talk,
I will describe my forays in the analysis and processing of text corpora largely written in the
Filipino language. Through corpus linguistic analysis of a historical text collected from various
publication domains and genres, and covering approximately one century, I will illustrate some
observable long-term and short-term trends in Filipino writers’ writing styles, and conduct
correlational analysis with some notable Philippine Socio-linguistic trends. Acknowledging that
language plays a vital role in the formation of a national identity, and hence, should be cultivated
towards intellectualization, I propose that ICT could effectively be used to monitor language
usage and provide added insights for language planners, in understanding the interplay between
language and socio-political developments. Thus, for this talk, I will also describe various ways
by which corpora could automatically be harnessed and analyzed, and used to identify areas of
language use that could be highlighted or further improved. Practical insights in large scale text
analysis would also be provided; the depictions would all be drawn from my experiences as a
corpus linguistic researcher.
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Modality Markers in Cebuano and Tagalog

Michael Tanangkingsing
National Taipei University of Technology

miguelntut@gmail.com

Abstract

Philippine languages, which are predicate-initial, have “defective” verbs (coined by Pigafetta,
n.d.) that are formal particles that occur at clause-initial position (like a predicate), lack inflection,
and take a complement clause and that generally convey an epistemic stance. At the same time,
there are also second-position modal enclitics that attach to the clause-initial predicate expressing
epistemic attitude. Both topics, epistemic enclitics and “defective” verbs, have not been properly
examined and investigated in Philippine languages primarily due to their peripheral and
polysemous nature. Aside from enclitics and verbs, modality may occur in other forms too. In this
talk, I shall present the forms and functions of the modal markers in two Philippine languages,
Cebuano and Tagalog, as well as how they interact with each other, with pronominal enclitics and
other particles, and with negation. In the process of such an investigation, a typology of Philippine
languages will be developed in terms of modality features, such as those listed above.
Furthermore, I will show current progress in the study of modality in Formosan languages and
discuss how these efforts can inform and complement modality studies in Philippine languages.
These will hopefully enable us to gain enough understanding of the issues and write up a grammar
of modality in Philippine (and, hopefully, Formosan) languages.
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Between Reading Time and Information Structure

Masayuki Asahara
National Institute for Japanese Language and Linguistics,
National Institutes for the Humanities, Japan
masayu-a@ninjal.ac.jp

Abstract

This paper presents a contrastive analysis be-
tween the reading time and information struc-
ture in Japanese. We overlaid the reading time
annotation BCCWJ-EyeTrack and an infor-
mation structure annotation on the Balanced
Corpus of Contemporary Written Japanese.
Statistical analysis based on a mixed linear
model showed that the “specificity,” “sen-
tience,” and “commonness” of the Japanese

to the information structures in their NPs. Moreover,
when texts in language without articles are trans-
lated by humans or machine translation systems into
a target language with articles, we should consider
the information structure of the source language.
Other aspects of information structures are the
information status and commonness. The infor-
mation status indicates whether the co-referred
mention appears in the preceding discourse
(discourse-old ) or not (discourse-new ).

information structure affect the reading time.

These three characteristics produce different
patterns of delay in the reading time. Espe-
cially, the reading time patterns differ depend-

ing on the commonness such as new informa-
tion or bridging. The results suggest that new
information and bridging can be classified by

the reading time pattern.

Commonness is defined as whether the speaker
assumes that the hearer already knows the informa-
tion (hearer-old ), can estimate the information
(bridging ), or does not know the information
hearer-new Bridging reference cannot be
resolved purely from the surface forms of written
texts. Previous research (Hou et al., 2013) tried
to resolve bridging references by using annotated
corpora and world knowledge. However, bridging is
an information structure for the language recipient
Information structuré's such as definiteness and(hearer). It should incorporate recipient features
specificity affect the selection of articles. Howeversuch as the reading time to estimate whether an
some languages such as Japanese and Russian dd¥fotis bridging  or not (i.e., hearer-new ).
have articles for noun phrases (NPs). The definitddoreover, identifying if readers can resolve a
ness and specificity in such languages are not overtpfidging reference with their own knowledge is
marked in their surface form. important for user-oriented information extraction
Nagata et al. (Nagata et al., 2005) proposed a stand document summarization.
tistical model to detect article errors made by En- These information structures are correlated with
glish learners. They constructed the model by usingnimacy, sentience, and agentivity. The features of
an enormous text produced by English native speakyformation structures may affect the reading time;
ers. However, when we consider the choice of artthere are various ways to monitor the reading time,
cles in some languages by native speakers of a laguch as eye tracking to obtain gaze information.
guage with no articles, careful attention must be paid This paper presents a contrastive analysis be-
" Iwe focus on the information status which isafundamentéiween the reading time and information structures

notion to define théhemeandrhemein the information struc- 1N Japanese in order to classify information struc-
ture. tures according to the gaze information. We over-

1 Introduction

15
31st Pacific Asia Conference on Language, Information and Computation (PACLIC 31), pages 15-24
Cebu City, Philippines, November 16-18, 2017
Copyright (©2017 Masayuki Asahara



laid the reading time annotation BCCWJ-EyeTrack Table 1- Data format

(Asahara et al., 2016) and information structure an-—cgumn Name Type Description
notation on the Balanced Corpus of Contemporary  surface factor Word surface form
Written Japanese (BCCWJ) (Maekawa et al., 2014).  _'e int Reading-time
. . . ogtime num Reading-time (log)
We performed statistical analysis on the overlaid measure factor Reading time type
data. The results showed that different patterns of sample factor Sample Name
. . . . article factor Article information
reading time can be observed to determine variations metadata orig  factor Document structure tag
in the information structure. metadata factor Metadata
length int Number of characters
space factor Boundary with space or not
2 Related Work subj factor Participant ID
setorder factor Segmentation type order
First, we present related work on eye tracking. The rspan num - Resuilt of reading span test
X voc num Result of vocabulary test
Dundee Eyetracking Corpus (Kennedy and Pynte;  gependent int Number of Dependents
2005) contains reading times for English and French ~ sessionN int Session order
. . articleN int Article display order
newspaper editorials from 10 native speakers ofeach ", .oy int Screen display order
language that were recorded by using eye-tracking lineN int Line display order
equipment. The corpus does not target a specific set—S9menN S STf]%T:f?r:qg'sstps'aeé;r:;r
of linguistic phenomena but instead provides natu- is _last factor The rightmost segment
rally occurring texts for testing diverse hypotheses._is second Jast _ factor The second rightmost segment
infostatus factor Information status
For example’ Demberg and Keller (Demberg and definiteness factor Definiteness
Keller, 2008) used the corpus to test Gibson’s de- specificity factor Specificity
pendency locality theory (DLT) (Gibson, 2008) and o Y I:g;g: dnmacy
Hale’s surprisal theory (Hale, 2001). The corpus agentivity factor Agentivity
also allows for replications to be conducted:; for ex- __commonness __ factor Commonness

ample, Roland et al. (Roland et al., 2012) concluded

that previous analyses (Demberg and Keller, 2007)

had been distorted by the presence of a few outlid?d Papers. We present corpus-based psycholinguis-
data points. tic research on the relationship between the infor-

Second, we present related work on informatiorrlnatlon structure and reading time, including gaze

structure annotation. @ze et al. (®tze et al., 2007) information, of the language recipient.

deyised criterigfor annotatin_g the information statug  pata and Method

(given/accessible/new), topic (aboutness/frame set-

ting), and focus (new-information focus/contrastiveMe used the overlaid data of BCCWJ-EyeTrack and

focus) independently of languages and linguistilmformation structure annotations, as given in Table

theories. Prasad et al. (Prasad et al., 2015) discussed/Ne present the data below in detail.

the bridging annotation standard of the Penn Dis-

course Treebank (Miltsakaki et al., 2004) and Prop3-1 Reading Time Data: BCCWJ-EyeTrack

Bank (Palmer et al., 2005). We now explain the two measurement methods for
Third, we present language analyses or modetsstimating the reading time: eye tracking and self-

with reading time or eye tracking gaze informapaced reading. The order of tasks was fixed with eye

tion. Barret et al. (Barrett et al., 2016) presentetracking in the first session and a self-paced reading

a POS tagging model with gaze patterns. Klerke @hethod in the second session. Each participant saw

al. (Klerke et al., 2015) presented a grammaticalitgach text once with the task and segmentation of the

detection model for machine processed sentenceexts counterbalanced across participants.

lida et al. (lida et al., 2013) presented an analysis Eye tracking was recorded with a tower-mounted

of eye-tracking data for the annotation of predicateEyeLink 1000 (SR Research Ltd). The view was

argument relations. binocular, but data were collected from each partic-
Our paper is slightly different from these precedipant’s right eye at a resolution of 1000 Hz. Partic-
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ipants looked at the display by using a half-mirrorage (in 5-year brackets), gender, educational back-
their heads were fixed with their chins on a chin resground, eyesight (all participants had uncorrected
Unlike self-paced reading, during eye tracking allzision or vision corrected with soft contact lenses or
segments were shown Simultaneously. This allowegrescription glasses), geographical linguistic back-
more natural reading because each participant coudgdound (i.e., the prefecture within Japan where they
freely return and reread earlier parts of the text olived until the age of 15), and parents’ place of
the same screen However, participants were not drth. Table 2 shows the profile data for the partic-
lowed to return to previous screens. Stimulus textpants. The vocabulary size of the participants was
were shown in a fixed full-width font (MS Mincho measured by using a Japanese language vocabulary
24 point) and displayed horizontally as is customevaluation test (Amano and Kondo, 1998). Partic-
ary with computer displays for Japanese; there weipants indicated words they knew from a list of 50
five lines per screen on a 21.5-in dispfainder the words, and scores were calculated by taking word-
segmented condition, a half-width space was usddmiliarity estimates into consideration. As a mea-
to indicate the boundary between segments. In osure of the working memory capacity, the Japanese
der to improve the vertical tracking accuracy, thregersion of the reading span test was conducted (Os-
empty lines were placed between lines of text. Alin@ka and Osaka, 1994). Each participant read sen-
break was inserted at the end of a sentence or whances aloud, each of which contained an underlined
the maximum 53 full-width characters per line wasontent word. Table 3 shows the results of the tests.
reached. Moreover, line breaks were inserted at thfter each set of sentences, the participant recalled
same points in the segmented and unsegmented céime underlined words. If all words were successfully
ditions to guarantee that the same number of nomecalled, the set size was increased by one sentence
space characters were shown under both conditior{sets of two to five sentences were used). The final
Figure 1 shows the screen dump of the eye trackirgcore was the largest set for which all words were
results. correctly recalled; a half point was added if half of

The same procedure was adopted for the selfhe words were recalled in the last trial.
paced reading presentation except that the chin restReading times were collected for a subset of the
was not used, and participants could move thettore data of the BCCWJ (Maekawa et al., 2014),
heads freely while looking directly at the display.which consisted of newspaper articles (PN: pub-
Doug Rohde’s Linger program Version 2%0was lished newspaper) samples. Articles were chosen if
used to record keyboard-press latencies while sethey were annotated with information such as syn-
tences were shown by using a non-cumulative selfactic dependencies, predicative clausal structures,
paced moving-window presentation. This had theo-references, focus of negation, and similar details
best correlation with eye-tracking data when differfollowing the list of articles that were given annota-
ent styles of presentation were compared for Englistion priority in the BCCWJ.
(Just et al., 1982). Sentence segments were initially The 21 newspaper articteshosen were divided
shown masked with dashes. Participants pressed #iago four datasets containing five articles each: A,
space key of the keyboard to reveal each subsequeitC, and D. Table 4 presents the numbers of words,
segment of the sentence, while all other segmenégntences, and screens (i.e., pages) for each dataset.
reverted to dashes. Participants were not allowed fach article was presented as starting on a new
return to reread earlier segments. screen.

Twenty-four native Japanese speakers who were Articles were shown segmented or unsegmented
18 years of age or older at the time participated inthg e, with or without a half-width space to mark

experiment for financial compensation. The eXpekhe boundary between segments). Segments con-
iments were conducted from September to Decem-___
ber 2015. The collected profile data included the ‘The original BCCWJ-EyeTrack paper (Asahara et al,
2016) presented 20 articles. However, there were two consecu-
2EIZO FlexScan EV2116W (resolution920 x 1080 pix- tive articles in dataset C. These two articles were presented on
els) set 50 cm from the chin rest. separate screens. Thus, we split them into two for statistical
3http://tedlab.mit.edu/ ~dr/Linger/ analysis.
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Figure 1: Screen Dump of the Eye Tracking Results

Table 3: Results for reading span test and vocabulary-size test

. . - Vocab. Reading span test score
Table 2: Profile data for the participants cive 15 20 25 30 35 40 45 50 Total
36,000 - 1 1 2
rggee Females Males Soetnder Total 38,000 - 4 1 5
( eagrs) iven 40,000-1 1 L 2
y g 42,000 - 1 1
-20 1 1 2
44,000 - 1 1
21-25 2 2
46,000 - 0
26-30 2 2
31.35 3 3 48,000 - 1 1
50,000 - 4 1 1 1 7
36-40 9 1 10
52,000 - 1 1 2
41-45 3 3
54,000-| 1 1
46-50 1 1
51 1 1 56,000 - 0
58,000 - 1 1
total 19 4 1 24 60,000 - 1 1
Total 2 8 8 2 1 1 1 1| 24
formed to the definition fobunsetswnits (a con- _ .
. Table 4: Data set sizes
tent word followed by functional morphology, e.g.,
a noun with a case marker) in the BCCWJ as pre- Dataset| Segments Sentences Screens
scribed by the National Institute for Japanese Lan- " P o o
guage and Linguistics. Each participant was as- C 355 44 16
signed to one of eight groups of three participants b 363 41 15

each. Each group was subjected to one of the eight

experimental conditions with varying combinations

of measurement methods and boundary marking fonents were used: first fixation time (FFT), first pass

different datasets presented in different orders.  time (FPT), regression path time (RPT), second pass
During the self-paced reading session, each setime (SPT), and total time (TOTAL). These are ex-

ment was displayed separately, and participanfained in Figure 2.

could not return to reread earlier parts of the text. The FFT is the fixation duration measured when

Therefore, the latencies for the button presses atiee gaze first enters the area of interest. In the figure,

straightforward measures of the time spent on eathe FFT for “the first fiscal year settling of accounts

segment. also” (hereafter “the area of interest”) is the duration
For the eye-tracking data, five types of measuresf fixation 5.
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Table 5: Basic statistics of information structure labels

o o0—0 infostatus discourse-new discourse-old
1 2 3 5 6 1345 678
definiteness definite indefinite either -
7 8 o : 10 1122 899 2 -
P % specificity specific unspecific either neither
1157 749 116 1
. ) ) animacy animate inanimate either -
Figure 2: Example of fixations 342 1680 1 -
sentience sentient insentient either -
337 1678 8 -
The FPT is the total duration of fixation from the__agentivity agent patient both  neither
moment the gaze first stops within the area of inter 192 338 2_ : 1491_
il it | the f b . to the commonness hearer-new  hearer-old  bridging neither
est until it leaves the focus area by moving to the 494 1036 239 Z

right or left of this area. In the figure, the FPT is the
sum of the durations of fixations 5 and 6.

The RPT is the total span of from the moment the
gaze enters the area of interest until it crosses the
right boundary of this area for the first time. In theTable 6: Pa_rame_,-ters of the Iine_ar mixed model for the self
figure, the RPT is the sum of the durations for fixaPaced reading time (SELHApgtime )

. . . . Estimate  Std. Error  tvalue
tions 5-9. The RPT can includes fixations to the left —rereany 5893 0062 4651
of the left boundary (e.g., 7 and 8) and durations of ~length 0.102 0.002 4231
fixations when the gaze returns to the area of interest_SPace=T 0003 0004 086
(e g 9) dependent -0.005 0.003 -1.61
Y ). sessionN -0.021 0.022 -0.94
The SPT is the total span of time the gaze spends aicleN -0.023 0007 -3.23
. . . ' screenN -0.032 0.002 -11.19
in the area of interest excluding the FPT. In the fig- jinen 0014 0.002  -6.10
ure, the SPT is the sum of the durations of fixations 9 _segmentN -0.005 0001  -4.83
and 11 is first=T 0.047 0.006 7.19
: is last=T 0.040 0.008 471
The TOTAL is the total duration that the gaze _is -second last=T -g-glé 8-805 -2(-)113
s . space=T:sessionN -0.01 .044 -0.4
_spends within the area of interest. In other WOrds, ——qscourse-old 0005 D005 .95
it is the sum of the SPT and FPT. In the figure, TO- ~ def=indefinite” ~ ~ ~ ~|” 0.004 _ ~ 0015  _ 0.30 _
TAL is the sum of the durations of fixations 5, 6, 9, iﬁiﬁfﬁﬂiﬁﬁﬁf.e 8-83‘1‘ 8-812 26712:3
and 11, _ ani=inanimate _ _ _ | -0.000_ _ 0.050 _ _-0.02
Table 1 presents the datasurface is the sent=insentient -0.105 0067  -1.56
. . . sent=sentient -0.098 0.050 -1.94
surface form of the word. The reading time (i.e., “3g=poth ~ ~ ~ =~~~ ~|” 0058~ ~ 0.049 ~ -1.i8
time ) is converted into log scale (i.dggtime ). ag=neither -0.004 0.007 -0.69
. . ag=patient -0.013 0.008 -1.63
RPT, SPT, TOTAL. sample, article, com=hearer-old -0.020 0.009  -2.11
metadata _orig, metadata are information com=neither 0.000 0.025 0.01

. . 45 data points (0.69%) were excluded in the 3-SD trimming.
related to the article.length is the number of P ( ‘) g

characters in the surface fornspace is whether

spaces are present between segmergsbj is

the participant ID, which is used as a random

effect for the statistical analysis.setorder is (Asahara and Matsumoto, 2016)sessionN,

the presentation order of the spagspan, voc articleN, screenN, lineN, segmentN
are features of the participants. dependent are the display order of the elements.
is the number of dependents for the segments _first,is Jlastjis  _second first

The dependency relation is annotated by humarsse the layout features on the screen.
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Table 7: Parameters of the linear mixed model for the firstable 9: Parameters of the linear mixed model for the
pass time (FPT)l¢gtime ) (only information structure total time (TOTAL) (ogtime ) (only information struc-

related) ture related)
Estimate  Std. Error  tvalue Estimate  Std. Error  tvalue
(Intercept) 2.303 0.102 22.53 (Intercept) 2.500 0.105 23.69
is=discourse-old 0.005 0.010 0.50 is=discourse-old 0.009 0.010 0.89
" def=indefinite” ~ = " [ 0.024°  0.026  0.90 " def=indefinite” ~ = " [ 0.036  0.027 132
" spec=specific” ~ ~ [ 0.064 ~ 0.028 = 226 " spec=specific” ~ ~ [ 0.070 ~ 0.029 = 239
spec=unspecific 0.031 0.018 1.70 spec=unspecific 0.016 0.019 0.88
" anizinanimate | 0210 =~ 0104 201 " anizinanimate | 0177~ 0108  1.63
" sentzinsentient | -0.001 =~ 0129 = -0.01° " sentzinsentient | -0.027 =~ 0133 = -0.20°
sent=sentient 0.194 0.086 2.25 sent=sentient 0.130 0.089 1.46
“ag=both ~ ~ ~ ~ T T [ 0050 ~ 0.087  -057 Tag=both ~ ~ T 7 T T [ -0025 ~ 0.091  -0.28
ag=neither 0.014 0.012 1.19 ag=neither 0.006 0.013 0.50
ag=patient -0.006 0.015 -0.43 ag=patient -0.011 0.015 -0.70
" com=hearer-new | 0.024  ~ 0.012° = 1.95 " com=hearer-new = | 0.030 =~ 0013 =~ 234 ~
com=hearer-old 0.000 0.017 -0.03 com=hearer-old -0.000 0.017 -0.02
com=neither 0.002 0.043 0.05 com=neither 0.033 0.045 0.74

13 data points (0.24%) were excluded in the 3-SD trimming. 5 data points (0.09%) were excluded in the 3-SD trimming.

Table 8: Parameters of the linear mixed model for the résourses. the information that the speaker wants to
gression path time (RPT)ogtime ) (only information convey to the hearer isliscourse-new and

structure related . . .
) the information that the hearer already knows is

Estimate  Std. Error  tvalue .
(intercepy) 2.188 0.118 18.48 discourse-old
_is=discourse-old | -0.003_ 0011 -0.30 The definiteness is a semantic category about
def=indefinite 0.041 0.030 1.34 oo . . .
" spec=specific T~ [ 0095~ ~ 0032 ~ 295 - whether it is possible for hearers to identify refer-
_ spec=unspecific_ | 0.038 0020 _ 182 ents (Lyons, 1999) and (Heim, 2011). An NP ref-
ani=inanimate 0.112 0.119 0.94 : : e
" SentSinsentient = =~ 0248~ ~ 0150~ " "165 erent that a spe_al_<er considers to be identifiable for
_sent=sentient | 0345 0102  3.37 the hearer iglefinite , and an NP referent that
ag=both -0.054 0100  -0.54 the speaker does not consider to be identifiable is
ag=neither 0.013 0.014 0.91 . .. . .
_ag=patient | -0000 0017  -001 indefinite . In this research, the scope of defi-
com=hearer-new 0.001 0.014 0.09 niteness was set to be the range before and after three
com=hearer-old -0.018 0.019 -0.94 sentences
com=neither 0.042 0.049 0.86 '

43 data points (0.81%) were excluded in the 3-SD timming.  The specificity is a semantic category about
whether speakers think of specific referents or not
(von Heusinger, 2011). An NP specific ~ when

its referent is either regarded to be unique or is spec-
This subsection presents information structure anndied by speakers. An NP ignspecific ~ when its
tation. The detailed explanation is in (Miyauchi etreferent is not. Similar to the definiteness, the scope
al., 2017) We set the following seven labelset for thef specificity is set to be the range before and after
NP segments: three sentences for the annotation.

The animacy is a category about whether refer-

3.2 Information Structure Annotation

® mfo_rmanon stat_u_3|(1fosta.t_us:|s ) ents are alive. Living creatures (e.g., human beings,

: 252Q;Fiiﬂsség:gggﬁ;_e;séf ; animals) areanimate , and nonliving objects (in-

e animacy animacy:ani ) cluding plants) arenanimate . In our regearch,

« sentiencegentience:sent ) the tags of animacy were annotat_ed judging solely

« agentivity @gentivity:ag ) from the NP in question. The sentlence may be ad-

e COMMONNEssEbmmonnness:com ) dressed as a concept of animacy. This parameter ex-

presses whether referents have emotion. An NP is
The information status is the distinction betweersentient ~ when its referent moves of its own free
new and old/given information. In some dis-will and insentient when its referent does not.
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For example, the choice of verlsu / iru (i.e., “ex- TAL; and 2081 for SPT. After model-based trim-
ist”) is based not so much on a distinction betweeming was used to eliminate points beyond three
animate and inanimate but between sentient and istandard deviations, the model was rebuilt (Baayen,
sentient. Thus, we needed to set the parameter 2008).subj andarticle  were considered as ran-
sentience. Because there are cases in which the prdem effects, as expressed in the following formula:
ence or absence of sentience cannot be determinggime ~ space  » sessionN + length + dependent
the tags of sentience were annotated judging fromis_first + is_last + is_second_last + articleN
. + screenN + lineN + segmentN + infostatus
not oqu the NP but the predicate of the sentence i ; sieness + specificity + animacy
question. + sentience + agentivity + commonness
The agentivity show the roles played in a situatiod ( | sub) + (1 | article)

by those related to the situation. An NP whose refer-

: . ) 4 Results
ent intentionally performs an act is aigent , and

an NP whose referent undergoes a change from agples 6, 7, 8, and 9 present the results for the read-
act is apatient . The tags of agentivity were an- jng time types of SELF, FPT, RPT, and TOTAL, re-
notated judging from both the main and subordinatgpectively. The fixed effects other than the informa-
clauses, including the NP in question. Furthermorgjon structure labels are omitted in the FPT, RPT, and
we introduced théoth andneither  tags. TOTAL.

The commonness is a parameter expressingwhen the absolutevalue of an effect was larger
whether the speaker assumes that the hearer alreaglyn 1.96, we regarded the factor as statistically sig-
knows the information. Information that the speakefificant and put the sign of the estimate. Otherwise,

thinks the hearer already knowshigarer-old , e placed a value of 0 to indicate nonsignificant
and information that the speaker does not thinfactors. The results were very similar to those of
the hearer already knows isearer-new . In  the previous report (Asahara et al., 2018)How-

other words, hearer-old information is com-  eyer anti-locality phenomena (Konieczny, 2000) in
mon ground for both the speaker and heareyynich g head is read faster if it is preceded by more

and hearer-new  information is not. In addi- gependents were not observed for the eye-tracking
tion to these two labels, we introduced the labelethod with the NPs.

bridging  for when the NP is a bridging anaphora.
Note that, when annotators judge commonness, th8y Discussion
may use their worldly knowledge.

Table 5 presents the basic statistics of informatioh@ble 10 presents the result for the fixed effects of
structure labels. We introduceither  forthe def- the labels related to the information structure.
initeness, specificity, animacy, sentience, and agen- 'he information  status discourse-new,
tivity when the annotator cannot judge the label fron®ld  did not affect the reading time. Whereas
the limited contextual information. We also intro-the definiteness affected only TOTAL of the
ducedneither  for the specificity, agentivity, and €ye-tracking data, the specificity affected SELF,
commonness when the concept is not appropriate fPT. RPT, and TOTAL. Thus, the specificity

the NP. has a stronger effect than the definiteness for
the reading time of Japanese. The animacy

3.3 Statistical Analysis (animate/inanimate ) affected only FPT. How-

We investigated the reading timéogtime ) of €Vver, the sentienceséntient/insentient )

NPs that were annotated with the information struc@ffected FPT and RPT. These two did not affect

ture labels. During the preprocessing, we excludefe self-paced reading. The agentivitiy showed
data {authorsData , caption , listitem , NO significant effect. Finally, the commonness,

profile , titleBlock } of metadata . We Which is a feature for the hearer, affected SELF
also excluded zero-millisecond data points from th@nd TOTAL. The most important result is that the
eye tracking data. The number of data points were syhereas Asahara et al’s paper was basetie , ours
6444 for SELF; 5268 for FFT, FPT, RPT, and TO-was based ologtime  to reduce the outliers in the model.
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Table 10: Summary: reading time and information structures

Fixed Effect SELF FFT FPT SPT RPT TOTAL
infostatus=discourse-old (vs. discourse-new ) 0 0 0 0 0 0

~ definiteness=indefinite (vs.definte ) [0 0 O 0O 0O +

~ specificity=specific (vs.either ) [+ 0 + 0 + T+
specificity=unspecific (vs.either ) 0 0 0 0 0 0

" animacy=inanimate (vs.animate ) [ 0 0 + 0O 0 0

~ sentience=insentient (vs.either ) ] 0 0 0O 0O 0 0
sentience=sentient (vs.either ) 0 0 + 0 + 0

" agentivity=both (vscagent) [0 0O 0O 0O 0 0
agentivity=neither (vs.agent ) 0 0 0 0 0 0
agentivity=patient (vs.agent ) 0 0 0 0 0 0

- commonness=hearer-new (vs.bridging ) [+ 0 0 0 0 +
commonness=hearer-old (vs.bridging ) - 0 0 0 0 0
commonness=neither (vs.bridging ) 0 0 0 0 0 0

reading times of SELF and TOTAL may split for extraction or document summarization models that
hearer-new andbridging . incorporate preseftearer-new  Information®
In sum, the reading time showed that differ-

ent patterns of reading time to determine th«"eACkm)V"I(:*‘dgement

specificity  , sentience  andcommonness  The work reported in this article was supported by

in the information structure. the NINJAL research project of the Center for Cor-
_ pus Development. This work was also supported

6 Conclusions by JSPS KAKENHI Grant Number JP25284083 and

This paper presents a contrastive analysis betweglr?HHoogﬂ'

the reading time and information structure. The re-
sults showed the different patterns of promotion or
interference of the reading time for the information
structure of the NPs. They may lead to the possibil-
ity of classifying information structures by the read-
ing time pattern.

The previous co-reference resolution methods ad-
dressed the issue of the information status based
on whether or not an NP is mentioned in the pre-
vious discourse. However, these methods cannot
identify the information structure for a recipient,
such as the commonnesseg@rer-new, -old
or bridging ). Itis necessary to introduce a re-
cipient reaction feature to identify the commonness.
The results in this paper showed that the reading
time is a potential feature that can be used to solve
bridging.

Our future work will involve building a classifier
to splitbridging  andhearer-new based on the
reading time for each subject participant. The classi-
fier will be able to detect bridging that cannot be re-

solved by the subject participant’s knowledge. This éthe subject participants of BCCWJ-EyeTrack wrote a sum-
will enable us to develop user-oriented informatiomnary of the presented text (BCCWJ-SUMM).
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Abstract

I propose an analysis of the particles no, ka,
yo, and ne as speech act modifiers, account-
ing for the readings of falling interrogatives
with and without particles by predicting what
they convey about the speaker’s belief revision
and formation process. The analysis is set in
a cCP-framework formalizing utterance felic-
ity in terms of belief and evidence conditions
in which speech act felicity is compositionally
derived from illocutionary force, sentence fi-
nal intonation, and modification by particles.

1 Japanese sentence final particles

Sentence final particles (SFPs) are a highly produc-
tive class of expressives' in Japanese. The empirical
scope of this paper are the interrogative marker ka
and the particles no, yo, and ne . While there is only
a consensus to classify yo and ne as SPFs, I analyze
all four particles as SFPs in the sense of speech act
modifiers occurring in the sentential periphery.

SFPs in the Japanese clause Japanese is a strictly
left-branching language, hence elements further
right in linear order generally scope syntactically
higher and enter the semantic derivation later than
such further left. Therefore, layered clause models
have been proposed in descriptive Japanese gram-
mar.2 Minami (1974), for instance, locates SFPs
in the outermost layer of the clause, which encodes
meta-information on the transmission of information

'In the sense of not contributing truth-conditional meaning.
2¢f. Narrog (2009) for extensive discussion of various lay-
ered models, Davis (2011) for discussion pertaining to SFPs.
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by the utterance. Minami’s next inner layer hosts the
interrogative particle ka and the speech act modal®
daroo, which encode information on the speaker’s
judgment of the truth of the prejacent. The position
of daroo is immediately preceded by that of no* in
linear order, which in turn is preceded by tense mor-
phology, as (1) below illustrates.

(1) Vv-T-no-(daroo)-ka-yo-ne

SFPs as speech-act modifiers In line with the in-
tuitions and observations motivating layered clause
models, I propose that no, daroo and ka modify ut-
terance felicity conditions w.r.t. speaker belief and
available evidence (subjective, related to speaker
judgment), yo and ne w.r.t. speaker assumptions on
addressee belief (intersubjective, related to informa-
tion sharing/transmission). On my analysis, all thus
modify utterance meaning on the speech act level
where felicity is computed. As analyzing speech
act felicity is independently necessary to account for
bare (particle-less) utterances, this is a relatively par-
simonious way of accounting for the contribution of
Japanese sentence final expressives.

2 Japanese falling interrogatives

Falling interrogatives (FIs) occur frequently in
Japanese and have uses clearly distinct form canoni-
cal, information-seeking questions. In the remainder
of this section, I introduce the observations to be ac-
counted for in the analysis.

3cf. Hara and Davis (2013), Rieser (2017c) for analysis as a
speech act modifier operating on a Gricean quality threshold.

4¢f. Rieser (2017a) for discussion on the structural and func-
tional distinction with the homophonous complementizer no.
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2.1 Two readings of FIs and no

Davis (2011) observes a contrast in felicity between
(2) with and wihtout no under the scenarios in (3).

(2) Tori-ga  konna tokoro-ni sum-eru (no) ka.
birds-NOM such_a place-in live-POT no ka
“Can birds live in a place like this!?”/
“Birds can live in a place like this after all!”

(3) a. Scenario 1: S assumes birds cannot live
here, but looking out the window is sur-
prised to discover that in fact they do. She
utters (2) to indicate her surprise.

b. Scenario 2: S believes that birds cannot live
here. Her friend says something that sug-
gests they do. She utters (2) to indicate that
her friend is mistaken.

In Scenario 1, the no-FI is preferred; in Scenario 2,
only the bare FI is felicitous. Davis labels the salient
reading under Scenario 2 the rhetorical question
reading, similar to English rhetorical polar questions
as the first translation indicates. He argues that such
a reading is incompatible with no due to its eviden-
tial properties (which I also assume in my analysis).

I Iabel the salient interpretation under Scenario 1
the incredulity reading,’ that under Scenario 2 the
doubt reading. In Scenario 1, the speaker revises a
previous belief in light of new evidence supporting
the prejacent, while in Scenario 2 the speaker rejects
the prejacent as it is incompatible with a previous
belief. The incredulity reading thus indicates that
evidence-based belief revision is underway and the
previous belief is to be discarded, the prejacent rep-
resenting the revised belief to replace the previous
belief. The doubt reading, on the other hand, indi-
cates no belief revision takes place and the previous
belief is to be retained, the prejacent representing an
unaccepted belief.5

In this way, (no-)FIs convey information about
the speaker’s belief revision and formation proc-
cess, i.e. judgment process w.r.t. the prejacent. I pro-
pose that this encoded in utterance felicity condi-
tions characterizing admissible utterance contexts.

3Thus labeled as it intuitively conveys that the speaker finds
the prejacent “hard to believe” or “unbelievable”.

%1t should be noted that in many cases, in particular solilo-
quous uses, the doubt reading conveys suspension of judgment
rather than outright rejection of the prejacent.
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2.2 Incredulity, doubt and yo in FIs

Davis further observes that yo-Fls disallow what I la-
bel doubt readings and must be interpreted as asser-
tions (note that I defend distinguishing assertions as
falling declaratives from FIs). Consider (4) showing
a yo-FI with and without no, adapted from Davis’
data by Taniguchi (2016).

(4) Sonna mono taberu (no) ka yo.
such thing eat no kayo
“What the hell! He isn’t going to eat that!”/
“Holy shit! He’s going to eat that!”

Taniguchi observes that (4) conveys “negative bias”
(the speaker tends not to believe the preajcent) with-
out no, but “positive bias” (the speaker tends to be-
lieve the preajcent) with no, as the translations sug-
gest. While (4) without no conveys stronger doubt,
both versions of the yo-FI are incredulity readings
in my terminology as they indicate that the speaker
at least considers revising a previous belief, in con-
trast to the bare FI in (2) which receives a doubt
reading. Taniguchi proposes analyzing ka-yo utter-
ances as update with a self-addressed question (ka)
followed by self-corrective update (yo) to derive the
communicative effect of yo-FIs.

I propose an alternative, compositional deriva-
tion of what FIs with particles mean from the ef-
fects that ka, yo, and no have on speech act felicity.
This accounts for Davis’s observation that yo-FIs are
assertion-like as yo introduces (addressee) commit-
ment like (rising) declaratives, and for Taniguchi’s
observations on bias, as no requires evidence in prin-
ciple sufficient for felicitous assertion, indicating
that belief revision is well underway.

2.3 Reluctant acceptance and ne

FIs with ne convey speaker doubt and seek an eval-
uation of the prejacent from the addressee, as in (5).

(5) Sonna mono taberu (no) ka ne.
such thing eat no kane
“So is he actually going to eat this?”/
“So he is actually going to eat this...”

The salient reading of the ne-FI in (5) without no
is a doubt reading, in contrast to the yo-FI in (4),
which even without no receives an incredulity read-
ing. Adding no to (5) makes an incredulity reading
available which in contrast with the mirative nuance



of (4) conveys what I label “reluctant acceptance” —
that the speaker is at least considering to also accept
the preajcent. Crucially, as suggested by the trans-
lations with “so” referring to a previous utterance of
the addressee, ne-FIs convey a speaker assumption
that the addressee believes the prejacent to be true.
I propose a compositional account of ne-FIs on
which ka conveys speaker doubt, ne the assumption
that the addressee believe the prejacent, which pre-
dicts that they occur in situations where there is a
discrepancy between speaker and addressee belief.

3 Framework for speech act felicity

While the framework sketched below also covers
handling rising interrogatives (canonical questions)
and rising declaratives,’ I focus on FIs to account for
the observations above. The framework builds on
the following assumptions: (i) Speaker commitment
from assertion can be derived from satisfaction of
Gricean quality maxims; (ii) in interrogatives, qual-
ity requires the speaker to not believe the prejacent
to be true; (iii) FIs convey that the speaker forgoes
commitment to the prejacent. In the remainder of
this section, I define belief and evidence proposi-
tions as the basis to formalize felicity conditions,
provide definitions for the CCP model, and imple-
ment the assumptions in (i) through (iii) above.

3.1 Belief and evidence in speech acts

Felicity conditions are captured in form of belief and
evidence propositions. First, belief propositions of
the form BY ¢ are defined by doxastic accessibility:®

6) a. BYp —Yw wRPw' :w' € W¢
b. =BY¢ — Juw wR¥mw' :w' ¢ W*
c. BY-p — VY wRPw' w' ¢ W¢

Thus, “z believes ¢ to be true at w” (B}’ ¢) means
that at all worlds compatible with z’s beliefs at w,
p is true ; “x does not believe ¢ to be true at w”
(—BY ) means that at least at one world compatible
with z’s beliefs at w, ¢ is false, and “zx believes ¢ to
be false at w” (BY —¢) means that at no worlds com-
patible with z’s beliefs at w at which ¢ is true (¢ is
false at all worlds compatible with x’s beliefs at w).

"For details, in particular regarding no, see Rieser (2017a).

8The notation for accessibility relations follows Kaufman er
al. (2006). W¥ is the set of worlds at which ¢ is true, W ™% the
set of worlds at which ¢ is false, and w ¢ W¥ — w € W%,
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Additional assumptions such as circumstantial and
stereotypical conversational backgrounds are taken
to be encoded in R%* for simplicity, as this issue is
not central to the analysis.

Second, evidence propositions are defined in
terms of evidence required to back up speaker com-
mitment arising from felicitous assertion. The ques-
tion of what constitutes evidence in natural language
is very complex” and I set it aside here. Focusing on
evidence-related felicity condition on assertion, I de-
fine evidence propositions of the form E'V_ rela-
tive to belief propositions in the following defeasible
entailment relation.'”

7 a EV¥ > BY
b. (Ewago > B;“cp) ANEVY o BYp
c. (EV¢ > BYp)ABY=p ¥ B¥p

Thus, from the premise that x has evidence support-
ing ¢ at w one can infer by (7-a) that x believes ¢ at
w as in (7-b), unless there is an additional premise
that x believes ¢ to be false at w as shown in (7-c).

Finally, I define the notion of public belief as in
(8-a) to capture commitment that arises from asser-
tion. Gunlogson (2003) and Davis (2011) employ
the similar notion of public commitment, which dif-
fers in that I take public belief to be independent of
private belief, i.e. an agent can publicly believe ¢,
but privately not believe ¢. Furthermore, public be-
lief is recursive as defined in (8-b).

8) a. PBYp— BYBY
b. PBYp — PBYBYp

Thus, when ¢ is a public belief of x, all other par-
ticipants (here: only y, as I assume two participants
z and y for simplicity) thus believe that = believes
(. The additional stipulation in (8-b) states that
other participants’ beliefs as of (8-a) are also pub-
lic beliefs. This is to distinguish cases of incidental
shared belief from those of public belief arising from
observable linguistic (or other) behavior, i.e. from
“manifest events” in the sense of Stalnaker (2002).'!

°¢f. McCready (2014) for discussion pertinent to Japanese.

10As defined by Asher and Lascarides (2003).

"In parallel to (8-b), I define mutual introspection in
Rieser (2017b), to account for the publicity-sensitivity of the
German particles doch and ja wich are e.g. not felicitous in as-
sertions that function to publicly announce the prejacent.



3.2 CCPs, input and output conditions
I use the following definitions in the CCP-model:
U. . .utterance (DEC or INT with | or 1)

c...input context (world before utterance)

... output context (world after utterance)

BY...set of belief conditions I/ imposes on ¢

EY. . set of evidence conditions ¢/ imposes on ¢
PBY. ..

set of public beliefs that arise from U
(i.e. set of belief propositions added in ¢’)

(9) shows the CCP of an utterance U (¢).!?

@ U] = {{e,d) |
BYCcenEY Cend =cuPBi}

An utterance U is thus a set of pairs of admissible
input and output contexts, and is felicitous iff for the
world w at utterance time (the set of true proposi-
tions) ¢ € (¢,d) € U : ¢ C w holds, i.e.all be-
lief and evidence propositions in an admissible in-
put context c are true at utterance time (thus w itself
is an admissible context). Admissible input contexts
¢ must contain the members of BY and £Y, output
contexts ¢’ those and the members of PBY.

To represent conditions on input contexts (felicity
conditions) and on output contexts (commitments)
in a more compact notation for ease of exposition,
I henceforth also write BSy for B,y € BY, EVSyp
for EV,p € &Y, and PBE ¢ for PB, € PBY.

3.3 Felicity conditions of assertions and FIs

I derive input conditions on falling declaratives from
the two Gricean maxims of quality (Grice, 1975).

QI Do not say anything you believe to be false.

QII Do not say anything for which you lack
adequate evidence.

QI states that the speaker may not believe = in ¢,
that is = B&—¢, and must have evidence sufficient to
assert @ in ¢, that is EV§p.

(i) Commitment from assertion The evidence
rule connects the two maxims of quality by the in-
ference shown in (10) repeated from (7-b).

12T build on Davis’ (2011) relational CCPs as sets of input /
output context pairs, with the difference that I assume that there
is a unique output context for each admissible input context.
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(10) (EV,"¢ > Bi'p) NEV o = By

Satisfaction of EV§p (QI) ensures that the premise
EV§ ¢ is met, and satisfaction of ~B§—¢ (QII)
rules out that the blocking condition B¢ —¢ applies
— thus, the inference in (10) goes through if an an
assertion of ¢ by S is observed and judged felici-
tous, and the observer must assume that B¢ ¢ holds.
Thus, commitment from assertion arises as Pngo.
(11) shows an according falling declarative CCP.

(1) [pEC(p)] = {(e. ) |
—~Bé-p A EV§p A PBE ¢}

Assertion thus changes the context successfully if
for utterance time w, —Bg—p and EV ¢ hold,
i.e. w is an admissible input context c. The assertion
then gives rise to a public belief PBg“/go, w’ being
the output context ¢’ paired with ¢ in DEC(¢)].

(ii) Quality in interrogatives While Gricean
maxims only cover assertions, (falling) interroga-
tives also come with belief conditions, cf. for in-
stance Searle (1969). Inspired by Gricean quality, I
propose a maxim Q int for interrogative utterances.

Q int Do not doubt what you believe to be true.

“Doubting” in Q int means “use in an interrogative
utterance”, reflecting the intuition that it is infelici-
tous to convey doubt over (in an FI) or ask about (in
a question) something that one actually believes to
be true — thus, ~ B¢ holds for interrogatives.

Recall that even when there is evidence for ¢,
the inference that the speaker believes ¢ does not
go through for the if the blocking condition BY —¢
holds, as blocked inference on the evidence rule re-
peated from (7-c) as (12) shows.

(12) (EVy"¢ > Bi'p) A Byi—p ¥ By

Fls do not require B¢~y to hold, but tolerate it in
contrast to assertions. I propose that adding no to
FIs introduces a condition requiring evidence for the
prejacent in the input context, compatible with an
utterance world w at which B¢ -y and EV ¢ both
hold, giving rise to a belief revision reading.

(iii) Forgone commitment from FIs While FIs
can thus indicate that belief revision is underway,
no speaker commitment arises from them by default.
Furthermore, as assertion is an alternative to FIs,



they can give rise to a Q-implicature'? in the form
negated public belief ﬂPBgfgo as in the CCP below,
conveying that the speaker forgoes commitment to
the prejacent.

(13)  [INT(p)] = {(e,¢') | =Bgp A ~PBg}
Negated public belief is defined in (14).

(14) a. ~PByp — B/~B¢
b. =PBYy — PB/~B/p

As ﬂPB;:Z/ ( is a conversational implicature, it can be
canceled, so that =Bgp remains the only necessary
condition on FIs. For instance, no-FIs indicate belief
revision and ﬂPBglcp is canceled when the observer
assumes revision is complete.

4 What particles do

I propose to analyze SFPs as paraphrased below.

no adds an input condition requiring evidence sup-
porting ¢ available to both S and A.

ka marks interrogative force in Japanese utterances
(with final falling intonation).!4

Yo adds an input condition BG—B 4, and commits
the speaker to PBi{«p in the output context.

ne adds an input condition BEB 4.

That is, ka changes force from DEC to INT, introduc-
ing the felicity condition =Bg¢p. The effects of no,
yo, and ne on CCPs of FIs and, as a consequence,
speech act felicity conditions are shown below.

41 No

As shown in (15), no adds a condition E'Vy ¢ requir-
ing evidence for the prejacent in in the input context.

(15) [U(no(p)] = {{c,d) | BY CcA
[EYUEVypl CcAd =cUPBY}

With no, evidence for ¢ must be accessible to not
only the speaker but all participants, written as X.
That no has an evidential meaning has been pro-
posed before, also by Davis (2011), who takes no to
introduce an evidence presupposition. On my anal-
ysis, the evidence condition that no introduces as a

Biea Quantity implicature in the sense of Geurts (2010).

'“Final rising utterances without politeness morphology are
ambiguous between declaratives and interrogatives in Japanese.

29

speech act modifier is of the same type as that re-
quired by QII, so that no makes a relatively small
difference in assertions, only changing the extant ev-
idence condition EV{p to K V;ﬁg@.w

In the case of (falling) interrogatives, however, no
has a more pronounced effect as they do not have
and evidence condition of their own. In combina-
tion with the belief condition —=Bgy (which toler-
ates B"—¢ in the input context), 'V characterizes
an utterance situation where the speaker does not be-
lieve ¢, but there is mutually accessible evidence for
©, giving rise to the incredulity reading.

42 Yo

Next, I propose yo modifies both input conditions
and commitment in the CCP as shown in (16).

(16) [U(yo(p)]={{c, ) ‘ [BYUBs—Bay] C cA
EUY Cend =cU[PBYUPBsBayl}

Yo introduces two changes: first, it adds an input
condition BG—B 4, i.e. that the speaker believe the
addressee not to believe ¢ to be true. Second, it adds
an output condition PBg B, i.e. speaker commit-
ment to a belief that the addressee believe the preja-
cent to be true. This analysis also accounts for the
“corrective” character of yo-assertions in a similar
way as the update function STRONGASSERT (which
forces addition of ¢ to a context set that already con-
tains - by non-monotonic update) proposed for yo
by McCready (2005), who also suggests an input
condition on the lines of B¢—B 4 independently.'6

In Fls, this condition is added on top of =Bgp
from ka (i.e. from INT), which conveys a speaker as-
sumption that neither participant believes the preja-
cent to be true in the input context. Taken together
with commitment arising from yo, this makes a be-
lief revision reading (discussed in more detail in the
next section) and thus an incredulity reading salient.

While the analysis of yo in Davis (2011) is simi-
lar in spirit, my proposal differs in two main points.
First, I do not assume yo gives rise to PB§¢,
i.e. does not commit the speaker, accounting for neg-

5Uses of no-assertions are highly varied and differ rather
subtly from plain assertions, c¢f. Noda (1997) and Najima (2007)
for extensive discussion. For discussion of how the present
analysis accounts for some properties of no-assertions such as
mirative overtones see Rieser (2017a).

'®McCready (2009) modifies this aspect of the analysis.



atively biased readings of yo-FIs. Second, I do not
take yo to occupy the same spot as final falling in-
tonation, which I take to enter the derivation before
the addition of particles. This is indirectly supported
by the observation that German modal particles have
similar functions as Japanese SFPs!” but do not oc-
cur sentence-finally, which speaks against a shared
position of speech act modifiers and intonation.

4.3 Ne

Finally, I propose ne modifies the CCP by adding a
belief condition to the input context, as (17) shows.

(A7) [U(ne(p)] = {{c,¢) | [BY U BsBay] C cA
E4Cend =cuPB}

Ne adds only BSB A, i.e. the speaker is required
to assume that the addressee believe the prejacent
to be true. This accounts for the observation fre-
quently encountered in the descriptive literature that
ne is a consensus-seeking or confirming particle, as
this is predicted in the case of assertion, which also
give rise to speaker commitment. It also straightfor-
wardly accounts for the markedly different effect of
ne in FIs by the combination of B¢ B 4 with ~Bgp
from ka, indicating discrepant beliefs of speaker and
addressee in the utterance situation (discussed in
more detail in the next section).

It should be noted that there is a compositionality
issue with regard to yo-ne utterances, as assuming
that yo and ne both modify the basic utterance’s fe-
licity conditions at the same time leads to contradic-
tory belief conditions. One way out is to assume, as
for instance Takubo and Kinsui (1997) do, that mod-
ification is sequential. This can be paraphrased as yo
imposing  on the addressee and ne reinforcing this.
As yo adds a commitment PBg B, it changes the
context much like a (rising) declarative does. This
makes it plausible that yo performs an update of its
own right, which can then be confirmed with ne. The
present framework is not capable of modeling such
incremental context change and I leave this point for
further research, also as I am not concerned with
combination of yo and ne here. Alternatively, the ob-
servations in Oshima (2014) suggest that yone might
be best analyzed as an independent lexical item.

17 As demonstrated in Rieser (2017b), where I analyze doch
and ja as speech-act modifiers in a similar framework.
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5 Belief revisions and particles in FIs

The doubt and incredulity readings of bare Fls as
well as versions with particles can be located within
a belief revision process. To illustrate this, I define
DOXy, the doxastic state of agent z, as the set of
worlds compatible with 2’s beliefs at a world:

(18) DOX((w) = {w' | wRFw'}

Next, I define three types of doxastic states (DOX®,
DOx”?, DOX") by their relation to W% and T ™¢.18

(19) a. DOX*C W™%
b. pox? ¢ W™¢ Apox? ¢ W¥
c. DOXT7 € W¥

An agent in a state of type « thus believes ¢ to be
false, an agent in a state of type ~ believes ¢ to be
true. In a state of type (3, neither holds — the speaker
considers both ¢ and —¢ possible. The sequence of
doxastic states follows the stages of the belief revi-
sion process illustrated below.

5.1 Schema of belief revision under evidence

The schema below shows revision of B~y to B,
i.e. x believes ¢ to be false and revises this belief.

We W : We WP
COA
DOX®  —— DOX "
EVo EVeo
P
B ok C
—> NG —
EVo

The shaded area represents evidence for (, which
can motivate belief revision from DOX®. Monotonic
belief update, i.e. narrowing of DOX® to DOX” is not
possible, as represented by the crossed-out arrow A,
as there are no accessible (p-worlds in DOX“. There-
fore, revision requires two steps — first, the DOX®
needs to be widened to DOX?, represented by arrow

8 Note that the subset notation is but a more compact variant,
as for instance DOX” can equivalently be defined as a doxastic
state DOX such that Vw' . wR™ w' : w' € W™% etc.



B.! From the widened DOX?, narrowing to DOX”
is possible, as represented by arrow C.

In the remainder of this section, I discuss how the
proposed analysis accounts for the observations on
particles in FIs, making reference to the belief revi-
sion schema where appropriate.

5.2 Doubt and incredulity: no

(20) Tori-ga konna tokoro-ni sum-eru (no) ka.
birds-Nom such_a place-in live-POT no ka
“Can birds live in a place like this!?”/

“Birds can live in a place like this after all!”

The addition of no in (20), repeated from (2), has the
effect of making evidence in support of the prejacent
mandatory in the input context. The bare FI without
no, on the other hand, merely indicates that in the
input context, the speaker does not believe prejacent
 to be true (which corresponds to a doubt reading).
Recall that no marks evidence in principle strong
enough for assertion of . Thus, only the bare FI
can be used to reject y, while the no-FI typically
receives a belief revision, or incredulity reading.

Bare FIs and doubt In Davis’s doubt scenario,
the speaker rejects accepting a claim by the ad-
dressee. Recall that, according to the analysis pro-
posed above, the following holds for a bare FI.

(21)  context before INT(p)]: " Bgy

In the belief revision schema, this only excludes
doxastic states of type -y, so that speaker can either
be in a state of type « or type (3, i.e. either believe
© to be false be neutral. On the doubt reading as
in Davis’s example, the speaker is in a state of type
a, i.e. believes ¢ to be false so that B¢ holds in
the utterance situation, and either does not consider
belief revision at all as in (non-)step A, or suspends
judgment by widening a state of type « to type (5 as
in step B. In such cases, the implicature ﬂPBC/go
(forgone commitment) arises and the utterance con-
veys that the speaker does not believe ¢ to be true.
Another reading of plain FIs should be mentioned
here. It frequently occurs in soliloquy and conveys
that the speaker is in a process of belief formation

T gloss over the question of how exactly widening,
i.e. non-monotonic belief update works, seeking only to pre-
dict what FIs and particles convey w.r.t.stages in the schema,
butcf. Gardenfors (1985) and references therein for discussion.
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from a doxastic state of type 3 based on observed
evidence, corresponding to step C in the schema. In
such cases, no negative bias arises.

Summing up, bare FIs can not convey full belief
revision with both widening and narrowing (steps B
and C), but can convey either individually. Bare FIs
thus do not have belief revision readings like no-FIs.

No-FIs and incredulity In Davis’s incredulity
scenario, the speaker reacts to evidence that has just
come to the her attention, but is in conflict with a
previously held belief. Recall that, according to my
analysis, the following holds for a felicitous no-FI.

(22) context before INT(p)|: "Bgp A EVip

The no-FI thus conveys that the speaker’s doxastic
state is of type « or (3, and that there is evidence
for ¢ in principle strong enough for assertion of ¢.
In such an utterance situation, the speaker must take
either step B, step C, or both. Note that if the speaker
is in a state of type 3, belief formation rather than
revision happens as no widening needs to take place,
as in soliloquous bare FIs mentioned above.

The crucial point to make w.r.t. the bias conveyed
by no in FIs is that bare Fls tend to be negatively
biased as they give rise to ﬂPBngp, while no-FIs are
positively biased as they indicate that belief revision
is underway, potentially canceling —\PBgQO. This
contrast comes out even more sharply with yo, as it
directly adds commitment.

5.3 Shared doubt and incredulity: yo

Yo adds strong addressee orientation, as it conveys a
speaker assumption that the addressee does not be-
lieve the prejacent to be true, but commits the ad-
dressee to it from the speaker’s perspective.

(23) Sonna mono taberu (no) ka yo.
such thing eat no kayo
“What the hell! He isn’t going to eat that!”/

“Holy shit! He’s going to eat that!”

In (23), repeated from (4), yo minimally indicates
that the speaker is revising her assumptions about
addressee belief, while the speaker doubts ¢ in the
input context. The utterance thus either conveys
that the speaker is learning that rather than both the
speaker and the addressee doubting ¢, the addressee
actually believes it to be true, or that a shared belief



that ¢ is true is in the process of formation, and both
participants share doubt and incredulity. While this
reading is salient in (23), changing the agent of ‘eat’
in (23) to the addressee (‘“'You are going to...”) fore-
grounds the reading on which the speaker revises an
assumption about addressee belief.

For an account in the formal framework, consider
belief conditions on and commitments from yo-FIs.

(24) a. before INT(yo(p))|: B¢~Bap A ~Bge
b. after INT(yo(p))): PBE Bagp

Revision of the speaker assumption w.r.t. addressee
belief is reflected in the transition from Bg—B a¢ to
PBng Ap. The second input condition =Bg¢ in-
dicates that the speaker assumes both participants
doubt the prejacent. On the purely addressee-
oriented reading, the speaker continues not believ-
ing ¢, but learns that the addressee believes it. This
is the negatively biased reading of yo-FIs.

When no is added to the yo-FI, evidence support-
ing the prejacent is required in the input context.
In the belief revision schema, this means that step
B and potentially C are taken (i.e.belief revision
is underway) if the speaker believes ¢ to be false
in the utterance situation, and that step C is taken
(i.e. belief formation is underway) if the speaker is
neutral in the input context. In either case, adding
no gives rise to a positively biased reading on which
the speaker accepts, or tends to accept, ¢, and the
speaker’s belief revision or formation process is mir-
rored by what is assumed regarding addressee belief.

The mirative overtones in the form of surprise
over the prejacent (or the addressee’s belief that the
prejacent holds) are readily explained by the input
conditions, requiring the speaker to assume that nei-
ther participant believes the prejacent to be true.
Also note that where the utterance is interpreted as
indicating full belief revision, the forgone commit-
ment implicature ﬁPngo is canceled.

5.4 Doubt and discrepant belief: ne

Utterances with ne are addressee-oriented like those
with yo, but do not indicate any change in speaker
assumptions regarding addressee belief. In asser-
tions, ne signals or seeks agreement, while in Fls is
indicates discrepant belief. The ne-FI (25), repeated
here from (5), is an expression of doubt without, and
one of reluctant acceptance with no.
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Sonna mono taberu (no) ka ne.

such thing eat no kane

“So is he actually going to eat this?”/
“So he is actually going to eat this...”

(25)

The present analysis predicts the following condi-
tions on and commitments from a ne-FI.

(26) a. before INT(ne(p))|: B¢&Bap A ~Bp

b. after INT(ne(p))): PBS Bag.

In contrast to yo, ne only indirectly gives rise to
PB’S?B A by carrying over the input condition
B¢ Bag. Ne in assertions thus indicates the speaker
is confirming an assumption about addressee belief
rather than attempting to convince the addressee as
with yo. Assertions with ne are consensus seeking
as they give rise to PBg:gp, so that adding ne indicat-
ing that B¢ B A holds indicates that ¢ is a shared
belief. Fls, on the contrary, not only presuppose
~B§, but also give rise to the forgone commitment
implicature —|PB;9<p. Thus, when ne occurs in Fls,
it indicates a persistent discrepancy between speaker
and addressee belief rather than consensus.

The salient reading of ne-FIs without no is inter-
subjective in that the speaker, as in assertions, seeks
to confirm the status of the prejacent as a shared be-
lief with the addressee, but carries strong negative
bias — the goal is to convince the addressee of the
prejacents’ falsity, in sharp contrast with assertions.

Adding no gives rise to a reading on which the
speaker, however reluctantly, considers joining the
addressee in forming a shared belief based on the
available evidence, that is taking step B, step C,
or both. A surprise reading is unlikely as B¢B ¢
makes it implausible that evidence for ¢ and thus
the possibility that ¢ might be true just came up.

According to the proposed analysis, ne-FIs thus
indicate a discrepancy between speaker and ad-
dressee belief, in stark contrast with assertions. This
is compatible with the perception reported by infor-
mants that ne-FIs have a somewhat arrogant feel,
casting doubt on the correctness of addressee belief,
while ne-assertions, on the contrary, feel friendly.
This is in line with the present proposal, but would
be difficult to capture by encoding either shared be-
lief or a status as old information in terms of hearer-
newness directly into ne’s meaning, as would be in-
dicated by generalizations based on assertions only.
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Abstract

The study determines the most common forms of
phrasal-prepositional verbs (PPVs) in Philippine
English using the ICE-PHI and describes their
syntactic and semantic features, following Quirk
et al.’s (1985) framework. Thirty nine out of the
forty-eight words from the list of Quirk et al.
(1985) and Biber et al. (1999) were found in the
corpus using AntConc 3.4. Results show that
come up with, get out of, look forward to, come
out with, hold on to, and catch up with are the
most frequently used PPVs by Filipinos. These
PPVs occur in active voice. They are intransitive
verbs and are also inseparable. Findings further
reveal that the meanings of the PPVs are the same
as the single-word verb meanings provided by the
online dictionaries of phrasal verbs, and those
single-word verb meanings can replace the PPVs.
Hence, they are idiomatic. The study implies that
Filipinos use minimal number of PPVs. They
appear to be conservative in their choice of PPV
structure, but generally show proficiency in using
PPVs in their utterances.

1 Introduction

Multi-word verbs (henceforth MWVs) are word
combinations often used by native speakers in
conversation because of their colloquial tone (Biber,
Johansson, Leech, Conrad, & Finegan, 1999). To
distinguish MWYVs from other complex verb forms,
Quirk, Greenbaum, Leech, and Svartvik (1985)
classified MWVs into phrasal verb, prepositional
verb, and phrasal-prepositional verbs. A phrasal verb
consists of a verb and a particle and is either
intransitive or transitive. An intransitive phrasal verb
functions like a predication adjunct inseparable from
its lexical verb (e.g. The plane has now taken off.)
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while a transitive phrasal verb requires a direct
object (e.g. Victoria will set up the equipment.).
Moreover, a prepositional verb has a lexical verb and
a preposition with which it is semantically and/or
syntactically associated (e.g. Look at the
billboards.). And finally, a phrasal-prepositional
verb (henceforth PPV) takes a verb, an adverb, and a
preposition, with two main structural patterns: verb+
particle + preposition +NP (e.g. Jason had to keep
away from salty snacks.) and verb + NP + particle +
preposition + NP (e.g. They fobbed her off with a
cheap perfume.). According to Quirk et al. (1985),
“many of them have idiomatic metaphorical
meanings which are difficult or impossible to
paraphrase” (p. 1179).

Interestingly, corpora-based studies have
made it relatively easier to determine the typical
behavior of the MWV expressions in both spoken
and written discourse (Gardner & Davies, 2007,
Ryoo, 2013; Biber et al., 1999). More so, a shift of
approach on phrasal verbs, from the traditional to
the cognitive, has greatly helped non-native
speakers in understanding how productive the
particles are (Cubillo, 2002; Kiativutikul and
Phoocharoensil, 2014; Garcia-Vega, 2011). For
instance, the particle up can have five meaning
extensions ranging from literal to figurative ones
(Rosca and Baicchi, 2016). Lindner (1981 in Lu
Zhi and Sun Juan, 2015) clarified that “all the
items of phrasal verbs sharing the same particles,
literal or metaphoric, are correlated with one
image schema, influencing the whole meaning of
phrasal verbs” (p. 3). Understandably, the entire
phrase, not its individual units, provides the
primary meaning (Sinclair, 2008 in Garnier &
Schmitt, 2015).
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Second language and foreign language
learners nonetheless find MW Vs ambiguous because
of their notoriously difficult nature. Most of these
MWVs do not have the equivalent expressions in the
native language or they are non-existent at all in the
mother tongue (Bensal, 2012). Viewed relevant in
learning a second or foreign language to attain
fluency, most students memorize the list of MWVs
in their textbook. But according to Lu Zhi and Sun
Juan (2015), learning about the multiple senses of
MWVs can actually be systematic.

As a major category of MWVs, PPVs have
not been extensively studied (Biber et al., 1999). To
date, corpus-based studies on PPVs utilizing ICE-
Philippines have yet to be reported. It is therefore the
aim of this study to fill this gap and offer significant
contributions to the existing literature in Philippine
English. This study attempts to determine the most
common forms of PPVs in Philippine English and
describe their syntactic and semantic features.

2 Methodology

The data used for this study were drawn from the
Philippine component of the International Corpus of
English (ICE). Following the ICE standards as
outlined by Nelson (1996), these four components
included spoken and written texts in the form of
public and private dialogue, scripted and unscripted
monologue, student writing, letters, academic papers,
popular papers, reportage, and instructional materials
among others.

The PPVs were taken from the list presented
in A Comprehensive Grammar of the English
Language (Quirk et al, 1985, pp. 1179) and
Longman Spoken and Written English Corpus (Biber
et al., 1999, pp. 426-427). The PPVs are break in on,
catch up on, catch up with, check up on, come down
with, cut down on, do away with, face up to, get
away with, get down to, keep away from, keep up
with, look down on, look forward to, look out for,
look up to, put up with, run away with, stand up for,
turn out for, get out of, come out of, get back to, go
up to, get on with, get away with, get off at, get off
with, go out for, get away from, go over to, hold on
to, turn away from, turn back to, come in for, get
back into, go along with, hand over to, keep up with,
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look out for, come out with, bring up in, come up
with, give in to, come down to, end up with, go on to,
and move on to. These 48 PPVs were searched in
ICE-PHI using AntConc 3.4. The top five most
frequent PPVs were considered for syntactic and
semantic analysis.

For syntactic features, each of the five PPVs
was analyzed in terms of type (I or II), transitivity
and intransitivity, separability and inseparability, and
voice. For semantic features, the meanings of the
PPVs were determined based on the binary contrasts
— idiomatic and non-idiomatic (Quirk et al., 1985).
The online version of Oxford Dictionaries,
MacMillan Dictionary, and Cambridge Dictionary of
phrasal verbs were consulted for the single-word
verb meanings of the PPVs.

3 Results

3.1 The Most Common Forms of Phrasal-
Prepositional Verbs in Philippine English

Out of the 48 PPVs that were searched, 39 PPVs in
the present, present participle, past, and past
participle forms were found in the corpus, and they
appeared more frequently in the spoken registers.
Table 1 presents the most frequent PPVs in
Philippine English. These are come up with, get out
of, look forward to, come out with, hold on to, and
catch up with. The last two PPVs share the fifth
position, having the same number of instances.

In contrast, the least used PPVs in Philippine
English are check up on, look away from, look down
on, run away with, go up to, catch up on, go out for,
face up to, get down to, keep up with, and come
down with, occurring with only one hit each.

Phrasal-Prepositional frequency Total
Verbs Spoken | Written
come up with 49 24 73
get out of 29 15 44
look forward to 20 23 43
come out with 20 2 22
hold on to 8 4 12
catch up with 2 10 12

Table 1. Most common forms of PPVs



3.2 Syntactic Features of Phrasal-
Prepositional Verbs

Occurring generally in the medial position (1 & 2)
and rarely in the final position (3), come up with
typically followed the type 1 pattern. With the
absence of a direct object (henceforth DO) after the
verb, this PPV is thus considered intransitive and
inseparable, as illustrated in the sentences that
follow:

(1) Okay so what he did was he grouped the workers
into smaller groups asked them to come up
with what they thought was a reasonable
quota reasonable working hours. <ICE-
PHI:S1B-006#17:1:A>

(2) Although maybe your organization Math Circle
may come up with an arrangement with
Computer Services Center wherein maybe
they can come up with uh simple mainframe
<> fami </> <> familiariza </.>
familiarization seminars okay for you people
somewhere in your third or fourth year okay.
<ICE-PHI:S2A-049#115:1:A>

(3) Then and then you integrate it with the visuals
and I want to see you know I wanna hear my
voice and then | wanna see what kind of
visuals you come up with. <ICE-PHI:S1A-
085#147:1:A>

Come up with appears in most of the sentences
after the infinitival fo in (1), forming an infinitival
phrase and suggesting a purpose. Other usage is
evident after the modals can and may in (2), and the
personal pronoun you in (3). While most of the
sentences with come up with take a complex noun
phrase (henceforth NP) (2, 3), there is also a rare
instance that come up with appears with a noun
clause (1). The NP and the noun clause following the
MWVs are therefore recognized as the object(s) of
the PPVs and not as objects of the preposition with.
Another pattern becomes evident in (3), where the
PPV did not take an object.

In the case of get out of, both type 1 and type 2
syntactical patterns are observed; that means, it can
be used as either intransitive in (4) or transitive in (5
& 6). Examples are provided below:
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(4) Get out of that bed because we need it for
somebody who's really sick okay <ICE-
PHI:S2A-032#74:1:A>

(5) In a loyalty check conducted today the President
is said to still be confident of having the

support to get him out of the impeachment
process <ICE-PHI:S2B-004#114:1:C>

(6) President Estrada's decision to get the
government out of gambling appears to have
been made without the necessary legal study.
<ICE-PHI:S2B-003#56:1:A>

In the absence of the subject, get out of takes the
initial position in (4) while in (5), it appears in the
medial position after the infinitival to, thereby
forming the infinitival phrase to modify support. The
verb get and the particles out of are inseparable in (4)
as the role of the verb is intransitive. In contrast, in
(5), the verb and the particles are separable because
of the presence of the pronoun him that takes the
action of the verb get, giving a transitive role to the
verb mentioned. The pronoun him understandably
shares a central role in the expression as it becomes
the DO. PPV as a lexical unit may appear
discontinuous because of the pronoun Aim, being the
DO, but it must be emphasized that him effectively
intervenes between the elements get and out of,
which in this case is a single semantic unit. Notably,
him must intervene; it is then obligatory as a pronoun
that its placement must be after the verb and not after
the preposition. If the sentence is structured in this
manner *... President is said to still be confident of
having the support to get out of him the
impeachment process, there is obviously no syntactic
relationship between the PPV and the pronoun, and
the pronoun and the object. The NP the impeachment
process 1is also acceptable since it behaves
syntactically as a prepositional object and shows less
tendency to passivize.

In (6), the expression get the government out of
becomes part of the infinitival phrase that is a
postmodifier to the main subject decision. This falls
also under the type 2 pattern because the NP the
government serves as its DO. Of the 44 times it
appeared in the data, get out of generally collocates
with a noun or a NP in (7) and occasionally with a
pronoun in (8) or an adverb in (9).



(7) A new hegemon or a rogue nation may rise to
challenge the predominance of the United
States and get out of its sphere of influence.
<ICE-PHI:S2B-035#57:1:A>

(8) What do you get out of it <&> inaudible answer
</&>. <ICE-PHI:S1B-005#128:1:A>

(9) I wanna </[> </{> get out of here as fast
as I can. <ICE-PHI:S1A-018#158:1:B>

Apparently used as active voice, look forward
to is seen more popularly in the written than in
spoken discourse. It generally appears in the medial
position, acting as the main verb in (10) and forming
the infinitival phrase in (11).

(10) He 's been looking forward to this all year
round. <ICE-PHI:W1B-008#31:1>

(11) There's something to look forward to. <ICE-
PHI:S2A-038#37:1:A>

Moreover, it follows the type 1 pattern as it will
be cumbersome to insert a NP or a pronoun in the
expression (*I look something forward to; *I look
the party forward to; *I look her forward to.). The
verb and the particles are inseparable as the verb has
an intransitive role and implies a syntactic function
with other elements. It usually takes a prepositional
object as exemplified in (10) with pronoun this. In
(11), look forward to does not take a prepositional
object and thus shows divergence from what is
typical in the corpus.

The PPV come out with is intransitive, and it
restricts the movement of the elements as it can
make the expression troublesome. In (12), come out
with occurs as part of the infinitival phrase that
serves as the complement to the verb planning.

(12) Philippine P.E.N. is planning to come out with
an anthology of works by members
published in the 1990s. <ICE-PHI:W1B-
016#145:8>

Moreover, hold on to follows the type 1
pattern (13 & 14) that suggests the intransitivity of
the verb. The particles cannot be disjoined from its
verb as they always must be written right next to the
verb, so an attempt to put NP in between the
elements may result in grammar error. Examples of
these are shown below:
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(13) Reach forward as far as you can just forward
and hold on to your toes. <ICE-PHI:S2A-
052#94:2:B>

(14) The illegitimate daughter, Maria Rosa, would
later turn out to be the single reason why her
mother held on to life and sanity. <ICE-
PHI:W2E-006#6:1>

In (13), hold on to is written after the
conjunction and as part of the compound verb of a
simple sentence while in (14), it is positioned as part
of the relative clause. In both instances, the
prepositional object is evident.

Finally, catch up with in the past form functions
as the main verb of the independent clause in a
complex sentence in (15). It also shows that an
attempt to cut the string of words into single units
may invite questions in terms of its acceptability.
The pronoun us follows the PPV, which takes the
role of the prepositional object as shown below:

(15) The work bug caught up with us as we saw a
McDonald 's store with a new burger that
they launched. <ICE-PHI:W1B-011#133:2>

3.3 Semantic Features of Phrasal-Prepositional
Verbs

The word come is defined by the online Oxford
English Dictionary as to move or travel towards or
into a place thought of as near or familiar to the
speaker. 1t also means to arrive/occur/happen/take
place. Linking the verb to its preposition, the particle
up commonly appears with a motion verb like come
to suggest direction or movement. It is considered
the most productive because it can be used together
with different classes of verbs but still retains its
directionality. = The preposition with  means
accompanied by or having/possessing something.
When the three elements are combined, come up
with becomes a PPV, which means fto
produce/create/devise/think up. For instance, if in
(16 & 17) as shown below, come up with is replaced
by a single-word verb produce and the thought
remains the same, then the phrase possesses an
idiomatic meaning.

(16) And hopefully with a very sincere effort with
the President and with the support of both



houses of Congress to come up with
(produce) an amnesty program for the
rebels. <ICE-PHI:S2A-001#117:1:B>

(17) Pardo directed the GETB and Trade
Undersecretary Nelly Villafuerte to review
the system and come up with (produce) the
recommendations on the issue. </p> <ICE-
PHI:W2C-006#98:5

Interestingly, in (16 & 17) the word produce(d)
fits the intention of the speakers and does not give
room for the listener/ reader to doubt about the kind
of message being conveyed. The utterances use the
appropriate PPV to make sense and to intensify its
semantic content by emphasizing the object of the
PPV. Remarkably in (17), the PPV provides the
successive action, but the writer could have opted to
use a single-word verb as the proposition suggests a
level of formality because of the topic discussed. It
may be inferred then that the writer chose the “less
formal” expression to build a better writer-reader
relationship.

Get out of means to evade/avoid/escape/cut in
Oxford Dictionaries. In MacMillan Dictionary, this
PVV has the following meanings: get out of
something means to avoid doing something; get
something out of something means to get pleasure or
benefit from something; get out of something is to
take off clothes so that one can put on more
comfortable clothes,; get something out of someone
is to persuade someone or give information or
money, and get out of here means to tell someone to
leave. The multiple meanings generated from the
expression would necessitate different scenarios to
make their usage appropriate and acceptable.
Examples are given below:

(18) Now it is a sad fact though that students get out
of (leave) the university with having the

barest knowledge of polymers. <ICE-
PHI:S2A-035#14:1:A>
(19) Then get out of it (leave/cut), of that

relationship.<ICE-PHI:S1A 7#76:1:B>

(20) Let 's say for example you get six out of ten
sixty percent. <ICE-PHI:S1B-020#2:1:A>
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* Let 's say for example you leave six ten
sixty percent.

(21) In a loyalty check conducted today the President
is said to still be confident of having the

support to get him out of the impeachment
process. <ICE-PHI:S2B-004#114:1:C>

*In a loyalty check conducted today the
President is said to still be confident of
having the support to leave him the
impeachment process.

(22) The second type are the dishonest cab drivers
because they are tampering the cab meter
just to get enough out of you. <ICE-
PHI:W1A-012#98:5>

*The second type are the dishonest cab
drivers because they are tampering the cab
meter just to benefit from you.

In (18), the speaker gives his/her observation
about the students who get out of the university but
still lack knowledge of polymers. The PPV is
replaced by leave, and the sentence still makes sense,
giving a hint that it is a verbal idiom. In (19), the
speaker gives an order to get out of the relationship,
which presupposes that the listener is in a
relationship that is no longer healthy or beneficial to
him/her. The single verb leave or cut is deemed
appropriate to replace the PPV as it provides the
same intended meaning. In (20), the attempt to
replace the PPV with Jeave brings semantic
constraint. The expression get six out of ten indicates
transparency and should be taken in its literal sense.

In (21), the PPV has a direct object him
referring to the President, properly positioned after
the verb and effectively intervenes between the verb
and the particle. To test whether the expression is
idiomatic or non-idiomatic, PPV can again be tried
to be substituted by a single verb. In this case,
however, the intent to replace get him out of with
leave him should not be pursued since doing so may
create ambiguity in making meaning. Its semantic
content probably entails a closer examination of its
context. Further, get enough out of you as an
expression in (22) can be taken in its literal sense
since there is no single-word verb that can be used to



capture what must be conveyed. Replacement can
only be made possible by considering a prepositional
verb in benefit from, which violates the single-word
verb rule but still makes the expression a verbal
idiom. However, what comes after the verb is an
adjective, which cannot function as a DO.
Syntactically, the expression is acceptable as it has
become popular in informal spoken discourse, but it
cannot be labeled as DO because only the noun or
pronoun can perform the role. Hence, the
construction of the expression is atypical.

MacMillan Dictionary notes the meaning of
look forward to as to feel happy and excited about
something that is going to happen. In another online
dictionary, it means fo await eagerly. This PPV is
found to be more popular in the written than in
spoken discourse. Its meaning is reflected in the way
it is used in the succeeding sentences:

(23) 1 look forward to (await (eagerly)/ feel happy
and excited about) working with you and

contributing to research in the area of
linguistics where my interest lies. <ICE-
PHI:W1B-024#89:5>

In (23), look forward to is used at the end of a
formal letter to express that the writer is hopeful that
something will happen. These samples provide
evidence that Filipinos are aware of its idiomatic
status and in fact practice its correct usage. Labeling
a PPV like this as informal and colloquial can
already be challenged since its use extends to formal
letters.

Further, come out with means to say something
suddenly and unexpectedly in Cambridge Dictionary.
The use of come out with in (24) seems to be
redundant since the word statement comes after the
PPV. The speaker may have opted to say “will give a
statement...” rather than “come out with the
statement” to make the message clear. In (25), come
out with is incorrectly used, causing the change of
meaning when the standard meaning (dictionary) is
applied. Produce/introduce/launch can give better
meaning sense.

(24) But uh I feel and I believe that uh the group uh
of uh the the this corporation that wanted to
get the franchise will come out with (say /
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declare) the statement that there was no pay
off. <ICE-PHI:S1B-034#131:1:D>

(25) Because if ever they come out with (say /
declare) a big proposal they might
beassured of a business that would yield
profit to the company that they are working
for. <ICE-PHI:S1A-089#104:1:B>

Cambridge Dictionary states that hold on to
means to keep something you have. This PPV can be
replaced in (26 & 27) by the word keep and can still
retain its meaning. The change of PPV to a single-
word verb in (26) makes keep become parallel with
seek in the second clause. In (27), the insertion of
keep in the place of hold on to makes the meaning
more transparent as it becomes formal. In both
instances, the word keep was able to give the same
meaning in a clear and concise manner and thereby
considered idiomatic.

(26) There was no job he would kold on to (keep),
no other job he would seek. <ICE-PHI:W2F-
009#117:1>

(27) You know what I call imperial Manila want to
hold on to (keep) those powers and to that
money as if their dear lives depended on it.
<ICE-PHI:S2A-028#98:1:A>

(28) Hold on to your toe.

052#172:2:B>

<ICE-PHI:S2A-

*Keep your toe.

In contrast, the PPV in (28) if it is to be replaced
with a one-word standard meaning from the
dictionary, the sentence will accommodate keep and
will result in *keep your toe. Syntactically, it follows
the correct order, but semantically, the sentence may
sound cumbersome since your toe is a body part,
which a person does not normally lose. Because the
verb hold can act as transitive or intransitive, the
meaning of the combination should be taken
separately. In this particular instance, hold on to is
non-idiomatic because the individual meanings of
the components in the sentence are apparent (Quirk
et al., 1985).



The final PPV is catch up with, which in
MacMillan Dictionary means fo affect, apprehend,
influence, etc. In (29), affected can replace the PPV
and still make the sentence sound meaningful,
thereby proving the idiomatic characteristic of the
PPV.

(29) I wasn't able to continue with the last part of
this paragraph because time caught up with
(affected) me. <ICE-PHI:W1B- 001#18:1>

Another distinct finding is the overuse of PPV
in one sentence. In (30 & 31), come up with was
repeatedly used. In (30) where come up with was
mentioned three times, there is an assumption that
the speaker is an instructor who requires a class
project, and the repetition occurs because he wants to
emphasize that there can be variety (e.g. lamp, wall
decoration, electrical project). In (31), the speaker
tries to suggest an arrangement or a mainframe in
which he/she used the expression twice.

(30) They have to come up with a lamp or they may
have to come up with a wall decoration or
they should come up with an electrical
project anything that has something to do
with reports and this may be the application
of all the things that they learned in
<mention> Technical Writing </mention>
<ICE-PHI:S1A-089#78:1:A>

(31) Although maybe your organization Math Circle
may come up with an arrangement with
Computer Services Center wherein maybe
they can come up with uh simple mainframe
<> fami </> <> familiariza </.>
familiarization seminars okay for you people
somewhere in your third or fourth year okay.
<ICE-PHI:S2A-049#115:1:A>

4 Discussion

Based on the results, Filipinos show minimal
usage of PPVs, although this is quite expected. Biber
et al. (1999) pointed out that the occurrences of
PPVs are common in conversation and fiction, but
rare when compared to phrasal verbs and
prepositional verbs. It clearly implies that Filipinos,
as non-native speakers, are conservative in using
PPVs in their utterances. As it has become the
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convention, English as a subject is taught as a formal
language where proper usage of words and
expressions are emphasized. Furthermore, many
Filipino students who are not required by social
contexts to speak in English will tend to have a
lesser fluency in English. Another possible
explanation is the fact that MWVs do not exist in
Tagalog or Filipino, the mother tongue. Speakers’
difficulties may arise from their tendency to translate
an expression or find an equivalent in order for them
to keep up with the conversation (Bensal, 2012). And
in truth, the complexity of constructing PPVs can
also be contributing to the infrequent use of PPVs.

The PPVs in the present study typically occur in
the active voice. Bensal (2012) noted that active
voice is more preferred than the passive voice, for it
allows the speaker to express himself/herself in a
more direct and emphatic manner. Moreover, the
PPVs are hardly passivized as their construction can
be awkward and barely acceptable. For example,
*His own version has been come up with; *Your toes
are held on to.

Except for get out of, PPVs fall under Type 1
with intransitive role and behave like all other
intransitive phrasal verbs. Because they only have
one semantic role, DO is not necessary in the
expression since it can create discontinuity in the
expected order of elements. Additionally, Filipinos
conveniently use PPVs that are typically inseparable,
and as such, they do not show any movement of
particles.

According to Quirk et al. (1985), “the
semantic unity of phrasal verbs can often be
manifested in single-word verb” (p. 1162). The six
PPVs are proven to have an idiomatic status. Their
meanings are not predictable, and the fact that there
could be many verb and particle combinations that
can occur during substitution, the meaning assigned
to a particular verb or to a particle does not remain
constant (as in the case of come up with and come
out with). Each PPV has only one meaning sense
upon examining the sentence and comparing the
meaning of the PPV and the meaning taken from the
online dictionary.

The misuse of PPV (in come up with and come
out with) in a few utterances may have only occurred



due to confusion in the use of particle. Nonetheless,
it does not seem to be problematic, and it cannot be
considered errors as the number may be insignificant
in the first place. However, repetition (come up with)
makes the utterance uninteresting to listen to.
According to Dixon (1991), “it is infelicitous to
repeat the same word several times in a sentence” (p.
91). This may have been avoided if only the speakers
were able to clarify their semantic motivation in
using such expressions in one sentence.

5 Conclusion

The study aimed to determine the most common
forms of PPVs and describe the syntactic and
semantic features of the most frequent PPVs. The six
most common PPVs found in the corpus were mostly
used in the present tense. Although there were 39
PPVs out of 48 PPVs in the corpus, these
occurrences can still be considered low compared to
the volume of existing PPVs in the English language.
The study suggests that Filipinos, being second
language learners, are conservative in using PPVs.
The few instances of PPVs in both the spoken and
written discourse may stem from the assumption that
they just rely on the PPVs they previously know.
Syntactically, the lack of variation in the expression
indicates that they show the tendency to adopt only
one structure, which may also have something to do
with  unfamiliarity with  other  expressions,
complexity of structure, or limited vocabulary.
However, it is significant to point out that, generally,
knowledge and proficiency in the use of PPVs are
evident, suggesting that the speakers are confident in
using the PPVs they know in spoken and written
discourse.
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Abstract

Potential constructions have long attracted
much attention in Japanese Linguistics,
mainly focusing on the case alternation of
object NPs. | will point out some important
characteristics of the constructions they
have missed and propose a completely new
analysis from a view point of logical
grammar. First, we show significant
differences between potential and passive
sentences which have been assumed to
been projected from one and the same
suffix —rare ‘can’. | suggest that these two
uses must be distinguished at least in
contemporary Japanese. Our type-logical
approach to unbounded dependencies has
an empirical coverage broader than
traditional and generative grammatical
approaches and can explain the fact that
various arguments including adjuncts can
be marked with nominative. We also
examine interesting interactions of case
alternation with scope alternation.

1 Introduction

Potential constructions have long attracted much
attention in Japanese Linguistics, mainly focusing
on their meanings and case-alternation phenomena.
I argue in this paper that the past studies have
failed to describe their important characteristics in
significant ways and propose a completely new
analysis from a formal grammar view point. To
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show what is wrong with the past analyses, let us
observe the points Japanese traditional linguistics
have assumed, and show why the potential suffix
rare must be distinguished from the passive rare,
and then propose an analysis which can properly
deal with a broad empirical coverage. Observe the
standard active and passive pair in Japanese in (1).
(1) a. Hitobito-wa sakuban takusan-no
People-Top last-night a lot of
banana-o tabeta.
bananas-Acc  ate.
'People ate a lot of bananas last night.’
b. Takusan-no banana-ga sakuban
Alotof  bananas last night
hitobito-niyotte taber-are-ta.
people by eat-Pass-Past
‘A lot of bananas were eaten by people last
night.'
Sentences in (1) show a typical active-passive
correspondence where the passive suffix -rare is
used to form the passive complex verb taber-are-ta
‘were eaten,” the theme argument banana is
subjectivized and the agent argument is demoted to
the adjunct marked with oblique case. In Japanese
linguistics, it has been assumed that the same
suffix -rare is also used to form the potential verbs
and that the distinction in interpretation between
passives and potentials is dependent on contexts. It
is also suggested that complex potential verbs
project active or passive potential sentences and
the distinctions were made depending on surface
case markings of arguments, as exemplified in (2)
(see Teramura 1982 for discussion on this
dichotomy):
(2) a. Kodomo-ga kono banana-o taber-are-u.
Children-Nom this banana-Acc eat-can-Pres



‘The child can eat this banana.' (active)
b. Kono banana-ga mou taber-are-ru.
This banana-Nom already eat-Can-Pres
“This banana can be eaten now.” (passive)
Teramura (1982) and his followers call sentences
like (2a) ‘active potentials’ and those like (2b)
passive potentials. This dichotomy has led to the
analyses dealing with the contrast in (2) in terms of
active/passive voice alternation. It seems, however,
that this kind of analysis is completely wrong. We
will show several pieces of evidence which are
clearly inconsistent with the voice-based account
of potential constructions.

First, let us consider the difference in the
subject status of the two constructions. In Japanese
linguistics, it has been assumed that the
discontinuous honorific form o ... ni-nar triggers
agreement with the subjects. In the literature, the
behaviors of prefix o and the suffix (light verb) (-
ni)-nar-  are  sometimes  accounted  for
independently and given separate positions and
functions, but | simply take it as a kind of
discontinuous morpheme which ‘sandwiches’ a
verb stem and mark its external argument as a
person to whom the speaker shows his or her
deference.

Subject honorification has been assumed to
target subjects, referring to people worthy of
respect and generative grammarians have
suggested the head of honorific form o ... ni-nar
agree with the subjects which have moved to the
spec, TP or Spec, VP position (see Kishimoto 2012,
Hasegawa 2006, among others). We argue that the
discontinuous morpheme o .. ni-nar does NOT, in
fact, trigger honorific agreement with the sentential
subjects. Consider (I attach the negative predicate
just to make sentences sound natural):

(3) a. Sensei-ga  gakusei-o  o-sikari-ni-nar-e-nai.

Prof-Nom student-Acc Hon-blame-Hon-

Can-NOT-Pres

"The professor[+honorific] cannot scold students.'

b. Sensei-ni gakusei-ga  o-sikari-ni-nar-e-nai.

Prof-Dat student-Nom Hon-blame-Hon-

Can-NOT-Pres
o-sikar-are-ni-natta.
Hon-blame-Pass-

Hon-Past.

"The professor[+honorific] was blamed by

students.'

It should be noticed here that the derived form
sikar-rare comprising the base verb and the
passive suffix in (3c) is wrapped by the honorific

c. Sensei-ga  gakusei-ni
Prof-Nom student-BY

43

form O ni-nar, whereas the discontinuous
honorific form first combines with the base verb,
and then is followed by the potential suffix in
potential (3a) and (3b). In (3a), the nominative
sensei ‘teacher’ is marked as the person worthy of
respect, so the honorific o ....ninar- targets the
subject which is the agent of the base verb sikar-,
as predicted from the past work. In (3b), the target
of honorification is not nominative object, but the
dative subject, which should be taken to agree with
the honorific form. In passive (3c), though the
derived subject is the target of honorification, it is
the theme argument of the base verb. We will show
that the subject honorification can and must target
the external argument (i.e., the agent of base verbs
because the potential suffix combines only with
action verbs), regardless of their case markings, in
potential sentences, whereas only the derived
subject (i.e., the theme argument) can be marked as
a person to respect in passive sentences. We will
also discuss phenomena regarding quantification
and anaphora resolution to propose a new, proper
analysis of the potential constructions.

2 Difference between Passive and

Potential Uses of the Suffix Rare

Though it is widely assumed that one and the same
suffix rare is used in both passive and potential
constructions, we will argue that the two uses must
be clearly distinguished at least in contemporary
Japanese. Besides, though many researchers like
Teramura (1982) have argued that potential
constructions are divided into active and passive
ones, we believe this dichotomy, as well as the
notion of ‘nominative object’ in generative
grammar (we will come back to this shortly) is
simply wrong, and claim that there be only one
analysis of potential sentences regardless of the
surface case markings of their (non-)arguments. In
addition to (apparent) active-passive pairs like (2a)
and (2b), any argument or its possessor argument
can actually become subjects in potential sentences,
whereas only theme arguments can and must be
subjects in passive constructions.

(4) a. Kono naifu-ga/-de katai kami-o/kami-ga
this knife-Nom/-With hard paper-Acc/- Nom
yoku kir-(ar)e-ru. (potential)
well cut-Can-Pres
"They can cut papers well with this knife.'

b.*Kono naifu-ga kami-o  yoku Kkiru.
(active)



¢. *Kono naifu-ga (kami-0)  yoku kir(are)-ta.

(passive)

(5) a. Kono michi-ga/-kara tyozyo-made nobor-e-ru
This path-Nom/-From top-up-to climb-Can-
Pres
“This path enables you to climb up to the top of
the mountain.’
b. Kono-michi-ga cyozyo-made nobor-u.
(active)
c. *Kono-michi-ga cyo-zyo-made nobor-are-ta.
(passive)

In potential (4a) and (5a), potential sentences with
the instrument and locative arguments marked
with nominative as well as their original oblique
cases, Wwhereas their active and passive
counterparts are completely ungrammatical.
Therefore, the notion of active/passive potentials is
simply wrong. It should be noticed in passing that
honorification can be applied even to (4a)(kono
naifu-ga kami-o joozuni o-kir-ini-nar-eru
‘Pro[+respect] can cut hard paper well with this
knife’ and (5a)(Kono michi-ga tyozyo-made o-
nobor-ininar-e-ru ‘This path enables you[+respect]
to climb up to the top’ to mark the pro subjects as
persons to be worthy of respect’), while it cannot
apply to the active and passive counterparts. We
argume, therefore, that the characterization of
subject honorification as a diagnosis of
subjecthood seems also wrong at least in the
examples we have seen so far. In potential
constructions, the honorific form wrapping the
base verbs indicates that the speakers show respect
to the persons referred by the outermost arguments
of the base verbs, not of the derived complex
predicates.

Another fact showing the difference
between the passive and potential verbs is
observed in sentences with the subject-oriented
anaphor zibun ‘self’. While zibun can show up in
all potential constructions and construed as picking
out the same individuals with explicit or implicit
agent arguments of base verbs, the coreferential
readings are possible only with the derived
subjects in passives.

(6) a. Oisii karee-ga jibuni-no daidokoro-de
delicious curry-Nom self-Pos  kitchen-In
tsukur-(rar)e-ru. (potential)
make-can-Press

b.*?Qisii karee-ga
tsukur-(rar)e-ru.

jibuni-no daidokoro-de
(passive)
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In (6b), karee ‘curry’ cannot be construed as an
antecedent of the anaphora for pragmatic reasons
(i.e., itis not [+Human]).

The properties of potential constructions that
any argument of base verbs can be the subject of a
matrix sentence and that subject oriented
honorification and anaphora agree with the agent
argument of a base verb regardless of its surface
case marking shows a sharp contrast with the
properties of passives though the two constructions
have been assumed to be projected from the same
suffix. From now on, let us focus on the derivation
and interpretation of potential constructions in the
next section.

3 Type-Logical Account of Potential

Constructions

In this paper, | assume that the readers are familiar
with some version of logical grammars (especially,
type-logical and/or categorial grammars) and omit
basic explanations except for a few basic rules. In
addition to the normal elimination/introduction
rules, we need to posit the infixation or extraction
operators to insert a constituent into or extract it
from a bigger constituent. Let us assume that a
linguistic expression is a triple <prosodic form,
meaning, syntactic category>. Here, si, ..., Sn Stand
for prosodic forms with + as concatenation
operator, A/B or B\A stands for a functional
category looking for an expression of category B
(on the right in the former and on the left in the
latter) to form an expression of category A.

(7) Elimination and Introduction

Elimination
S1 S2 S2 S1
a:A/B BB B:B a:B\A
.................... /E \E

S1+s2:a(p):A So+S1: a(f):A

Introduction

[x:B]" [x:B]"
S1ioA ST A
------------------ /I A
suAx.a:A/B sl:Ax.o:A\B

The elimination rules /E and \E are often called
modus ponens. These rules derive an expression of



category A as a conclusion from expressions of
categories B and A/B or B\A as premises. The
introduction  rules correspond to lambda-
abstraction in semantics. Assuming some arbitrary
x of category B, we suppose that an expression of
category A can be derived. Then we discharge the
assumption x:B (linguistically, phonologically null
elements of category B) to abstract over x and
create a function of category A\B or A/B as a
conclusion, depending on where the discharged
assumption is located. The assumption and the step
at which it is discharged are coindexed with an
integer n, and the discharged assumption is shown
in square brackets.

In addition to the standard elimination and
introduction rules, we need the special elimination
(infixation/wrapping) and introduction (extraction)
operators to deal with discontinuity (See Morrill
1994, 2011, Carpenter 1997 for discussion).

(8) Infixation and Extraction Constructor
a. Ifa,b € Cat,thenB | A ECat.
Type(B { A) = Typ(B)—Type(A)
b. Ifa, b € Cat, then At B €Cat.
Type(A t B) = Typ(B)—~Type(A)
The category A | B stands for a function that
wraps an argument of category B with
discontinuous expressions and form the expression
of category A. The idea of (8b) is that an
expression of category A has an expression of
category B missing somewhere within it.
(9) | Elimination (Infixation)

S3 S1tS2
B:B wAlB
VE

S1+S3+s2:a(B):A

(10) 1t Introduction (Extraction)
S1 [XZB]n S3

sl+s3:a:A
L
s1+s3: Ax. a:B t A

First we assume an arbitrary expression of
category B within the discontinuous expressions st
and s* which are taken to be a single constituent of
category A. Where x:B is extracted, we discharge
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this assumption, which is represented as in [x:B]"
(as in standard implication introduction rules, the
assumption and the stage where the introduction
rules applies must be co-indexed with integer n),
and get the discontinuous constituent with an
expression of category B missing anywhere inside
it, to which category A * B is assigned. As an
example of infixation, we show the derivation of a
potential predicate wrapped by the discontinuous
honorific form.
(11) tabe
gat'(x,y);vV. VIV

o-ni-nar -e ru
<&:VIV - PRES

VE

o-tabe-ni-nar:eat'(Xp+respecy,¥):V

o-tabe-ninar-e- & V:eat' (Xprespect],Y)

Note here that the 1 introduction rules must have
been involved here implicitly to allow for delay of
the concatenation of the base verb and its
arguments until the derived complex predicate
combines nominative NPs.

Given the standard and additional
elimination and introduction rules above, we can
show the derivation of potential constructions. In
the same spirit as many current lexicalist
approaches, we assume passive predicates in
Japanese are lexically formed accompanied by
changes in their argument structures, as we have
seen from the passive examples, so let us focus on
the derivations of potential sentences, where we
will argue the potential predicates are NOT formed
in the lexicon, but derived in syntax via the t
introduction rule. Let us take (3a) and (3b) as
examples, where the object NP is assigned
nominative or accusative case. When it is marked
with accusative case, we don't need any new
device to explain the derivation. The verb stem
sikar ‘scold’ combines with the object, then the
derived passive form is wrapped by the honorific
form. We use the introduction rule to postpone the
concatenation of the base verb and direct object.
Here let us assume that the potential verb takes an
experiencer argument in its own argument
structure, and looks for the base verb with a gap
and a pro agent (this is the target of honorification),
which is construed as an anaphora if the
experiencer of the potential verb is phonologically
realized (see Steedman 1996 for a lexicalist
approach to control). The derivation of a part of
(3b) can be shown in (12).



(12) gakusei-ga  [x:nn]?

o-sikar-i-nar
scold’:s\Npro\N

scold’ (Prog+respect,X): S\Npro

-e-ru

<:((s\n) T n)\(s\n)

<scold(proanap+respect, X) (Yexp): (S\Npro) \NExp

knife’: s\(sTn)

——- ““TIZ
(s\n)/(st(n..n) Tn)  <>(scold(proanagrespects,X):((S\Npro))\Nexp) 1)
O(SCO | d (prOanaH respect] ,Studel’lt’ ) (y) . (S\n EXD)
(13) a. Kono naifu-ga katai kami-o/kami-ga yoku  kir-(ar)e-ru.
This knife-Nom  hard paper-Acc/-Nom  well  cut -Can-Pres
b. this knife-ga [y:n]ins® katai kami-o  yoku Kir- e-ru.

hard-paper’:n  well:V\V  cut’:s\Npro\Ninsd\ntn <2 (s\...n) Tn)\ (s\n):

<Owell-cut’(pro, paper’, With-y)(2):(s\Npro)

-\D

Ly.Owell-cut’(pro, paper’, with-y): (S\Npto) T st

——- TIZ

Ly.Owell-cut’(pro, paper’, with-knife):s

In  Japanese, it is well-known that
nominative case is licensed by a tensed verb. We
also assume that a nominative NP is able to
combine an open proposition (and/or ab open
predicate) in a stative sentence, which means a
nominative noun phrase can combine with a
proposition (or predicate) with a missing argument
somewhere inside it if the latter can be construed
as a property of the former. This assumption can be
proved by the derivation of (13) above, where the
instrument argument of the base verb appears as
the major subject.

In (13), we assume that optional arguments
like the instrument argument here can be added
(inserted) into argument structures of base verbs
anytime. The base verb kir- ‘cut’ combines with
the direct object first, and then consumes the
optional instrument premise y:ninst Via the standard
elimination rule. After the base verb combines with
rare, this assumption is discharged to form an open
proposition with an instrument gap missing (the
discharged assumption is shown in brackets in
(13b)). The nominative instrument must be raised
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to be the special category which looks for an open
proposition on its right. In (13b), the derived
predicate correctly denotes a property of the
subject (it has a property to make it possible for
anyone to cut hard paper with it). Notice here that
an arbitrary number of nominative noun phrases
can occur in potential constructions because there
is no limit on the number of application of the 1
introduction rule. Observe (14) as an example
containing multiple nominative phrases.
(14) Kono naifu-ga sentan-ga  katai kami-ga

this knife-Nom edge-Nom  hard-paper-Nom

yoku Kir-(ar)e-ru.

well cut-Can-Pres
where the subject corresponds to the possessor of
the instrument NP sentan-de, so the remaining
predicate means a set of sets of entities which
enables anyone to cut hard paper with its edge.'
Since the argument structure is not changed in a
potential sentence, subject honorification can be
applied to (14), marking the agent of the base verb
as a person worthy of respect.



4 Quantification in Potential Constructions

In Japanese generative linguistics, many authors
tried to explain the case-alternation phenomena we
have seen so far in terms of Case-checking, but
they have made the same mistakes as traditional
grammarians did. Object noun phrases marked
with nominative in potential (and other stative)
sentences are called ‘nominative object’, which is
quite misleading and clearly excludes the
possibilities that oblique and possessor arguments
become subjects of potential predicates. They have
tried to explain the case alternation in terms of A-
movement, not A’-movement which might allow a
wide variety of arguments to be the major subjects
as in the tough constructions. In addition to the fact
that our analysis of subjectivization in potential
sentences covers a much wider variety of data, we
will show that our approach can easily deal with
the phenomenon of quantifier-scope alternation
between noun phrases with different case markings
and the modal verb rare. Tada (1992) pointed out a

very interesting  phenomenon  concerning
guantified objects, as in:
(15) a. Taroo-ga  migime-dake-o0 tsumu-re-ru.

Taroo-Nom right-eye-only-Acc close-CAN-
Pres
‘Taroo can close only his right eye.’
(only>can, can>only)
b. Taroo-ga migime-dake-ga tsumur-e-ru.
(only>can, *can>only)
(15a) means that Taroo can wink (rare scopes over
migime-dake) or Taroo cannot close his left eye
(migime-dake scopes over rare). On the other hand,
(15b) with its object marked with nominative case
does not mean Taroo can wink. Tada explained

this scope difference in terms of NP-movement,
which cannot apply to the wide range of
subjectivization possibilities we have seen in
potential constructions here. The oblique argument
cannot be (at least directly) moved to the position
where its nominative case is licensed. On the other
hand, our explanation using the extraction
constructor can easily account for all potential case
alternations while giving appropriate meanings to
the sentences. | just show the derivation of the
potential sentence including the oblique argument
modified by only subjectivized.
(16) a.Kono naifu-dake-de enpitsu-ga  kezur-e-ru.
this knife-Only-With pencil-Nom sharpen-
Can-Pres
(CAN > ONLY, *ONLY > CAN)
b. Kono naifu-dake-ga enpitsu-ga  kezur-e-ru.
(ONLY > CAN, *CAN>ONLY)
Regardless of word order, the oblique noun phrase
(instrument argument, etc.) must take the narrow
scope with respect to the suffix rare here, whereas
the instrument argument marked with nominative
case must outscope the suffix rare. The former
interpretation can be easily derived only with the
elimination rule, so let us see the derivation of the
wide scope reading of the instrument subject.
We suppose the empty instrument argument
[n:X] as an optional assumption, which is
discharged after the formation of the complex verb
phrase of category n t s (whose type is a function
from individuals to sets, as with the standard slash
categories), as shown by the square brackets. The
instrument subject is a standard generalized
guantifier which takes the whole predicate as an
argument and return the truth value, and has a
similar meaning with the universal quantifier,

(17)  Kono naifu-dake-ga  [x:n]* enpitu-ga [y:n]>  kezur-(rar)e-ru.
this knife-ONLY-Nom pencil-Nom sharpen-CAN-Pres
s/(sTn): AP. V x(Px—knife(x)) (s\n)/(n t (n\s)) n\(n\s): <& sharpen(pro,y,x)
\E
n\s:sharpen’(pro, y, X)
12
n t (n\s)):Ay.sharpen(pro,y, X)
/E
s\n:sharpen(pro, pencil’, x)

Pk

n t s: Ax>sharpen(pro, pencil,x )

/E

s: V' x(<sharpen(pro, pencil,x )—Knife(x))
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though its necessary and sufficient conditions
should be reversed. The derived predicate phrase
denotes the set of entities which enables arbitrary
persons to cut hard paper with them.

Our approach can easily deal with sentences
with an arbitrary number of nominative NPs (and
corresponding missing arguments of base verbs)
because the multiple applications of the 1
introduction rule are allowed. We have argued that
the subject in Japanese stative sentence is licensed
when it can combine with an open proposition, so
we can NOT predict the semantic role of the
subject when we process it. We reconstruct the
whole meaning of the potential sentence, using the
logic we introduced above. To construct a
predicate phrase with a missing argument (or
adjunct) in it, a base verb combines with the
assumption x:np first. Then we discharge it via the
t introduction operation, which corresponds to
lambda-abstraction to bind the variable. Note here
that the category s 1 n is simply assigned to open
propositions with a gap inside it. In (17), the
subject (corresponding to the instrument argument
of the base verb) takes the open proposition
projected from the tensed potential predicate as an
argument, and scope over the whole predicate
including the suffix CAN. We assume here that the
meaning of dake ‘only’ is a kind of universal
quantifier with its antecedent and precedent of the
standard universal quantifier reversed. So we can
correctly derive the meaning of sentence (17) as
shown below:

(18) VX[ cut’(pro, hard paper, with-x)—
knife’(x)]

(18) means that no knives other than this knife

enable any person to cut hard paper with it.

3.1 Conclusion

We argue that the potential and passive
constructions should be dealt with in a completely
different way from the approaches Japanese
traditional and generative grammar have pursued
so far. Passive and potential uses of rare must be
distinguished and treated separately even though
they are projected from the (etymologically) same
suffix. We also suggest that passives are derived in
the lexicon accompanied by changes in their
argument structures while potential predicates are
constructed in syntax with proper semantic
analysis in which any argument of base verbs can
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become the subjects, which combine with open
propositions of the discontinuous category derived
by the t introduction and lambda abstraction. The
derived complex potential predicates are built up in
a compositional manner, and eventually denote the
complex properties of the subjects. We also
suggested subject honorification should be treated
to target external arguments of verbs, instead of
subjects. In potential constructions, the argument
structures of base verbs are NOT changed, so,
whether their external arguments are realized
explicitly or implicitly, the agent NPs (assuming
that the verb stems in potential predicates are
action verbs) must be the targets of honorification.
We explained the important phenomena
concerning quantified arguments of base verbs
with a wide variety of case alternations.

References

Carpenter, Bob. 1997. Type-Logical Semantics. MIT
Press, Massachusetts.

Chomsky, Noam. 1977. On wh-movement. In Peter
Culicover, Thomas Wasow, and Adrian Akmajian
(eds.), Formal syntax. 77-132. Academic Press, New
York.

Chomsky, Noam. 1981. Lectures on Government and
Binding. Foris, Dordrecht.

Hicks, Glyn. 2009. Tough-Constructions and their
Derivation. Linguistic Inquiry 40:535-566.

Hasegawa, N. 2006. Honorifics. In Martin Everaert and
Henk van Riemsdijk, eds., The Blackwell
Companion to Syntax., 493-543. Blackwell, Oxford.

Inoue, Kazuko 2006. Case (With Special Reference to
Japanese). In Martin Everaert and Henk van
Riemsdijk, eds., The Blackwell Companion to Syntax.
Vol Ill. pp. 295-373. Blackwell, Oxford.

Kishimoto, Hideki. 2012. Subject Honorification and
the Position of Subjects in Japanese. Journal of East
Asian Linguistics 21:1-41.

Morrill, Glyn. 1994. Type-Logical Grammar. Springer,
Dordrecht.

Morrill, Glyn. 1995. Discontinuity in Categorial
Grammar. Linguistics and Philosophy 18:175-219.

Morrill, Glyn. 2011. Categorial Grammar - Logical
Syntax, Semantics, and Processing. Oxford
University Press, London.



Steedman, M. 1996. Surface Structure and
Interpretation. MIT Press, Massachusetts.

Szablcsi, Anna. 2010. Quantification. Cambridge
University Press, Edinburgh.

Tada, Hiroaki. 1992. Nominative Objects. Japanese.
Journal of Japanese Linguistics 14:91-108.

Takano, Yuji. 2003. Nominative Objects in Japanese
and Complex Predicate Constructions: A Prolepsis
Analysis. Natural Language & Linguistic Theory 21:
779-834.

Teremura, Hideo. 1982. Nihongo-no Sinakusu-to Imi.
Kuroshio Publishers, Tokyo.

49



Standard and Nonstandard Lexicon in Aviation English: A Corpus
Linguistic Study

Ramsey S. Ferrer
Philippine State College of Aeronautics
Piccio Garden, Villamor, Pasay City,
Philippines
ramsey_ferrer@dlsu.edu.ph

Eloisa Marie N. Calico
Philippine State College of Aeronautics
Piccio Garden, Villamor, Pasay City,
Philippines
calicoeloisamarie@yahoo.com

Abstract

This study aims at investigating the lexical
items in Aviation Phraseology that has both
standard and nonstandard meanings when
Pilot and Air Traffic Controller (ATC) use
them in radiotelephony. A collection of
Cockpit Voice Recorder or Quick Access
Recorder transcripts with 26,421 words
from the Civil Aviation Authority of the
Philippines (CAAP) and from International
Airlines’ accessible transcripts has been the
primary data for scrutiny. Through a
corpus-based analysis and a survey
research, the present study reveals that the
lexical items go ahead, hold short, priority,
and affirm are wused sporadically in
nonstandard ways that might lead to
ambiguity, and thus posing potential errors.
In the survey conducted for Pilots and
ATCs, both affirm the occurrence of
nonstandard use in Aviation Phraseology.
ATCs assert that the nonstandard use of
such lexical items frequently occur during
Route or En-route Clearance while Pilots
confirm that these transpire during Takeoff
Clearance, Altitude Clearance, Approach
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Clearance, and Landing Clearance.
Precisely, the nonstandard use of Aviation
Phraseology in this study shows
nonconformity in the efforts of the
International Civil Aviation Organization
to provide “maximum clarity, brevity, and
unambiguity”. Furthermore, awareness of
this phenomenon must be heightened
among aviation students who are future
aeronautical professionals in the field.

1 Introduction

English started as the official language of the
International Civil Aviation Organization (ICAO)
in 1951, and only in 2011 has the ICAO
implemented language requirements on aviation
personnel including the usage of standard
phraseology in all radio communication. In recent
years, the majority of aviation disasters have been
caused by human errors, and one of the most
common forms is miscommunication, which can
potentially lead to catastrophic repercussions. One
contributing factor to the occurrence of
miscommunication is the wrong interpretation of
instructions. For instance, the controller may use a
certain word with standard definition to command,



but the pilot may interpret the word in non-
standard  way.  Consequently, a  single
miscommunication may result in a bigger problem
due to wrong interpretation.

In June 2014, the Transportation Safety Board
of Canada (TSB) reported a runway incursion at
Ottawa International airport between a Medevac
helicopter and A300 cargo plane. The airport
controller amended LF 4 Medevac’s IFR clearance
by stating: “LF 4 Medevac Roger, while we wait
amend your Ottawa 3 for a right turn heading 290°
balance unchanged”. The tower controller
observed that AW139 was taxiing across the hold
short line while FDX 152 Heavy (A300) was
landing on runway 25. According to the findings,
Medevac helicopter was given an amendment to its
instrument flight rules clearance. The airport
controller’s first transmission to LF4 Medevac
began with non-standard phraseology “while we
wait”, which can be confused with “line up and
wait”. As a result, the Medevac pilot expected that
a clearance to take off would follow the
amendment to the instrument flight rules clearance.
Another factor is that the Medevac pilot did not
check if runway was clear before taxiing across the
hold short line, leading to the runway incursion
with FDX 152 Heavy (A300) approaching to land.

In March 2013, another case occurred when the
non-standard phraseology “actually standby ah”
was used in Boeing 727. The freighter was cleared
to takeoff on a runway occupied by two snow
clearance vehicles. The cancellation of take-off
clearance was not received, but a successful high
speed rejected takeoff was accomplished on sight
of the vehicles before their position was reached.
The controller's failure to 'notice’ the runway
blocked indicator on his display and to his non-
standard use of Radio-Transmission
communications, i.e. “actually standby ah” when
he cleared B727 for takeoff and saw the vehicles
on the runway, added to the occurrence. The right
phraseology should be “takeoff clearance
cancelled”, and any such cancellation issued after
the aircraft has started to roll should take the form
"abort takeoff". It was found out that the controller
had never been required to use either of these
phrases since qualifying.

In the light of these cases, it is vital to analyze
the discourse between pilots and ATCs, who may
be native or non-native English speakers, and to
recognize the standard phraseology used in non-

51

standard ways, which may probably lead to
ambiguity and thus posing potential errors to
communication.

The ICAO puts a great emphasis on non-native
English speakers in acquiring a certain level of
ATC proficiency, whereas native speakers of
English are not prompted by ICAO to adhere to the
standard phraseology. According to Hyejeong and
Elder (2009), the ICAO considers the level of
English  proficiency of non-native aviation
personnel before implementing the ICAO language
policies. The article emphasizes that the
responsibilities for miscommunication in aviation
where English is used as a lingua franca, are
distributed across native and non-native English
speaking ATCs and pilots.

Tewtrakul and Fletcher (2010, cited in
Swinehart, 2013) conducted a study in Bangkok
International Airport with 312 flight recorded
citing for common error among three groups: Thai
ATC-Thai pilot, Thai ATC-native English
speaking pilot, and Thai ATC-foreign pilot who is
a non-native English speaker and does not speak
Thai. The study revealed that radiotelephony
misunderstandings arise most often among non-
native English speakers. Indeed, it is worth noting
that the responsibilities shared by pilots and ATCs
must adhere to the use of standard phraseology.
However, some lexical items (e.g. hold short,
priority, etc.) in aviation phraseology could be
used in non-standard ways. Mendez-Naya (2006)
investigated the evolution of the term right over
time. While the word right has a standard use as an
adjunct of direction, other definition has also been
espoused as “correct” and “exactly”. Furthermore,
it also functions as a discourse marker, locative or
time expressions, adverbs, prepositional phrases, or
clauses modifier, making the term more
ambiguous. More recently, Swinehart (2013), who
expanded Mendez-Naya’s study, examined a
particular lexical item right and examined its usage
in standard and non-standard ways through a
corpus of Cockpit Voice Recording (CVR)
transcripts from National Transportation Safety
Board (NTSB). Surprisingly, only 18.2% of
occurrences of “right” in CVR transcripts were
used in standard ways. This is a very alarming
since almost 80% are generally used in various
nonstandard ways. It can be concluded that this is
an apparent deviation from the ICAO's efforts to
provide “maximum clarity, brevity, and



unambiguity” (p. 3-2), creating ambiguity in a field
of discourse where clarity of communication is
vital. Although Swinehart’s (2013) corpus-based
study looked into how the lexical item right was
used in non-standard ways, the present study
broadly investigates other lexical items irrespective
of their typologies (Bratani¢ & Ostroski Ani¢,
2009). In addition, Swinehart’s (2013) study still
needs theoretical underpinnings as regards the
nonstandard use of such lexical items. This
occurrence can be explicated by the emergence of
the world Englishes across the globe where pilots
and ATCs who may be native or non-native
English speakers use English in their own right.
The pioneering model of World Englishes
formulated by Braj Kachru in early 1980s, also
known as the Kachru’s Concentric model, allocates
the presence of English: the inner circle, where
language functions as a native language (ENL); the
outer circle, where English functions as a
secondary language (ESL); and lastly, the
expanding circle where English serves as foreign
language (EFL). This model may politically show
the nativeness and non-nativeness of English
speaking ATCs and pilots in different nations.
However, Rosenberger (2009:23) argued that,
“while some nations may never have been easy to
classify in this tripartite system, the world-wide
use of English has produced increasingly
overlapping areas of the three circles.” Although
there is a need to revisit Kachru’s three-circle
model in this regard, it is still vital to be taken into
account since pilots and ATCs either native or non-
native speakers of English coming from different
nations speak different varieties of English.
Precisely, there is a need to understand the World
Englishes paradigm and use it as a theoretical
underpinning in describing the lexical items in
standard  phraseology  having  non-standard
definition. These alarming problems led the
researchers to investigate the most common
lexicon in standard phraseology with nonstandard
definition in aviation discourse that may pose
potential problems in communication. Despite the
importance of communication for aviation safety,
there is a lack of research that would
systematically examine the language of pilots and
ATCs.
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2 Methodology

This study primarily used corpus linguistic
approach in order to answer the questions and to
yield findings that are implicative for improving
the radiotelephony communication of ATCs and
pilots in the Philippines. The corpus is a collection
of CVR or QAR transcripts from the CAAP
(2016), and transcripts from international airlines’
accessible transcripts. It is worth noting that all of
these transcripts were obtained on the basis of
availability due to high confidentiality. While the
Air Traffic Services (ATS) of the CAAP agreed to
accommodate interviews with the pilots and
ATCS, it could not provide or release copies of the
conversation transcripts. However, due to strong
requisition of the study, the ATS released only
three transcripts, ensuring that the airline
companies remained anonymous.

In addition, the study adapted the survey of Said
(2011) from the International Air Transportation
Association  (IATA). Through convenience
sampling, the survey was launched for the ATCs
and pilots who provided necessary information as
regards the use of standard phraseology with
nonstandard definition and the situations in which
this phraseology typically occurs.

3 Results and Discussion

The study investigated lexical items used in
Aviation Phraseology that has both standard and
nonstandard meanings.

3.1 Lexical Items Utilized in Standard and
Nonstandard Ways

The lexical item go ahead with standard definition
predominantly appeared in the corpus, having only
one occurrence of its nonstandard counterpart. On
the other hand, the lexical item hold short with
standard definition also predominantly occurred in
the corpus, having only one occurrence of its
nonstandard counterpart. The lexical items priority
and affirm were both used in nonstandard ways



Lexical ltems | Standard Use | Non-standard
Use
Go ahead 87.50% (7) 12.50% (1)
Hold short 85.71% (6) 14.29% (1)
Priority 0% 100% (1)
Affirm 0% 100% (1)

Table 1: Identified Lexical Items

3.2 Standard and Nonstandard Definitions of
Identified Lexical ltems

The lexical items go ahead, hold short, priority
and affirm were identified in the corpus with
standard and nonstandard definitions. The standard
definitions were based on Radiotelephony Manual
ICAO’s Standard Phraseology while the
nonstandard definitions of the identified lexical
items were based on the analyses in the ATCs Air
Traffic Controllers’ and Pilots’ surveys and on the

ICAO Phraseology Reference Guide.

Lexical Items | Standard Use | Nonstandard
Use
Go Ahead to give to move
permission to forward
state a request
Hold Short to not crossor  |to proceed or
enter the to continue
mentioned
runway
Priority to state considered
emergency nonstandard if
situation that is  |it does not state
often mentioned |the kind of
together with the |emergency
terms
“MAYDAY” or
“PAN-PAN”
Affirm used to define should be
“yes” “affirmative”
which is often
misheard as
“negative”

Table 2: Standard and Nonstandard Definitions of the
Identified Lexical Items

53

3.2.1 Go ahead

An example of lexical item go ahead in
nonstandard use appeared in the recorded
conversation from the Air Traffic Controller and
flight crew between Asiania 222 and Etihad 513.

Listing 1

Asiana 222: hold short at Juliet, Asiana 222
ATC: ETD 513 follow Oceania on holding short
Juliet Runway

ETD 513: 1\x9211 make a report

ATC: Go ahead

ETD 513: Echo tango delta 513 at hoel give us
regional chart from your left.

ATC: \x85Regional chart from left T523

ATC: Asiana 222, there ah.. call the ramp and see
hold\x85

Asiana 222: Repeat\x85 Asiana 222

In the transcript, the pilot of Asiana 222
misunderstood the instruction when the Air Traffic
Controlled said the phraseology go ahead. The
pilot of Asiana 222 assumed it was their aircraft
that was instructed to proceed in the mentioned
runway using the phraseology go ahead, not
knowing that the instruction to go ahead and make
a report was for ETD 213.

3.2.2 Hold short

The nonstandard use of hold short also appeared in
the conversation between the Air Traffic Controller
and the pilot of Asiana 222. The pilot of Asiana
222 was instructed to hold short at Juliet. However,
the aircraft was seen to have kept moving because
the pilot misinterpreted the phraseology go ahead
as to proceed or to continue.

Listing 2

ATC: Asiana 222, you are supposed to hold short at
Juliet, sir.

ATC: Asiana 222\x85

Asiana 222: (unreadable)

ATC: | can make a report, so hold short of Juliet,
you’re already passing\x85

Asiana 222: Ah.. | though you made some
alignment on empire\x85

ATC: The empire is not moving. | told you to hold
short and call the ramp

Asiana 222: \x85Copy

ATC: Echo tango delta 513 what\x92s the ramp on
you?



ETD 513: Okay\x85 that\92s a\x85 hotel\x85 523
ATC: Okay. Will it be open sir.
ETD 513: (unreadable)

3.2.3 Priority

The lexical item priority appeared in the corpus
once .In this situation, the pilot used the word
priority to state his concern where ICAO highly
advised that when stating an emergency, the pilot
and air traffic controllers must use the standard
phraseology, i.e. in any instances that need an
immediate assistance, MAYDAY is used while
PAN-PAN can be used in situations that do not
require an immediate assistance but can be
considered as an urgency message

Listing 3

27 TWR: Blue Jay Six-Zero-Four-Four, hold short
Fox-one

30 SRQ6044: Hold short Fox-one

33 RP-C1432: Tower, One-Four-Three-two we
requested priority because of a losing oil pressure
you made go around

44 TWR: RP-C One-Four-Three-Two climb four
thousand runway heading contact one-two-one-one
say again last

3.2.4 Affirm

Another phraseology that may lead into
misunderstanding on the Radio telecommunication
between pilot and air traffic controllers is the use
of the phrase affirmative. In ICAO Standard
Phraseology, the use of affirm phraseology is
defined as yes. Some nations use the word
affirmative which can be considered as a non-
standard phraseology because of the fact that
affirmative can be heard as negative.

Listing 4
UA224: it\x92s UA224, do you have weather at

Manchester and Bradley?
BOS APP: Affirmative, stand by.
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3.3 Situations where Nonstandard Use
Occurs: Air Traffic Controller Survey

28.57% of the respondents picked Route or En-
route Clearance where nonstandard phraseology is
most commonly used in the corpus. However, it is
during Taxi Clearances, Landing Clearances, and

Approach  Clearances  where  nonstandard
phraseology is seldom used with 3.57%
30
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Figure 1: Air Traffic Controllers Survey

3.4 Situations where Nonstandard Use

Occurs: Pilot Survey

It is during Takeoff Clearances, Altitude
Clearances, Approach Clearances, and Landing
Clearances where nonstandard phraseology is
commonly used with 15.79% in the corpus.
However, the pilot agreed that it is during Route or
En-route Clearances and Taxi Clearances where
nonstandard phraseology is seldom used.
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Figure 2: Pilots Survey

4  Conclusion and Recommendation

This study investigated lexical items in aviation
phraseology with standard and nonstandard
definitions as used by ATCs and pilots. As
revealed in the corpus, these are hold short, go
ahead, affirm and priority. According to the
surveys conducted with ATCs and pilots in the
Philippines, it is during Route Clearances or En-
route Clearance where nonstandard phraseology is
mostly encountered while the least used occurs
during clearances for General ATC.

According to the Air Traffic Controllers and
Pilots and on the ICAO radiotelephony manual,
Air Traffic controllers, pilots and aviation students
should be aware that there are existing lexical
items with standard and non-standard definition or
use. In using the lexical item go ahead, the air
traffic controller and the pilot must state the
aircraft call sign to avoid the confusion in radio
telephony communication. In using the lexical item
hold short, the pilot should read back the last
message transmitted by the air traffic controller to
clarify that the message is fully understood. In
using the lexical item priority, the pilot should
state the reason of requesting a priority. Using the
word priority may lead into a confusion with the
phraseology Mayday. Mayday. Mayday. and Pan-
Pan. Pan-Pan. Pan-Pan, which can also be used to
request an urgent message. In using the lexical
item affirm, the pilot and air traffic controller
should avoid the use of affirmative to avoid
instances where it can be misheard as “negative”.
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Air traffic controllers, pilots and aviation
students should also know that the nonstandard
definition of a lexical item can create confusion
and should know the proper phraseology for each
situation during flight operation, so that there will
be a pellucid communication in giving clearances
to prevent confusion.
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Abstract: We propose a new approach to stylometric analysis combining lexical and textual
information, but without annotation or other pre-processing. In particular, our study makes use
Chinese tones motifs and word length motifs automatically extracted from unannotated texts. The
proposed approach is based on linked data in nature as tone and word-length information is extracted
from a lexicon and mapped to the text. Support vector machine and random forest were used to
establish the classification models for author differentiation. Based on comparative study of
classification results of different models, we conclude that the combination of word-final tones
motifs, segment-final motifs and word length motifs provides the best outcome and hence is the best
model.

Keywords: Stylometric analysis, Tones motifs, Word length motif, Chinese prose

1 Introduction

Style refers to linguistic choices made by an author that distinguish his/her writing from those of
other authors (Herdan 1966). Stylometric analysis, can distinguish texts written by different authors
by measuring some stylistic features in text. It is assumed that quantitative authorship attribution is
that the anonymous author of a text can be selected from a set of possible authors by comparing the
values of textual measures in that text to their corresponding values in each possible author’s writing
samples (Grieve 2007). In fact, textual measurements are assumed to include conscious and
unconscious aspects of the author’s style. It would then be an asset to find the features of the
unconscious aspect, since they can not be consciously manipulated by the author (Garc & & Martin
2006). Stylometric analysis involves extracting style markers, i.e. stylometric features, and
classifying the texts represented by those features according to authors (Stamatatos et al. 2000).
These models can be seen as the text classification according to their authors.

The most effective features to discriminate between different authors, i.e. style markers, should
be determined at first. A great variety of measures, including sentence length, word length, word
frequencies, character frequencies and vocabulary richness had been proposed. Savoy (2012)
compared the performance obtained when using word types or lemmas as text representations.

Koppel et al. (2009) compared the performances of several representative learning methods for
authorship attribution and showed that the choice of the learning algorithm is no more important
than the choice of the features by which the texts are to be represented.

This paper examines whether lexical information, such as tones motifs and word length motifs,
can serve as effective stylometric features in authorship attribution. The motivation of such a study
is both to find an effective model of stylometric study without annotation and processing, as well as

to test the effectiveness of the linked data appfdach to stylometric studies.
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1.1 Literature review

Mosteller and Wallace’s (1964) influential work in authorship attribution was based on Bayesian
statistical analysis of the frequencies of a small set of common and topic-independent words (e.g.,
“and”, “to”, etc.) achieved productive and significant discrimination results between the candidate
authors. Since then and until the late 1990s, research in stylometry was dominated by attempts to
define features for quantifying writing style (Homes 1994, 1998), and to explore the new modeling
methods.

Since the late 1990s, the study of authorship attribution have changed because of the vast amount
of electronic texts available through Internet media. Koppel & Argamon (2009) considered a
number of feature types that have been, or might be, used for the attribution problems. A number of
earlier works that have surveyed and compared various types of feature sets, include Love (2002),
Zheng et al. (2006), Abbasi and Chen (2008), and Juola (2008).

Most stylometric studies are lexically based, especially because it is the level of language where
repetitions may be reliably used as a basis for measurement (Holmes 1994).

Grieve (2007) compared thirty-nine different types of textual measurements commonly used in
attribution studies, in order to determine which are the best indicator of authorship. Stamatatos
(2009) summarized the text representation features, style markers, and the computational
requirements for measuring them. The most common words (articles, prepositions, pronouns, etc.)
are found to be among the best features to discriminate between authors (Argamon & Levitan, 2005).
Savoy (2015) found that some simple selection strategies (based on occurrence frequency or
document frequency) may produce similar, and some times better, results compared with more
complex ones. For example, Garc & & Martin (2006) proposed that the function words prove to be
more reliable identifiers of authorship attributions because of their higher frequencies.

There are also many researches for Chinese authorship attribution. Most of the researches focused
on the distribution of character, word, lexical, syntax and semantic in the stylometric analysis. Wei
(2002) examined the authorship attribution of the Chinese classical literary masterpiece, “The
Dream of Red Mansion”, using the distribution of common words. Ho (2015) thought Chinese
auxiliary words, namely “[Y. i, 7§, can represent the writing style of different authors; Hence
can be used as measurement to judge the author of literary texts. Xiao & Liu (2015) examined the
stylistic difference between the literatures of Jinyong and Gulong using text clustering. He & Liu
(2014) examined the difference of usage of rimes of a Chinese syllable in the prose of different
Chinese authors based on text clustering. Other than this study, there were very few stylometric
studies making use of the lexico-phonological characteristics of Chinese, and certainly not the
unique tonal features.

1.2 Research question and methodology

The information of character features is easily available for any natural languages and corpus,
and they have been proven to be quite useful to quantify the writing style (Grieve 2007). The tones
are the important and essential components and play an important role in Chinese language to
determine the meaning of different words and characters. While there are few studies to examine
whether tones can be used as stylometric in authorship attribution in Chinese language.

There are four tones which are high and level tones (FH-F YinPing), rising tones (FH
YangPing), falling-rising tones (&= Shang$heng), falling tones (%75 QuSheng). Except these



four tones, there is also a light tone.

This study hypothesizes that different authors tend to have different characteristic pattern of tone
motifs and word length motifs usage. We selected the tone motifs and word length motifs in the
different specific positions in the sentences as the characteristics to classify the texts according to
their authors.

Support vector machine (SVM) algorithm and Random Forest were selected to establish the
classification model. 5-fold cross-validation was used to measure the generalization accuracy. In
order to avoid the contingency, the 5-fold cross-validation was run 30 times repeatedly. The average
value of identification error rate (Stamatatos & Fakotakis 2000, Tan et al. 2006), i.e., erroneously
classified texts/total texts, was used to validate the classification result.

We use the open source programming language and environment R (R Core Team 2016) to realize
the classification experiments. The function of ksvm in R package kernlab and the function
randomForest of R package randomForest were used to classify the texts from different authors.

2 Corpus

In the studies of stylometric analysis, an important problem is that the distribution of the training
corpus over the different authors is uneven. For example, it is not unusual to have multiple training
texts for some authors and very few training texts for other authors.

Another important question is the size of one text sample per authors. The text samples should be
long enough to adequately extract the style of them which can be used as text representation features.
Different from the existing researches of authorship attribution, this study focuses on the stylometric
analysis of Chinese literary texts of different authors and explores whether the tones motifs and
word length moitfs of Chinese language can be used as stylometric properties. It isn’t rigorous than
the authorship attribution in the data collection of this study. So we selected the similar number of
texts of different authors and the similar size of every texts to establish the corpus for this study.

In this study, the proses of four Chinese writers were selected to build the corpus, as shown in
Table 1. They are Congwen Shen, Zengqi Wang, Qiuyu Yu and Ziging Zhu.

Table 1: Corpus scale using this study

Text number Word type Word token
Congwen Shen 40 11551 101670
Zengqi Wang 38 14289 111589
Qiuyu Yu 38 11294 90132
Ziging Zhu 38 13011 123674

Chinese language texts are written Chinese character by character. We try to resolve the question
of multi-sound characters by segmenting the texts from character sequences to word sequences
using the Chinese lexical analysis system created by Institute of Computing Technology of Chinese
Academy of Science (ICTCLAS). Most of multi-sound characters have one pronunciation in a word.

Then we establish a system for extracting the tones of the characters based on the grammatical
knowledge-base of contemporary Chinese.

3 Experiments results
Firstly, Chinese sentence should be defiggd in this study because the sentence-initial and



sentence-final characters will be considered. A sentence in Chinese text, however, is not easily
defined for the lack of reliable convention to mark end-of-sentence, and because of frequent
omission of sentential components including subjects and predicates (Huang and Shi 2016).
Consequently, Chinese sentences are often defined in terms of characteristics of speech, rather than
text (Lu 1993; Huang & Shi, 2016). Chao (1968) and Zhu (1982) offer similar definitions that rely
on pauses and intonation changes at the boundaries of sentences.

According to the approach of many Chinese Treebank (e.g. Chen et al. 1996 for Sinica TreeBank,
Huang and Chen 2017) and the analysis of sentence length distribution in quantitative linguistics
(Hou et al. 2017) all segments between commas, semicolons, colon, periods, exclamation marks,
and question marks expressing pauses in utterances are marked as sentences. Actually, the sentences
by this definition are the clauses and conform to the sentence definitions relying on pauses and
intonation changes in the utterances. In Wang & Qin (2013) and Chen (1994), the sentence by this
operational definition is called sentence segment (hereinafter segment). Wang & Qin (2013)
considered that sentence segment length is more relevant to language use in Chinese. So the sentence
segments are used as the unit for extracting the sentence-initial and sentence-final characters.

There are often unique rhythms when the different proses are read. This unique rhythm is an
inherent characteristic of a prose. Wang et al. (2011) proposed that there are different rhythms
between the texts from different authors whilst there are similar rhythms between the texts of an
author.

The motif was inspired by the F-motiv for musical “texts” (Boroda 1982) and continued in
linguistics by Kd&hler (2006, 2008) who used the concept of L-motifs, i.e. length motifs. Boroda
defined the “F-Motiv” with respect to the duration of the notes of a musical piece because units
common in musicology were not usable for his purpose.

According to K&hler & Naumann (2010) and Kdhler (2015), linguistic motif is defined as:

The longest continuous sequence of equal or increasing values representing a quantitative
property of a linguistic unit. Thus a L-motif is a continuous series of equal or increasing length
values.

Following the definition, any text or discourse can be segmented in an objective, unambiguous,
and exhaustive way, i.e. it guaranties that no rest will remain (K&hler 2008).

In addition, motifs can be defined for any linguistic unit and for any linguistic property.

And motifs have an appropriate granularity, with respect to which motifs are scalable.

Word length is an important indicator for stylometric analysis and has significances in prosodic
linguistics. L-Motif of word was defined as a maximal sequence of monotonically equal and
increasing numbers which represent the length of the adjacent words in a sentence segment.
According to this definition, a given text can be segmented some paragraphs which are represented
by an uninterrupted sequence of L-segments of word. For example, in the following paper, the word
L-moitfis (2), (1,2), (1,2, 2), (1,1,1,1,2), (1,2, 2), (1, 2).
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Tone is the category variable, we defined the tone-motif as the longest continuous sequence of
equal tones.

This part will examine whether tone motifs, word length motifs and their combination can be
used as stylistic characteristics of the different authors. The segment-initial and segment-final tone
motif, the word-final tone motif were considered. The paragraph was considered as a unit to
compute the segment-initial and segment—finaljg)ne motif. The segment was considered as a unit to



compute the word-final tone motif and word length motif.

Table 2: The classification results using the tone motif, word length motif and their combination as
characteristics

Identification error rate
Stylometric markers SVM RF
1 word-final tone motifs 27.77% 26.01%
2 segment-final tone motifs 47.85% 50.91%
3 word-final tone motifs + segment-final tone motifs 24.15% 20.7%
4 bigrams of word-final tone motifs 34.35% 36.1%
5 word-final tone motifs + their bigrams 30.75% 26.85%
6 word length motifs 35.16% 33.83%
7 word-final tone motifs + word length motifs 20.07% 19.07%
8 word-final tone motifs + segment-final tone motifs + word 14.02% 14.62%
length motifs

The texts from different authors were represented by the motifs and classified according to their
authors. SVM and random forest were used to establish the classification model and the 5-fold cross
validation was used to validate the classification results, as shown in Table 2 and Figure 1.

Identification error rates

60.00%
50.91%
50.00% 4789
0,
40.00% 3438540% 3536%9,

30.00% 279 B19%

30.75%
2a.15% 26.85%
. 0
0,
20004 20.70% 2007%79%
.00% 14122%
10.00%
1 2 3 4 5 6

0.00%

SVM ERF

Figure 1: Classification results using the tone motif, word length motif and their combination as
characteristics (1-8 on the horizon level represent the characteristics as shown in table 2)

From textural characteristics 1 and 5 in Table 2, we can see that the bigrams of word-final tone
motif can’t improve the classification result when they combines word-final tone motifs. So we can
say that the bigrams of word-final tone motifs can’t help to differ different authors and influence the
classification results. Maybe this is because the bigrams of word-final motif are sparse.

Although, the identification error rate of claé6ification result is very high when only the segment-



final tone motifs were used as the textual measurement, the combination of them and word-final
tone motifs can reduce the identification error rate. This is the unexpected and interesting result.
Compared with SVM, the classification model established using random forest can obtain the good
classification result.

Combination of word length motifs and word-final tone motifs can make a relative low
identification error rate.

From Table 2 and Figure 1, we can see that the classification result is well when the combination
of segment-final and word-final tone motifs and word-length motifs is selected to represent the
different texts from different authors.

Classification And Regression Trees (CART) was selected to establish a classification tree, as
shown in Figure 2, using combination of word-final tone motifs and segment-final tone motifs and
word length motifs as text characteristics. The tree outlines a decision procedure for determining
the author of the texts.

In Figure 2, the leaf nodes specify a partition of the data, i.e. a division of the data set into a series
of non-overlapping subsets that jointly comprise the full data set (Baayen 2008). For any node, the
most useful predictor was selected to split it, for example word length motif (1-2-2, represented by
x47). From the classification tree, we can see that the few predictors can roughly determine the
authors of the texts. This conforms to the classification results using SVM and random forest
establish the classification model.

x47>=0.04427

x6< 01239 x20>=0.0007655

x45>=0106321

SCW
24/01N1

x30>=002979

yay
2[3/29/0

scw 7zq
11/1/0/0 03117

wzq 2zq
0/26/0/5 3/5/7125

Figure 2: CART tree for the identification of authors

4 Conclusion

Chinese is a tonal language where tones, just like other lexical features, differentiate meanings.
Most of previous studies in the Chinese stylometric analysis selected features at the words level or
higher level as the textual measurement to identify the authors of the texts. Some examples of the
selected features included words and syntactic information of the texts. Very few studies select the
sub-lexical features mark the writing style of an author. In this study, we examine whether the
Chinese tones motifs and word length motifs can be used as the stylometric characteristics. The tone
motifs and word length motifs are both lexical feature that can be linked from other lexical resources
and do not required annotated texts. 61



After comparing the classification results when using all the mentioned linguistic characteristics
represent texts respectively, the experiments show that the combination of word-final tones motifs
and segment-final tones motifs and word length motifs can effectively differentiate texts from these
selected four authors.

The most important feature of our proposed methodology is the linked data approach without any
dependence on annotated data or complex text processing, such as PoS tagging or parsing. Note
complex processing introduces errors that can be propagated and that requirement of annotated data
often lead to data sparseness problems. Our proposed methodology can apply to any plain text, as
long as a link to existing lexicon for tonal and word-length information. The tonal and word-length
information are inherent information carried by the word, the basic textual elements; hence the
methodology is applicable to unannotated big data and will have wide applications in nearly all
forms of big data as well as literary texts.
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Abstract

Two of the main problems in creating an
Indonesian parser with high accuracy are
the lack of sentence diversity in treebank
used for training and suboptimal uses of
parsing techniques. To resolve these
problems, we build an Indonesian
dependency treebank of 2098 sentences
(simple and complex sentences) and use
ensemble techniques to maximize the usage
of available dependency parsers. We
compare the combination of seven parsing
algorithms provided by MaltParser and
MSTParser,  which  provides  both
transition-based and graph-based models.
From our experiments, we found that the
graph-based model performs better than the
transition-based model for Indonesian
sentences. We also found no significant
accuracy difference in models between
several simple ensemble models and
reparsing algorithms.

1 Introduction

Text parsing is one of the major tasks in natural
language text processing (NLP). Text parsing is the
process of determining the syntactic structure of a
sentence. The result of text parsing is a syntactical
tree, which is mostly used for higher-level NLP
tasks, like sentiment analysis (Di Caro and Grella,
2013) and semantic role labeling (Johansson and
Nugues. 2008).
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There are two kinds of text parsing to date:
constituent parsing and dependency parsing.
Constituent parsing parses a sentence by
determining the constituent phrases of the sentence
hierarchically, usually by using a grammar (Aho,
2003). Dependency parsing, on the other hand,
parses a sentence by determining a dependency
relation for each word in a sentence. In this
research, we use dependency parsing, because it is
suited for analyzing languages with free word
order, such as Indonesian (Nivre, 2007). Figure 1
shows an example of a parsed Indonesian sentence
using dependency structure.

ROOT

ROOT
B ROOT ROOT ROOT ‘
vV | . / [V | V

<ROOT> Dugaan itu tidak meleset
0 1 2 3 4 5

Figure 1. Example of a parsed Indonesian sentence
(TL: That allegation does not miss) with
dependency structure

Up until now, there have been only a few studies
regarding  Indonesian  dependency  parsing
(Sulaeman, 2012; Green et.al, 2012). Most of the
previous researches focused on rule-based parsing
(Purwarianti et.al, 2013), which yielded quite a low
accuracy, compared to other languages. Based on
these researches, we use ensemble parsing
techniques (Surdeanu and Manning, 2010) in our
works. We also built a dependency Treebank
corpus used for the model training with 2098
sentences.

In the following sections, we describe the
relevant studies and some basic concepts about



dependency parsing and its models. We then
describe the corpus used in this research, our
experiment settings, and finally the results and
analysis.

2 Related Works

There are two studies that are related to ensemble
dependency parsing, which is Surdeanu &
Manning's work for English (Attardi and
Dell'Orletta, 2009), and Green et al.'s work for
Indonesian (Green etal, 2012). Surdeanu &
Manning created an ensemble dependency parser
using parsing algorithms from both MaltParser and
MSTParser for English. This research used CoNLL
2008 shared task corpus as the treebank for
training and testing. There are two types of
ensemble models used in this research: ensemble
model at learning (using stacking) and ensemble
model at runtime (using voting mechanism). The
ensemble system at runtime used both weighted
and unweighted voting scheme. The system also
used a reparsing algorithm (Attardi and
Dell'Orletta, 2009) to ensure the resulting
dependency graphs always form a tree. The
employed reparsing algorithms are Eisner's
algorithm (Eisner, 1996) and Attardi's algorithm
(Attardi and Dell'Orletta, 2009).

There are three conclusions that can be inferred
from this research. First, an ensemble model that
combines several base parsers at runtime performs
significantly better than an ensemble model that
combines two parsers at learning time. Second,
well-formed dependency trees can be guaranteed
without significant performance loss by linear-time
approximate  reparsing  algorithms.  Lastly,
unweighted voting performs as well as weighted
voting for the re-parsing of candidate
dependencies.

Green et al.'s (2012) research consists of making
treebank for Indonesian and analyzing ensemble
technique effectivity on Indonesian dependency
parser using self-training. This research used four
out of five parsing algorithms provided by
MaltParser (Nivre, Stack, Planar, and 2-Planar) as
its base parsers. This research used 100 Indonesian
sentences from IDENTIC (Larasati, 2012) as the
treebank. The treebank was split into three parts:
one for training, one for self-training tuning, and
one for testing. The ensemble techniques used was
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Chu-Liu Edmonds reparsing algorithm with the
unweighted voting scheme.

From this research, Green et al. (2012)
concluded that self-training and ensemble parsing
can be used to increase overall accuracy for
Indonesian dependency parsing. Our work differs
from Green et al.'s work by using base parsers
from two different parsing models (transition-
based and graph-based model), where Green et al.'s
and only use one parsing model (transition-based
model); and also the treebank size which is 20
times larger than Green et al.'s. Our experiment
scheme is also different since we conducted a cross
validation scheme in calculating the accuracy.

3 MaltParser and MSTParser

Both MaltParser and MSTParser are data-driven
dependency parsers, which use treebank as training
data for making parsing models. Both of these
parsers are language-independent, which allows
any language to be used in the parser without any
compromise in accuracy. However, these parsers
have different ways to parse sentences. Both of
these parsers will be explained in the next sections.

3.1 MaltParser

MaltParser was introduced by Nivre et al. (2007).
It is a data-driven and language-independent
dependency parser. MaltParser uses transition-
based model during parsing. This model uses
transition machine, which contains four main
components: a set of parsing states, a set of parsing
transitions, the initial parsing state, and a set of
terminating parsing states. The parsing result of a
transition-based model is a transition sequence that
can be used to transform the initial parsing state
into a terminating parsing state. The learning
problem comes from determining the best action to
make at each state. This can be achieved learning
an “oracle” function.

There are five parsing algorithms available in
MaltParser, which can be seen in Table 1. Each of
these algorithms differs on the data structures used
to represent the parsing states and the set of
transitions available for every parsing state.



Algorithm Parsing Mode Data Structure Complexity Projective?

Nivre Arc-eager Stack O(n) Yes
Arc-standard Stack O(n) Yes

Covington Projective Two lists 0(n?) Yes
Non-projective Two lists 0o(n?) No
Projective Stack O(n) Yes

Stack Non-projective lazy Stack O(n) No
Non-projective eager Stack O(n) No

Planar Stack O(n) Yes

2-Planar Two stacks O(n) Yes

Table 1. Transition-based Algorithm Used by MaltParser

3.2 MSTParser

MSTParser is a data-driven and language-
independent dependency parser that uses graph-
based model. The graph-based model adds a
weight to each directed edge in a dependency
graph, which is determined by the dot product of
the feature weight vector and the score vector
based on the current dependency relation. The
overall graph is scored, which equals to the
product of all weights of all directed edges. The
graph-based model will be able to determine the
best dependency tree for a sentence by finding the
spanning tree of the dependency graph created
with maximum score.

There are two parsing algorithms available in
MSTParser: Eisner and Chu-Liu Edmonds
algorithm. The first one is Eisner algorithm, which
uses dynamic programming (memoization) to find
the maximum spanning trees. It has a complexity
of O(n®) and can only build projective trees. The
second one is Chu-Liu Edmonds algorithm, which
uses recursive greedy selection to find the
maximum spanning tree. It has a complexity of
O(n?) and can build both projective and non-
projective trees.

4 Ensemble Technique

In NLP, ensemble technique is a parsing technique
that uses a collaboration of several unique parsing
models to parse sentences better than individually.
Ensemble technique can be applied during learning
and during parsing. Ensemble technique can be
applied during learning by having a parsing model
parse a test data, and then uses another parsing
model to repair the mistakes made by the previous
parser. These steps are repeated until all parsers are
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used. Several examples of ensemble during
learning are stacked parsing and guided model
(Fan et.al, 2008; Nivre and McDonald, 2008).

Ensemble technique can also be applied during
training by having several base parsers parse the
same test data. The base parsers are trained using
the same training data. After that, the result from
each base parser will be used to determine one
final dependency graph that considers all of the
base parsers' results. There are three kinds of
ensemble during parsing to date: meta-classifier,
voting system, and reparsing algorithm. We will
only discuss the voting system and the reparsing
algorithm in this paper.

In voting system, every token in a sentence will
have a dependency relation that was determined by
majority voting. Every dependency relation from
all of the base parsers will be tallied according to a
voting scheme (weighted or unweighted). After
that, the best dependency relation for each token
will be used for the final dependency graph. In
practice, voting scheme is simpler than meta-
classifier and performs at the same level as meta-
classifier.

There two types of voting that can be used for
voting system: weighted and unweighted.
Unweighted voting makes all base parsers give the
same score for all dependency relations. On the
other hand, weighted voting makes base parsers
with better accuracy give bigger score for
particular dependency relations. When using
voting system, the dependency relation with the
biggest score for a particular token will be used by
the ensemble parser to create the final dependency
graph. Voting is done until every token has a
dependency relation.
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Figure 2. Overall ensemble parsing process

Sometimes, the dependency graphs that are
created by the voting system does not make a
dependency tree. To resolve this, a reparsing
algorithm can be used to parse the dependency
graph by finding the maximum spanning tree of the
graph. The weight of each directed edge is
calculated by tallying the dependency relations
from all of the base parsers using a weighting
scheme (weighted or unweighted). Three of the
most used reparsing algorithms are Eisner
algorithm, Chu-Liu Edmonds algorithm, and
Attardi algorithm. Our work uses voting system
with unweighted voting scheme and all of the
reparsing algorithms (all with unweighted
weighting scheme).

There are three main steps on doing ensemble
parsing. The first step is training all of the base
parsers with parsing algorithms and learning
algorithm provided by MaltParser and MSTParser.
The base parsers are trained using the treebanks
that will be listed in the next section. The second
step is parsing the test sentences using a particular
base parsers combination. The parsing result is in
CoNLL. The last step is using a particular
ensemble technique to create an ensemble tree. The
whole process of ensemble parsing can be seen in
Figure 2.

5 Experiments

5.1 Experimental Settings

Our treebank statistic is shown in Table 2. We
performed the experiments using our treebank that
contains 2098 sentences. We used Kuncoro’s
treebank (2013), which contains 2018 sentences,
and added 80 sentences, which we manually parsed
from news sites like Kompas and Tempo to include
in our treebank.

There are three main scenarios in our research.
In the first scenario, we compared the
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performances of the base parsers in parsing
Indonesian sentences. There were eleven single
parsers that were compared: Nivre eager, Nivre
standard, Covington projective, Covington non-
projective, Stack projective, Stack eager, Stack
lazy, Planar, 2-Planar, Eisner, and Chu-Liu
Edmonds. The parsers were tested using 10-fold
cross validation and used the same learning
algorithm (SVM).

In the second scenario, we compared the
performances of four ensemble techniques: voting
system with unweighted scheme, Eisner reparsing
algorithm, Chu-Liu Edmonds reparsing algorithm,
and Attardi reparsing algorithm. All of the
reparsing algorithms used unweighted weighting
scheme. The ensemble combination used is 2-
Planar, Eisner, and Chu-Liu Edmonds parsing
algorithms. The parsers were tested using 10-fold
cross validation and used the same learning
algorithm (SVM).

In the third scenario, we compared the
performances of ensemble parsers that use
different algorithm combination. There were six
ensemble combinations that were compared: all
parsing algorithms (both from MaltParser and
MSTParser), all algorithms from MaltParser, all
algorithms from MSTParser, all projective parsing
algorithms, all non-projective algorithms, and three
algorithms with the highest accuracy (according to
the first scenario). The parsers used Eisner
reparsing algorithm with unweighted weighting
scheme and were tested using 10-fold cross
validation and used the same learning algorithm
(SVM).

5.2 Results and Analysis

The results of the four experiments are shown in
Table 3, Table 4, and Table 5. The metric used in
this work is UAS (unlabeled attachment score). We
don’t use LAS (labeled attachment score) since we
have no dependency label in our treebank yet.



Sentence Type Number of Sentences (Percentage)

Simple sentence 1067  (50.86%)

Compound sentences 349 (16.63%)
Number of clauses

Complex sentence 527 (25.12%)

Complex-compound sentence 155 (7.39%)

Present 50 (2.38%)
Presence of gerund

Not present 2048  (97.62%)

Transitive verb 1017  (48.47%)

Intransitive verb 989 (47.14%)
SOS tag of central Adjective 69  (3.29%)

ependency

Noun 8 (0.38%)

Others 15 (0.71%)

None 1630  (77.69%)

. Anaphoric 312 (14.87%)

Deletion type ;

Cataphoric 89 (4.24%)

Structural 67 (3.19%)

Table 2. Indonesian Treebank Statistic

The result from Table 4 shows that Chu-Liu
Edmonds algorithm is the best parsing algorithm to
be used for Indonesian sentences. One of the main
factors that contribute to Chu-Liu Edmonds' high
accuracy is the fact that graph-based model can
handle long distance dependency well, which most
Indonesian sentences have. We can see from the
results that Chu-Liu Edmonds dominated both the
accuracy on parsing the long sentences and the
short sentences. Theoretically, transition-based
models should have been able to parse short
sentences better than graph-based model.
However, the results showed the opposite. This
could be caused by Indonesian sentences tendency
to use long distance dependencies, even in short
sentences.

Another interesting thing that can be inferred
from these results is the fact that transition-based
models generally performed better when parsing
sentences with outlier predicates (like adjectives
and nouns). This is most likely because of the rich
feature representations that transition-based model
has, which depends on the data structures used to
represent the parsing state. Figure 3 and 4 shows
the example of this occurrence.

The result from Table 5 shows that there is no
significant accuracy difference on the ensemble
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technique used. However, voting system with
unweighted scheme has a little higher accuracy
than others (0.01%), because the resulting graphs
are not reparsed, which make the individual
dependency accuracy better than those that use
reparsing algorithm. The accuracy indifference
may be caused by the fact that all of the reparsing
algorithms used unweighted voting scheme, which
would make the weight of many dependency
relations to be the same, regardless of the
algorithm.

The result from Table 6 shows that the parser
that uses the combination of the top three base
parsers (2-Planar, Eisner, and Chu-Liu Edmonds)
has the highest accuracy. This is because of the
ensemble property itself. Most of the correct
majority decisions (from the best parsers) were
able to repair the best parser's mistakes. We can
also see that parsers combining all algorithms have
lower accuracy than others. This is because of the
fact that most of the parsing algorithms created the
same dependency trees, especially for the same
variants (like Nivre's standard and eager mode).
This resulted in most majority decisions to come
from the algorithms with several variants.



Accuracy

Parsing Algorithm Overall ngg:lgtres Sentence with > 15 tokens Sentence with < 15 tokens
Nivre-eager (Malt) 83.5% 60.00% 77.16% 85.81%
Nivre-standard (Malt) | 82.9% 55.71% 75.51% 85.54%
(C,\cﬂ";:ggton projective | g5 404 51.43% 75.25% 85.01%
gﬁ)‘l’g;%t\j’g (',‘\zgl ) 82.6% 50.00% 75.40% 85.29%
Stack projective (Malt) | 83.3% 55.71% 76.23% 85.81%
Stack eager (Malt) 83.7% 57.14% 77.58% 85.86%
Stack lazy (Malt) 83.9% 57.14% 78.17% 85.90%
Planar (Malt) 84.1% 57.14% 77.85% 86.30%
2-Planar (Malt) 84.7% 54.29% 78.79% 86.82%
Eisner (MST) 85.8% 54.29% 80.68% 87.51%
f,\')lg'T")'”'EdmO”ds 86.1% | 5286% | 80.89% 87.86%

Table 3. Accuracy of Single Dependency Parsers

ROOT

Iz |+

ROOT ‘_«m_ _ROOT ROOT _ROOT l
L v Hyll v ¥l v ¥
<ROOT> Dia tidak malu bertanya di depan umum

0 1 2 3 4 5 6 7 8

Figure 3. Correct dependency tree for sentence Dia tidak malu bertanya di depan umum (He is not
ashamed of asking questions in public)

v Y ¥ v i v v
<ROOT> Dia tidak malu bertanya di depan umum
0 1 2 3 4 5 6 7 8

<ROOT> Dia tidak malu bertanya di depan umum
0 1 2 3 4 5 6 7 8

<ROOT> Dia tidak malu bertanya di depan umum
0 1 2 3 4 5 6 7 8

Figure 4. Parsing result for sentence Dia tidak malu bertanya di depan umum (He is not ashamed of
asking questions in public) using 2-Planar, Eisner, and Chu-Liu Edmonds parsing algorithm respectively
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Ensemble Technique Accuracy
Unweighted majority 86.6%
Eisner 86.5%
Chu-Liu-Edmonds 86.5%
Attardi 86.5%

Table 4. Accuracy of Parsers with Different Ensemble Technique

Ensemble Technique Accuracy
All parsing algorithms (MaltParser + MSTParser) 85.5%
All parsing algorithms from MaltParser 85.1%
All parsing algorithms from MSTParser 86.0%
All projective parsing algorithms 85.6%
All non-projective parsing algorithms 85.3%
Top three parsers (2-Planar, Eisner, and Chu-Liu Edmonds) 86.5%

Table 5. Accuracy of Parsers with Different Ensemble Combination

6 Problems While Creating Indonesian
Treebank

During the making of our Indonesian Treebank, we
encountered several problems that should be
solved in the future works. Most of the problems
revolve around labeling standards. The first
problem is the POS-tags standards. Our current
treebank uses proprietary standards for both the
coarse-grained and fine-grained POS-tags. While
our standards are adequate to cover most word
types, the lack of standards for POS-tags makes it
difficult to merge several treebanks to create a
larger data set for future studies. INACL has issued
a POS-tags standard for Indonesian?, however,
there is still a matter of mapping the old POS-tags
standards to the new POS-tags standards.

The second problem is the lack of dependency
labels for Indonesian. At the time this research is
concluded, there were no dependency label
standards that can be used to label each
dependency relation in a treebank. This would
drastically reduce the usefulness of the parser
results for most semantic-related NLP tasks since
the dependency label is one of the main features in

L http://inacl.id/inacl/wp-content/uploads/2017/06/INACL -
POS-Tagging-Convention-26-Mei.pdf
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those tasks. One possible solution is to use the
dependency label standards from Universal
Dependencies (Nivre et al., 2016), which has a
universal dependency labeling scheme.

7 Conclusions and Future Works

From our experiments, we concluded that the
graph-based model is better than transition-based
models for the Indonesian language. We also
concluded that different simple ensemble
techniques and ensemble combinations do not give
significant accuracy difference between models.

Potential future works lie in using more intricate
ensemble techniques (e.g. weighting models by its
proficiency in creating dependencies for different
POS-tags) or better base parsers (using deep
learning or word embedding as features during
parsing). Other major future works lie in creating a
big and complete dependency treebank, which can
be done by merging several treebanks from several
studies using one labeling standards for both its
POS-tags and dependency labels.
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Abstract

This paper discusses the so-called raising
to object (RTO), which provides interesting
problems with respect to the syntactic/seman-
tic status of an accusative-marked NP. We ar-
gue that two types of matrix verb, control and
raising, must be recognized in the construc-
tion. The linearization approach can capture
the possibility of word order variation, espe-
cially, the distribution of accusative-marked
NP in the construction. Moreover, we suggest
that RTO involves a non-thematic NP related
to the embedded predicate via predication.

1 Introduction

In some languages, an argument that belongs seman-
tically to an embedded clause is realized syntacti-
cally as an object of a matrix clause, this “raising to
object” (RTO) is schematized as follows:

(1) [matrim subject ObjeCti [embedded Ai ] ]
g

The term “raising” has its origin in the transforma-
tional analysis of such constructions in which the
subject of the lower clause is “raised” to become the
object of the matrix verb (Postal, 1974; Lasnik and
Saito, 1991; among others).

In Japanese, it has been noted in the literature on
transformational syntax that examples such as (2)
share syntactic properties with English counterparts:

[t; baka da ]
fool cop

(2) a. Yamada-wa Tanaka-o;
Yamada-TOP Tanaka-ACC
to omotta.

COMP thought

“Yamada thought Tanaka [to be a fool.]’
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b. Yamada-wa [Tanaka-ga baka da ]
Yamada-TOP Tanaka-NOM fool COP
to omotta.

COMP thought

“Yamada thought [that Tanaka was a fool.]’
(Kuno (1976): pp. 23-24, Slightly altered.)

As those glosses indicate, (2a) and (2b) show the
same case alternation patterns that English exhibits.
There are a number of conditions which must be
satisfied in order to form a grammatical RTO con-
struction, but in this paper, we focus on the predi-
cational relation between the accusative-marked NP
and the complement predicate. More specifically,
we argue that RTO involves a non-thematic NP re-
lated to the embedded predicate via predication.

2 Word Order and Embedded Predicate

While there can be no doubt that Kuno’s (1976) RTO
phenomenon exists in Japanese (Tanaka, 2002),
there are at least two questions that cannot be ac-
counted for by his analysis.

One of the problems is concerned with the word
order of an accusative-marked NP, which can be
generally scrambled. Consider (3):

(3) a. Yamada-wa
Yamada-TOP

Tanaka(-no  koto)-o
Tanaka-GEN  matter-ACC
baka dato omotta.

fool is that thought

“Yamada thought Tanaka to be a fool.’
(Kuno 1976: 24)

b. Yamada-wa baka da to Tanaka*(-no koto)-o
omotta. (Kuno 1976: 35)
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Kuno’s observation indicates that Tanaka-o ‘Tanaka
-ACC’ can not be located to the right of the comple-
ment clause, while Tanaka-no koto-o ‘Tanaka-GEN
matter-ACC’ can. The question arising from this
contrast is: How can we derive the difference be-
tween Tanaka-o and Tanaka-no koto-o to account for
their scramblability?

Another question comes from the restriction of
embedded predicates. Kuno suggests that this is lim-
ited to ‘either adjectives or nominal + copula da’
(Kuno 1976, p. 33). Consider (4):

(4) a*Ken-wa Naomi-o Tokyo-ni  kita to
K-ToP N-AcC Tokyo-DAT came that
omotta.
thought
‘Ken thought that Naomi came to Tokyo.’

futot-teiru to
fattened-PROG that

Naomi-o
N-ACC

b. Ken-wa
K-TopP
omotta.
thought

‘(Lit.) Ken thought that Naomi was being
fattened.’

As Kuno’s restriction predicts, RTO is not licensed
in (4a) with kita ‘came’. However, it is licensed
in (4b) with futot-teiru ‘being fattened’, though the
predicate is neither the adjectives or nominal + cop-
ula da form. The question arising immediately from
this contrast is: How can we define the nature of the
embedded predicates allowing RTO?

In the rest of this paper, we will seek the answer
to these questions, examining how RTO can be dealt
with within the framework of HPSG (Pollard and
Sag, 1987; Pollard and Sag, 1994; Sag, Wasow and
Bender, 2003).

3 Two Types of Matrix Verb

In this section, we will argue that there are two types
of omow ‘think’, and account for the scramblability
in (3), based on their lexical entries.

3.1 NP-no koto Sentence and Control Verb

Kuno extensively discusses that control (equi) con-
structions like (5) have a number of properties which
are not found in raising constructions.

One of his tests comes from the scramblability of
the complement clause. Compare (5) with (3):
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(5) a. Yamada-wa  Tanaka-ni
Yamada-TOP Tanaka-DAT

sore-0  suru
it-Acc do
koto-o  meijita
that-AcCcC ordered

“Yamada ordered Tanaka to do it.’
(Kuno 1976: 34)

b. Yamada-wa sore-o suru koto-o Tanaka-ni
meiji-ta. (Kuno 1976: 35)

Tanaka-ni ‘Tanaka-DAT’ in (5b) and Tanaka-no
koto-o ‘Tanaka-GEN matter-ACC’ in (3b) can be lo-
cated to the right of the complement clause, while
Tanaka-o ‘Tanaka-ACC’ in (3b) can not. It is note-
worthy that the dative-marked NP and the NP-no
koto-o behave in the same manner.

Another test is concerned with the equi-NP. Kuno
points out that equi-NP deletion is not obligatory
process, although (6) is less natural than (5a).

(6)?Yamada-wa  Tanaka; -ni
Yamada-TOP Tanaka-DAT he-NOM

kare; -ga sore-o
it-ACC
suru koto-o  meijita

do that-AccC ordered

‘(Lit.) Yamada ordered Tanaka that he do it.’
(Kuno 1976: 35)

Now consider a raising construction with a resump-
tive pronoun kare-ga ‘he-NOM’:

(7) Yamada-wa Tanaka?(?)(-no
Yamada-TOP  Tanaka-GEN
kare; -ga baka dato omotta.
he-NOM fool is that thought
‘(Lit.) Yamada thought Tanaka that he was a
fool.

koto)-o
matter-ACC

It is interesting that kare-ga ‘he-NOM’ co-occurs
with NP-no koto-o. Though we will not be con-
cerned with the problem of how resumptive pro-
nouns are licensed, the crucial point here is that
Tanaka-ni ‘“Tanaka-DAT’ in (6) and Tanaka-no koto-
o ‘Tanaka-GEN matter-ACC’ in (7) share certain
characteristics.

Kuno indicates that when the object of raising
verbs is human, no koto appears optionally after NP
for the human (Kuno 1976, p.41). However, the
above discussion shows that the sentence with no
koto is a control construction and that there are two
types of omow ‘think’. Thus, we propose the follow-
ing lexical entries for two types of omow ‘think’:



(8) a. Raising Verb:

[HEAD verb

SUBJ (NP[nom}; )
[2INP|acc],

I COMPS <XP[S[UBJ]<>]:>

RELN think

THINKER i

| ARG

SYN

SEM

b. Control Verb:

[HEAD verb
SUBJ(NP[nom]; )
VAL | O vps (NP accl;, >
I XP[SUBJ (NP, )]:[1]
RELN think
THINKER 1
THINK_OF ]
ARG

SYN

SEM

It should be noted that in a raising verb (8a),
an accusative-marked NP is located outside XP
against the Exceptional Case-marking (ECM) anal-
ysis (Kaneko, 1988; Ueda, 1988; Hiraiwa, 2001;
Taguchi, 2009) in which such an NP is located in-
side XP as shown in (9a):

(9) a. Ken-wa
Ken-TOP

[xp Naomi-(ga/o) kawaii to ] omotta.

Naomi-NOM/ACC pretty that thought

‘Ken thought Naomi (was pretty / to be
pretty).

b. Ken-ga  omotteiru nowa
Ken-NOM thinking is
[xp Naomi-(ga/*o)  kawaii ] toiukoto da.
Naomi-NOM/ACC pretty that is
‘What Ken thinks is that Naomi is pretty.’

In (9b), when Naomi is marked with ga, the com-
plement clause XP containing it can be clefted. On
the other hand, when Naomi is marked with o, the
clause can not be clefted although the accusative-
marked NP is expected to be occupied within XP.
This test suggests that an accusative-marked NP is
not a constituent of XP. Therefore, we regard RTO
construction without no koto as having the feature
structure as (8a), and propose two types of lexical
entry of omow ‘think’ as shown in (8).
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3.2 Scrambling as Domain Union

Let us now turn to the scramblability illustrated in
(3), and repeated in (10) with some modification:

(10) a. Yamada-wa  Tanaka(-no  koto)-o
Yamada-TOP Tanaka-GEN matter-ACC
baka dato omotta.
fool is that thought

“Yamada thought Tanaka to be a fool.’
b.*Yamada-wa baka da to Tanaka-o omotta.

c. Yamada-wa baka da to Tanaka-no koto-o
omotta.

To explain the difference in (10b) and (10c), we
adopt Reape’s (1996) linearization approach:

(11) a. Word order is determined within the word
order domain.

b. The word order domain is encoded by the
feature DOM.

c. The word order domain of a daughter may
be the same as a subpart of the domain of its
mother.

d. The value of DOM is a list of elements of
type NODE, which consists of the features
PHON and SYNSEM

(Pollard, Kasper and Levine, 1993).

(11c) is described by the sequence union relation:

(12) a. union((), (), ())
b. union((A|X), (Y), (A|Z)) if union(X, Y, Z)
c. union((X), (A|Y), (A|Z)) if union(X, Y, Z)

That is, Z is a list obtained by merging X and Y with
the condition that the relative order of elements in X
and Y is preserved in Z. For example, let A = (a, b)
and B = (¢, d), then union(A, B, C) iff C is one of
the sequences in {{a, b, ¢,d), {(a,c,b,d), {(a,c,d,b),
(c,d,a,b), {(c,a,d,b), (c,a,b,d)}.

Returning to the word order of (10a), the follow-
ing feature structure (14a) and (14b) can be applied.
Though N(0)D(E) features of the complement and
the head daughter, [3] and [4], are permutable in prin-
ciple, we also assume the following linear prece-
dence rule (13), which is needed to explain the head-
final property of Japanese.

(13) X < head



(14) a. Raising Construction:

ND PH <yamada wa Tanaka o baka da to 0m0tta>}]
SS' S

o ([}, [2], [3], [4])

_— N

. [;sq: I{I};amada wa>] [g; < B j
pm () M
et Bul
pm([2])
o] o]
pMm ([3]) o) g

Since four elements in the D(0)M are permutable
with each other as long as (13) is preserved, a total
of six DM is derived as follows:
(15) a. pm((, 2, [3), 4)

Yamada-wa Tanaka-o baka da to omotta.

Yamada-wa Tanaka-no koto o baka da to omotta.

b- DM <9 , ’ >
2(?) Yamada-wa baka da to Tanaka-o omotta.

Yamada-wa baka da to Tanaka-no koto o omotta.

C. DM <7 ’ a >
Tanaka-o Yamada-wa baka da to omotta.

Tanaka-no koto o Yamada-wa baka da to omotta.

d. pm (2], (3], (T, @)
Tanaka-o baka da to Yamada-wa omotta.

Tanaka-no koto o baka da to Yamada-wa omotta.

e. DM([3, [1], [2, [])
2(?7) baka da to Yamada-wa Tanaka-o omotta.

baka da to Yamada-wa Tanaka-no koto o omotta.

f- DM <7 ’ a >
2(?) baka da to Tanaka-o Yamada-wa omotta.
baka da to Tanaka-no koto o Yamada-wa omotta.

Notice that not only (15b), with the word order
of (10b) originally pointed out by Kuno (1976),
but also (15¢) and (15f) for raising verb are highly
marginal. Moreover, notice that these DM include
the linear precedence < [, which is clearly re-
jected by a rule like (16):

(16) @ <

However, we cannot assume (16) as a linear
precedence rule, because it fails to limit the freedom

75

b. Control Construction:

ND PH <yamada wa Tanaka no koto o baka da to omotta>}:|
SS' S

pm ([, 2], ], [4)

_— N
\D [I;IS-I 1<\1 l;amada waﬂ

pM (1)

[gfa (2B, >}

S\

PH <Tanaka no koto 0>}] [ND }

ND
{ss NP; | D™ (3], [4])

o (@) [y

PH (baka da to) }]

ND {ss VP[SUBJ(NP;)]
pM ([z])

[ PH (omotta)
D |:S Vcontrol:|
[ow (@)

of order between NP and VP complement daughters
of a control construction as shown in (15). The ques-
tion arising here is: How can we derive the effect of
the application of rule (16) only to (14a)?

To solve this problem, we also assume the follow-
ing linear precedence rule:

(17) m~p < [VAL ...(m)

Though we assume (17) without going into any de-
tail about it here for the lack of space, it prop-
erly eliminates the illegitimate word order in Ko-
rean/Japanese small clause and other constructions
which includes raising (Yoo, 1993).

Let us turn to (16). There is a structure-sharing
relation between the NP in ND [z and that in ND
as shown in (14a). Now, applying (17) to these NPs,
and (3 are not permutable indirectly:

(19) [yt [yofrn (i

Note that the control construction is not relevant
to (17) since a VP complement’s subject is only
coindexed with an NP complement, not structure-
shared. Therefore, the difference in scramblabil-
ity between Tanaka-o ‘Tanaka-ACC’ with a rais-
ing verb and Tanaka-no koto-o ‘Tanaka-GEN matter-
ACC’ with a control verb arises.

4 Restriction of Embedded Predicate

In this section, we will argue the restriction of an
embedded predicate allowing RTO, and note on the
predicational relation between an accusative-marked
NP and the embedded predicate.



4.1 Form of Embedded Predicate

Kuno (1976) suggests that the embedded predicate
of RTO construction is limited to ‘either adjectives
or nominal + copula da.” This generalization pre-
dicts the unacceptability of the accusative-marked
NP in (19), because the complement is a verb:

(19) Ken-wa Naomi-(ga/*o) kuru to omotta.
Ken-TOP Naomi-NOM/ACC come that thought

‘Ken thought Naomi came.’

Kuno (1976) and Oshima (1979) also point out that
when the past tense form of predicate appears, RTO
is not licensed or only marginally licensed.
However, some of the speakers we polled judged
baka-dat-ta ‘was a fool’ case not so bad:

(20) Ken-wa Naomi-o (baka da /(?)? baka
Ken-TOP Naomi-ACC fool is fool
datta) to omotta.
was that thought
‘Ken thought that Naomi was a fool.’

Oshima (1979) and Ueda (1988) indicate that the
complement clause of RTO is infinitive, but there is
no implication for Kuno’s and this account of RTO.

The problem here is not so simple. Sakai (1996)
points out the fact that the embedded predicate is not
regulated by its form. Consider (21):

furi
rain

(21) a. Takashi-wa  ooame-(ga/*o)
Takashi-TOP heavy rain-NOM/ACC
S00 dato omotta.
is going to is that thought
‘Takashi thought that it was going to rain
heavily any minute now.’

b. Takashi-wa
Takashi-TOP

kono
this

oishi S00 dato omotta.
delicious looks like is that thought

okashi-(ga/o)
cake-NOM/ACC

“Takashi thought this cake was appetizing.’
(Sakai 1996: 7, English translation, Ohtani)

The grammaticality of the accusative-marked NP in
(21b) is clearly problematic for Kuno’s analysis, be-
cause (21b) does not involve either the adjectives or
nominal + copula da form. Moreover, the follow-
ing sentence, involving gerundive form feiru ‘being’
also sounds good:
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(22) Ken-wa Naomi-(ga/o) futot-teiru to
K-TOP Naomi-NOM/ACC fattened-PROG that
omotta.
thought
‘Ken thought that Naomi was being fattened.’

Examples (21b) and (22) show that RTO is not regu-

lated by form and tensedness of the predicate, and it

is also unexpected on the case alternation-motivated
account of RTO.

To explain (21), Sakai (1996) proposes that the
essential nature of embedded predicate of RTO con-
struction is the type of predication for the predicate,
which is originally suggested in Borkin (1984):

(23) The predication in complements is a character-
istics or an attribute of the entity represented by
the raised NP. (Cited from Sakai 1996: 6)

We accept this intuition that the embedded predicate

and its subject must reflect the relation ‘has a prop-

erty X, and that there is stage/individual-level pred-
icate (Carlson, 1977) asymmetry for licensing RTO.

This approach also accounts for various judgements

in (20) and the following examples because such a

distinction highly depends on speakers.

Now compare the embedded predicate of (19)-
(21), repeated as (24a)—(24d):

(24) a. Naomi-ga  kuru.

Naomi-NOM come
‘Naomi comes.’

b. Naomi-wa baka da.
Naomi-TOP fool is

‘Naomi is a fool.’

¢. Ooame-ga furi soo da.
heavy rain-NOM rain is going to is
‘It is going to rain heavily.’
d. Kono okashi-wa oishi SO0 da.
kono cake-TOP delicious look like is
“This cake is appetizing.’
Only (24b) and (24d), which are the embedded pred-
icate part of grammatical sentence, mean that the
subject has a property described by its predicate. We
point out here for later discussion that this distinc-
tion is also reflected on the marker of a subject, i.e.,
ga and wa.
Next, consider (25). The case alternation reflects
the interpretation of the embedded complements, if
the assumption here is correct.



(25) a. Stage-level Predicate Interpretation:
Ken-wa Naomi-(ga/??0) saikin
Ken-TOP Naomi-NOM/ACC recently
futottekita to omotta.
has gained weight that thought
‘Ken thought that Naomi had gained weight
recently.’

b. Individual-level Predicate Interpretation:
Ken-wa Naomi-(??ga/o) umaretsuki
Ken-TOP Naomi-NOM/ACC by nature
futotteiru to  omotta.

stout that thought
‘Ken thought that Naomi was stout by na-
ture.’

By putting some modifiers forcing a stage/individ-
ual-level interpretation, nominative/accusative case
alternation is observed.

4.2 RTO as Structure-Sharing

The next questions are: How is accusative case-
marking allowed to take place in individual-level
predicate and why is it disallowed in stage-level
predicate?

In section 4.1, we pointed out the relation between
semantic property of the predicate and the marker of
its subject. It is summarized as follows:

(26) a. The subject of a stage-level predicate is
marked with a marker ga.

b. The subject of an individual-level predicate
is marked with a marker wa.

'Tf a stage-level predicate has some lexical property to li-
cense nominative marker as in (25a), it is also predicted that
a small clause with such a predicate also allows a ga-marked
argument. Consider (i):

(i) a.7?Watashi-wa bukka-(ga/o)
I-Topr price-NOM/ACC high

takaku omou.
think

takaku omou.
think

‘(Lit.) I think that prices are recently high.’

b. Watashi-wa saikin
I-ToP

bukka-ga
recently price-NOM high

It is sometimes assumed that the realization of nominative
marker is associated with tense (Takezawa, 1987). In (i) the
small clause predicate lacks overt tense morpheme and the sub-
ject of the embedded predicate is unable to be marked with
nominative as in (i)a. However, by putting modifier forcing
a stage-level interpretation, a nominative marker is allowed in
(i)b. This also suggests that a stage-level predicate licenses a
nominative case.
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Based on the summary in (26), we propose that the
embedded predicate (24a) and (24b), repeated as
(27a) and (27b), has the following feature specifi-
cation:

(27) a. Naomi-ga  kuru.
Naomi-NOM come
‘Naomi comes.’

S

/\
[INP[nom]  V[susi({l)
[ARG—ST (J

b. Naomi-wa baka da.
Naomi-TOP fool is
‘Naomi is a fool.

S

/\
[INP[topl: VP[suBs([)
RESTR(...i...)
In (27b), NP[fop] is the the following abbreviation
for an explanatory purpose:

(28) NP[rop]; HEAD [CASE unspecified)

SEM  [INDEX i]
CONX [TOPIC i

These feature structures capture that both ga and wa-
marked NP in (27a) and (27b) are equally syntac-
tic subject, but that they reflect the different seman-
tic interpretations, concerning to generic, existential,
topic, and so on (Kubo, 1992; Endo, 1994).

We claim that RTO asymmetry discussed in sec-
tion 4.1 arises from the interaction between the case
feature specification shown in (27) and the possibil-
ity of structure-sharing. Consider (29).

In (29a) the matrix object is specified as NP[acc].
On the other hand, the embedded subject is specified
as NP[nom] because the nominative case is specified
by some lexical property of the stage-level predicate.
Thus, structure-sharing between them with [1 is not
possible, consequently RTO is not licensed.

In (29b) the matrix object is specified as NP[acc]
and at this point there is no difference between (29a)
and (29b). However, the embedded subject is speci-
fied as NP[rop] and the case feature is not specified
by the embedded predicate. As shown in (28), topic
represents semantic information rather than gram-
matical relation as case, thus fop and nom are not
treated as the same sort and the structure-sharing of
in (29b) is possible.



(29) a. *Stage-level Predicate:

S
Ken-ga Naomi-o  kuru-to omotta
NP[nom| [NPlaee] VP [SUBJ <NP[n9m]>] |

V|:SUBJ (NP[noml]) >}

comps ([INPlace], ve[suBi ()]

5 Some Constructions for licensing RTO

In the previous section, we discussed the crucial role
that the stage/individual-level distinction of the em-
bedded predicates plays in licensing RTO. In this
section, we argue more specifically that the con-
struction which involves a non-thematic NP related
to the embedded predicate via predication allows
RTO.

5.1 Multiple Subject Construction

Multiple Subject Construction where two or more
nominative-marked noun phrases occur in a single
sentence as shown in (30a), have long been a central
object of theoretical and empirical studies (Kuno,
1973; among others).

(30) a. Tokyo-ga  bukka-ga takai.

Tokyo-NOM price-NOM high

‘It is Tokyo where prices are high.’

b. Tokyo-wa bukka-ga takai.

Tokyo-TOP price-NOM high

‘As for Tokyo, prices are high.’
A Japanese sentence is restricted to at most one wa-
marked topic phrase, which, if present, appears in

sentence-initial position as shown in (30b). Interest-
ingly, (30b) licenses RTO as shown in (31).

(31) Ken-ga  Tokyo-o bukka-ga takai to
Ken-NOM Tokyo-ACC price-NOM high that
omotta.
thought

‘As for Tokyo, Ken thought prices were high.’

The stage/individual-level distinction also predicts
this state of affairs, because the predicate part of
multiple subject construction also attributes an es-
sential property to a person or an entity (Kuno, 1973)
like individual-level predicate which allows RTO.
Thus we can give the feature specification of the sen-
tence in (31) as (32).
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NP[nom] NP[acc]i VP{SUBJ <NP[unspecified]>]

b. Individual-level Predicate:
S

] T

Ken-ga Naomi-o baka da-to omotta

RESTR(...7...) < acc

v{zlé];;és foﬂzc], VP[SUBJ <>]>}

(32) S

T

Ken-ga Tokyo-o bukka-ga takai-to omotta

NP[nom|  [NPlacc; AP[RESTR(...i...) \

SUBJ <NP[nom]>
v
comps ([INP[acc], AP[SUBI{[)])

5.2 Bare Topic Construction

Bare topicalization, a kind of topicalization with a
non-wa-marked topic in Japanese, is also accounted
for if RTO involves a non-thematic NP related to the
embedded predicate via predication. See (33).

(33) a. Sono hito-wa
that person-TOP
kinoo-no jiken-no hannin da.
yesterday-GEN incident-GEN culprit is

b. Sono hito,
that person
kinoo-no jiken-no hannin da.
yesterday-GEN incident-GEN culprit is

‘(Lit.) That person, is the culprit of yester-
day’s incident. ’ (Taguchi 2009: 415)

Ordinary topicalization in (33a) and bare topicaliza-
tion in (33b) pattern in the same way with respect to
a number of properties. Taguchi (2009) points out
that they differ in that the former can apply in em-
bedded clauses, while the latter cannot, as shown in
(34a) and (34b), respectively.
(34) a. Watashi-wa [sono hito-wa,
I-Top that person-TOP
kinoo-no jiken-no hannin da
yesterday-GEN incident-GEN culprit 1is
to ] omot-teiru.
that think-PROG
‘(Lit.) I am believing that that person, is the
culprit of yesterday’s incident.’



b.*Watashi-wa [sono hito,
I-ToP that person
kinoo-no jiken-no hannin da
yesterday-GEN incident-GEN culprit is
to ] omot-teiru.

that think-PROG (Taguchi 2009: 415)

Taguchi argues that the apparent matrix/embedded
asymmetry regarding bare topicalization actually
does not exist and embedded bare topicalization has
been treated as ECM construction.
(35) Watashi-wa [sono hito-o

I-Top that person-ACC

kinoo-no jiken-no hannin da

yesterday-GEN incident-GEN culprit is

to ] omot-teiru.

that think-PROG

‘(Lit.) I am believing that that person to be the

culprit of yesterday’s incident.’

Putting aside the theoretical matters in the litera-
ture on transformational syntax, here we accept this
observation that the embedded bare topic construc-
tion is allowed. Under our framework, the feature
structure of the sentence (35) is shown in (36):

(36) S

T

Watashi-wa  sono hito-o ...hannin da-to omotteiru
NP[top]  [ENP[acc]; VP[RESTR(...4...)] |
SUBI(NP[fop])
comps ([INP[acc], VP[SUBI{D)])

It should be noted that our analysis also allows
the ordinary topic construction as (33a) to license
RTO because the subject of embedded predicate is
not thematic and any case is not specified.

Topicalization in Japanese does not involve move-
ment since it is free of island effects (Kuno, 1973).

(37) a. Sono hito-wa;
that person-TOP

[adjunct pro;

shin-de mo ] daremo naka-nai.
die-INF even.if anyone cry-NEG

‘No one cries even if that person dies.’

b. Sono hito-wa;
that person-TOP

[complex NP PT0;

taberu mono ]-ga nai.
eat  thing -NOM absent

‘He doesn’t have anything to eat.’
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Like the topic NPs in (37), the accusative-marked
NPs of RTO in (38) is free from island effects.

(38) a. Watashi-wa [sono hito-o; ladjunct PT°0;
I-Top that person-ACC
shin-de mo ] daremo naka-nai
die-INF even.if anyone cry-NEG

to | omot-teiru.

that think-PROG

‘(Lit.) I am believing no one will cry even
if he died.

b. Watashi-wa [sono hito-0;  [compiex NP PT0;
I-Top that person-ACC
taberu mono]-ga nai  to ] omot-teiru.
eat  thing-NOM absent that think-PROG

‘(Lit.) I am believing him not to have any-
thing to eat.’

This also suggests that an accusative-marked NP of
RTO relates to the predicate part via predication.
There are a number of conditions which must
be satisfied in order to form a grammatical RTO.
This section shows some of the constructions and
its conditions of predicational relation between the
accusative-marked NP and the embedded predicate.

6 Conclusion

This paper discussed RTO, which provides interest-
ing problems with respect to the syntactic/semantic
status of an accusative-marked NP in the construc-
tion. We proposed that two types matrix verb, con-
trol and raising, must be recognized. We also sug-
gested that the stage/individual-level distinction of
the embedded predicates, more specifically, a non-
thematic NP related to the embedded predicate via
predication plays a crucial role for licensing RTO.

The conclusions outlined here are shown to ac-
count for problems illustrated by the possibility of
word order changing and the restriction of the em-
bedded predicate, which are not explained in Kuno
(1976).
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Using Stanford Part-of-Speech Tagger for the Morphologically-rich Filipino
Language

Matthew Phillip V. Go
De la Salle University
Manila, Philippines
matthew.gol23@gmail.com

Abstract

This research focuses on the implementation
of a Maximum Entropy-based Part-of-Speech
(POS) tagger for Filipino. It uses the Stan-
ford POS tagger — a trainable POS tagger that
has been trained on English, Chinese, Arabic,
and other languages and producing one of the
highest results in each language. The tagger
was trained for Filipino using a 406k token
corpus and considering unique Filipino lin-
guistic phenomena such as high morphology
and intra-sentential code-switches. The Fil-
ipino POS tagger resulted to 96.15% tagging
accuracy which currently presents the highest
accuracy and with a large lead among existing
POS taggers for Filipino.

1 Introduction

A Part-of-Speech (POS) tagger is a software that
classifies words into its word classes or lexical cate-
gories (Bird et al., 2009). POS tags and taggers have
proven its importance in Natural Language Process-
ing (NLP) when used in advanced NLP researches
such as grammar checkers (Go and Borra, 2016),
information extraction (Surdeanu et al., 2011), and
word-sense disambiguation (Chen et al., 2009). In a
pipeline architecture of an advanced research such
as an information extraction system, POS taggers
are usually found in the first section producing POS
tags or tag sequences. These POS tags may be
used as basic features or to produce more advanced
features such as syntactic structures using a con-
stituency parser and dependencies between words
using a dependency parser (Surdeanu et al., 2011;
Chen and Manning, 2014).

81

Nicco Nocon
De la Salle University
Manila, Philippines
noconoccin@gmail.com

Despite being a fundamental NLP tool towards
advanced NLP researches, there seems to be few re-
searches made towards the development of a high-
performing POS tagger for Filipino, the national lan-
guage of the Philippines — a Southeast Asian country
with a population of 101 million people’.

The following are the list of POS taggers devel-
oped for Tagalog, the dialect from where Filipino
was based on: TPOST (Rabo and Cheng, 2000),
MBPOST (Raga and Trogo, 2006), PTPOST4.1
(Go, 2006), Tag-Alog (Fontanilla and Wu, 2006),
and SVPOST (Reyes et al., 2011); Adding to the
list is the recently published POS tagger designed
for Filipino named SMTPOST (Nocon and Borra,
2016). The key difference between Tagalog and
Filipino is the presence of accepted English words
such as ‘cellphone’, ‘laptop’, ‘professor’, ‘polo
shirt’ as part of the Filipino language leading to
nonce borrowings (single word code switching) and
even intra-word code switching such as nag-conduct
‘conducted’ (added prefix nag-) and tinetext ‘texting
(someone)’ (added infix -in-).

Looking into the design of the taggers, TPOST
and MBPOST are closely similar because both sys-
tems utilize a lexicon list, surrounding words, capi-
talization, and affix features using a stemmer; where
tagging rules are extracted from the training to
be used during testing. PTPOST4.1 uses Hidden
Markov Model (HMM), Viterbi algorithm, lexicon
list, stemmer, and the previous (left) tag before
the word. SVPOST makes use of Support Vector
Machines (SVM) with predefined features for its
training and tagging. SMTPOST presents a novel
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approach of using Statistical Machine Translation
(SMT) in tagging by ‘translating’ feature represen-
tation of words to POS tags. For example, the verb
kumakain ‘eating’ will be represented as @um$ka
highlighting the infix -um- and the partial reduplica-
tion ka which is then paralleled to its respective POS
tag VBTR_VBAF (imperfective actor-focus verb)
during training.

In terms of evaluation, an independent experi-
ment was conducted to test the performance of the
early POS taggers: TPOST, MBPOST, PTPOST4.1
and Tag-Alog using 120,000 words as data, 4% of
which were used as testing data (Miguel and Roxas,
2007). The taggers scored 70%, 77%, 78.3%, and
72.5%, respectively, with PTPOST4.1 as the high-
est among the four. SVPOST on the other hand,
conducted its own experiment on 122,318 words
producing an 81% accuracy score. SMTPOST, be-
ing the most recent development among all Filipino
POS taggers, produced 84.75% accuracy in its own
70,312 word dataset. These results however are rela-
tively low compared to the state-of-the-art POS tag-
gers for English (97.64%), French (97.8%), German
(96.9%), Arabic (96.26%), and Chinese (93.46%)
(Choi, 2016; Denis and Sagot, 2009; Toutanova et
al. , 2003).

These low POS tagging results also hinders the
progress of advanced NLP researches in the Fil-
ipino language. For instance, named entity recog-
nition for Filipino is considered to be still in its in-
fancy stage due to the limitation of researchers to
either manually or semi-automatically tag their Fil-
ipino datasets which still requires a very tedious and
time-consuming tagging or cleaning process (Lim et
al., 2007).

Analysis show that works for Filipino and the
other languages differ in two major factors: fea-
tures and algorithms used. All of the POS taggers
for Filipino uses few features: capitalization, pres-
ence of affixes, and partial/full reduplication which
is produced during a pre-processing stage by hand-
crafted rules and a stemmer (Rabo and Cheng, 2006;
Nocon and Borra, 2016). Incorrect stemming by
the stemmer also cascaded as tagging errors as seen
in TPOST which accounted for 25% of the tag-
ging errors in the mentioned work. Algorithms used
for Filipino which mostly relied on sentence tem-
plate rules, affix features, feature-value(tag) pairs
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vary significantly than what algorithms the state-
of-the-art POS taggers for the other languages are
using: Conditional Random Fields, Maximum En-
tropy Cyclic Dependency Network, Maximum En-
tropy Markov Model, and others.

Due to significant developments in POS tag-
ging, researches show that existing algorithms ap-
plied for these high-performing POS taggers are
also usable for other languages, up to a certain
extent. The Stanford POS Tagger’, which uses
maximum entropy cyclic dependency network as
its core algorithm, has been applied in several lan-
guages and achieved decent tagging accuracy re-
sults: English (97.28%), Chinese (93.99%), Ara-
bic (96.26%), French (not specified), and German
(96.9%) with minimal tweaks such as character
length of prefix and suffix to consider, unicode
shapes for non-alphabetic languages, distributional
similarity, and context window. The Stanford Part-
of-Speech (POS) tagger has also been packaged in
such a way that it is easy to use for training and test-
ing custom models of different languages.

This research explores the usage of the Stanford
POS tagger for the Filipino language taking into
consideration the unique Filipino linguistic phenom-
ena such as free word order structure, and a large vo-
cabulary of root, derived, and borrowed words. This
paper is organized as follows: in the next section,
we discuss the Stanford POS Tagger, followed by
the Filipino linguistic phenomena in Section 3; in
Section 4, we describe the experiments conducted
in creating a Filipino model for the Stanford POS
Tagger; analysis of results are then shown in Section
5, ending the paper with the conclusion and future
works in Section 6.

2 Stanford POS Tagger

The Stanford POS Tagger (SPOST), originally writ-
ten by Kristina Toutanova in 2003 and maintained
by the Stanford NLP Group since then, is one of the
highest-performing POS tagger usable for multiple
languages. It has been applied in at least four lan-
guages: English (97.28%), Chinese (93.99%), Ara-
bic (96.26%), and German (96.9%) achieving top re-
sults for each language. The group has also released

http://nlp.stanford.edu/software/
tagger.shtml



the software publicly with extensive documentation
written in Java discussing how fellow researchers
can use the POS tagger for advanced researches or
create tagging models for their target languages. The
Stanford NLP community has also released pack-
ages of the POS tagger and making them usable in
other programming languages (i.e. Python, PHP,
Javascript, and others)?.

The POS tagger uses maximum entropy cyclic
dependency network as its core algorithm. It
has been designed such that researchers can train
models using different features called Extractor-
Frames. Among these ExtractorFrames are tags,
word shapes, unicode shapes, prefix, suffix, distri-
butional similarity, which have shown impressive
improvements when used/combined properly (Char-
niak et al., 1993).

3 Filipino Linguistic Phenomena

Understanding the linguistic phenomena of the Fil-
ipino language is important in determining the nec-
essary features to be included when training a tagger
model for Filipino. This section discusses the fol-
lowing linguistic phenomena: free-word order struc-
ture, high degree of morphology, code switches, and
ambiguity of some Filipino words.

A sentence in Filipino can be written in multi-
ple ways. For instance, the English sentence ‘Juan
went to the market” can be translated as Si Juan
ay nagpunta sa palengke. word-per-word translated
as ‘Juan [ay] went to market.” which follows the
subject (focus)-predicate format. It can also be writ-
ten in predicate-subject format Nagpunta si Juan sa
palengke. In many cases, phrases can be re-ordered
such as Nagpunta sa palengke si Juan. without any
confusion / loss of information (Ramos, 1971).

The Filipino language has a high degree of mor-
phology having at least 50 affix combinations, par-
tial and full reduplication, and compound words.
These morphologies are categorized into three: in-
flectional, a change in word form to represent case,
gender, number, tense, person, mood, or voice such
as the word nagsisitakbuhan ‘running (present, ac-
tor focus, plural)’ from the root word takbo ‘run’;
derivational, a change in word form that changes a
word’s part-of-speech (e.g. nagsuot ‘wore (past, ob-
ject focus, singular’ from the root word suot ‘clothes
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worn by a person’; and compounding, where inde-
pendent words are concatenated together to form a
new word (e.g. anak ‘child’ + pawis ‘persipiration’
= anak-pawis ‘poor (noun)’ (Bonus, 2003). Verb
morphologies in Filipino are also complex with the
different affix combinations that changes a verb’s
meaning, aspect (perfective, imperfective, contem-
plative), and focus (actor, object/goal, benefactive,
locative, instrumental, and referential)>.

Caused by past colonizations or settlements by
countries such as Spain and America, the Filipino
language has been greatly influenced by their lan-
guages having loanwords or Filipinized words (i.e.
bintana ‘window’ from Spanish word ventana, Keyk
from English word ‘cake’), and having Filipinos nat-
urally speaking English words (Americans were the
last colonizers) as part of their Filipino sentences
(e.g. Computer Science ang course niya ‘His course
is in Computer Science’). Additionally, rapid tech-
nology also led to more borrowed words such as
‘cellphone’, ‘print’, ‘picture’. It is also common
in the Filipino language to affixate English words
to change its part-of-speech, for example Phino-
photoshop niya yung picture sa kanyang laptop. ‘He
is editing his pictures on his laptop using Photo-
shop.” wherein the word ‘photoshop’ is affixated
with a reduplication of the first syllable Pho and the
infix in to denote an imperfective actor-focus verb.

Similar with English and other languages, Fil-
ipino also has its own sets of ambiguous words.
Some words are ambiguous that they can be used
as adjectives [JJD] or as common nouns [NNC] (i.e
balanse ‘balance’ as [JJD] balanse na buhay ‘bal-
anced life’ and as [NNC] balanse sa buhay ‘balance
in life’). Other examples include indibidwal ‘indi-
vidual’ as single [JJD] or a particular person [NNC].

4 Filipino Model for Stanford POS Tagger

In creating a maximum entropy POS tagger for Fil-
ipino using the Stanford POS tagger (SPOST), fea-
tures, or ExtractorFrames as Stanford calls it, that
will capture unique Filipino linguistic phenomena
were carefully considered and included along with
the features that were commonly used in creating the
other languages’ tagger models: left3words (word
and tag contexts), naacl2003unknowns (suffix and

SMGNN Tagset: http://goo.gl/dY0gFe



word shape feature extractors), and word shapes.
Post-tagging processes were also included to aug-
ment and improve the tags provided by the Filipino
tagger model and the SPOST.

For this tagger, the MGNN tagset originally pre-
sented in SMTPOST is used (Nocon and Borra,
2016)3. The tagset provides 230 tags consisting
of 161 compound tags and 69 basic tags, revised
and updated based from its predecessor, the Rabo
tagset (Rabo and Cheng, 2006). The compound tags
clearly present the features of the Filipino word such
as: an adjective magandang ‘beautiful’ which has
the ligature -ng with POS tag [CCP] attached to it,
is denoted by [JJID_CCP] ’adjective with ligature’ as
compared to Rabo’s tag [JJD]; and verbs’ multidi-
mensional features, where the word kumakain be-
ing an imperfective [VBTR] and actor-focused verb
[VBAF] is denoted as [VBTR_VBAF] than Rabo’s
tagset that is only capable of tagging one or the
other, that is either as [VBTR] or [VBAF].

To cover the high degree of morphology in the
Filipino language in which prefixes, infixes, suf-
fixes, and combination of them are evident, fea-
tures extracting prefixes of length one to six for pre-
fixes ranging from i- (i- + tayo ‘stand up’ = itayo
‘put up’) to pinaka- (pinaka- + matalino ‘smart’ =
pinakamatalino ‘smartest’) and infixes with length
of two for the infixes -in- (-in- + bati ‘greet’ = binati
‘greeted’) and -um- (-um- + takbo ‘run’ = tumakbo
‘ran’) were included in some tests.

A post-tagging process of overwriting POS tags
of English common nouns* such as ’ability’,
’locker’, ’structure’ from [NNC] ’common noun’ to
[FW] ’foreign word’ were also included in some
tests. This is done after consulting with two Filipino
linguists that such words should be tagged as [FW]
and not left as [NNC].

In the SPOST training tagger properties files,
a number of tags from the MGNN tagset were
also defined as closed class, or tag groups that
have a limited number of words / symbols as its
members namely: [PRS], [PRP], [PRSP], [PRO],
[PRQ], [PRL], [DTC], [DTCP], [DTP], [DTPP],
[LM], [CCA], [PMP], and [PMC]. Other configura-
tion in the tagger properties file were kept similar
to the configurations used in most tagger properties

*http://www.desiquintans.com/nounlist
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files of other languages trained using SPOST.
5 Results & Analysis

For this research, we used a Filipino corpus contain-
ing 15,166 sentences with a total of 406,509 tokens
(54,583 of which are unique). The corpus consists
of English Wikipedia sentences that were manually
translated to Filipino and tagged with part-of-speech
tags by Filipino linguists. The corpus has been di-
vided into two parts: training and testing data fol-
lowing the 80/20 split.

For comparison of results, the Filipino tagger
model in SPOST was compared with SMTPOST
(Nocon and Borra, 2016) and HPOST, which is
an upgraded version of SMTPOST with additional
post-tagging rule-based processes. As recalled,
SMTPOST is the highest-performing POS tagger
for Filipino at this time of writing. All three tag-
gers: SMTPOST, HPOST, and SPOST were trained
and tested on the same corpus. Table 1 clearly
shows the significant lead of the maximum entropy-
based SPOST achieving 96.15% accuracy compared
to the statistical machine translation-based SMT-
POST’s 89.11% and SMT with rule-based post-
tagging HPOST’s 91.63%.

POS Tagger Accuracy
SMTPOST 89.11%
HPOST 91.63%
SPOST (best model) | 96.15%

Table 1: Comparative Results of Existing POS Taggers

5.1 Finding the Best Feature Set

The best model® mentioned in Table 1 uses the
leftSwords macro extractor frame which uses two
words before, two words after, and two tags be-
fore the word to be tagged; naacl/2003unknowns ex-
tractor frame which extracts word shape features
and suffixes of the word; word shapes(-1,1) or the
word shapes of the word before, word to be tagged,
and the word after; and distributional similarity of
words, which are the same set of extractor frames
found in most tagger models of other languages cre-
ated on SPOST. The distributional similarity was

SFilipino model for SPOST: https://github.com/
matthewgo/FilipinoStanfordPOSTagger



trained on a Filipino Wikipedia corpus containing
17.18 million tokens. Extractor frames extracting
prefixes of lengths one to six and infixes of lengths
two are also included in this tagger model. These
set of features allow SPOST to understand Filipino
morphology and use it for tagging. Furthermore, this
model uses a post-tagging process of overwriting
English common nouns that were tagged as [NNC]
to [FW] instead. For example, the word *forum’ if
tagged as [NNC] but is in the English dictionary, the
tag will be replaced into [FW].

Before achieving the best model, Table 2 shows
the different models created and their corresponding
accuracies sorted by the sequence of updates per-
formed on the tagger model. Note that all the models
discussed in Table 2 uses naacl2003unknowns and
wordshapes(-1,1) configurations.

To begin with, it is noteworthy to discuss that the
initial model using the default features: left3words,
naacl2003unknowns, wordshapes(-1,1) and the con-
jugate gradient search method (cg) alone already
scored 95.67% which is 4.04% higher than the state-
of-the-art for Filipino on the same train and test data.
All succeeding models however were trained using
the quasi-newton search method (owlgn2) because
of its faster training time, relatively higher accuracy,
and that it is the search method used in training mod-
els of other languages for SPOST.

As seen in Table 2, series of experiments on tag-
ger models and the improvements after inclusion or
change of features are shown. The first experiment
started with comparing two search methods: cg and
owlgn2. After discovering that owlgn2 performs ex-
plicitly better in terms of training speed and accu-
racy, the next comparison was to choose which con-
text features to use: either left3words which looks
at word features of the words z_1, zg, and x1 —
wherein x is the word to be tagged, and x_; and
x1 are its left and right adjacent words, respectively,
and tags t_o and t_1 as features; or extending it to
left5words which uses the features of z_s, x_1, xg,
x1 and x9, and the same tags. The experimentation
was followed by using pref(6) as feature and dis-
tributional similarity (distsim) learned from a 17.18
million word corpus. Another testing captured both
prefixes pref6 and infixes inf2 such as -um- and -
in-. Next, combined distributional similarity, pre-
fixes, and infixes which showed higher results than
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Feature Set Accuracy
cg-left3words 95.67%
left3words 95.80%
leftSwords 95.81%
left3words-pref6 95.80%
leftSwords-pref6 95.83%
left3words-distsim 95.89%
leftSwords-distsim 95.89%
left3words-pref6-inf2 95.84%
leftSwords-pref6-inf2 95.84%
ljcft3words-dlsts1m—pref6 95.90%
-inf2

léft5words-dlst51m—pref6 95.92%
-inf2

left3words-pref6-inf2
-engNNCasFW 96.08%
leftSwords-pref6-inf2
-engNNCasFW 96.12%
left3words-distsim-pref6
-inf2-engNNCasFW 96.13%
leftSwords-distsim-pref6
-inf2-engNNCasFW 96.15%

Table 2: Results of Tagger Models

the previous experimentations. Lastly, to account
for the intra-sentential code switches in Filipino,
an overwrite process was performed for which En-
glish common nouns* tagged as [NNC] into [FW].
The tagger model using leftSwords, distsim, prefo,
inf2, and with the post-tagging process of overwrit-
ing English common nouns [NNC] as [FW] showed
the highest performance among all models, achiev-
ing 96.15% accuracy — that is 78,469 out of 81,610
words were correctly tagged. With this in mind, its
high accuracy shows that the tagger is significantly
closer to the human’s tagging reliability whose esti-
mated error rate is at 3% (Manning, 2011).

5.2 Breakdown of Errors

Adding to the results, top 10 POS tags with the high-
est frequency and distribution in the gold test data is
shown at Table 3. The Common Noun [NNC] tag
is the highest in terms of frequency and distribution
with 11,015 and 13.5%, respectively; while Deter-
miner for Common Noun (Plural) [DTCP] tag is the
lowest, with 2,546 counts and 3.12% distribution.



POS Tag | Frequency | Dist. %
NNC 11,015 13.5%
NNP 7,834 9.6%
CCB 5,104 6.25%
CCT 4,952 6.07%
CCP 4,075 4.99%
DTC 3,959 4.85%
PMC 3,921 4.8%
FW 3,188 391%
PMP 3,039 3.72%
DTCP 2,546 3.12%

Table 3: Tags Distribution

Gold Tag Mistagged | Recall %
NNC 366/ 11,015 | 96.68%
JID 265/2,037 | 86.99%
VBW 219/810 72.96%
FW 167 /3,188 | 94.76%
RBD 160 /282 39.72%
JID_CCP 155/1,430 | 89.38%
VBOF 128 /795 71.32%
VBTS_VBOF | 108/123 12.2%
RBW 106 /723 85.34%
VBTS 103/1,730 | 94.05%
VBTR 103 /1301 92.08%
RBD_CCP 95/230 58.7%
VBTS_VBAF | 55/59 6.78%

Table 4: Tagging Errors Breakdown

Table 4 shows the tagging errors from the test us-
ing the best tagger model, namely those POS tags
that have been mistagged, the number of mistagged
words and their respective recall rate — analyzed
to understand the current limitations of the Filipino
SPOST, and the linguistic phenomena or other rea-
sons causing the errors. Among the list, [NNC]
or common nouns have the highest number of
mistagged words in terms of frequency, accounting
366 out of the total 3,141 tagging errors in the test
data (11.65%). Words that should have [NNC] were
mistagged as [VBW] (141), [JJD] (110), [FW] (57),
and others. Interestingly, 137 out of 141 [NNC]s that
were incorrectly tagged as infinitive verbs [VBW]
had the prefix pag or pag- such as pag-angkat ‘im-
port’, pagbabago ‘change’, and pagbaha ‘flooding’.
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This is mainly because there are some [VBW]s that
actually uses the same prefixes such as pagbigay
ng ligtas.. ‘to give a safe..’, and pagkatapos ‘after
finishing..” leading to confusion once detecting the
prefix feature pag or pag-. On the other hand, 140
out of the 219 mistaggings of [VBW] were tagged
as [NNC] and 105 of these also uses the prefix pag
and pag- such as paglalahad ‘access/approach’ and
pagsabi ‘telling’.

Mistaggings [NNC] into [JJD] and vice-versa are
seen in the results having 110 and 125 instances, re-
spectively. This shows that there are Filipino words
that are ambiguous and can possibly be tagged with
either of the POS tags. For instance, the word
opisyal ‘official’ can act as a noun such as ang
opisyal ng bayan ‘the town official’ or as an ad-
jective such as ang opisyal na bilang ‘the official
count’. The same applies to the word bilog ‘circle’
which can act as a noun or an adjective ‘circular’
with the same Filipino spelling.

Common nouns or [NNC]s were also mistagged
as [FW]s 57 times according to the gold standard.
However, results show that 27 of these ‘errors’ are
actually English words that should be tagged with
[FW], showing tagging inconsistencies by linguists
whom have created the gold standard. With this in
mind, tagging errors by SPOST exhibits the amount
of difficulty to distinguish between [NNC] and [FW]
as they are used in the same context, just that [FW]
tags are borrowed English common nouns used in
Filipino sentences. On the other hand, 125 out of the
167 misclassified [FW] were tagged as [NNC]; this
is mainly attributed to the fact that the English nouns
list used in this research only used 4,401 English
common nouns, which has missed out many other
English [NNC]s that can be overwritten as [FW]s.
In this case, increasing the English nouns list may
reduce these tagging errors.

‘How’ adverbs [RBD] (160) and ‘how’ adverbs
with ligature -ng as suffix [RBD_CCP] (106) ac-
counts for 8.47% (266 / 3,141) of the mistaggings in
the test data. 89 of [RBD]s were mistagged as adjec-
tives [JJD]s and 51 of [RBD_CCP] were mistagged
as adjectives with ligature -ng [JJD_CCP]. In the En-
glish language, majority of the adverbs can be dis-
tinguished apart from adjectives by having the suffix
‘-ly’ such as ‘happily’, and ‘safely’. Whereas for the
Filipino language, the distinction does not apply as



instances such as galit na lumabas ‘angrily exited’
and galit na lalaki ‘angry man’ uses the same word
galit ‘angry’ as an adverb and adjective. But it must
be noted that one can distinguish the proper POS tag
by looking at ¢5 — that if it is a verb or an adjective,
to should be [RBD], and if it is a noun, then [JJD]
should be the tag. However, this research did not use
the feature bidirectional5words which uses t1 and to
instead of leftSwords due to its high memory usage
requirement.

In the experiments conducted, the verb group, de-
noted by the POS tag prefix [VB-], accounts for
36.29% (1,140 / 3,141) of all the mistaggings in
the test dataset and 832 of these are specific errors
wherein verbs are incorrectly assigned with other
verb POS tags. An important reason why such
mistaggings happen is the push for the use of two
dimensions in verb POS tags. In Filipino, affixes
changes a verb’s aspect (perfective, imperfective,
and contemplative) and its focus (actor, object, loca-
tive). Combinations of certain affixes will then im-
mediately provide a verb’s aspect and focus.

One type of verb tagging error concerns with dis-
tinguishing between perfective [VBTS] and imper-
fective [VBTR] verbs. SPOST incorrectly tagged
[VBTS] as [VBTR] 41 times and the opposite 59
times. The two tags uses almost the same set of af-
fix sets except that [VBTR] uses a partial redupli-
cation to denote that the action is still ongoing, as
seen in the example nagbabahagi ‘sharing’ [VBTR]
vs nagbahagi ‘shared’ [VBTS] from the root ba-
hagi ‘share’, and kinukulang ‘lacking’ vs kinulang
‘lacked’ from the root kulang ‘lack’. As part of the
analysis, the partial reduplication phenomena was
not included as a feature for the Filipino SPOST,
which may have caused the tagging errors between
the two.

Another type of verb tagging errors is about
tagging verbs with two dimensions such as
[VBTS_VBOF] and [VBTS_VBAF] with low recall
rates at 12.2% (15 / 123) and 6.78% (4 / 59), re-
spectively. For the case of [VBTS_VBOF], it was
mistagged as [VBTS] 67 times and as [VBOF] 29
times. As for [VBTS_VBAF], it was mistagged as
[VBAF] 54 times and as [VBTS] 1 time.

According to a linguist who has participated in
creating the gold standard tagged data, the Filipino
verb phenomena is challenging to tag. Significantly
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in the case of the sentence Tumunog ang orasan ng
cellphone. ‘The cellphone’s alarm clock has rang.’,
wherein the word fumunog ‘rang’ has the infix -
um- is usually used in a perfective actor-focus verb
such as kumain ang bata ng avocado ‘The kid ate
an avocado’. As the first verb’s / sentence’s focus
is clearly the ‘alarm clock’ (an object), should the
verb be tagged as object-focus or as actor-focus be-
cause of the infix -um-? Another example are the
words tinanggihan ‘rejected’ and pinuntahan ‘went
to’, where both words have the same set of affixes
— the infix -in- and suffix -han but they have differ-
ent focuses in the examples tinanggihan niya ang of-
fer ‘He rejected the offer’ and pinuntahan niya ang
bayan ‘He went to the city’, having object and loca-
tive focus, respectively because the focus word ‘of-
fer’ is an object and the word bayan ‘town’ is a lo-
cation, respectively. Note that the other words in
the sample sentences have the same respective set of
POS tags. These examples show the difficulties in
Filipino verbs which requires understanding of the
semantic meaning of the nouns, root verb in tagging
the focus of a verb.

Lastly, for the case of [VBTS_VBAF], it has been
mistagged as VBAF 54 times out of all its 59 in-
stances. Upon observation, the training data shows
that it contains 2,352 [VBAF] tagged words and only
137 [VBTS_VBAF] words affecting the tagging re-
sults on the test data. This simply shows that the
gold standard data still has room for improvement
as verbs’ aspect should be easy to identify.

6 Conclusion & Future Works

This research presents an implementation of a
trained Filipino POS tagger using the Stan-
ford POS tagger, which uses Maximum En-
tropy Cyclic Dependency Network as its core
algorithm. By using built-in features such as
leftSwords, naacl2003unknown which also captures
suffixes, wordshapes, distributional similarity (dist-
sim), adding prefix(6) and prefix(2,1) features to
capture Filipino prefixes and infixes, and adding a
simple POS tag overwrite function to replace En-
glish common nouns’ POS tags [NNC] with foreign
word [FW], the Filipino Stanford POS tagger scored
96.15% accuracy — beating other existing POS tag-
gers even on the same train and test dataset.



Future works for improving the tagging accuracy
of the developed POS tagger include experimenta-
tions on using bidirectionalSwords as feature, fur-
ther cleaning of the train and test dataset, and ex-
periments on solving the tagging difficulties on ad-
jectives vs adverbs, verb groups, English words as
[FW], and others.
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Abstract

In statistical machine translation systems, a
problem arises from the weak performance
in alignment due to differences in word form
or granularity across different languages. To
address this problem, in this paper, we pro-
pose a unsupervised bilingual segmentation
method using the minimum description length
(MDL) principle. Our work aims at improv-
ing translation quality using a proper segmen-
tation model (lexicon). For generating bilin-
gual lexica, we implement a heuristic and it-
erative algorithm. Each entry in this bilingual
lexicon is required to hold a proper length and
the ability to fit the data well. The results
show that this bilingual segmentation signifi-
cantly improved the translation quality on the
Chinese—Japanese and Japanese—Chinese sub-
tasks.

1 Introduction

Words are generally the smallest processing units
in varieties of NLP tasks. However, there is no
guarantee that such smallest processing units can
fit any NLP tasks. Especially in bilingual tasks
(e.g. statistical machine translation), different lan-
guages have different writing systems or segmen-
tation granularity. Such problem should be consid-
ered as a critical factor of performance in transla-
tion quality. For instance, in machine translation
experiments on 11 Europarl corpora (Koehn, 2005),
Finnish has the lowest translation accuracy as eval-
uated by BLEU scores when translated into En-
glish. French—Spanish has the highest BLEU scores.
Finnish is a non-Indo-European and agglutinative
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language. French and Spanish have very similar
grammar. Thus, the problem arising from different
grammatical structure could lead a poor generaliza-
tion when training SMT system uses such data. This
is one aspect. Another aspect, there still exists some
problem even segmenting language to generate sim-
ilar vocabulary. In our view, we suppose that simi-
lar units should have a proper size. If similar units
are too general, it will cause that size of model be-
come too large and a over-fitting problem in model
itself. Namely, too general similar units could not
solve this problem indeed. Too general similar units
problem also appears in (Virpioja et al., 2007) where
they perform monolingual segmentation at the mor-
phological level for Finnish-English translation and
put the segmented data to a phrase-based statistical
machine translation system. That paper indicates the
segmented corpus has lower out-of-vocabulary rates
and generates more refined phrases with better gen-
eralization ability. However, the results of experi-
ment show that they could not improve translation
accuracy. In their method, the sentences already had
similar units by morphological level segmentation.
However, as we mentioned earlier, over-general sim-
ilar units also go against on improving the transla-
tion quality.

On account of those problem, we suppose that data
should be segmented through more proper method
which could generate similar units holding proper
size and goodness-to-fitting data. Fortunately, min-
imum description length (MDL) principle as an im-
portant principle in information theory has shown a
good performance in finding units which could hold
a trade-off on that aspect. More details about this

31st Pacific Asia Conference on Language, Information and Computation (PACLIC 31), pages 89-96
Cebu City, Philippines, November 16-18, 2017
Copyright (©2017 Bin Shan, Hao Wang and Yves Lepage



technology are discussed in section 2.1.

In this paper, we firstly introduce the main technol-
ogy. Then we propose a bilingual model and an it-
erative search algorithm to generate the best model.
To evaluate our approach, we put the segmented cor-
pus by our method into Moses (Koehn et al., 2007)
and use BLEU score and NIST score as an evaluated
measure.

2 MDL-based segmentation

2.1 Minimum description length

The Minimum Description Length was first intro-
duced by (Rissanen, 1978). In our method, we sup-
pose to use Crude MDL (Griinwald, 2005), which
has two parts.

M’ = argmin DL(D, M)
M

1
= arg min DL(M) + DL(D|M) .
M

Where DL(.) denotes the description length. The
DL(D|M) represents the description length of data
given by model or data cost. DL(M) is the descrip-
tion length of the model or model cost. The prin-
ciple requires a minimum model, which can pro-
duce a lowest description length of two parts. The
DL(D|M) requires that the model has better abil-
ity to fit the data. The DL(M) requires that the
model has simpler structure. As Gonzélez-Rubio
and Casacuberta (2015) said, the MDL provides
a joint estimation of the structure and parameters
(probability distribution) of the model. It naturally
provides a mechanism against over-fitting or being
too general by implementing two parts in this prin-
ciple.

2.2 Related works

MDL has been used in common inductive infer-
ence tasks (Griinwald, 2005). In this section, we
mainly introduce applications. De Marcken (1996)
tries to infer the monolingual grammar structure us-
ing MDL. Yu (2000) introduce unsupervised mono-
lingual word induction approach using MDL. Ap-
proximately, Hewlett and Cohen (2011) implement
a heuristic search algorithm and use MDL as crite-
rion to produce the best monolingual segmentation
scheme. Zhikov et al. (2010) also employ an MDL-
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based as criterion with a more efficient greedy algo-
rithm. Chen (2013) proposes a compression-based
method using MDL and improve the performance of
monolingual segmentation. Argamon et al. (2004)
use an efficient recursive method on morphologi-
cal segmentation using MDL. Those early works fo-
cus on exploiting MDL to achieve monolingual seg-
mentation, and indicate that MDL-based method has
an excellent performance on unsupervised monolin-
gual segmentation. For bilingual NLP tasks using
MDL, Saers et al. (2013) try to build an inversion
transduction grammars with MDL. Gonzalez-Rubio
and Casacuberta (2015) try to improve the transla-
tion quality by inferring a phrase-based model using
MDL. Actually, those works focus on achieving dif-
ferent NLP tasks using MDL.

Our work employs the same technologies as previ-
ous works. However, we extend MDL-based mono-
lingual model to bilingual. In addition, previous
works using MDL on bilingual tasks did not give the
bilingual segmentation method. However, we focus
on simultaneously segmenting bilingual data.

3 Methodology

3.1 Bilingual model

Our method builds a bilingual word segmentation
scheme. Comparing with the monolingual mod-
els, we propose the bilingual model. The bilingual
model M can be represented as a bilingual lexicon
(a set of unit pairs).

M = {(Ii | a; = (Si,ti),si S S,ti € T}

(si,t;) is the ith unit pair in M, and S and T re-
spectively belongs to source and target types sets. s;
and t; are source units and target units. Moreover,
a single symbol is a basic unit in the monolingual
setting. For the bilingual setting, we could extend
to choose single symbol pairs as basic units. Thus,
if the set only consisting of basic units, we call it
basic set Mpqgic.. Figure 1 illustrates the similari-
ties and differences between units in the monolin-
gual and bilingual. there are varieties of interpre-
tations to MDL-model using different technologies.
Our formula mainly is derived from Zhikov et al.
(2010) and Yu (2000).

Generally, the description length of data given by
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Figure 1: Monolingual and Bilingual

1. The essence of bilingual model is treated the Cartesian product as the set of source and target types with alignment.

2. A basic unit in a monolingual sentence is a single character / letter, which in a bilingual sentence should be a single charac-

ter/letter pair.

3. Any sentences can be represented as several units following the order according to the monolingual / bilingual lexicon. For
representation, “ [ ... ] ” represents a unit. “... <> ...” represents an alignment which is used to connect the source and target
word.

model DL(D|M) is calculated using Shannon-Fano
code. For the data cost,

M
DL(DIM) =} ~C(ai)log P(ai) ()

Where P(a;) = —log % is the self-information
of a;. a; represents an alignment unit (s;,¢;). C(a;)
is a frequency of a; in data D. Equation 2 gives the
total information contained in the data given by the
model M.

For the description length of model DL(M), dif-
ferent work pieces introduce different calculations.
The common point in the calculation is the prod-
uct of the length in character of units and an esti-
mate of per-character entropy (Zhikov et al., 2010)
(in the bilingual setting, “character” should be re-
placed with “character pairs” or “basic unit pairs”).
The estimate of every basic unit pairs entropy is not
easy, Yu (2000) suggests to use average entropy as
estimation. Using average entropy as estimation will
improve the speed of implementing our following al-
gorithm a lot. Namely, the calculation of model cost
generally covert to count the size of model. How-
ever, with this estimation, we could not capture the
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probability distribution of basic units. Thus, at the
precision perspective, we ignore the effects of sub-
structure. So we calculate model cost using

|M]

DL(M) = > b x len(a;) (3)

Where len(a;) is the number of basic alignment
units in a;. b = — logy | M;y,;| and which represents
binary code length of initial model. Where Mj;,,; is
the simplest bilingual lexicon (model) which has the
lowest model cost and just includes basic unit pairs.
len(M;y;) is the basic lexicon size. Thus, b is con-
stant when the data given.

For the basic model M;,,; , it should have the low-
est description length of the model. Besides, it is an
initial model in our method. However, the descrip-
tion length of data given by the initial model in most
cases will be very large. So we need to merge some
smaller unit pairs into some bigger ones in order to
decrease the description length of data. Likewise,
the description length of the model will increase if
we merge some unit pairs. Therefore, there exists
a trade-off in two parts and the best model we ex-
cepted is such a trade-off model.
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Figure 2: A efficient searching path by ADL

1. In this binary tree, the leaves are the basic unit. Every
node is an alignment unit. Every father node can be rep-
resented by the child node.

2. Input the candidates can be represented as two child
nodes.

3. Two child nodes should be combined into a father node
with two ways: INVERSE and STRAIGHT.

3.2 Bilingual segmentation

As De Marcken (1996) showed, every sentence has
a hierarchical structure and he calls the Viterbi rep-
resentation for a sentence. He tries to search the best
model by inputting possible candidates with two op-
erations (add and delete). They represent candidates
as a binary combination of two units which could be
found in the current model. Likewise, Lardilleux et
al. (2012) shows how to segment bilingual sentences
by building the bilingual binary tree structure with a
recursive binary splitting method. The same place
in previous works, they all choose a binary combi-
nation or split way to search the best model. Ac-
tually, this measure is a common way to search the
best model by using MDL principle. The binary rep-
resentation brings an efficient path to search the best
model. We just evaluate the changes in description
length, when possible candidates are applied to the
current model.
So our problems can be converted to evaluate the
changes in description length after a new alignment
unit is accepted by model. Every accepted candi-
date will bring a ADL, it can search the best model
by evaluating the changes (Figure 3.2). Another im-
portant point, from those structures we can find that
there exist two direction search algorithms. Those
are bottom-to-top search method with binary com-
bination and top-to-bottom with binary split.
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3.3 Quantifying changes in description length

The MDL-based method provide an evidence to de-
fine the best model with the sum of data and model
cost. Our method employs a heuristic algorithm to
iteratively generate a new model from the current
model. Due to our model is bilingual lexicon, we
generate new model through adding possible candi-
dates to current lexicon. For giving the evidence of
possible candidates, every candidate should be eval-
uated to a change ADL in description length. When
the ADL can decrease the DL(D, M), the candi-
dates will be applied to the current model. For ex-
ample, when we apply a candidate ajas, it can be
represented as a; and as in current model M.
Considering the MDL-based methods generally con-
sist of model and data cost, the changes are evalu-
ated as:

ADL(D, M) = ADL(M) + ADL(D|M)

For a candidate ajas to be feed into the model, we
just evaluate the changes of two parts.
For the ADL(D|M) with four parts:

ADL(D|M) = 61 + 6y — 65+ 04

01 = (C(a1)—C(aia2))log %W is differ-
ence on aj,

8y = (C(a2) — C(araz)) log 2l l4162) s differ-
ence on ag,

63 = C(araz)log e

mput ajasg,

04 = K log %l are changes on other alignment units,
actually we can find the changes on other alignment
units just are about the total number. K is the num-
ber of other alignment units.

For the ADL(M),

is difference on new

len(ay) + len(az)
len(ajaz)

ADL(M) = blog =bop,

As shown in the above formula, b is a constant and
we just need to focus on changes of the total model
length. As for changes on length of model, we just
need to care about whether any inputs change the
counts of old units in model to 0. Due to the counts

change into 0, it should be removed from the model.
len(ay)+len(az)

len(aray)  as the difference value d,,.

We assign
So we have:



1. When frequency of a; or ay changes to O after
input operation, the d,,, = 1

2. When frequency of a; and as changes to O after
input operation, the 6,, = 0

3. When frequency of a; and as does not change
in 0 after input operation, the d,, = 2

By calculating the sum of changes on two parts,
we can give the inputs an evidence about accepting
or not.

3.4 Search Algorithm

The previous section introduced that we use the
ADL to evaluate changes of possible candidates
on description length. However, the order of ap-
plying a new alignment unit is also very impor-
tant. Gonzélez-Rubio and Casacuberta (2015) intro-
duced that the order of inputting candidates should
be sorted by the ascending of ADL(D|M). In our
method, we take the following strategy:

1. Segment corpus to characters and use word
alignment tools to get a character alignment re-
sult as basic model.

2. Collect all the possible binary combination
candidates from the data and model.

3. Run an iterative procedure to generate models.

4. Repeat the 2 to 3 until the description length
will not reduce.

Algorithm 1 describes the processing of iterative
generating model in step 3. First, we collect all
possible candidates (line 2 to 3). Then we estimate
the variation in description length when those can-
didates are applied to model (line 4 to 9). Then we
evaluate the changes in total description length and
use those candidates to update the model (line 11 to
15). Finally, the whole loop will end until the de-
scription length of the model could not reduce any
more (line 17).

4 Experiment

Our method are evaluated through building
Chinese—Japanese SMT experiments. For getting
initial bilingual model, the extra alignment tool
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Algorithm 1 Iterative Generate Model
Input: M : Initial model consist of basic units
Output: M’ : Generated model

1: while A > 0 do

2: O « collect(D, M)

3: candidates + ascending_sort(®)
4: for s € candidates do

5: delta = eval _DL_data(s)

6: if delta > 0 then

7: true_candidates.append(s)
8: end if

9: end for

10: C + ascending_sort(true_candidates)
11: for s € C'do

12: true_delta < eval_total_DL(s)
13: if true_delta > 0 then

14: M’ + update(M, s)

15: end if

16: end for

17: end while

is used. The results obtained with the proposed
method are compared the results obtained using
Kytea' as segmentation technologies.

4.1 Setup

In our experiment, we use ASPEC 2 as experiment
corpus. Due to the low performance of the cur-
rent word alignment tools for character alignment
on Latin languages, we cannot perform our method
with the letter to letter alignment on Latin languages.
However, it works well for Chinese and Japanese.
So we select the Chinese and Japanese as our ex-
periment corpus. For word alignment tools, we use
MGiza++3 to get character-based alignment results.
To avoid unnecessary processing (e.g. resulted from
non-Chinese units in Chinese corpus), we in advance
token the non-Chinese or non-Japanese letter and as
one unit. For machine translation system, we use
Moses*. To benchmark our method, we choose data
segmented by Kytea as baseline. The reason we
choose Kytea is that it always segments the corpus
with a small degree (the most cases are morpholog-

Uhttp://www.phontron.com/kytea/
2http://orchid kuee kyoto-u.ac.jp/ ASPEC/
3https://github.com/moses-smt/mgiza
*http://www.statmt.org/moses/
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Figure 3: Frequency and length of words in corpus segmented by MDL and Kytea

1. Kytea (monolingual segmentation method) have different granularity of the segmentation in Chinese
and Japanese. However, bilingual MDL-based method share similar granularity across both lan-

guages.

2. Words segmented by Kytea have small granularity. However, our method (MDL-based segmentation)
have smoother distribution and larger segmentation granularity.

ical level). We suppose it could show the unbalance
problem in Chinese and Japanese more clearly. Ta-
ble 1 illustrates the data setting of SMT experiment.

4.2 Result and analysis

The total number of iterations of our algorithm are 8
times. Figure 4 illustrates changes of each iteration
in data cost, model cost and total cost. We found
that MDL principle provides any candidates an ev-
idence through introducing a change in two parts
cost. MDL principle would find a best balanced
cost of model and data. Figure 3 illustrates the
frequency distribution of different length of words.
The granularity of segmentation given by Kytea and
our method is different, and our method assign a
smoother frequency distribution than kytea. We also
can found such phenomenon shown in data setting
of SMT system (Table 1). In Table 1, we found av-
erage of length of words segmented by our method
is longer than Kytea.
Due to different segmentation standards, we need to
unify them in the evaluation step. Here, we eval-
uate translation accuracy in characters. Likewise,
non-Chinese and non-Japanese are tokenized as one
unit. Table 4.2 shows that the BLEU (Papineni et
al., 2002) scores have improved 2.01% in Chinese
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to Japanese. For NIST (Doddington, 2002) scores,
we found that there are improvements in both trans-
lating directions.

5 Conclusion and Future Work

5.1 Conclusion

We propose a bilingual segmentation method using
MDL, which aims at improving translation quality.
Our method could simultaneously segment bilin-
gual corpus and generates corresponding bilingual
lexicon. Thus, our work also can be treated as a
bilingual lexicon induction. Since our segmenta-
tion method achieves a slightly better translation
result shown in Table 4.2, we conclude that our
bilingual MDL-based segmentation method is more
effective than previous monolingual segmentation
method. Besides, we also found that MDL-based
method could give more balanced trade-off between
segmentation granularity and frequency. Differ
with previous works using MDL-based method
on monolingual segmentation, we extended the
MDL-based method into bilingual segmentation
and improved translation quality.

Our contributions in this work can be summa-



Data Se Sent Chinese Japanese
& ' Tokens | Length | Tokens | Length
. Kytea 3.66 M 10.82 | 4.74 M 11.33
Train —upr | 390K e M 1182 | 3.98M | 1227
Kytea 84.1k 7.71 | 108.1k 8.28
Tune =051 30K 5 Tk 836 904k | 9.03
Kytea 308.4 k 8.94 | 396.6k 9.47
Test —pr | M9 900k [ 944 [ 3311k | 10.06
Table 1: Data setting
Length: average length of types in corpus;
Tokens.: number of word tokens in corpus;
Sent.: number of sentences in corpus;
Seg. BLEU p-value | NIST p-value
. Kytea | 36.68+0.28 9.84+0.03
ja7h o 38690028 | U (q0z2az00a] <00
. Kytea | 40.46+0.28 9.81+0.03
b2 NIDL | 40.35:0.28 0-1' 50.08x0.05 ] <0

Table 2: Experiment result

1. BLEU and NIST: translation accuracy metrics (based on characters)

2. p-value < 0.05 means the improvements are statistically significant different.
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Figure 4: The data and model cost with iteration

rized as in three folds. Firstly, we propose a bilin-
gual segmentation method instead of the monolin-
gual method as an initial step of machine translation.
Secondly, we choose MDL as main technology in
our segmentation. This technology could be prone
to produce more balanced word pairs in segmenta-
tion and gives a better inference on bilingual lexi-
con. Thirdly, our method is an unsupervised method
based on characters which is also can be applied to
any other languages writing in CJK characters.
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5.2 Future Work

For languages written with the Latin alphabet, the
basic unit is very limited. The current alignment
tools will filter a large amount of characters align-
ment results. Thus, the bottom-to-top method can-
not be applied. As mentioned in Section 3, there
is also another strategies (top-down) which can be
used to solve the problem. It will be in our future
work. In addition, the initial model in our method
depends on character-based alignment results. The
quality of character-based word alignments is an in-
fluential factor in our final segmentation. A better
method could be generate the initial model with-
out any alignment tool. This could lead to better
segmentation. For calculation of description length,
we will be working on designing more accurate for-
mula. Due to our method is initial step of NLP
task, in this experiment we use translation accu-
racy of building SMT system as evaluation of our
method. However, we also suggest that our segmen-
tation method could be evaluated with other machine
translation system.
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The Importance of Automatic Syntactic Features in
Vietnamese Named Entity Recognition
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Abstract

This paper presents a state-of-the-art system
for Vietnamese Named Entity Recognition
(NER). By incorporating automatic syntactic
features with word embeddings as input for
bidirectional Long Short-Term Memory (Bi-
LSTM), our system, although simpler than
some deep learning architectures, achieves
a much better result for Vietnamese NER.
The proposed method achieves an overall F}
score of 92.05% on the test set of an evalua-
tion campaign, organized in late 2016 by the
Vietnamese Language and Speech Processing
(VLSP) community. Our named entity recog-
nition system outperforms the best previous
systems for Vietnamese NER by a large mar-
gin.

1 Introduction

Named entity recognition (NER) is an essential task
in natural language processing that falls under the
domain of information extraction. The function of
this task is to identify noun phrases and categorize
them into a predefined class. NER is a crucial pre-
processing step used in some NLP applications such
as question answering, automatic translation, speech
processing, and biomedical science. In two shared
tasks, CoNLL 2002' and CoNLL 20032, language
independent NER systems were evaluated for En-
glish, German, Spanish, and Dutch. These systems
focus on four named entity types namely person, or-
ganization, location, and remaining miscellaneous

entities.
"http://www.cnts.ua.ac.be/conll2002/ner/
http://www.cnts.ua.ac.be/conll12003/ner/
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Lately, an evaluation campaign that systemati-
cally compared NER systems for the Vietnamese
language has been launched by the Vietnamese Lan-
guage and Speech Processing (VLSP)® community.
They collect data from electronic newspapers on the
web and annotate named entities in this corpus. Sim-
ilar to the CoNLL 2003 share task, there are four
named entity types in VLSP dataset: person (PER),
organization (ORG), location (LOC), and miscella-
neous entity (MISC).

In this paper, we present a state-of-the-art NER
system for Vietnamese language that uses auto-
matic syntactic features with word embedding in Bi-
LSTM. Our system outperforms the leading system
of the VLSP campaign utilizing a number of syn-
tactic and hand-crafted features, and an end-to-end
system described in (Pham and Le-Hong, 2017) that
is a combination of Bi-LSTM, Convolutional Neu-
ral Network (CNN), and Conditional Random Field
(CRF) about 3%. To sum up, the overall F} score
of our system is 92.05% as assessed by the standard
test set of VLSP. The contributions of this work con-
sist of:

e We demonstrate a deep learning model reach-
ing the state-of-the-art performance for Viet-
namese NER task. By incorporating automatic
syntactic features, our system (Bi-LSTM), al-
though simpler than (Bi-LSTM-CNN-CRF)
model described in (Pham and Le-Hong, 2017),
achieves a much better result on Vietnamese
NER dataset. The simple architecture also
contributes to the feasibility of our system in

Shttp://vlsp.org.vn/

31st Pacific Asia Conference on Language, Information and Computation (PACLIC 31), pages 97-103
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practice because it requires less time for in-
ference stage. Our best system utilizes part-
of-speech, chunk, and regular expression type
features with word embeddings as an input for
two-layer Bi-LSTM model, which achieves an
F1 score of 92.05%.

e We demonstrate the greater importance of syn-
tactic features in Vietnamese NER compared to
their impact in other languages. Those features
help improve the F} score of about 18%.

e We also indicate some network parameters
such as network size, dropout are likely to af-
fect the performance of our system.

e We conduct a thorough empirical study on ap-
plying common deep learning architectures to
Vietnamese NER, including Recurrent Neu-
ral Network (RNN), unidirectional and bidi-
rectional LSTM. These models are also com-
pared to conventional sequence labelling mod-
els such as Maximum Entropy Markov models
(MEMM).

e We publicize our NER system for research
purpose, which is believed to positively con-
tributing to the long-term advancement of Viet-
namese NER as well as Vietnamese language
processing.

The remainder of this paper is structured as fol-
lows. Section 2 summarizes related work on NER.
Section 3 describes features and model used in our
system. Section 4 gives experimental results and dis-
cussions. Finally, Section 5 concludes the paper.

2 Related Works

We categorize two main approaches for NER in a
large number of research published in the last two
decades. The first approach is characterized by the
use of traditional sequence labelling models such
as CRF, hidden markov model, support vector ma-
chine, maximum entropy that are heavily dependent
on hand-crafted features (Florian et al., 2003; Lin
and Wu, 2009; Durrett and Klein, 2014; Luo and Xi-
aojiang Huang, 2015). These systems made an en-
deavor to exploit external information instead of the
available training data such as gazetteers and unan-
notated data.

98

In the last few years, deep neural network ap-
proaches have gained in popularity dealing with
NER task. With the advance of computational
power, there has been more and more research that
applied deep learning methods to improve perfor-
mances of their NLP systems. LSTM and CNN
are prevalent models used in these architectures.
Firstly, (Collobert et al., 2011) used a CNN over
a sequence of word embeddings with a CRF layer
on the top. They nearly achieved state-of-the-art re-
sults on some sequence labelling tasks such as POS
tagging, chunking, albeit did not work for NER. To
improve the accuracy for recognizing named enti-
ties, (Huang et al., 2015) used Bi-LSTM with CRF
layer for joint decoding. This model also used hand-
crafted features to ameliorate its performance. Re-
cently, (Chiu and Nichols, 2016) proposed a hybrid
model that combined Bi-LSTM with CNN to learn
both character-level and word-level representations.
Instead of using CNN to learn character-level fea-
tures like (Chiu and Nichols, 2016), (Lample et al.,
2016) used BI-LSTM to capture both character and
word-level features.

For Vietnamese, VLSP community has organized
an evaluation campaign that follows the rules of
CoNLL 2003 shared task to systematically com-
pare NER systems. Participating systems have ap-
proached this task by both traditional and deep
learning architectures. In particular, the first-rank
system of the VLSP campaign which achieved
an Fy score of 88.78% used MEMM with many
hand-crafted features (Le-Hong, 2016). Mean-
while, (Nguyen et al., 2016) adopted deep neu-
ral networks for this task. They used the system
provided by (Lample et al., 2016), which consists
of two types of LSTM models: Bi-LSTM-CRF
and Stack-LSTM. Their best system achieved an
Fy score of 83.80%. More recently, (Pham and
Le-Hong, 2017) used an end-to-end system that
is a combination of Bi-LSTM-CNN-CRF for Viet-
namese NER. The F} score of this system is 88.59%
that is competitive with the accuracy of (Le-Hong,
2016).



3 Methodology

3.1 Feature Engineering

Word Embeddings We use a word embedding set
trained from 7.3GB of 2 million articles collected
through a Vietnamese news portal* by word2vec?
toolkit. Details of this word embedding set are de-
scribed in (Pham and Le-Hong, 2017).

Automatic Syntactic Features To ameliorate a
performance of our system, we incorporate some
syntactic features with word embeddings as input
for Bi-LSTM model. These syntactic features are
generated automatically by some public tools so the
actual input of our system is only raw texts. These
additional features consist of part-of-speech (POS)
and chunk tags that are available in the dataset, and
regular expression types that capture common or-
ganization and location names. These regular ex-
pressions over tokens described particularly in (Le-
Hong, 2016) are shown to provide helpful features
for classifying candidate named entities, as shown
in the experiments.

3.2 Long Short-Term Memory

Long short-term memory (LSTM) (Hochreiter and
Schmidhuber, 1997) is a special kind of Recurrent
Neural Network (RNN) which is capable of deal-
ing with possible gradient exploding and vanishing
problems (Bengio et al., 1994; Pascanu et al., 2013)
when handling long-range sequences. It is because
LSTM uses memory cells instead of hidden layers in
a standard RNN. In particular, there are three multi-
plicative gates in a memory cell unit that decides on
the amount of information to pass on to the next step.
Therefore, LSTM is likely to exploit long-range de-
pendency data. Each multiplicative gate is computed
as follows:

i = oc(Wih—1 + Uix; + by)
f, = U(tht—l + Upx; + bf)
¢, =f ®ci—1 +i © tanh(Wchy—1 + Ucxy + b)
o; = o(Woh;_1 + Uyx; +by)
h; = o, ® tanh(c;)
*nttp://www.baomoi.com

Shttps://code.google.com/archive/p/
word2vec/
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Forget Gate /

Input Gate
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Figure 1: LSTM memory cell

where o and © are element-wise sigmoid function
and element-wise product, i, f, 0 and ¢ are the input
gate, forget gate, output gate and cell vector respec-
tively. U;, Uy, U,, U, are weight matrices that con-
nect input x and gates, and U;, Uy, U, U, are weight
matrices that connect gates and hidden state h, and
finally, b;,bs,b., b, are the bias vectors. Figure 1
illustrates a single LSTM memory cell.

3.3 Bidirectional Long Short-Term Memory

The original LSTM uses only past features. For
many sequence labelling tasks, it is beneficial when
accessing both past and future contexts. For this
reason, we utilize the bidirectional LSTM (Bi-
LSTM) (Graves and Schmidhuber, 2005; Graves et
al., 2013) for NER task. The basic idea is running
both forward and backward passes to capture past
and future information, respectively, and concate-
nate two hidden states to form a final representation.
Figure 2 illustrates the backward and forward passes
of Bi-LSTM.

3.4 Our Deep Learning Model

For Vietnamese named entity recognition, we use a
2-layer Bi-LSTM with softmax layer on the top to
detect named entities in sequence of sentences. The
inputs are the combination of word and syntactic
features, and the outputs are the probability distri-
butions over named entity tags. Figure 3 describes
the details of our deep learning model. In the next
sections, we present our experimental results.



Figure 2: Bidirectional LSTM
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4 Results And Discussions

4.1 VLSP Corpus

We conduct experiments on the VSLP NER shared
task 2016 corpus. Four named entity types are eval-
uated in this corpus including person, location, or-
ganization, and other named entities. Definitions of
these entity types match with their descriptions in
the CoNLL shared task 2003.

There are five columns in this dataset including
surface word, automatic POS and chunking tags,
named entity and nested named entity labels, of
which the first four columns conform to the format
of the CoNLL 2003 shared task. We do not use
the fifth column because our system focuses on only
named entity without nesting. Named entities are
labelled by the IOB notation as in the CoNLL 2003
shared tasks. In particular, there are 9 named entity
labels in this corpus including B-PER and I-PER for
persons, B-ORG and I-ORG for organizations, B-
LOC and I-LOC for locations, B-MISC and I-MISC
for other named entities, and O for other elements.
Table 1 presents the number of annotated named en-
tities in the training and testing set.

Entity Types Training Set | Testing Set
Location 6,247 1,379
Organization 1,213 274
Person 7,480 1,294
Miscellaneous names 282 49
All 15,222 2,996

Table 1: Statistics of named entities in VLSP corpus

Because we use early stopping method described

in (Graves et al., 2013) to avoid overfitting when
training our neural network models, we hold one
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part of training data for validation. The number of
sentences of each part of VLSP corpus is described
in Table 2.

Data sets | Number of sentences
Train 14,861
Dev 2,000
Test 2,831

Table 2: Size of each data set in VLSP corpus

4.2 Evaluation Method

We evaluate the performance of our system with F}
score:

r 2 x precision x recall
1 =

precision + recall

Precision and recall are the percentage of correct
named entities identified by the system and the per-
centage of identified named entities present in the
corpus respectively. To compare fairly with previ-
ous systems, we use an available evaluation script
provided by the CoNLL 2003 shared task® to calcu-
late F score of our NER system.

4.3 Results

In this section, we analyze the efficiency of word
embeddings, bidirectional learning, model configu-
ration, and especially automatic syntactic features.

Embeddings To evaluate the effectiveness of
word embeddings, we compare the systems on three
types of input: skip-gram, random vector, and one-
hot vector.

The number of dimensions we choose for word
embedding is 300. We create random vectors
for words that do not appear in word embed-
dings set by uniformly sampling from the range

[—1\/ 72,41/ 7= where dim is the dimension of
embeddings. For random vector setting, we also

sample vectors for all words from this distribution.
The performances of the system with each input type
are represented in Table 3.

We can conclude that word embedding is an im-
portant factor of our model. Skip-gram vector sig-
nificantly improves our performance. The improve-

*http://www.cnts.ua.ac.be/conll2003/ner/
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Figure 3: Our deep learning model

Random
Rec.

66.37
69.80
19.56
50.35
55.23

Entity Skip-Gram
Rec.

82.48
78.37
50.51
65.73

72.26

Pre.

79.39
65.23
35.19
70.76
72.99

Pre.

79.21
82.14
30.56
69.13 | 5
57.68

Pre.

83.63
84.14
49.85
72.77
75.88

F

83.05
81.07
50.07
69.06
74.02

F

72.26
76.70
25.11
58.83
62.87

F

75.63
59.74
17.28
59.41
64.39

LOC
MISC
ORG
PER
ALL

Table 3: Performance of our model on three input types

ment is about 11% when using skip-gram vectors in-
stead of random vectors. Thus, we use skip-gram
vectors as inputs for our system.

Effect of Bidirectional Learning In the second
experiment, we examine the benefit of accessing
both past and future contexts by comparing the per-
formances of RNN, LSTM and Bi-LSTM models.
In this task, RNN model fails because it faces the
gradient vanishing/exploding problem when train-
ing with long-range dependencies (132 time steps),
leading to the unstable value of the cost functions.
For this reason, only performances of LSTM and Bi-
LSTM models are shown in Table 4.

Entity Bi-LSTM LSTM

Pre. Rec. | F} Pre. Rec. | I
LOC | 83.63 | 82.48 | 83.05 | 74.60 | 77.38 | 75.96
MISC | 84.14 | 78.37 | 81.07 | 2.15 | 2.04 | 2.09
ORG | 49.85 | 50.51 | 50.07 | 32.22 | 34.60 | 33.60
PER | 72.77 | 65.73 | 69.06 | 67.95 | 60.73 | 64.12
ALL | 75.88 | 72.26 | 74.02 | 66.61 | 65.04 | 65.80

Table 4: Performance of our model when using one and
two layers
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We see that learning both past and future contexts
is very useful for NER. Performances of all of the
entity types are increased, especially for ORG and
MISC. The total accuracy is improved greatly, from
65.80% to 74.02%.

Number of Bi-LSTM Layers In the third experi-
ment, we investigate the improvement when adding
more Bi-LSTM layers. Table 5 shows the accuracy
when using one or two Bi-LSTM layers. We ob-
serve a significant improvement when using two lay-

ers of Bi-LSTM. The performance is increased from
71.74% to 74.02%

Entity Two layers One layer

Pre. Rec. | F} Pre. Rec. | I}
LOC | 83.63 | 82.48 | 83.05 | 82.22 | 80.64 | 81.41
MISC | 84.14 | 78.37 | 81.07 | 85.15 | 74.29 | 79.32
ORG | 49.85 | 50.51 | 50.07 | 44.10 | 40.88 | 42.39
PER | 72.77 | 65.73 | 69.06 | 72.70 | 62.15 | 66.91
ALL | 75.88 | 72.26 | 74.02 | 74.83 | 68.91 | 71.74

Table 5: Performance of our model when using one and
two layers

Effect of Dropout In the fourth experiment, we
compare the results of our model with and without
dropout layers. The optimal dropout ratio for our
experiments is 0.5. The accuracy with dropout is
74.02%, compared to 68.27% without dropout. It
proves the effectiveness of dropout for preventing
overfitting.



Entity Dropout = 0.5 Dropout = 0.0
Pre. Rec. | Fi Pre. Rec. | F}

LOC | 83.63 | 82.48 | 83.05 | 80.98 | 76.79 | 78.79

MISC | 84.14 | 78.37 | 81.07 | 84.09 | 64.49 | 72.73

ORG | 49.85 | 50.51 | 50.07 | 41.09 | 32.92 | 36.43

PER | 72.77 | 65.73 | 69.06 | 67.35 | 59.23 | 62.97

ALL | 75.88 | 72.26 | 74.02 | 71.97 | 64.99 | 68.27
Table 6: Performance of our model with and without
dropout

Syntactic Features Integration As shown in the
previous experiments, using only word features in
deep learning models is not enough to achieve the
state-of-the-art result. In particular, the accuracy of
this model is only 74.02%. This result is far lower
in comparison to that of state-of-the-art systems for
Vietnamese NER. In the following experiments, we
add more useful features to enhance the performance
of our deep learning model. Table 7 shows the
improvement when adding part-of-speech, chunk,
case-sensitive, and regular expression features.

Features Pre. Rec. | Fi

Word 75.88 | 72.26 | 74.02
Word+POS 84.23 | 87.64 | 85.90
Word+Chunk 90.73 | 83.18 | 86.79
Word+Case 83.68 | 84.45 | 84.06
Word+Regex 76.58 | 71.86 | 74.13
Word+POS+Chunk+Case+Regex | 90.25 | 92.55 | 91.39
Word+POS+Chunk+Regex 91.09 | 93.03 | 92.05

Table 7: Performance of our model when adding more
features

As seen in this table, adding each of these syn-
tactic features helps improve the performance sig-
nificantly. The best result we get is adding part-of-
speech, chunk and regular expression features. The
accuracy of this final system is 92.05% that is much
higher than 74.02 of the system without using syn-
tactic features. An explanation for this problem is
possibly a characteristic of Vietnamese. In partic-
ular, Vietnamese named entities are often a noun
phrase chunk.

Comparision with Other Languages In the sixth
experiment, we want to compare the role of syntac-
tic features for NER task in other languages. For this
reason, we run our system on CoNLL 2003 data set
for English. The word embedding set we use for En-
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glish is pre-trained by Glove model and is provided
by the authors’. Table 8 shows the performances of
our system when adding part-of-speech and chunk
features.

Vietnamese English
Features Pre. Rec. Fi Pre. Rec. Fi
Word 75.88 | 72.26 | 74.02 | 87.39 | 89.66 | 88.51
Word + POS + Chunk | 90.39 | 92.59 | 91.48 | 87.08 | 89.59 | 88.31

Table 8: The importance of syntactic features for Viet-
namese compared to it for English

For English NER task, adding the syntactic fea-
tures does not help to improve the performance of
our system. Thus, we can conclude that syntactic
features have the greater importance in Vietnamese
NER compared to their impact in English.

Comparison with Previous Systems In VLSP
2016 workshop, there are several different systems
proposed for Vietnamese NER. These systems focus
on only three entities types LOC, ORG, and PER.
For the purpose of fairness, we evaluate our perfor-
mances based on these named entity types on the
same corpus. The accuracy of our best model over
three entity types is 92.02%, which is higher than the
best participating system (Le-Hong, 2016) in that
shared task about 3.2%.

Moreover, (Pham and Le-Hong, 2017) used a
combination of Bi-LSTM, CNN, and CRF that
achieved the same performance with (Le-Hong,
2016). This system is end-to-end architecture that
required only word embeddings while (Le-Hong,
2016) used many syntactic and hand-crafted features
with MEMM. Our system surpasses both of these
systems by using Bi-LSTM with automatically syn-
tactic features, which takes less time for training
and inference than Bi-LSTM-CNN-CRF model and
does not depend on many hand-crafted features as
MEMM. Table 9 presents the accuracy of each sys-
tem.

Models Types Fy

(Le-Hong, 2016) ME 88.78
(Pham and Le-Hong, 2017) | Bi-LSTM-CNN-CRF | 88.59
Our model Bi-LSTM 92.02

Table 9: Performance of our model and previous systems

7https://nlp.stanford.edu/projects/
glove/



5 Conclusion

In this work, we have presented a state-of-the-art
named entity recognition system for the Vietnamese
language, which achieves an F} score of 92.05% on
the standard dataset published by the VLSP com-
munity. Our system outperforms the first-rank sys-
tem of the related NER shared task with a large mar-
gin, 3.2% in particular. We have also shown the ef-
fectiveness of using automatic syntactic features for
Bi-LSTM model that surpass the combination of Bi-
LSTM-CNN-CRF models albeit requiring less time
for computation.
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Abstract

This article defends an “incremental grammar”
view, where syntactic puzzles are accounted for
in terms of how a sentence is parsed online. To
this end, we focus on the Multiple Nominative
Construction (MNC) in Japanese, offering new
data involving “rightward displacements.” The
displacement patterns of nominative NPs are
shown to follow from the way an MNC string is
parsed left-to-right. Our incremental account is
formalised in Dynamic Syntax, with the upshot
that only the licit ordering of nominative NPs in
MNC leads to a legitimate structure update.

1 Introduction

Japanese allows Multiple Nominative Construction
(MNC), where more than one NP is nominative-
marked within a (seemingly) single clause (Kuno,
1973; see also references in §2.3).

(1) Ken-ga kami-ga nagai
K-NOM hair-NOM long
‘Ken’s hair is long.’

In (1), both Ken and kami ‘hair’ are marked by the
nominative case particle ga. The initial ga-marked
element Ken in (1) is often called “major subject”
(Kuroda, 1978; 1986; 1988).1

In this article, we provide new data on MNC in
connection with rightward displacements (§2), and
argue that these data are adequately handled from

" A major subject is generally in focus, giving rise to an
“exhaustive listing” reading (Kuno, 1973). Thus, a more
appropriate translation of (1) would be ‘It is Ken whose
hair is long.” See Heycock and Doron (2003: §4) for an
explanation of why a major subject generally (but not
always) endangers an exhaustive interpretation.
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the perspective of “incremental grammar,” a view
where syntactic puzzles are solved as a reflection
of the way a sentence is parsed time-linearly (§3).
Our analysis is formalised within Dynamic Syntax
(Cann et al, 2005), with the bonus of predicting the
“left-right asymmetries” (§4).

2 Empirical Findings
2.1

We begin by clarifying our target. In Japanese, an
object NP is typically accusative-marked, but some
stative predicates may select a nominative-marked
object NP (Koizumi, 2008; Kuno, 1973; 1983).

Domain of Enquiry

(2) Ken-ga eigo-ga hanas-eru
K-NOM English-NOM speak-POT
‘Ken can speak English.’

This article does not analyse MNC data such as (2)
which involve a nominative-marked object.

In generative syntax, some scholars have argued
that MNC (1) is derived from (3).

(3) Ken-no kami-ga nagai
K-GEN  hair-NOM long
‘Ken’s hair is long.’

In Kuno (1973), “subjectivization” applies to the
genitive-marked NP Ken-no, which turns it to the
nominative-marked subject NP Ken-ga. Analyses
along with these lines include “nominativization”
(Shibatani, 1977), “possessor raising” (Ura, 1996),
and “genitive raising” (Tateishi, 1991).

The type of MNC sentences such as (1), which
is related to “genitive”-involving sentences like (3),
has been studied most extensively. Since the other
kinds of MNC have distinct syntactic and semantic
properties (Kikuchi, 1996; Kobayashi, 2010), we
focus on the type of MNC illustrated in (1).
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It is further noted that more than two ga-marked
NPs are licensed in the (1)-type of MNC, as shown
in (4). Examples with more than two ga-marked
NPs are also addressed in our study.

(4) Ken-ga imouto-ga kami-ga nagai
K-NOM sister-NOM hair-NOM long
‘Ken’s younger sister’s hair is long.’

2.2  MNC and Rightward Displacements

Having clarified our research target, we now offer
new data on MNC in connection with “rightward
displacement” where the term displacement is used
for the purposes of description. Compared with the
simple sentence (5), Japanese has three rightward-
displacement constructions: relatives (6), clefts (7),
and postposing (8). In (6)-(8), sushi appears to the
right of the clause in question. (e in (6)-(8) is used
to notate “gap” in a theory-neutral manner.)

tabeta
ate

(5) Ken-ga sushi-o
K-NOM sushi-ACC
‘Ken ate sushi.’

(6) [[Ken-ga e tabeta] sushil-wa yasui
[[K-NOM ate] sushi]-TOP cheap

‘The sushi Ken ate is cheap.’ <relatives>

(7) [[Ken-ga e tabeta] nol-wa sushi-da
[[K-NOM ate] NMNS]-TOP sushi-COP

‘It 1s sushi that Ken ate.” <clefts>

(8) Ken-ga e tabeta-yo, sushi(-0)
K-NOM ate-FP sushi(-ACC)
‘Ken ate sushi.” <postposing>

In (7), no is a nominalising complementiser (Kizu,
2005). In (8), yo is a final particle, indicating that
(8) is uttered colloquially; though Japanese is verb-
final, a non-verbal item may appear to the right of
the sentence in casual speech (Kuno, 1978).

For an MNC string which contains the #n-number
of ga-marked NPs in a single clause (setting aside
ga-marked object NPs; see §2.1), let us notate the
sequence of such NPs as <NP;, NP,, ..., NP >. We
then put forward the following generalisation:

(9) Generalisation
For MNC with <NP;, NP,, ..., NP>, only the
leftmost NP; may be “right-displaced.”

Below, we shall illustrate (9) with MNC examples.

Relatives. Consider the MNC sentence (10). While
NP, sono-otoko ‘that man’ may be a head noun (i.e.
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appear to the right of the relative clause) as in (11),
this is not the case with NP, imouto ‘younger
sister’ and NP3 kami ‘hair’ as shown in (12)-(13).

(10) sono-otoko-ga imouto-ga kami-ga nagai
that-man-NOM sister-NOM hair-NOM long
‘That man’s younger sister’s hair is long.’

(11) [e imouto-ga kami-ga nagai] sono-otoko
[ sister-NOM hair-NOM long] that-man
‘That man whose younger sister’s hair is long’

(12) *[sono-otoko-ga
[that-man-NOM

e kami-ga nagai] imouto
hair-NOM long] sister

(13) *[sono-otoko-ga imouto-ga e nagai| kami
[that-man-NOM sister-NOM  long] hair

Clefts. In MNC (10), only NP, sono-otoko ‘that
man’ may be in focus (i.e. appear to the right of the
presupposition clause of the cleft). That is, neither
NP, imouto ‘younger sister’ nor NP; kami ‘hair’
can be at a focus position of the cleft.

(14) [[e imouto-ga kami-ga nagail
[[ sister-NOM hair-NOM long]
nol-wa sono-otoko-da
NMNS]-TOP that-man-COP
Lit. ‘It is that man; that his; younger sister’s
hair is long.’

(15) *[[sono-otoko-ga e kami-ga nagai]
[[that-man-NOM hair-NOM  long]
nol-wa imouto-da
NMNS]-TOP sister-COP

(16) *[[sono-otoko-ga imouto-ga e nagai]
[[that-man-NOM sister-NOM long]

nol-wa kami-da
NMNS]-TOP hair-COP

Postposing. In MNC sentence (10), what may be
postposed (i.e. appear to the right of the sentence)
is NP, sono-otoko ‘that man’ alone.

(17) e imouto-ga kami-ga nagai-yo,
sister-NOM  hair-NOM long-FP
sono-otoko(-ga)
that-man(-NOM)
‘That man’s younger sister’s hair is long.’

(18) *sono-otoko-ga e kami-ga nagai-yo,
that-man-NOM hair-NOM long-FP
imouto(-ga)
sister(-NOM)



(19) *sono-otoko-ga imouto-ga
that-man-NOM sister-NOM
kami(-ga)
hair(-NOM)

e nagai-yo,
long-Fp

We have exemplified the generalisation (9), but
the following examples may pose a problem.

(20) nihon-ga ~ GDP-ga takai
Japan-NOM GDP-NOM high
‘Japan’s GDP is high.’

21) [e GDP-ga takail nihon
[ GDP-NOM  high] Japan
Lit. ‘Japan; such that GDP is high in it;.

(22) [nihon-ga e takail GDP
[Japan-NOM high] GDP
Lit. ‘GDP; such that it; is high in Japan.’

In particular, it is (at first glance) unexpected that
(22), where NP, GDP in (20) occurs to the right of
the clause, seems fine. (22) may not be completely
acceptable, but our contention is that for those who
accept (22), (23) would also be acceptable.’

(23) GDP-ga nihon-ga  takai
GDP-NOM Japan-NOM high
‘It is GDP that is high in Japan.’

Provided that (23) is a basis for (22), acceptability
of (22) is not problematic for the generalisation (9)
since NP, in (23) is GDP.

In a similar vein, the cleft sentence (24) and the
postposing sentence (25), where NP, GDP occurs
to the right of the clause, do not pose a problem for
the generalisation (9), given that they are related to
the MNC sentence (23).

(24) [nihon-ga e takai] nol-wa GDP-da
[Japan-NOM  high] NMNS]-TOP GDP-COP
‘It is GDP that is high in Japan.’

(25) nihon-ga e takai-yo,
Japan-NOM high-Fp
‘GDP is high in Japan.’

GDP-ga
GDP-NOM

We illustrated (9) with MNC (10) that involves
three ga-NPs. The generalisation, we believe, also
holds of MNC with more than three ga-NPs. Such

? (23) is reasonably acceptable (or much better than the

*-marked ones above) if it serves as an answer to (i).

(1) [nihon-ga takainol-wa dono-shihyou desu-ka
[Japan-NOM high NMNS]-TOP which-index COP-Q
‘Which national index is high in Japan?’
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examples, however, are hard to construct due to
performance factors; see Heycock (1993: 204) and
Kuroda (1986: §8) for related discussion.

2.3 Previous Studies

The data in §2.2 have not been noted in past works
(e.g. Akiyama, 2005; Fukui, 1988; Heycock, 1993;
Heycock and Doron, 2003; Hiraiwa, 2001; Kiss,
1981; Kuno, 1973; Kuroda, 1986; Mihara, 1994;
Mihara and Hiraiwa, 2006; Muromatsu, 1997,
Nagai, 1999; Ohtani and Valverde, 2012; Shibatani,
1977; Takami and Kamio, 1996; Takezawa, 1987;
Tateishi, 1991; Ura, 1996; Vermeulen, 2005;
Whitman, 2001); see also Kobayashi (2010; 2011)
for a meticulous review of previous studies.

The exception is Nakamura et al. (2009) (cf.
Nakamura (2002)), but their findings are limited.
They consider MNC with exactly two ga-NPs and
do not survey postposing. Thus, our generalisation
(9), which concerns leftmost and postposing, is not
obtainable from their data. Moreover, they do not
examine the left-right asymmetries (see §4). Lastly,
their account is formally illicit (Seraku, 2016).

Past analyses are divided into two types in terms
of how multiple ga-NPs are licensed:

* Ga-NPs are licensed at multiple Specs of a
single projection (Hiraiwa, 2001; Ura, 1996;
Vermeulen, 2005; among others).

* Ga-NPs are licensed at multiple adjunction
sites for a Spec (Heycock, 1993; Kuno, 1973;
Mihara, 1994; among others).

In both approaches, it is not obvious how the data
in §2.2 are treated. In Japanese, it has been widely
assumed that relativisation, (caseless) clefting, and
(caseless) postposing are island-insensitive (Hoji,
1990; Kuno, 1973; Tanaka and Kizu, 2007). Thus,
it must be worked out how displacement of non-
leftmost ga-NPs in <NP;, NP,, ..., NP> (in the
sense of (9)) is precluded.’

It may be possible to reconcile the past analyses
with the issues raised here by postulating further
constraints on syntactic derivations/representations.
In this article, however, we pursue another line of
analysis, arguing that the generalisation (9) follows
from the modelling of incremental parsing.

3 Sakai (1994) opens up the view that Japanese relatives
are island-sensitive, but the problem still remains of
how to prevent non-leftmost NPs from being extracted
in relatives (as well as clefts and postposing).



3 Incremental Analysis

“Incrementality” in time-linear parsing has been a
basis for some recent linguistic theorising (Cann et
al., 2011). Our claim is that if we adopt (26) and
give formal substance to them, we can capture the
generalisation (9) (and further properties of MNC).

(26) Assumptions adopted in this study
a. A string of words is parsed progressively as it
is produced.
b. Each parse state is associated with a structure,
gradually updated as the parse proceeds.
c. This structure is semantic in that it represents
an interpretation of the string parsed.

These assumptions are made precise with the tools
of Dynamic Syntax (Cann et al., 2005; Kempson et
al., 2001). For reasons of brevity, we omit as many
dispensable technical details as possible.

3.1

Dynamic Syntax (DS) specifies, for each language,
a set of (i) procedures to build a semantic structure
and (ii) constraints on its gradual update.

To take (27) as an example, a semantic structure
is built up as it is incrementally parsed, as shown
in each step of (28)-(30). Within DS, a structure is
expressed in binary-branching tree format.

Dynamic Syntax

(27) Ken-ga ne-ta
K-NOM sleep-PAST
‘Ken slept.’

(28) Parsing Ken-ga
7
/
Ken':e
(29) Parsing Ken-ga ne-ta (ignoring tense)
7
/\
Ken':e sleep':e—t
(30) Final state (representing the content of (27))
sleep'(Ken') : t
/\

Ken':e sleep':e—t

Note that the structure is semantic; thus, Ken' and
sleep’ are not natural-language expressions but are
semantic contents. Each content is specified for a
semantic type. For instance, Ken' is of type e (i.e.
entity), sleep'(Ken') is of type-t (i.e. proposition),
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and sleep'is of type e—t (i.e. function from a type-
e content to a type-t content).

In (28)-(29), the symbol ?t is used. Generally, ?a
requires that the node be decorated with o before
the parse process finishes. The constraint ?t is met
in (30), where the type-t content (i.e. proposition
that Ken sleeps) appears at the node in question.

There are two types of procedures for structure
update: (i) general action and (ii) lexical action. An
example of (i) is Functional Application. As shown
in (29)-(30), the function sleep’ applies to Ken’,
with the output sleep'(Ken'). An example of (ii) is a
set of actions encoded in Ken, which is to decorate
a ?e-node with the content Ken'and its type e.

(31) lustration: lexical action encoded in Ken
7 2t

= —

e Ken':e

Not only Ken but also all the other lexical items in

a language encode a set of actions for tree update.
Before closing, another formal apparatus, LINK,

needs to be mentioned. LINK pairs structures.

(32) Illustration: LINK
a:t e

N

LINK (32) models relatives. a is the content of a
relative clause. This structure is LINKed to another
node where the head noun of the relative clause is
parsed. LINK pairs two structures irrespective of
sematic types of connected nodes. In (32), a type-t
node is LINKed to a type-e node. In §3.2, we shall
see a LINK relation between two type-e nodes.

3.2 Analysis

The DS analysis of Japanese MNC is proposed in
Seraku (2016). Consider MNC example (33).

(33) Ken-ga kami-ga nagai
K-NOM hair-NOM long
‘Ken’s hair is long.’
The parse of Ken-ga in (33) produces (34).
(34) Parsing Ken-ga
7
/_\ /
Ken':e %e, 70

where ?0 is a requirement that this node be
decorated with a content related to Ken'



For simplification, informal symbols such as ?a are
used.! The requirement ?a is met by the parse of
kami “hair,” as reflected in the term o in (35).

(35) Parsing Ken-ga kami-ga
7t
£ /
Ken':e a:e
where o denotes the hair of Ken

The parse of nagai ‘long’ then creates a predicate
node, and Functional Application yields the final
state (36), where long'(a) expresses the proposition
that Ken’s hair is long.

(36) Parsing Ken-ga kami-ga nagai
long'(a) : t
VS
Ken': e a:e long': e—t
where a is as explicated in (35)

A LINK relation can be reiterated, which deals
with MNC strings with more than two ga-marked
NPs. (For this, the “structural underspecification”
device must be employed.) Based on this analysis,
let us turn now to the examples presented in §2.2.

Relatives. A DS account of Japanese relatives is
developed in Kempson and Kurosawa (2009).

(37) [Ken-ga e tabeta] sushi
[K-NOM ate] sushi
‘The sushi which Ken ate’ <relatives>

First, the parse of the relative clause Ken-ga tabeta
builds (38). (x is a notation for the gap e.)

(38) Parsing Ken-ga tabeta

eat'(x)(Ken"): t Y\/\ 7e
N

Second, the parse of the head noun sushi decorates
the ?e-node with a, as explicated in (39).

(39) Parsing Ken-ga tabeta sushi

eat'(x)(Ken') : t v\/\ a:e
N

where o denotes an entity that is sushi
and that Ken ate

* 20 is formally expressed as 23X.Fo(Xg(ken)x)-
> o is formally expressed as (1, X, hair'(Ken')(x)).
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Note that the term o reflects the content of the
relative clause. In Cann et al. (2005) and Kempson
and Kurosawa (2009), this process is formulated as
the general action of LINK Evaluation.

Now consider (11)-(13), repeated as (40)-(42).

(40) [e imouto-ga kami-ga nagai] sono-otoko
[ sister-NOM hair-NOM long] that-man
‘That man whose younger sister’s hair is long’

(41) *[sono-otoko-ga e kami-ga
[that-man-NOM

nagai] imouto
hair-NOM long] sister

(42) *[sono-otoko-ga imouto-ga e nagai| kami
[that-man-NOM sister-NOM  long] hair

In (40), the parse of imouto-ga kami-ga builds
up the structure (43).

(43) Parsing imouto-ga kami-ga
7

_—
B:e
where o denotes an individual that bears a
“sister” relation to another individual x;
B denotes the hair of a

VS
o:c

The term o contains a variable x. This is because
imouto ‘younger sister’ is a relational noun, which
denotes a younger sister of another individual x. In
virtue of LINK, this term is mapped onto . Note
that B also contains the variable x (as a is part of B)
and that this variable has not yet been saturated.

The next stage is shown in (44), where the parse
of nagai ‘long’ has created a predicate node.

(44) Parsing imouto-ga kami-ga nagai

long'(B) : t

VS
a:e B:e
where o and B are as explicated in (43)

long': e—t

The formula long'(B) expresses that the hair of a
younger sister of x is long.

Finally, the head noun sono-ofoko ‘that man’ is
parsed, with another LINK relation (cf. (39)). It is
at this stage that the variable x is saturated in y.

(45) Parsing imouto-ga kami-ga nagai sono-otoko

long'(B):te___~ “yie

where B is as explicated in (43); y denotes
an individual such that he is a man and that
the hair of his younger sister is long



As reflected in vy, the variable x is saturated by the
parse of sono-otoko ‘that man.’

The tree update in (43)-(45) is licit, particularly
because (i) what comes first in (40) is the relational
noun imouto ‘younger sister’ that creates a variable
and (ii) the sentence contains the head noun sono-
otoko ‘that man’ which saturates this variable.®

On the other hand, the above points (i) and (ii)
do not hold of (41)-(42), and this is why they are
ungrammatical. For (41), the first element parsed is
sono-otoko ‘that man.” This does not introduce a
variable, and there is no room in the derived tree
into which the content of the head noun imouto
‘younger sister’ is incorporated.” Similarly, in (42),
the first NP parsed sono-otoko ‘that man’ does not
create a variable, and the same issue arises.

Recall that MNC allows an infinite number of
ga-NPs in a single clause. Even in such cases, only
NP; (in the sense of (9)) can be “right-displaced.”
If an NP other than NP, is displaced, the relative
clause necessarily contains NP; but NP; does not
introduce a variable in our targeted type of MNC.
Thus, the aforementioned problem arises.

Clefts. A DS treatment of Japanese clefts has been
offered in Seraku (2013).

(46) [[Ken-ga e tabeta] nol-wa sushi-da
[[K-NOM ate] NMNS]-TOP sushi-COP
‘It is sushi that Ken ate.” <clefts>

The parse of the presupposition part Ken-ga tabeta
builds the structure containing a variable x (which
corresponds to the gap e).

(47) Parsing Ken-ga tabeta
eat'(x)(Ken') : t

Seraku (2013) assumes that no-wa is a cleft marker
that LINKSs the structure of the presupposition part
to a new structure where a focus is parsed. In (46),

% As we address only the “genitive-type” MNC (§2.1),
NP, in the sense of (9) (i.e. imouto in (40)) always
introduces a variable. Other types of variable-
introducing noun include part-whole nouns (e.g. yane
‘roof of x”), inalienable nouns (e.g. te “hand of x”), and
so forth. See Shibatani (1978) for related discussion.

7 The part sono-otoko-ga kami-ga nagai in (41) is
grammatical, meaning ‘That man’s hair is long.” It is at
the time of parsing imouto that the whole sentence of
(41) becomes ungrammatical.
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the focus is provided by sushi. The copula da is
treated as a propositional pro-form; da copies the
structure of the presupposition part, into which the
content of the focussed NP is incorporated.

(48) Parsing Ken-ga tabeta no-wa sushi-da
eat'(x)(Ken') : < O eat'(sushi')(Ken') : t

Setting aside the details of the tree update in (47)-

(48), what is of note here is that the variable x is

saturated by the parse of the focussed NP sushi.
Now consider (14)-(16), repeated as (49)-(51).

(49) [[e imouto-ga kami-ga nagail
[[ sister-NOM hair-NOM long]
nol-wa sono-otoko-da
NMNS]-TOP that-man-COP
Lit. ‘It is that man; that his; younger sister’s
hair is long.’

(50) *[[sono-otoko-ga e kami-ga nagai]
[[that-man-NOM hair-NOM  long]
nol-wa imouto-da
NMNS]-TOP sister-COP

(51) *[[sono-otoko-ga imouto-ga e nagai]
[[that-man-NOM sister-NOM long]

nol-wa kami-da
NMNS]-TOP hair-COP

In (49), the parse of imouto-ga kami-ga nagai
yields (52), exactly as in the case of relatives (44).

(52) Parsing imouto-ga kami-ga nagai

long'(B) : t

VS
a:e B:e
where o and B are as explicated in (43)

long': e—t

With the yet-unsaturated variable x (which lurks in
o and B), long'(P) expresses the proposition that the
hair of a younger sister of x is long.

The cleft marker no-wa subsequently LINKs the
current structure to a new structure, to be fleshed
out by the parse of sono-otoko ‘that man’ and the
copula da. (Recall the tree update (47)-(48).)

(53) Parsing the whole string (49)

long'(B) : t long(y)

where B is as explicated in (43); y denotes
the hair of a younger sister of that man



At this stage, the variable x, introduced by imouto
‘younger sister,” is saturated by the parse of the
focus sono-otoko ‘that man.’ (49) is thus mapped
onto the valid structure (53).

In (50)-(51), however, such correct mapping is
unachievable. For (50)-(51), the initial NP parsed
is sono-otoko ‘that man,” which does not introduce
a variable. Therefore, the derived structure cannot
accommodate the content of the focus (i.e. imouto
‘younger sister’ in (50), kami ‘hair’ in (51)).

The analysis in the last paragraph remains intact
if MNC comprises more ga-NPs than (49)-(51).
For <NP;, NP, ..., NP> (in the sense of (9)), the
crux of our analysis lies in the distinction between
NP, (which does not introduce a variable) and the
other NPs in the NP cluster (all of which introduce
a variable). This distinction remains the same in
MNC with more ga-NPs than (49)-(51).

Postposing. A DS account of Japanese postposing
is presented in Seraku and Ohtani (2016a; 2016b).

(54) Ken-ga e tabeta-yo, sushi(-0)
K-NOM ate-FP sushi(-ACC)
‘Ken ate sushi.” <postposing>

The parse of Ken-ga tabeta outputs a propositional
structure, with the variable (annotating the gap e).
The final particle yo (which makes no contribution
to the asserted content of (54)) is ignored.

(55) Parsing Ken-ga tabeta-yo
eat'(x)(Ken') : t

Seraku and Ohtani (2016a; 2016b) propose to
make use of the general action of *Adjunction to
parse the postposed element sushi.*

(56) Parsing Ken-ga tabeta-yo + * Adjunction

* Adjunction creates a “structurally unfixed” node,
a node whose position in a tree is not determined
when it is introduced. (This structural uncertainty

¥ In the current DS setting (Cann et al., 2005; Kempson
et al., 2001), the use of *Adjunction is prohibited in
such environments as (55). Noting that postposing
typically occurs colloquially, Seraku and Ohtani (2016a;
2016b) propose that such licensing constraints on

* Adjunction are relaxed in colloquial register.
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is visually shown by a dashed line in (56).) Note
that * Adjunction creates a ?e-node, a place suitable
for parsing the postposed NP sushi.

(57) Parsing Ken-ga tabeta-yo sushi
eat'(x)(Ken') : t

Once the unfixed node is decorated with sushi’, it
is incorporated into the propositional tree, with the
result of saturating the variable x with sushi’.

(58) Final state (representing the content of (54))
eat'(sushi")(Ken') : t

There are two ways of incorporating an “unfixed
node” into a structure, but this complication is not
germane to our main points (see Cann et al. (2005:
Ch. 2)). What is crucial here is that the parse of the
postposed NP sushi leads to the saturation of the
variable x.

Now consider (17)-(19), repeated as (59)-(61).

(59) e imouto-ga kami-ga nagai-yo,
sister-NOM  hair-NOM long-FP
sono-otoko(-ga)
that-man(-NOM)
‘That man’s younger sister’s hair is long.’

(60) *sono-otoko-ga e kami-ga nagai-yo,
that-man-NOM hair-NOM long-FP
imouto(-ga)
sister(-NOM)

(61) *sono-otoko-ga imouto-ga
that-man-NOM sister-NOM
kami(-ga)
hair(-NOM)

e nagai-yo,
long-Fp

In (59), as usual, the parse of imouto-ga kami-ga
nagai constructs the structure (62) (= (52)).

(62) Parsing imouto-ga kami-ga nagai

long'(B) : t
£ T
a:e

B:e

where o and B are as explicated in (43)

long': e—t

The general action of * Adjunction is then applied,
creating an ‘“‘unfixed node” at which the postposed
NP sono-otoko ‘that man’ is parsed.



(63) Parsing the whole string (59)
long'(B) : t

VR
a:e B:e
where o and B are as explicated in (43)

long': e—t that man':e

After the unfixed node is incorporated into the tree,
the variable x (which lurks in B) is saturated by the
content of sono-otoko ‘that man.” Grammaticalness
of (59) is thus captured.

The above analysis also accounts for why (60)-
(61) are ungrammatical. For (60)-(61), the first NP
parsed sono-otoko ‘that man’ does not introduce a
variable, and no structural position is prepared for
the incorporation of the content of the postposed
NP (i.e. imouto in (60), kami in (61)).

Besides, the analysis carries over to MNC cases
where more ga-marked NPs occur. No matter how
many ga-NPs are present in <NP;, NP,, ..., NP>
(see (9)), only NP; can be “right-displaced”; for, if
another NP is postposed, the initial item parsed is
NP;, which prepares no structural position for the
content of a postposed NP.

3.3 Summary

The key to our analysis is incrementality: only NP,
in <NP;, NP,, ..., NP,> may be right-displaced, so
that the first item parsed must be an NP other than
NP;. We formalised this analysis in DS. It is worth
stating that this formalisation itself contributes to
the study of MNC since a strict translation from an
MNC sentence to its interpretation has rarely been
attempted (see Nakamura (2002) and Ohtani and
Valverde (2012) for accounts within Combinatory
Categorial Grammar (Steedman, 2000).)

4 Extension: Left-Right Asymmetries

We have considered right displacements. One may
wonder how MNC is related to left displacements,
and this is where we find left-right asymmetries.
Japanese displays scrambling and topicalisation
as instances of left displacements. We restrict our
attention to topicalisation as (i) scrambling of ga-
NPs in MNC is subject to cross-speaker variations
(Kobayashi, 2010: 120) and (ii) scrambling of a
subject NP is contentious (Tateishi, 1991: 186).
MNC and topicalisation have been extensively
investigated, but no due attention has been paid to
data such as (64)-(66) (see Kuno (1973), Masuoka
(1979), and Nishiyama (2003) for discussion):
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(64) sono-otoko-ga kami-ga
that-man-NOM hair-NOM
‘That man’s hair is long.’

nagai
long

(65) sono-otoko-wa kami-ga
that-man-TOP  hair-NOM

(66) kami-wa
hair-TOP

nagai
long

sono-otoko-ga
that-man-NOM

nagai
long

Compared with the non-topicalised sentence (64),
NP, sono-otoko is topicalised in (65) and NP, kami
is topicalised in (66). Notably, (66), where NP; is
topicalised, is acceptable (in a context where the
hearer is looking for a long-haired person). (66) is
not based on (67), which itself is not acceptable.

(67) *kami-ga  sono-otoko-ga nagai
hair-NOM that-man-NOM long

It then seems that extraction constraints like (9) are
not imposed on topicalisation.’

Within DS (Cann et al., 2005: §6.4), the topic
particle wa LINKs the node for a topicalised NP to
the propositional structure for the rest of the string,
with the requirement that the content of the NP be
located at some node below the LINKed node.

(68) Parsing sono-otoko-wa in (65)

>N
that man': e 7, 20

where ?a is a requirement that a node
somewhere below the current node be
decorated with that man'

In (65)-(66), when the node for the gap (containing
a variable) is created, it is immediately decorated
with the content of the topicalised NP, due to ?a.
So, the interpretations of (65)-(66) with respect to
the topicalised NPs are incrementally ensured.

5 Conclusion

We have made a case for an incremental grammar
perspective by exploring Japanese MNC. In future
research, we hope to extend our account to other
types of MNC (§2.1) and MNC in other languages
(Heycock and Doron, 2003; Kim et al., 2007).

? Topicalisation of a non-leftmost ga-NP in MNC is not
always possible, however, presumably due to semantic
and/or pragmatic factors such as “presupposition”
(Nishiyama, 2003: 225-31). Our claim is that, setting
aside such factors, topicalisation of a non-leftmost ga-
NP in MNC is grammatically allowed. This contrasts
with the data in §2.2, which are grammatically illicit.
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Abstract

In this paper, we present a novel statistical
machine translation method which employs a
BTG-based reordering model during decod-
ing. BTG-based reordering models for pre-
ordering have been widely explored, aiming
to improve the standard phrase-based statisti-
cal machine translation system. Less attention
has been paid to incorporating such a reorder-
ing model into decoding directly. Our reorder-
ing model differs from previous models built
using a syntactic parser or directly from anno-
tated treebanks. Here, we train without using
any syntactic information. The experiment re-
sults on an English-Japanese translation task
show that our BTG-based decoder achieves
comparable or better performance than the
more complex state-of-the-art SMT decoders.

1 Introduction

The phrase-based method (Koehn et al., 2003)
and the syntax-based method (Yamada and Knight,
2001) are two of the representative methods in sta-
tistical machine translation (SMT). On the one hand,
in the phrase-based model, the lexical reordering
model is a crucial component, but it is often be crit-
icized, especially when translating a language pair
with widely divergent syntax like English-Japanese,
as the naive distance-based lexical reordering model
does not work so well when applied to longer re-
orderings. On the other hand, in syntax-based SMT
method, word reordering is implicitly addressed by
translation rules. The performance is thus directly
subject to the parsing errors of the syntactic parser.
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Syntax-based translation models are usually built
from annotated treebanks to extract grammar rules
for reordering (Genzel, 2010). Such reordering
models are thus more difficult to train. Between
these two models, some loose hierarchical structure
models have been proposed: the hierarchical phrase-
based model (Chiang, 2007) and or the Bracketing
Transduction Grammar (BTG) based model (Wu,
1997). Compared with the hierarchical phrase-based
model, the BTG model has many advantages like
its simplicity. Also, its well-formed rules avoid ex-
tracting a large number of rare or useless translation
rules, as is the case of the hierarchical phrase-based
model.

In recent proposals, phrase-based statistical ma-
chine translation has been shown to improve when
BTG-based preordering is applied as a preprocess-
ing (DeNero and Uszkoreit, 2011; Neubig et al.,
2012; Nakagawa, 2015). The idea behind preorder-
ing is to reduce the structural complexity. It is
preferable to apply the reordering operations in ad-
vance rather than during decoding as this benefits the
word alignment step.

In this paper, following (Xiong et al., 2008),
we propose to incorporate the BTG-based reorder-
ing model directly into the decoding step of a
BTG-based SMT system using a simple Structured
Perceptron (Rosenblatt, 1958; Collins and Roark,
2004). The rest of the paper is organized as follows.
Section 2 briefly introduces previous BTG-based re-
ordering methods both for preordering or determin-
ing the reorderings during decoding. Section 3 de-
scribes the principal model used in BTG-based ma-
chine translation. Section 4 gives the details of the
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En!  kyoto station was renamed as
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Figure 1: Example of translating a source sentence (En-
glish) into Japanese while reordering at the same time us-
ing a BTG tree.

proposed method and the model combination in the
system construction. Section 5 reports the results
of the experiment on an English-to-Japanese trans-
lation task. We conclude in Section 7.

2 Using Linguistic Contexts for
BTG-based Reordering

A common problem in the distortion reordering
models (Tillmann, 2004; Koehn et al., 2005; Gal-
ley and Manning, 2008) used in phrase-based SMT
(PB-SMT) method is that they do not take contexts
into account. Hence, we draw our attention on using
linguistic-context information for reordering.

Bracketing Transduction Grammar (BTG) (Wu,
1997) is a binary and simplified synchronous
context-free grammar with only one non-terminal
symbol. It has three types for the right hand
side of the rules vy: S—straight keeps the order of
child nodes, I-inverted reverses the order, and T—
terminal generates a terminal symbol.

[(X1X5]  straight
X —=>y= < X1 X9 > inverted (1)
fle terminal

where X, X1, X9 are non-terminal symbols and f/e
is a source/target phrase pair. BTG provides an easy
and simple mechanism for modeling word permuta-
tion across languages. Figure 1 illustrates this mech-
anism.

There exists some solutions for BTG grammar in-
duction, which typically focus on unsupervised ap-
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proaches, like inside-outside algorithm (Pereira and
Schabes, 1992) for probabilistic context-free gram-
mar (PCFG), monolingual bracketing representation
(Klein and Manning, 2002) or bilingual bracketing
grammar induction (Wu, 1995). The common prob-
lem is that these models suffer from a higher com-
putational complexity.

Some supervised versions focus on supervised ap-
proach, ranging from simple flat reordering model
(Wu, 1997), maximum-entropy based model (Zens
and Ney, 2006; Xiong et al., 2008) and Tree
Kernel-based SVM (Zhang and Li, 2009). Other
approaches, use pre-annotated treebanks to train
a monolingual/synchronous parser (Collins and
Roark, 2004; Genzel, 2010). In this case, the rules
are learned directly from the treebank. The major-
ity of works (Zhang and Gildea, 2005; Xiong et al.,
2008) rely on syntactic parsers available in one of a
source or target language.

However, bilingual parallel treebanks are not al-
ways available. As to building a bilingual syn-
chronous parser using the BTG formalism, there
exist rare works without the use of such a con-
stituency/dependency parser, and sometimes bilin-
gual parallel treebanks are not always available.
Zens and Ney (2006) and DeNero and Uszkor-
eit (2011) proposed semi-supervised approaches for
synchronous grammar induction based on source-
side information only when bilingual word align-
ments are given in advance, instead of training the
parser in a supervised way on pre-annotated tree-
banks. This strategy does not require syntactic an-
notations in the training data, making training easier.

Rather than developing a novel BTG-decoder in-
corporated with a BTG-based reordering model, us-
ing reordering models for preordering have been
widely explored to improve the standard phrase-
based statistical machine translation system. Neu-
big et al. (2012) present a bottom-up method for in-
ducing a preorder for SMT by training a discrimi-
native model to minimize the loss function on the
hand-aligned corpus. Their method makes use of
the general framework of large margin online struc-
tured prediction (Crammer et al., 2006). Lerner and
Petrov (2013) present a simple classifier-based pre-
ordering approach using the source-side dependency
tree. Nakagawa (2015) further develop a more ef-
ficient top-down incremental parser for preordering



via online training using simple structured Percep-
tron algorithm. Differing from the mentioned meth-
ods to pre-reorder the sentence before the phase of
decoding, in this paper; we propose to build a re-
ordering model directly for building a BTG-based
decoder.

3 BTG-based Machine Translation

Given the three types of rules in Equation 1, we
define a BTG derivation D as a sequence of inde-
pendent operations d1,...,dx that apply bracket-
ing rules X — -~ as each stage when parsing a
source-target sentence pair < f,e >. We write
D = [dy,...,dg,...,dg]. We can produce one
single BTG tree accordingly for one given D. The
probability of a synchronous derivation (parse tree)
under the framework of Probabilistic Synchronous
Context Free Grammar (PSCFG) is computed as:

P(D) = [[P(d: X —~) 2)
deD

where d : X — ~ stands for the derivation with the
grammar rule X — ~. Given an input sentence pair
< f,e > and the word alignment a, the problem of
finding the best derivation D can be defined as:

D = argmaxP(Dle, f, a) 3)
D

In the real case of machine translation, we do not
know the word alignment a when training set is the
parallel corpus. In order to find the best translation
e from all translation candidates, we assume two la-
tent variables a, D were required as following:

e =

arg maxP(elf) 4)
e
x argmaxP(e, D, alf) 3)
e
x argmaxP(Dla,f,e) x P(alf,e) x P(e)(6)

In Equation 6, P(e) is the language model and a, D
are latent variables that should be learnt from the
training data. The generative story of Equation 6
is understood as follows: Once we found the hid-
den word alignment a with an alignment model
P(alf,e) and the hidden derivation D using BTG-
based reordering model P(D|a, f, e), we can trans-
late the input source sentence f with the target trans-
lation e.
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f: kyoto station was renamed as shichijo station

f’: kyoto station shichijo station as was renamed

Figure 2: Example of preordering a source sentence given
the target word order.

3.1 Training Alignment Model

There are two sub-models in Equation 6, one is the
alignment model P(alf,e) and the other one is the
reordering model P(Dla,f,e). Since state-of-the-
art alignment methods yield high-quality word-to-
word alignments, it is not necessary to design a new
alignment model to obtain the intermediate variable
a. We use the standard method to get word-to-word
alignments.

3.2 Training Reordering Model

Recently, some research also showed that treating
the parse tree as latent variables (Loehlin, 1998)
can benefit the BTG tree inference but for preorder-
ing (see Figure 2). The reordering model is trained
to maximize the conditional likelihood of trees that
license the reorderings implied by observed word
alignments in a given parallel corpus. For exam-
ple, Neubig et al. (2012) proposed a BTG-based re-
ordering model trained from word-aligned parallel
text directly. With assuming that there is an under-
lying derivation D that produced f’, where f’ is the
reordered source sentence given the corresponding
target word orders under the constraints of BTGs.

£ preordering with D f/ (7)

a

To learn such a reordering model, they handled
the derivations D as a latent variable directly from
the source side linguistic contexts. The objective
function in their work can be represented as:

f' = arg maxScore(f', D|f) (8)
f/

Since their model is based on reorderings f’ licensed
by BTG derivations D, notes D — f’, the objective
function also can be written as:

D = arg maxScore(D|f) )
D—f’



The learning problem defined here is fairly simple.
With treating the derivation D as the latent vari-
able, they want to find the derivation with maxi-
mal score of Score(D|f). Furthermore, following
(Collins, 2002; Collins and Roark, 2004), they as-
sume that Score(D|f) is the linear combination of
feature functions defined over D and f.

Because it is also possible to apply the score
function Score(D|f) as a reordering model during
the BTG-based decoding, following (Neubig et al.,
2012; Nakagawa, 2015), we propose to build such
a reordering model with latent derivation for decod-
ing instead of preordering. The natural difference
between their works and our work is as follows: In
(Neubig et al., 2012; Nakagawa, 2015), they train
an incremental parser for preordering, following the
order in the target language before decoding, but we
do reordering while decoding. In other words, we
adopt their model but make use of it as an online
reordering heuristic during decoding.

4 Proposed Methods

In our method, we propose to train and use a BTG-
based reordering model in three steps. Firstly, we
train the BTG parser on the source side with shal-
low annotations (only POS-tags and word classes
(Brown et al., 1992)) on word-aligned bilingual data.
Then we select a large mount of features of uni-
grams, bigrams, and trigrams to represent the cur-
rent parser state and we estimate feature weights us-
ing a Structured Perceptron (Nakagawa, 2015). Fi-
nally, the log-linear combination score for the cur-
rent state is computed again during decoding. This
works as an additional heuristic score and helps
the decoder to select the best candidates in sub-
hypothesis combination.

4.1 Reordering

We define a reordering model ® s as a model com-
posed of a straight reordering model ®r,s and an
inverted reordering model ®r,s;. R stands for the
composition of ®ryrs and Prypy;.

R = {®rus, Prusi} (10)

Given a source sentence f, we define the score for
R the weighted sum of the score P(d) of the sub-
derivation d at each parse state defined over D given
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f:  kyoto station was renamed as shichijo station

2 3 4 5 6 7
Derivations:
Lfl = [f7 £] 2. f1 = [f1 fo
3. f = (f3 £3) 4. f3 = [f5 f5]
5. f3 = (fs fa) 6. f§ — [fo f7]

Figure 3: Example of step-by-step atomic derivations.

a source sentence f.

R(DIf) = > P(d: X —7)
deD

1D

Each atomic derivation d which belongs to D is
weighted with various features in a log-linear form
as (Xiong et al., 2008; Duan et al., 2009):

P(d:X%v):ZWiqﬁi

¢i€d

12)

where ¢; is the ith feature function and m; is the ith
weight can be trained on the training data.

Suppose that we know the word alignment a. We
want to train a parser which maximizes the num-
ber of times the source sentences in the training
data are successfully parsed under the constraints of
BTGs. Nakagawa (2015) propose an efficient top-
down parser via online training for this problem. He
uses a simple structured perceptron algorithm.

We assume that the parser has an independent
state in each step. We define the parse state as a
triple (X, r, d), where X is an unparsed span. For
example, following the deductive proof system rep-
resentations (Shieber et al., 1995; Goodman, 1999),
[X,p,q] covers fp, ..., fq. d = (r,X — ) is the
derivation at the current state with r is the split-
ting position between f,._1 and f, and X — v is
the applied BTG rule. To extract the features used
to score the model, we assume that each word in a
sentence has three types of features: lexical form,
part-of-speech (POS) tag and word class (Brown et
al., 1992) as (Nakagawa, 2015). We extract the uni-
grams, bigrams, and trigrams at each parse state and
compute the model score defined in Equation 12'.

"We use the same set of features described in (Nakagawa,
2015)



Algorithm 1: Training the Reordering Model

Input : Training data {(e, f, a)}g
Output: Feature weights 7 for R

foreach iteration t do

—

2 foreach example (e, f,a) do
3 D = argmaxR(D|f);
D
4 D* = arg max R(D|f);

DAConstraint(D,a,e,f)

5 if D # D* then

6 | < m+R(D*f) - R(D,f);
7 end

8 end

9 return 7;

10 end

The training algorithm (see Algorithm 1) can be de-
scribed briefly as following: The parser first pro-
duces a system derivation D with the maximum
model score given f. If D is not licensed by BTG
constraints also given (e, a), we consider the parser
entered a failure state and stop it. Another oracle
derivation D* was also selected, which satisfied the
constraint of BTGs (notes Constraint(D, a,e,f) =
true). If the system derivation D and the ora-
cle derivation D* are not equivalent, we update the
model weights 7 towards D*.

Like all structured prediction learning frame-
works, the online Structured Perceptron is costly to
train as training complexity is proportional to infer-
ence, which is frequently non-linear in the length of
example. To train the reordering model, we employ
an in-house parser’ which uses Batch Perceptron. It
is a modified and boosted version of the original top-
down parser (Nakagawa, 2015), which allows us to
train on the whole training set’.

4.2 Decoding

In decoding, we follow (Och and Ney, 2002; Chi-
ang, 2007). That is, we remove the target side and
use a more general linear model composition over

Zhttps://github.com/wang-h/HieraParser
3We skip the sentences which cannot be parsed under the
constraints of BTGs.
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derivations:
(13)
(14)

é = argmaxP(e, D|f)
e

o argmax [[;, ®;(D)*
D—e
where each ®; is a sub-model score function and ) is
the corresponding weight. For each arbitrary score
function ®; with a derivation D, we decompose it as
a chain of independent derivations d with BTG rules
X =y

(D) = [[ ®i(d: X — ) (15)
deD
Therefore, given an input sentence f = fy,..., fy,

notes f{', the task to translate an input source sen-
tence can be solved by finding the derivation with
maximal score in Equation 14, which uniquely de-
termines a target translation € (e]") with this latent
derivation D.

The decoder needs to generate all derivations for
each segment spanning from f; to f; (0 <@ < j <
n). Since our goal is to find the best derivation D
that covers the whole input sentence [fi,..., fn].
we employ a CKY-style decoder to generate the best
derivation D for each source sentence. This yields
the best translation € (e]") at the same time.

4.2.1 The-LM -RM Decoder

The integration of a standard n-gram-based lan-
guage model into a CKY-style decoder is not easy
as in the standard phrase-based method (Koehn et
al., 2003). Following (Chiang, 2007), we first intro-
duce the -LM -RM model in which the reordering
and language model are removed from the decoding
model:

w(D) = ;(D)™

[]

i¢{RM,LM}

(16)

Using the deductive proof system (Shieber et al.,
1995; Goodman, 1999) to describe our -LM -RM de-
coder, the inference rules are the following:

X — f/e

(X, p,q] s w (an

X = (X1,Xo): [X1,p,7] s wy [Xo,r+1,q] : wo (18)
[X.p.q] s wiws

X = [X1,Xo] s [Xq,p,7] s wy [Xo,r+1,q] : wo (19)

(X, p,q] : wiwe



where X — + is the derivation rule, [X, p, q] is the
subtree rooted in a non-terminal X (see Section 2),
w is the model score defined in Equation 16. When
all terms on the top line are true, the item on the
bottom line is derived. The final goal for the decoder
is [f, 1, n], where f is the whole source sentence.
During decoding, the -LM -RM decoder flexi-
bly explores the derivation without taking reordering
into account. This strategy is a simple way to build
a CYK-style decoder, but the decoder requires very
large beam size to find the true best translation. In-
corporating the LM and RM model directly into the
translation construction will improve efficiency.

4.2.2 The +LM +RM Decoder

The computational complexity of online strategy
is reduced by using dynamic programming and in-
corporating the language model and the reordering
model into decoding. The similar method has been
described in (Chiang, 2007). The decoder integrated
with the n-gram language model is called: “+LM de-
coder”. In our case, we also need to integrate the re-
ordering model, so we call it “+LM +RM decoder”.
Given the inference rules described in Equations 17—
19, we describe the +LM +RM decoding algorithm
using Equations 20-23.

In our case, the reordering model affects comput-
ing the language model score if the derivation re-
quires to swap the target sub-charts. We can calcu-
late @y (X) by just taking the model score as the
product of two sub-charts @/ (X1) and Pras(X2)
with current reordering score ® gy (X — 7). Since
R is a log-linear expression, we compute the re-
ordering score R(X) for a given span X : [X,p, ¢]
that consists of X7 : [X1,p,r]and X5 : [Xa,7+1,¢]
with a grammar rule X — « as:

R(X) = R(X1) +R(X2) + P(X = 7)  (24)
When we merge the chart X : [X1, p,r] with X5 :
[Xo,7 + 1, ¢q| using the rule X — ~, we update the
total score for the composition model after applying
each rule dynamically, we call this the +RM strat-
egy. The BTG fterminal rule (T : X — f/e) is
used to translate the source phrase f into the tar-
get phrase e while the straight and inverted rules
(S: X = [X1Xo]and T : X —< X1X, >) are
used to concatenate two neighbouring phrases with
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a straight or inverted order as following:
€1 €9

Y _ )

% {62 - €1,

where - stands for concatenation between strings.
After having decided the word order on the target
side, we compute the score in the language model,
noted £(-)*. The language model score Ppys(e%)
depends on the preceding N — 1 words for any

ex(le¥] > N,1 <z < y < m). Itis computed
as:

X — [XlXQ]

Poas(eld) = [] plezinlés.. ézyn—2) (26)

z<z<y

The language model score function £(e) depends
on the rule type - as follows:

Pry(ef™),  |ed] = e

L(e}) = 0, le¥] < N (27)
Pra(el, ), otherwise

To determine whether we have the case |e| = |e]"],

we assume that, if the span of X : [X p, q] covers
the entire source sentence f{* as X : [X, 1,n], then
the target translation e should also cover the entire
target sentence. On the basis of +RM decoder, we
add the +LM component into the decoder and build
a +LM+RM decoder for CYK-style bottom-up de-
coding. cube pruning (Chiang, 2007) was also ap-
plied to speedup the decoder.

4.2.3 Model Combination

HieraTrans is our newly-developed in-house
BTG-based SMT translation platform. It adopts the
constraints of BTG in both phrase translation and
reordering. We combine the models in a log-liner
manner as shown in Equation 14. The feature func-
tions employed by HieraTrans are:

e Phrase-based translation models (TM): direct
and inverse phrase translation probabilities, di-
rect and inverse lexical translation probabili-
ties.

e Language model (LM)

“For the case of start-of-the sentence and end of the sen-

tence, we wrap the target sentence e (e7") as € = é{'”'h =

()N Tel"(\s).



X — fle

[X,p.q] s wlC(e)]* =

X = (X1, X2) 1 [expP(X = (X1, o))" [X1,p,7] s wy [Xo,m+ 1, wy 2
[X.p,d] : wiwalexp R(X)R[L(ez + e1)]

X = X0, X [expP(X = X, D™ [Xpo] i Xor+lgliws
[X,p.q) : wiwz[exp ROX)P®[L(er + e2)]

X1 — fi/er, X2 = fo/e2 (23)

e Reordering models (RM): straight and inverted
scores combined within the log-linear frame-
work.

e Penalties (PM): word penalty, phrase penalty,
unknown word penalty.

The weights for each feature are tuned and estimated
using the minimum error rate training (MERT) algo-
rithm (Och, 2003).

S Experiment

5.1 Experimental Setup

To evaluate our system, we conducted translation ex-
periments on the KFTT Corpus (English—Japanese)
and compared our system with baseline phrase-
based (PB) and hierarchical phrase-based (HPB)
SMT implementations in Moses®> (Koehn et al.,
2007). For each language, the training corpus is
around 330,000 sentences. The development set
contains nearly 1,235 sentences and nearly 1,160
sentences used for testing. We use the default train-
ing set for training translation model, and traditional
lexical (Koehn et al., 2005) reordering model or our
proposed BTG-based reordering model, and also tar-
get language model. We use the default tuning set
for tuning the parameters and the default test set for
evaluation.

For word alignment, we train word alignments
in both directions with the default settings, i.e., the
standard bootstrap for IBM model 4 alignment in
GIzA++ (1°H®3%43). We then symmetrize the
word alignments using grow-diag-final-and (+gdfa)
and the standard phrase extraction heuristic (Koehn
et al., 2003) for all systems. In our experiment, the
maximum length of phrases entered into phrase table

>http://www.statmt.org/moses/
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is limited to 7, and we input only the top 20 trans-
lation candidates. The language model storage of
target language uses the implementation in KenLM
(Heafield, 2011) which is trained and queried as a
5-gram model. For distortion model in phrase-based
SMT baseline, we set the distortion limit to 6.

Word alignments used for training the reorder-
ing model are the intersection of both asymmet-
rical alignments in each mono-direction output by
GIZA++% (Och and Ney, 2003). For pos-tagging,
we make use of the Stanford Log-linear POS Tag-
ger’ (Toutanova and Manning, 2000). To produce
word class tags for each source word, we use the
implementation of (Liang, 2005) 8 of Brown’s clus-
tering algorithm (Brown et al., 1992). The size of
the class tags is fixed to 256.

For tuning, the optimal weights for each feature
are estimated using the minimum error rate training
(MERT) algorithm (Och, 2003) and parameter opti-
mization with ZMERT? (Zaidan, 2009).

5.2 Experiment Results

For evaluation of machine translation quality, stan-
dard automatic evaluation metrics are used, like
BLEU (Papineni et al., 2002) and RIBES (Isozaki
et al., 2010) in all experiments. BLEU is used as
the default standard metric, RIBES takes more word
order into consideration. Table 1 shows the perfor-
mance of MT systems on the KFTT test data, which
are (1) Moses, trained using the phrase-based model
(PB-SMT). (2) Moses, trained using the hierarchi-
cal phrase-based model (HPB-SMT) and last one
(3) HieraTrans, trained using the BTG-based model

Shttp://www.statmt.org/moses/giza/GIZA++.html
"https://nlp.stanford.edu/software/tagger.shtml
8https://github.com/percyliang/brown-cluster
*http://www.cs.jhu.edu/ ozaidan/zmert/



BLEU RIBES
Moses (PB-SMT) 20.81 67.50
Moses (HPB-SMT) | 21.67 66.58
HieraTrans (BTG-SMT)
(beam=40) 21.15 65.80
(beam=100) 21.24 66.33

Table 1: Results on phrase-based baseline system, hierar-
chical phrase-based system and our BTG-based system.
Bold scores indicate no statistically significant difference
at p < 0.05 from the best system (Koehn, 2004).

(BTG-SMT).

5.3 Analysis

Compared with the PB-SMT, BTG-based SMT uses
weak linguistic annotations on the source side which
provides additional information for reordering. We
found that this strategy does help tree structure con-
struction and finding final translations. However,
our BTG-based method underperformed the HPB-
SMT method. Increasing the beam size will gain
improvement slightly.

There are two explanations for the result: First, fi-
nal machine translation performance is also related
to the used tools, which is sensitive to parse errors,
alignment errors or annotation errors. Inaccurate la-
beling hurts the performance. Second, strict con-
straints of BTGs makes the decoder difficult to find
some discontinuous phrases (translations).

6 Conclusion

In this paper, we proposed a novel BTG-based
translation approach using a BTG-based reordering
model directly trained from the training data. Train-
ing such a reordering model does not require any
syntactic annotations, hence no use of treebanks or
parsers. This approach provides an alternative to
building a BTG-based machine translation system
using syntactic information. We also made several
improvements over (Xiong et al., 2008): First, we
developed a novel BTG-based parser using Batch
Perceptron. It allows training the reordering model
on the whole training set. Second, we made the
reordering model serve as a model which can be
queried during decoding. We compared and vali-
dated our method can achieve the comparable per-
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formance with state-of-the-art SMT approaches. For
further improvements, we will work on towards
higher-speed decoder and make the decoder open
available.
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Abstract

Named Entities (NEs) are a very important part
of a sentence and their treatment is a potentially
useful preprocessing step for Statistical Machine
Translation (SMT). Improper translation of NE
lapse the quality of the SMT output and it can
hurt sentence’s human readability considerably.
Dropping NE often causes translation failures
beyond the context, affecting both the
morphosyntactic formedness of sentences and
the word sense disambiguation in the source text.
Due to peculiarities of the written Arabic
language, the translation task is however rather
challenging. In this work, we address the
challenging issues of NEs treatment in the
context of SMT of Arabic into English texts. We
have experimented on three types of named
entities which are: Proper names, Organization
names and Location names. In this paper, we
present integration between machine learning
and rule based techniques to tackle Arabic NER
problem in attempt to improve the final quality
of the SMT system output. We show empirically
that each aspect of our approach is important,
and that their combination leads to the best
results already after integration of NER into
SMT. We show improvements in terms of BLEU
scores (+4 points) and reduction of out of
vocabulary words over a baseline for the News
Commentary corpus.

1 Introduction

Named entities recognition is essential for many
tasks of natural language processing, whether
monolingual or multilingual, as information
retrieval or machine translation. In this work, we
are interested in the processing of NE in the
context of statistical machine translation from
Arabic into English, in which the processing of
NE poses particular problems. A statistical
machine translation (SMT) system learns to
translate based on examples of translations
already made, extracted from parallel corpus.
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In so far as these training corpus are relatively
small in size, this raises the question of
translation of words that are not seen during
training(Hkiri et al., 2015a). This is particularly
critical in case of Arabic texts. Arabic is indeed a
morphologically complex language (Habash,
2011), many possible forms are rarely observed
in the corpus (Heintz, 2008). This requires, at
least, implementing morphological analysis to
define the source inventory units of the
translation system.

A study carried out by Habash (2008) on
unknown words in a journalistic corpus for
Arabic-English language reports that about 40%
of unknown words correspond to proper names.
The SMT systems use a default strategy to treat
these unknown words; it copies their forms in the
output target language. This strategy is
sometimes operative especially for person names
when the source and target languages use the
same alphabet. Unfortunately, this strategy is
unsuitable in the case of Arabic into English
translation.

To overcome this problem, a common strategy
consists to transliterate unknown words in the
Latin alphabet (Al-Onaizan and Knight, 2002b),
in case of person names and Places (Hermjakob
et al., 2008), or even to consult bilingual
dictionaries (Hal and Jagarlamudi, 2011).
Treatment of unknown words in Arabic texts in
SMT context requires distinguishing between
different types of unknown forms, in order to
apply differential treatment. In this context,
identifying NE appears as a requirement for the
text translation. This identification is however
difficult in Arabic, in particular because of the
lack of distinction between upper and lower case
letters which is a valuable indicator to identify
proper names in languages using the Latin
alphabet. A word form in Arabic texts may refer
to different meanings or words according to their
context and their diacritics for example the no
vowelized word "Léla" could be a verb (save) for
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the vowel (FAT'HA) and a personal name for the
vowel (Kassra).

Other factors combine to make the identification
of NE more challenging. In particular, the use
common names as parts of name or surnames or
the use of prefixes like (Abd) (servant)
associated with a name that describes God. Or,
the word Ben (son of) is a part of many names of
people from North Africa. The instability of
spelling of proper names in various Arabic
regions and their diversified transliteration in
languages using the Latin alphabet is another
source of difficulty. For example “Philippines” is
spelled differently: oxlél) or Canldll,

In this work, we propose an approach for
integrating Named Entities recognition and
translation within SMT, which tries to address all
these issues at the same time. The objective of
applying the treatment of NEs in our statistical
machine translation system is to reinforce and
improve the quality of Arabic to English text
translation. We used DBpedia Linked Data for
NER, and the parallel corpus for translation of
the recognized NE. For the NER component, we
adopted a hybrid approach. We have reproduced
the annotator ANNIE incorporated into the
GATE tool to serve as baseline rule based
component. For machine learning component we
exploited the discriminant models using
conditional random fields. The rest of the paper
is structured as follows. In section2, we will give
a literature review of Arabic NER in the SMT.
Section  3describes data  collection, the
architecture of the proposed system and details
the main components. Section 4 reports the
results of our experiments. In the last section we
draw conclusions and discuss some future works.

2 State of the art

For the machine translation (MT) of a text from
one natural language to another, named entities
require special attention. The MT system should
decide whether to translate or transliterate the
named entity (Al-Onaizan and Knight, 2002b;
Hassan and Sorensen, 2005). In practice, this
depends on the type of NE (Chen et al, 2003).
For example, personal names tend to be
transliterated. The organization names are
different, most of them are translated. In
contrast, many proper names vary from one
language to another. Automatic translation of
NEs is one of the most delicate problems; a
significant part of mistakes made by the search
engines and the most powerful MT tools 135

caused by NE translation; its bad translation
often produce absurd results (Agrawal and
Singla. 2012).

Some studies resolve this problem by developing
techniques and algorithms for NE transliteration
(Santanu, 2010; Hermjakob et al, 2008; Zhang et
al, 2011) or by creating domain dictionaries for
translation. These last are dictionaries of
frequent named entities in a specific area. The
quality of the NER system affects the quality of
translations (Hkiri et al.,2015). Therefore, the
translation of NEs is a fundamental task for most
multilingual applications systems (Babych and
Hartley, 2003).

There have been few successful attempts on the
translation of Arabic named entities. Benajiba
(2010) translated directly NE using the automatic
alignment of words. Hassan (2007) used the
similarity metrics to extract the named entities
from bilingual comparable and parallel corpora.
Moore (2003) also used the parallel corpus to
translate the named entities. The source language
in its process is English, so it was based on the
initial capitalization to detect proper names.
Fehri (2011) translated Arabic entities named
using the NooJ platform. Abdul Rauf (2012)
improved the translation of entities based on
comparable corpus and dictionaries that contain
unfamiliar words. Ling (2011) used web links to
the translation of NE.

Other published work that uses named entities
recognition for machine translation has been
directed towards transliterating NEs. The work
proposed by Ulf Hermjakob and Kevin Knight
et. al. (2008) for Arabic-English translation
demonstrates that improvement in translation can
be achieved by transliterating NEs instead of
trying to translate them. Their work is based on
the hypothesis that MT system mistranslates or
drops named entities when they do not exist in
the training data.

Al-Onaizan  (2002a)  (2002b)  combined
translation and transliteration of NE using
bilingual and monolingual resources to obtain
the best translation of NE. Kashani (2007)
transliterates unknown words to improve the
performance of the translation system. Jiang
(2007) combined the transliteration with data
from the web to achieve the best translation of
NEs. Azab (2012) reduced the out of vocabulary
words of the translation system by automating
the translation or transliteration decision from
English into Arabic. Abdul Jaleel and Larkey
(2003) described their statistical technique of
transliteration of the English-Arabic names.



Recently Nasredine and Saadane (2013)
developed a system for automatic transliteration
of the Arabic proper names in the Latin alphabet.

3 Proposed system

3.1 Data collection

Various linguistic resources are important and
necessary in order to develop our Arabic NER
system with scope of three different categories of
NEs(Hkiri et al.,2016). In the literature, the
corpora are commonly used for training,
evaluation and comparing with existing systems.
The corpora have been cleaned prepared and
annotated using our XML format (three named
entity tags; one for each NE type person,
organization and location).

United nations' corpus: is one of the biggest
available corpora involving the Arabic language.
To obtain our training corpus, we used about
15000 sentences from 2005 Dataset folder.
Before using these data files we applied
linguistic preprocessing to obtain data in the
appropriate automatic processing format.
-ANERcorp® dataset is developed by Yassine
Benajiba. It is exploited for the training phase of
the ML for NER component.

News Commentary 2012° Corpus: This corpus
consists of political and economic comments
from the Project Syndicate website. It has no NE
annotations and originally designed to support
statistical machine translation in Arabic NLP.
Therefore in this research, these datasets have
been manually annotated in order to support the
NER task. In our study the corpus is used as a
reference corpus for NER and SMT evaluation,
therefore we extracted and annotated 500
sentences in which we have 350 person names,
410 locations and 151 organizations.

Another type of linguistic resources used is our
bilingual NE lexicon®: This lexicon is built based
on linked datasets of DBpedia and it includes
person, place and organization named entities for
the couple of Arabic-English languages (Hkiri et
al.,2017) (see Table 1).

1 http://www.euromatrixplus.net/multi-un/
*http://users.dsic.upv.es/~ybenajiba/downloads.html

3 http://www.casmacat.eu/corpus/news-commentary.htmj ) 4
* https://github.com/Hkiri-emna/Named_Entities_Lexicon_Project

Named Entities extracted| Arabic-
from DBpedia Linked Data | English
Person 27480
Organization 17237
Location 4036
Overall 48753

Tablel. Bilingual Named Entities lexicon
The described data collection is used for the
system development. Our system is based on two
relevant components. The NER component is
used to detect NE in the source text. This
component is based on rule based and machine
learning techniques. The second component is
dedicated for the Named entities translation
(NET component).

3.2

Both rule based approach and Ml approach have
their weakness and strength. By combining them
in one hybrid system they may achieve a better
performance than operating each of them
separately. Our hybrid NER system is a
combination of rule-based and ML approaches.
The rule-based component is a reproduction of
ANIIE system, which is integrated in GATE
framework. The ML component uses the CRF
model. The system consists of two pipelined
components detailed in the following sub-
sections:

The rule based component: The rule-based
component in our system is a reproduction of the
ANNIE system (A Nearly New Information
Extraction system) integrated in GATE
framework. It is dedicated mainly to the
extraction of NE for English. Later the
developers have integrated a module for the
Arabic language. Nevertheless, the number of
Gazetteers for Arabic is much lower compared to
that of the English. Time consuming and tedious
construction of Arabic Gazetteers lead us to
question the way of acquiring an acceptable
number of them to ensure better performance of
NER system. To overcome this problem we used
our bilingual lexicon of NE. In this step, we have
exploited the Arabic part of our lexicon; we have
mapped our Arabic named entities to predefined
gazetteers of GATE as detailed in the following
table.

NER component

ANNIE/Gate| Predefined | Enriched entities
entities from our lexicon

Person 1700 27480

Organization| 96 17237




485 4036

Table 2 : Enrichment of predefined Gazetteers of
GATE using our lexicon

Moreover, ANNIE is based on the combination
of gazetteers and JAPE rules. The idea was to
put aside the gazetteers of ANNIE of named
entities that we do not need to annotate (such as
"URL", "id", "Phone", etc.). We have halved the
number of gazetteers. Thus, we simplified the
extraction process and we noted a considerable
gain in the response time. Similarly, we observed
that the JAPE transducer includes a significant n
umber of phases (under the .jape file format).
Each phase includes a lot of rules, some of which
could be inactivated in response to our needs of
annotation (annotation rules of the "URL", "id",
"Phone", etc.). We believe that these points help
to simplify and speed up the base system.

Location

Machine learning based component: The
union of rule-based component with the ML
component generates the NER hybrid system,
which aims to improve the performance of the
translation system. The hybridization process is
to automatically annotate the test corpus by the
rule-based component. The test corpus is
annotated again by CRF ++, considering that NE
annotated by our rule-based component are
correct and CRF ++ is used only to predict areas
that have not been annotated. The ML module
requires a large amount of annotated data; to do
this we used about15000 sentences of United
Nations Organization corpus (UN). This corpus
is annotated automatically by the rule based
module. In addition we used the ANER corpus
Benajiba and Rosso.

The Ilatter consists of 4871 sentences. Our
supervised ML module uses the Conditional
Random Fields model, which is a generalization
of Bayesian networks. In our application we used
the CRF ++ *to annotate sequences of named
entities (person, place and organization).
Integrating CRF into Arabic NER : We have
used CRF ++ as a development environment for
the ML component. This last is based on the set
of features, the classification algorithm and the
output of the rule-based component. The output
of the classification component is used in the
prediction phase to generate the final annotation
of the NEs. In our study, the output of the hybrid
system is analyzed and used to improve the rule-
based component.
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The selection of features involves selecting a
combination of classification functions from the
global characteristics space. The features studied
in our application are divided into various types:
rule-based features, morphological features, POS
(morphosyntactic) features and gazetteers
features. Each existence x of an element of one
of these categories results in testing boolean
functions x with each label and each n-gram of
the possible labels.

The set of features that are used for
extraction includes:

Rule-based Characteristics: These contextual
elements are the main contribution of the rule-
based component to the hybrid system. They
come from decisions based on rules defined in
terms of a sliding window of size 5 for the
immediate right and left neighbors of the
candidate word.

Morphological features are derived from the
morphological analysis. These characteristics
help distinguish the entity named from regular
text based on its morphological state. These
characteristics are respectively: the aspect, mode
and status of the verb, the number of gender,
person, voice, whether or not proclitics (such as
conjunctions  proclitic  (Fa), subordinating
conjunction ( Wa), particles, prepositions (Fi,
Bi), the jussive (Li), a marker of future (Sa)
negative particles, relative pronouns, etc.

POS feature: is the morphosyntactic category of
the target word estimated by SAPA tool®. This
feature allows the classifier to learn the
morphosyntactic labels whose named entities
occurring with. These labels are: name, number,
proper noun, adjective, adverb, pronoun, verb,
particle,  preposition,  conjunctions  and
punctuation.

Gazetteer features: check the class of the named
entity (person, place and organization): a binary
function to check if the word (left neighbor /
right neighbor of the current word) belongs to
predefined Gazetteers categories  (person,
location, organization). This feature helps to
reveal the context of named entities.

Punctuation: This feature indicates whether the
word has a point adjacent, for example, at the
beginning or the end of the sentence or it is part
of an abbreviation. This function allows using
the position of text within the classification
model

NE

6 https://github.com/SouhirG/SAPA



3.3 Named Entities Translation component

The difference of this phase compared to the
standard SMT is that we offer
hypothesis/proposals of NEs translations to the
decoder. During preprocessing step, the Arabic
text is segmented and NEs are extracted.
Depending on the type of named entities
detected, the bilingual lexicon is consulted
(Person, location and organizations) in order to
avoid ambiguities: a person's name (PERS) can
be identical to the name of a street (LOC) as if
"448 ) » cuall" this name can be a person's name,
airport name or street name. Translations
proposals of this named entity, extracted from
the bilingual lexicon, are injected in the source
text as tags. For example, to name the person
"Awd,s  wall" (1 "Habib  Bourguiba"),
translations of this NE are proposed to the
decoder in the format:

<n translation="Habib Bourguiba || Habib Ben
Ali Bourguibal| Al Habib Bourguiba ">
AlHbybbwwrqybp < =n>

4 Experiments and evaluation

4.1 Baseline system

For machine translation, we used our baseline
translation system. It integrates GIZA ++ aligner
for the training phase. The translation table is
formed by aligned segments whose length is up
to seven words. The Baseline system was built
following the steps in the tutorial of EACL 2009
workshop on statistical machine translation. The
difference is that we exploited the UN corpus.
The system has been trained and tested on a
corpus of about 3.4 million parallels sentences.
For Arabic texts, the pipeline of experiences for
preprocessing is accomplished on several stages.
The first stage is dedicated to the transliteration
of texts. The second is devoted to morphological
analysis. The next step is normalization. In the
last stage, a segmentation of the text is
performed to separate the proclitics from the
basic word form.
For English text corpus, the main task is
tokenization in order to separate punctuation
from words. Then, we convert, except for proper
names, upper letters by lowercase letters. The
final step in this process is data cleaning, it is
essential to obtain a high quality translation. In
practice, it is difficult to get a perfect set of data
or close to perfection. By cleaning our training
corpus, we removed:
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The source- target
misaligned or identical,
e Too short or too long segments or those
who violate the Giza ++ limit ratio,

o Internet links (email, FTP / FTPS, HTTP /

HTTPS addresses).

repetitive  segments,

The table below shows the results of
preprocessing and cleaning of the UN corpus

Training Corpus test Corpus
Language | Arabic |[English [English | Arabic
N° of| 3829199 (32645500 8161375 9572998
tokens 3
N° of| 1370508 | 1370508 | 342627 | 342627
sentences
Avg of| 27,94 23,82 23,82 | 27,94
tokens
/sentence

Table 3: Statistics: the total number of tokens in
Arabic and English corpus

To show the impact of hybridization and the
injection of the lexicon as a strengthening NER
resource, we conduct an evaluation on News
Commentary corpus

4.2 Detection of NE in the News

Commentary corpus

This corpus is parallel and it offers us the
opportunity to evaluate the translation and
recognition of NEs. The News Commentary
corpus is extracted from political and economic
sites whose topics are close to those of our basic
learning corpus, which is extracted from the
united nations organization works (UN) .The
table below shows performance of baseline
NER system, optimized NER system and the
hybrid NER system on the News Commentary
corpu using standard measures (precison, recall
and f-measure)



Named entities | Rule Rule Hybrid
Based | Based +| NER
NER NE
lexicon
Person P | 48.3 80.6 84.3
R | 45.7 79.8 83.34
F | 4696 | 80.19 83.81
Organizati | P | 52.12 | 71.54 86.24
on R | 334 |59.12 | 625
F | 40.71 64.73 72.47
Location |P | 59.5 86.7 89.86
R [44.6 80.35 89.5
F | 5098 | 83.40 89.67
F-measure 46.21 76.10 81.9

Table 4 : Comparison of Baseline, optimized
and hybrid NER system on the News
Commentary corpus.

-The Baseline system is the rule-based annotator
integrated in GATE tool: This mode presents
modest scores precision, recall and F-measure
for all NE classes. This is explained by the lack
of Arabic Gazetteers in this annotator. We
remind that it is mainly developed for English
and later was upgraded for Arabic language
processing.
The Baseline system + lexicon is the optimized
version: We have enriched the baseline system
by our bilingual lexicon. We mapped the Arabic
part of the bilingual lexicon to GATE Gazetteers.
As a result, we note an improvement in precision
for all classes. The strength is the recognition of
the place entities, which is attributed to the high
coverage of the NE lexicon containing DBpedia
datasets.
It is important to note that our system has a good
recall for person names, which were more
abundant in the UN corpus and in our lexicon
(27480 Person NE). Besides, the corpus was a
heterogeneous mixture of proper names of
persons not only in Arabic countries but also in
the continents of Africa, Asia and America
("obl 4sS" / Kofi Annan, "Os S 0L / Ban Ki-
moon "Ll & L" / Barack Obama). A good
percentage of recall for the person NE is
encouraging because the named entities of South
Asia and America have no phonetic similarity
with the names of person in Arabic countries. A
detailed review of the results shows that our
NER system works poorly for organizations in
the corpus, in fact, our system does not
effectively manages acronyms or abbreviations.
The Hybrid system is the final version. The
results show an improvement in overall F=

measure of NE classes (+5 points) compared to
previous results. Note that the hybrid model
improves recognition of all NEs and especially
the recognition of places since the lexicon-based
system has better performance on the recognition
of places.

4.3 Evaluation of the impact of NER on the

SMT system

For SMT, we used the Moses decoder that
integrates GIZA ++ aligner used in the training
phase. The translation table generated consists of
segments up to seven words. The SAPA tool is
used for pretreatment of Arabic texts.

We remind that the basic principle of our
translation method is to propose translations of
NE to the decoder. During the preprocessing
phase, the Arabic text is pretreated and the
named entities are annotated. Depending on the
class or category of NE detected, the bilingual
lexicon is consulted (people, places and
organizations) to avoid ambiguities in polysemic
entities. Proposals of translations extracted from
the NE lexicon are injected in the text to be
translated in two modes of translation (inclusive
and exclusive). The annotation of NE in source
and target News Commentary corpus allows us
to automatically evaluate the quality of the
translation of NEs. We evaluated three modes of
translation summarized below.

The Default mode: As the name indicates, in this
mode no treatment of named entities is
accomplished. It presents the translation
generated by our baseline system.

The Exclusive mode: In this mode, only
proposals of translations offered by the lexicon
are considered in the calculation of the best
translation score.

The Inclusive mode: In this mode the
translations provided by the lexicon and the
translations from the translation table are
considered in calculating the score.

We remind that we have achieved learning on
the UN corpus and for evaluation experiments
we used the News Commentary corpus. The
results of the evaluation are in terms of BLEU
score. Table below shows the translation results
in the three modes of translation. The total of out
of vocabulary words (OOV) is also presented.



BLEU Mots OOV
Default | 32.35 145
Inclusive | 36.2 115
Exclusive| 32.14 115

Table 5: BLUE and OOV scores for the Arabic-
English translation of 500 sentences of the News
Commentary2012 corpus.

Comparing the exclusive mode by default mode,
we notice a slight decrease in BLEU score. This
is because some translations proposed by our
lexicon differ from those of the reference. A
more detailed analysis shows that our lexicon
does not provide incorrect translations, but they
are different from those of the reference. An
example is the translation "dJled cals dalaie
~LYI" in our lexicon the word is translated by
North Atlantic Treaty Organization, while for the
reference is abbreviated to "NATO". In some
cases, our translations correct those of the
reference as an example of the place "S5 uu" it
is translated in the reference by Srilanka, while
our system, it says Sri Lanka. Also, using this
mode some named entities translations are
improved. They are translated correctly by our
system but they are incorrect for the Baseline
system (default). Cite the example of NE “ (sl
V) Ui zoss “ it is translated by the Baseline
system "President Bush" whereas the reference is

"president George Herbert Walker Bush"

The exclusive mode does not improve translation
quality, but it affects the rate of OOV words. The
percentage declined, he passed by 145 in the
default mode to reach 115 for the exclusive
mode.

According to the BLEU score, inclusive mode is
the best, with a decrease of OOV words.
Therefore, we can say that the idea of integrating
translations extracted from the bilingual lexicon,
improves translation quality while ensuring, as
shown above, better coverage of the named
entities.

For evaluating the translation of named entities,
we will limit to the inclusive mode. The rate of
correctly translated NEs was calculated for each
class on the test corpus. The calculation is made
by comparing NE translated to those in the
reference.
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Person | Location Organization
Default | 53.36%]| 73.50% | 46.42%
Inclusive| 80.05%| 86.31% | 62.80%

Table 6: evaluation of effect of NE Translation

on the News Commentary corpus.
Using the inclusive method improves the rate of
NE translated correctly compared to the default
system. These quantitative results show that the
use of the lexicon does affect the translation of
named entities, although this is not always
reflected by a significant increase in BLEU
score.

5 Conclusion

In this work, we addressed the main problems of
NE integration into an SMT system. Our
approach integrates a hybrid NER system, and
allows choosing adapted NE translations for each
NE. In conclusion, it can be said that using NEs
does help in providing better SMT. we did
improve the BLEU score over baseline system, a
number of translated sentences  show
improvement with the use of these techniques.
There was a considerable reduction in
mistranslation and dropping of NEs. This helped
enhancing human readability as well. Analysis of
our models also revealed a number of insights
and scopes for further improvement. There is
also a space for using different ML techniques
other than CRF, and how this will impact on the
performance of the NER system
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Abstract

The ubiquitous data provided by social
networking sites paved the way for researchers
to understand netizens behavior with
psychological ailments such as depression.
However, most of these researches are aimed at
classifying users with depression using
blackbox algorithms such as SVM. This does
not allow data exploration or further
understanding the characteristics of depressed
individuals. This research aims to characterize
depressed Tumblr users online behavior from
rules generation . Characterization is done by
collecting affective, social, cognitive and
linguistic style markers collected from the
respondents posts. Rules are then generated
from these features using CN2 algorithm — a
rules generating machine learning technique.
The rules are analyzed and are compared with
observations in prior literature on depressive
behavior. We observed that depressed
respondents in Tumblr have more photo content
in posts rather than just pure textual posts, posts
are more negative, and there is an evident use
of self-referencing words. These characteristics
are also evident in offline behavior of depressed
individuals based on prior literature

Keywords: Depression, Characterization, Rules
Generation, CN2 Algorithm
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1. Introduction

According to the World Health Organization
(WHO) (2001), depression is a serious mental
issue and may be the second leading cause of
disease by 2020. Amy Courtney (2014) argues that
blogging reduces the symptoms brought about
depression. Blogging allows the public to access
and comment on such work, allowing additional
psychological benefits.

Microblogging is an easier way of blogging
that allows users to create short contents shared
with an audience in real-time. This creates an
easier and more convenient way of sharing content
and information through the web (Nations, 2015).
Contents vary from text, to visual, audio,
audiovisual and even the use of links to redirect to
other websites. This study aims to characterize the
online behavior of depressed individuals using
machine learning technique. Further, this research
is guided by the following questions:

RQ1. What are the characteristics of
depressed individuals on Tumblr in terms of
their affective, behavioral, cognitive, and
linguistic style attributes?

RQ2. How do these characteristics compare
to offline behavior of depressed individuals in
literature? Are they any different?



This study focuses on Tumblr because there
have not been a lot of studies focusing on
adolescents social media postings. Other studies on
depression online are focused on an adult age
group. Moreover, we find that because Tumblr
allows anonymity of users there might be a more
genuine response with regards to their posting and
the results that we gather since they are not bound
to their true identity in person similar to the study
of Warner et al (2016).

The research covers 17 features of depressed
individuals that are explored in other studies as
classification problems. With these 17 features, 13
are coming from the posts, while the other 4 are
basic information about the user (age, civil status,
highest education attained and gender).

Despite a number of studies correlating with
depression, we extracted features from 4 different
processes or style attributes. These are: (1)
affective, (2) social, (3) cognitive, and (4)
linguistic. In other studies (Reece, 2016; De
Choudhury, 2014; Moreno, 2011), only cognitive
and linguistic patterns have been extracted. By
extending the depression studies to include its
social and affective process and allowing a more
varied set of attributes, this research aims to create
a wholistic characterization of such users.
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2. Background and Related Work

2.1. Depression Studies on Social Media

A prominent work by De Choudhury et al
(2013) reveals how depression can be predicted in
twitter based on linguistic patterns. The researchers
crowdsourced labels as ground truth data for Major
Depressive Disorder (MDD). Using Amazon’s
Mechanical Turk interface, they successfully
design human intelligence task for crowdworkers
to take standardized clinical depression survey.

The researchers used a CESD questionnaire
as a primary tool for determining depression levels
which is a self-report scale to measure depressive
symptoms. The range of the score of this scale
varies from 0 - 60.

Another study by Hu et al (2015) explored
on Predicting Depression of Social Media User on
Different Observation Windows. The study is done
to predict a user’s depression based on Weibo data,
thus building a regression model to predict the
CES-D score of any user. The study featured
around 900 features but deemed only 200 to be
used. The goal of the study by Hu et al (2015) only
considered the accuracy and performance of the
regression models that the researchers have
developed without taking focus on the specific
behaviors of such depressed individuals.

2.2. Characterization Methods
Media Studies

in Social

There are a number of researches that aim to
understand or characterize various types of
behavior and phenomena on social media. Most of
these characterization methods involve deriving
patterns from statistical data such as means and p-
values.

To describe their posting patterns, they
create Cumulative Distribution Functions (CDF) of
different variables. They focus on the variables
such as popularity, reciprocity, retweet ratio,
url_ratio, mention ratio, hashtag ratio. Moreso,
they create a heatmap that shows the tweet
frequencies for different days and hours on a four-
month period. They answer research questions they
have identified in their study from their
characterization.



A notable characterization study was made
by De Choudhury et al (2015) on characterizing
anorexia on Tumblr. By using the Tumblr API, they
collect 55,334 public language posts from 18,923
unique blogs. They manually examined these posts
and obtained a list of 28 tags relating to eating
disorder and anorexia.

They characterize Tumblr through affective,
social, cognitive and linguistic style processes to
determine the features used. By using statistical
methods such as p-scores and z-scores, they were
able to translate qualitative data into quantitative
data.

The features of the depression studies of De
Choudhury et al (2013) and Hu et al (2015) focus
on blackbox algorithms such as SVM where the
understanding of these features are not explored in
detail. These aforementioned studies have focused
on predicting and not understanding the behavior
of such users.

3. Methodology

This research is developed through
understanding the behavior of such users through a
rule generation machine learning technique using a
Sequential Covering Algorithm. The rules
generated are analyzed further to get characteristics

of the online behavior of depressed individuals.

3.1. Data Collection

Tags such as #depressed,
#actuallydepressed, #depressing, #depression, and
#actuallyborderline are used to initially gather
information about depressive posts. The tags are
used to retrieve other tags associated with
depression. Tags that do not necessarily
characterize or which may not automatically
correlate with depression such as #sad, #family,
#words are removed from the set of tags so that the
tags only pertaining to depression or its types are
used. We only include the tags that are associated
with depression or its symptoms such as feeling
suicidal.

The initial set of usernames are collected
through crawling the tags and posts during the
initial data collection. An invitation is sent to these
pre-processed users to answer the survey which
contains the Center for Epidemiologic Studies
Depression (CESD) Scale (http://cesd-r.com/) and
Primary Health Questionnaire - 2 (PHQ-2)
questionnaires. Only processed users who post
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English content that has posts with tags correlated
to depression are used in this study.

The information collected from the users are
the posts coming from the first 20 pages of their
accounts. The number of posts ranges from 100 to
228 posts per user depending on the individual
layouts done by the user on their webpages.
Tumblr allows users to customize their profiles
according to their liking thus there is no specific
number of posts per page.

A set of 20 tags collected from tag-crawling
are used to gather information about depressive
posts. 447 users are contacted through the instant
messaging feature on Tumblr. These users have
been initially screened to meet the corpus
requirements that they: (1) only post English-
content posts, and (2) have posted media in their
microblogs with a tag correlating with depression.
Of the 447 messaged users, only 130 users
responded. It is expected that a larger number of
responses will be categorized as depressed as the
data collection is aimed at collecting posts from
depressed individuals.

The survey responses gathered from 130
respondents are analyzed to be able to ascertain
that the respondents are really depressed. From the
130 respondents, 70 are actually depressed, 19 are
not depressed , and 41 are invalid.

3.2. Feature Extraction

Affective, cognitive, social and linguistic
features are retrieved from the collected data of
these users.

Affective processes are feelings, responses
(usually quantified as positive or negative),
emotion-laden behavior and beliefs
(StateUniversity.com, 2016). For affective
processes, the positive, negative and neutral
reaction from data collected from these users is
measured through subjectivity and positivity.
Using the NTLK library from python, we attach
subjectivity and positivity scores to the dataset.
Positivity is a range from -1 to 1 determining the
emotion generated from the text. A lower positivity
score would mean that the post shows more
negative emotion a post has based on the NTLK.
Subjectivity is based on the emotive expression
being detected from the posts. It is a range from 0
to 1, where O determines that the post is more
objective.

For cognitive processes, we measure the
user posting and behavior. There are six types of
measures that are used: (1) self-referencing (I, me,



my, etc.) which is also one of the many signs and
symptoms of depression (Segrin, 2000), (2)
average number of articles (a, an, the) a feature
also used in the study of Hu et al (2015), (3) big
words defined as greater than 6 letters, also used in
the study of Hu et al (2015). We also consider the
words that are (4) Social and personal concerns
pertaining to, family, friends, work and home.

Social Processes are collected through the
following measures: (1) gender of the individual,
(2) level of education, (3) civil status, as these
three components are linked to determining if the
person is more prone to depression based on prior
research (Ross & Mirowsky, 1989), (4) Number of
photo posts (Segrin, 2000) is also collected as this
determines whether these individuals prefer
posting content with photos, (5) the average
difference between each post which determines
how much the user interacts with the set of
followers that he has, and determines how often he
shares content.

Linguistic Features are extracted through (1)
verbal fluency as the number of words in a post,
(2) number of sentences in a post, (3) number of
unique tags in a post which would determine how
specific the user is using the tags to determine a
specific post.

3.3. Characterization Using Rule Extraction

This study will explore rule extraction
through a Sequential Covering Algorithm (CN2)
for rule generation. A free open-source software,
Orange (https://orange.biolab.si/) developed by the
University of Ljubljana, is used to implement the
algorithm. The algorithm is provided with nominal
and numeric features and a target variable of 0 or 1
that indicates whether or not the user is depressed.

The CN2 Algorithm was developed by Clark
and Niblett in 1989 as an improved version of the
ID3 and AQ algorithm that are used for rules
generation and tree generating algorithms. CN2
algorithm uses entropy to determine the best
complex found. A complex is a condition that
when satisfied, will minimize the number of
examples that the algorithm needs to explore to
determine the label of the class. Rules are
determined by an if-then condition where the
complex and labels complete the condition, if
<complex> then predict <label> where
<complex>. The algorithm determines the new
complex by finding the set of examples that the
complex covers. The entropy function prefers a
large number of examples of a single class with a

135

few examples of another class, resulting that these
complexes perform well on the training data.

CN2 rule induction results in an ordered or
unordered list of if-then rules, removing the items
in the training data that are captured by the
consecutive set of rules, finishing off with a
sequence of if-then statements that determine the
label of the data. The heuristics used by the CN2
algorithm uses entropy to determine the best
complex found. A complex is a condition that when
satisfied, will minimize the number of examples
that the algorithm needs to explore to determine
the label of the class. Rules are determined by an
if-then condition where the complex and labels
complete the condition, if <complex> then predict
<label> where <complex>. The algorithm
determines the new complex by finding the set of
examples that the complex covers.

3.4. Rule Validation and Rule Interpretation

Orange (http://orange.biolab.si/) has a built-
in Test and Score function that offers a “leave one
out” testing method. Although the study is not
aiming for classification, the validation is needed
to verify if the rules generated by the CN2
Algorithm are quality rules with good performance
based from the data. The entire dataset is used in
both training and testing due to the limited number
of respondents.

The testing validation used by the Orange
(http://orange.biolab.si/) software returns recall,
precision and Fl-score. The three being the most
commonly used testing validations for
classification problems. This would also help in
determining our confidence with the rules that
were derived by the CN2 Algorithm to correctly
understand the data.

3.5. External Validation

The general patterns on the findings of the
data are discussed in detail and and understood in
the context of depression. An attempt to compare
such retrieved behavior with offline behavior of the
patients is also be explored to answer the research
question presented prior to the specific objectives.

4. Results and Discussion

4.1. Dataset Description

Based on the collected data from Tumblr
users, most of the depressed Tumblr users are at



the ages of 16-19. The distribution of these
respondents can be found in Figure 4.1.
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Figure 4.1. Age distribution of Depressed Tumblr Users

The age distribution would suggest that
most of these users lie at the high school age
group. Most of the depressed user respondents high
school level as their highest educational degree
attained.

It would also hold that these depressed
Tumblr users would have similar civil status. Thus,
it shows that only 2 out of the 70 depressed users
are married while the rest are single.

The gender distribution of the depressed
respondents is found in Figure 4.2. Depressed
respondents are predominantly female. It is
followed by other genders composed of the
following genders: bisexual, agender, genderfluid,
agendertransexual, genderflux, non-binary males
and females, and cisgender.

Gender of Depressed lumblir Users
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Figure 4.2 Different Genders of Depressed Tumblr
Users

General descriptions of the features used in
this study are described in the succeeding tables.
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Table 4.1 Affective Processes: Polarity and Subjectivity of
User Posts
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Table 4.2 Social Processes: Posting Frequency and Photo Use
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Table 4.3 Cognitive Processes: Self-referencing, Articles and
Themes Used
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Table 4.4 Linguistic Processes: Form and Context of User
Posts
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4.2. Respondents

Of the 447 messaged users, only 130 users
responded. It is expected that a larger number of
responses would be categorized as depressed as the
data collection is aimed at collecting posts from
depressed individuals.

Based on the analysis of the survey
responses of the 130 respondents, 70 are actually
depressed, 19 are not depressed and 41 were
invalid. Quality responses are achieved by two
measures:

a. The results for both PHQ-2 and
CESD-R should be the same. That is, if a
user scores depressed on the PHQ-2 scales,
the user must also score similarly on the
CESD-R scale.

b. The control question in between

the CESD-R questionnaire should be



correctly answered to eliminate the

responses from respondents who did not

read the questions carefully giving dishonest

answers.

Other responses have also been considered
invalid even if they passed both quality measures
because their Tumblr blogs are private and they

requested to keep its privacy.

4.3. Tags Used

Although the tags that have been used to
retrieve the pool of respondents were related to
depression, a number of non-depressed users (19
out of 130 respondents) have also responded.

Figure 4.4a is a tag cloud containing the top
25 tags that are used by depressed users while
Figure 4.4b contains that top 25 tags used by non-
depressed users. Each tag is associated with a
weight that corresponds to the number of times the
tag has been used. The larger the tag appears on the
tag cloud, the more frequent it has been used.

Depressed users often incorporate tags in
their posts that were used in retrieving the
usernames of potential respondents. Most of their
tags present depressive content and often employs
the word depression.

On the other hand, non-depressed users do
not have any of the 20 tags that the study used in
order to retrieve the potential respondents. The tags
are rarely used and are overpowered by the tags
found in Figure 4.4b that they are frequently using.
Non-depressed users often use depression-
associated tags within their posts encouraging
depressed users to seek help or when only a limited
number of posts are aimed at depression. Some of
these non-depressed users may be only mildly
depressed depending on the scores of both PHQ-2
and CESD-R questionnaires.
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suicice | oyt pesitiv 5y

lopressing quokes

(a) (b)
Figure 4.4 Tag Clouds Generated from the Top 25
Tags Used by (a) Depressed and (b) Non-
Depressed Users
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4.4. Rules Generated

Six (6) unordered rules are generated from
CN2 Rule Induction given maximum coverage of
4% (3 out of 89) and a statistical significance of 1
(default alpha). As this study focuses on the
behavior of depressed Tumblr users, only the rules
with a class label of 1 are analyzed. The rules can
be found in Table 4.6 which contains two columns
that describe the rules: (1) if <complex>, (2) then
<class>. The complex contains the condition that is
to be satisfied in order for one to receive a label of
a class.

Table 4.5 Unordered Rules

IF <complex> THEN <class>
1 | polarity >=0.163177578 label =0
2 | time elapsed >= 163.8604768 | label =0
3 | total tags>=13 label =0
4 | has image >= 0.8739 label = 1
5 | polarity <= 0.090295132 label = 1
6 | self referring words <=3.225 | label =1

Several different types of features were
included in the study in the hope of gathering as
much information about depressed online users.
Apparently, only three (3) features significantly
characterizes depressed online users covering
affective, social and cognitive behaviors.

The most prominent characteristic based
on the rules generated would be that depressed
Tumblr users most likely posts with photo content.
Reece and Danforth (2016) support this
characteristic in their study where users can be
found depressed based on their photo posts.
Moreso, this study would support this such that
depressed individuals also post more images
frequently as compared to non-depressed
individuals.

Polarity is found as a feature in both
depressed and non-depressed individuals.
However, a polarity closer to 1 would entail a more
positive post while a polarity score closer to 0
would mean a more negative post. From the rules,



depressed individuals tend to post more negative
posts as compared to non-depressed individuals.
The idea of depressive realism explored by Burton
(2012) would reflect a depressive characteristic
that depressed individuals often have a negative
perspective in life allowing them to be more
objective. A study by Gotlib and Joormann (2010)
find that depression is characterized by an increase
in the elaboration of negative information,
difficulties in disengaging from negative which
may be reflective in their posts.

Lastly, the use of self referring words can
also characterize depressed individuals. Despite the
depressed Tumblr users average use of self-
referring words being 0.7, the threshold retrieved
from the rules is at 3. Because of this, it is enough
to say that depressed users highly use self-
referencing words. There have been linguistic
markers of depression as studied by Hargitay, et.
al(2007). These linguistic markers are found the
self-narratives of depressed individuals that feature
the pronouns ‘I’ and ‘myself’. The linguistic
markers can be seen as “reflecting pervasive and
enduring psychological processes” (Hargitay et al,
2007). Another study by Rude et al (2004),
depressed individuals used the word “I”” more than
never depressed participants.

4.5. Rule Validation Results

While this study is not intended to classify,
we find it imperative to assure the quality of the
rules. After a leave-one-out cross validation, the
classification performance metrics are generated.
The summary is found in Table 4.7

Table 4.6. Evaluation Metrics
F1 Score Recall

Precision

0.885 0.802 0.986

The F1-Score of 88.5% is a relatively good
performance metric that can signify a relatively
strong confidence in the rules generated and
consequently, its interpretation. The skewness of
the data where there are 70 depressed users and
only 19 non-depressed users may be accounted for
the low precision and recall scores. This is because
the data gathering is targeted towards users who
have posted depressed content based on the
gathered tags.
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5. Conclusion

Depression is a pressing issue, and will continue to
haunt individuals making it one of the possible
leading causes of deaths in adolescents by 2020.
The study observed the posting patterns of 89
Tumblr users, 70 of which are depressed according
to the PHQ-2 and CESD-R scales. The mean age
of the individuals who participated in the study
was between 16-19 years old.

Therefore, a depressed Tumblr user is
characterized by photo content in posts rather than
just pure textual posts, posts are more negative,
and the evident use of self-referencing words.

The study concludes that it is possible to use
a rule generation machine learning technique in
characterizing online behavior.

6. Recommendations

This study only covers the characterization
of 70 depressed Tumblr users. Moreover, we have
not covered linguistic features that are evident in
depressed Tumblr users. Increasing the number of
respondents and the number of depressed user
posts in the study will allow us to cover other
processes and features that are not year clear in this
study.

Classification problems that have been using
black box algorithm methods such as the work of
Hu et al (2015) use 200-900 different features. This
study only focuses on 17 features so increasing the
number of features would allow more
characterization rules to be evident.
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Abstract

Language models have been used in many nat-
ural language processing applications. In re-
cent years, the recurrent neural network based
language models have defeated the conven-
tional n-gram based techniques. However, it
is difficult for neural network architectures to
use linguistic annotations. We try to incorpo-
rate part-of-speech features in recurrent neural
network language model, and use them to pre-
dict the next word. Specifically, we proposed a
parallel structure which contains two recurrent
neural networks, one for word sequence mod-
eling and another for part-of-speech sequence
modeling. The state of part-of-speech net-
work helped improve the word sequence’s pre-
diction. Experiments show that the proposed
method performs better than the traditional re-
current network on perplexity and is better at
reranking machine translation outputs. !

1 Introduction

Language models (LMs) are crucial parts of many
natural language processing applications, such as
automatic speech recognition, statistical machine
translation, and natural language generation. Lan-
guage modeling aims to predict the next word given
context or to give the probability of a word sequence
in textual data. In the past decades, n-gram based
modeling techniques were most commonly used in
such NLP applications. However, the recurrent neu-
ral network based language model (RNNLM) and

*Corresponding author
'Our code is available at https://github.com/
chao-su/prnnlm
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its extensions (Mikolov et al., 2010; Mikolov et al.,
2011) have received a lot of attention and achieved
the new state of the art results since 2010. The most
important advantage of RNNLM is that it has the
potential to model unlimited size of context, due to
its recurrent property. That is to say, the hidden
layer has a recurrent connection to itself at previous
timestep.

Part-of-speech (POS) tags capture the syntactic
role of each word, and has been proved to be use-
ful for language modeling (Kneser and Ney, 1993;
A. Heeman, 1998; Galescu and Ringger, 1999;
Wang and Harper, 2002). Jelinek (1985) pointed out
that we can replace the classes with POS tags in lan-
guage model. Kneser and Ney (1993) incorporated
POS tags into n-gram LM and got 37 percents im-
provement. But they got only 10 percents improve-
ment with classes through clustering. A. Heeman
(1998) redefined the objective of automatic speech
recognition: to get both the word sequence and the
POS sequence. His experiments showed 4.2 percent
reduction on perplexity over classes.

It is common to build probabilistic graphical
models using many different linguistic annotations
(Finkel et al., 2006). However, the problem to com-
bine neural architectures with conventional linguis-
tic annotations seems hard. This is because neural
architectures lack flexibility to incorporate achieve-
ments from other NLP tasks (Ji et al., 2016). To ad-
dress the problem, (Ji et al., 2016) used a latent vari-
able recurrent neural network (LVRNN) to construct
language models with discourse relations. LVRNN
was proposed by Chung et al. (2015) to model vari-
ables observed in sequential data.
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Inspired by the POS language models and the
LVRNN models above, we use POS features to im-
prove the performance of RNNLM. We assume that
if we know the next POS tag, the search range to
predict the next word will be shrinked; and the next
POS is closely related with the POS sequence that
has been seen before. Not the same as Ji et al.
(2016), who used a latent variable to model the lan-
guage annotation, we designed a parallel RNN struc-
ture, which consists two RNNs to model the word
sequence and POS sequence respectively. And fur-
ther the state of POS network has an impact on the
word network.

In summary our main contributions are:

e We propose to model words and POS tags si-
multaneously by using a parallel RNN structure
that consists of two recurrent neural networks,
word RNN and POS RNN.

e We propose that the current state of the word
network is conditioned on the current word, the
previous hidden state, and also the state of POS
network.

o We demonstrate the performance of our model
by computing lower perplexity. We conducted
our experiments on three different corpora,
including Penn TreeBank, Switchboard, and
BBC corpora.

The rest parts of this paper are organized as fol-
lows. Section 2 introduces the background tech-
niques, including RNNLM and evaluation for lan-
guage models. Section 3 elaborates our POS tag
language model. Section 4 reports the experimental
results. Section 5 reviews related work and Section
6 concludes the paper.

2 Background

In this section, we introduce the background tech-
niques on which our work is based on. Recurrent
neural network language models (RNNLMs) are im-
portant bases of our work. And the introduced eval-
uation method (perplexity) is used in this paper.

2.1 RNN Language Model

Mikolov et al. (2010) proposed to use recurrent neu-
ral network (RNN) to construct language model. By
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Figure 1: A simple Recurrent Neural Network.

using RNN, context information can cycle inside
the network for arbitrarily long time. Though it is
also claimed that learning long-term dependencies
by stochastic gradient descent can be quite difficult.
We simply introduce Mikolov et al. (2010)’s recur-
rent neural network language model and its exten-
sions (Mikolov et al., 2011) here.

We assume that a sentence consists of words, and
each word is represented as y(t), where ¢ is current
time step and y(t) € Vocab. The architecture of
RNNLM is shown in Fig. 1. Input to the network
at time ¢ is w(¢) and s(t — 1), where w(t) is a one
hot vector representing the current word y(t¢), and
s(t — 1) is the hidden layer s at previous time ¢ —
1. The hidden layer s(t) is the current state of the
network. Output layer y(t) represents probability
distribution of next word. Hidden and output layers
are computed as:

si(t) = f | D wiuig + Y skt — Dwy
j k

ey
yk(t) = g (Z si(t)vm) )
where f(z) is sigmoid activation function:
1
= 3
f6) = 1 ®
and g(z) is softmax function:
esm
g (Zm) = 4)

> €%

In 2011, Mikolov et al. (2011) proposed some ex-
tensions of RNNLM. Those include a training algo-
rithm for recurrent network called backpropagation
through time (BPTT), and two speedup techniques.
One is factorizing the output layer by class layer, and



the other is adding a compression layer between the
hidden and output layers to reduce the size of the
weight matrix V. In this paper, we use two exten-
sions, BPTT and class layer. But we still use the
simple RNNLM architecture in figures for simplic-

ity.
2.2 Evaluation

The quality of language models is evaluated both in-
trinsically by perplexity and extrinsically by quality
of reranking machine translation outputs. The per-
plexity (PPL) of a word sequence w is defined as

K 1
PPL =% —_———
i1;[1 P(w;lwr. i—1) 5

= 2*% K | logy P(wglwy...i—1)

Perplexity can be easily evaluated and the model
which yields the lowest perplexity is in some sense
the closest to the true model which generated the
data.

Language model is an essential part of statisti-
cal machine translation systems, for measuring how
likely it is that a translation hypothesis would be
uttered by a native speaker (Koehn, 2010). Under
the same conditions, a better language model brings
a better translation system. Thus, we also evalu-
ate our language model by evaluating the transla-
tion system who uses it. We use the most popular
automatic evaluation metric for translation system,
BLEU (Bilingual Evaluation Understudy) (Papineni
et al., 2002); higher is better.

3 Parallel RNN LM with POS Feature

The traditional RNNLM models word sequences but
ignores other linguistic knowledge. POS is such a
kind of linguistic knowledge. It is easy to acquire
with high annotation accuracy. We now present a
parallel RNN structure over sequences of words and
POS tag information. In this structure, we train two
RNNs simultaneously, one for word sequence and
another for POS sequence. We integrate the state of
POS RNN with the word RNN.

3.1 Parallel RNN

The structure of the parallel RNN is shown in Fig.
2. The parallel RNN consists of two RNNs, word
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Figure 2: Structure of the Parallel RNN

RNN and POS RNN. The word RNN is almost the
same as the traditional RNN, except that its hidden
state s(t) is also affected by an output from the state
of POS RNN. The input layer of POS RNN consists
two parts. One is the current POS tag p(t) and the
other is the previous state of POS RNN. The hidden
layer of POS RNN represents the current state of the
network. The output layer represents the probability
distribution of the next POS tag.

We can see that the structure of the word RNN
is similar with traditional RNN. The hidden layer of
RNNLM theoretically contains all the information
of the words those have been seen before. Similarly,
the hidden layer of POS RNN contains the POS in-
formation in history. In order to use these informa-
tion to predict the next word, we add a connection
matrix between the hidden layers of word RNN and
POS RNN.

In Fig. 2, the blue solid lines represent the for-
ward computation, while the red dashed lines rep-
resent the back propagation of errors. Note that
there is no error propagation from the hidden layer
of word RNN to that of POS RNN. It is more likely
that the latter affects the former like a latent variable
in (Jietal., 2016).

The hidden layer h(t) and output layer z(t) of
POS RNN are computed as

hi(t) = f ij(t)$ij + Z hi(t — 1)z,
j k
(6)
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The hidden layer of word RNN should be affected
by that of POS RNN. So it is computed as

si(t) = f < > wi(tyuig + Y sp(t)wir
7 k

+)° hl(t)mﬂ>
l

3.2 Learning

(®)

In language model scenery, our purpose is to get the
best word sequence. The training of the word RNN
is the same as the traditional RNN. Though using
the hidden layer of POS RNN to compute the state
of the word RNN, we do not propagate the latter’s
error vector to the former. This is why we tend to
treat the former also as a latent variable affecting the
word sequence.

We train the POS RNN to maximize the log-
likelihood function of the training data:

T
O => logdy,(t) )
i=1
where T is the total number of POS tags in training
examples, and /; is the index of the correct POS tag
for the t’th sample. The error vector in the output
layer e, (t) is computed as

eo(t) = d(t) — z(t)

where d(t) is the one-hot target vector that repre-
sents the POS tag at time ¢.

We update the parameters of POS RNN using
stochastic gradient descent method. For example,
the matrix Y is updated as

(10)

Yik(t+1) = yjk(t) +hj(t)eor () —yk(t) 8 (11)

where [ is L2 regularization parameter. And the er-
ror vector propagated from the output layer to the
hidden layer is

eng(t) = i (1) (1 — hy(1)) Y eoj(t)yis

(2

12)
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The update of the matrices X and Z is similar
to equation (11). The error vector propagated from
the hidden layer to its previous is similar to equation
(12).

4 Experiments

We evaluated the proposed model in two ways: us-
ing perplexity (PPL) and reranking machine transla-
tion outputs.

4.1 Perplexity Setup

We evaluated our model on three corpora, including
Switchboard-1 Telephone Speech Corpus (SWB),
Penn TreeBank (PTB)?2, and BBC?. The former two
corpora was used by Ji et al. (2016), while the last
one was used by Wang and Cho (2016). We took
all their work as comparisons. We splitted all the
corpora into train, valid, and test sets, just like Ji
et al. (2016) and Wang and Cho (2016) did. Statis-
tics of the corpora are listed in Table 1. We tok-
enized all the corpora with tokenizer written by Pi-
dong Wang, Josh Schroeder, and Philipp Koehn 4,
and POS tagged with the Stanford POS Tagger °.

We implemented our model based on Mikolov’s
RNNLM Tookit®. We considered the value 100 for
the hidden dimension, and 10K for the vocabulary
size.

The POS tagger’s tagset consists of 48 tags. We
counted the times of each tag appeared in the BBC
corpus and sorted them in descending order (see Ta-
ble 2). To verify the effect of POS tags, we gradually
expanded our tagset’s size (5, 10, 15, 20, 25, 30, 35,
40, 45) in the experiments. The size of POS RNN’s
hidden layer was set to one-fifth of the tagset’s size.
For example, varsize = 40 represents that we use
the first 39 tags in Table 2 and reduce other tags to
the OT H ER tag and the hidden size of POS RNN
is set to be 40/5 = 8.

2LDC97S62 for SWB, and LDC99T42 for PTB

*http://mlg.ucd.ie/datasets/bbc.html

*https://github.com/moses—smt/
mosesdecoder/blob/master/scripts/
tokenizer/tokenizer.perl

Shttp://nlp.stanford.edu/software/
tagger.shtml

*http://www.fit.vutbr.cz/~imikolov/
rnnlm/



SWB PTB BBC
#Sents #Words #Sents #Words #Sents #Words
Train 211K 1.8M 37K IM 37K 879K
Valid 3.5K 32K 3.6K 97K 2K 47K
Test 44K 38K 3.3K 91K 2.2K 51K

Table 1: Statistics of the Corpora SWB, PTB, and BBC

Order POS Times Order POS Times
1 NN 121,359 21 « 11,010
2 IN 92,042 22 PRP$ 8,939
3 NNP 88,331 23 ” 7,961
4 DT 75,397 24 POS 7,711
5 A 52,851 25 : 5,219
6 NNS 47,003 26 FW 4,041
7 37,146 27 WDT 3,916
8 s 31,840 28 RP 3,583
9 VBD 31,575 29 JIR 2,990
10 VB 29,429 30 WP 2,865
11 RB 27,261 31 WRB 2,424
12 PRP 26,519 32 N 2,215
13 CC 22,554 33 NNPS 1,904
14 TO 22,440 34 EX 1,440
15 VBN 22,096 35 RBR 1,295
16 VBZ 20,795 36 $ 1,127
17 CD 17,696 37 RBS 438
18 VBG 15,773 38 PDT 402
19 VBP 15,409 39 WP$ 114
20 MD 11,015 OTHER 199

Table 2: Times of Each Tag Appeared in BBC Corpora

4.2 Perplexity Results

The perplexities of language modeling on the three
corpora are summarized in Figure 3 and Table 3.

In Figure 3, we demonstrate the results using dif-
ferent number of most frequent POS tags, where the
variable size is actually the size of POS RNN’s hid-
den layer. Note that varsize = 0 represents a tradi-
tional RNNLM. We can see that the perplexity tends
to reduce as the tagset size grows.

In Table 3, we compared our model with classic
5-gram model, Mikolov et al. (2010)’s RNNLM, Ji
et al. (2016)’s, and Wang and Cho (2016)’s work.
We can see that our parallel RNN (p-RNN) per-
forms better than most of them except Wang and
Cho (2016)’s work on BBC corpus. And our model
gets 6.8%-16.5% PPL reduction over Mikolov et al.
(2010)’s RNNLM.

144

—4—PTB ——BBC SwB

125.00 32.00

12000 W 31.00
30.00

115.00

110.00 \\

105.00

29.00

28.00

27.00

PPL on SWB corpus

26.00

PPL on PTB and BBC COrpora

100.00 25.00

95.00 24.00

Variable size

Figure 3: Perplexity Reduction with the Growth of Vari-
able size

Model SWB PTB BBC
5-gram 32.10 120.18 127.32
RNNLM 31.38 113.63 120.49
(Jietal., 2016) 39.60 108.30 -
(Wang and Cho, 2016) - 126.20 105.60
p-RNNLM 26.20 99.36 112.35
PPL reduction 16.5% 12.6% 6.8%

Table 3: Perplexity Comparison with Other Works

4.3 MT Reranking Setup

We also performed reranking experiments on
Chinese-English machine translation (MT) task.
We evaluated the proposed parallel RNN language
model by rescoring the 1000-best candidate transla-
tions produced by a phrase-based MT system. The
decoder used was Moses(Koehn et al., 2007). The
MT system was trained on FBIS (Foreign Broad-
casting Information Service) corpus’ containing
about 250K sentence pairs and tuned with MERT
(Minimum Error Rate Training) (Josef Och, 2003)
on NIST MTO?2 test set. Our test sets included NIST

"LDC2003E14



MT 03, 04, and 05.

In reranking phase, we first performed MERT on
two features, the MT score (got from MT system)
and a LR score (the length ratio of the target lan-
guage sentence to the source one), as a baseline.
Both the RNNLM and p-RNNLM were trained on
some news corpora® which contains about 2M sen-
tences. We considered the values {100, 300, 500}
for the hidden dimension of the word RNN, and 80K
for the vocabulary size. We also performed POS
tagging using the Stanford POS Tagger. We used
the two trained models to rescore the 1000-best out-
puts from MT system and got RNNLM score and
p-RNNLM score. Then we combine the two scores
with MT score and LR score respectively to per-
form MERT to get their own weights. We tuned
the weights for MT, LR, and RNNLM/p-RNNLM
scores by using Z-MERT (Zaidan, 2009), which is a
easy-to-use tool for MERT.

4.4 MT Reranking Results

The results for MT reranking is shown in Table 4.
Both the RNN and p-RNN models outperform the
baselines, Moses or MT+LR. The p-RNN model
with 500 dimension size gets 0.59-1.04 BLEU im-
provement than MT+LR and at most 0.31 BLEU
improvement than RNN model. Most of the im-
provements are statistically significant. The p-RNN
model outperforms the RNN model on every test set
with each dimension size.

5 Related Work

This paper draws on previous work language mod-
eling including structured count-based and neural
LMs.

5.1 Structured LMs

Efforts to incorporate linguistic annotations into lan-
guage model include the structured LMs. Chelba et
al. (1997) proposed a dependency language model
using maximum entropy model. Chelba and Jelinek
(1998) developed a language model that used syn-
tactic structure to model long-distance dependen-

$LDC2003E14, LDC2000T46, LDC2007T09,
LDC2005T10, LDC2008T06, LDC2009T15, LDC2010T03,
LDC2009T02, LDC2009T06, LDC2013T11, LDC2013T16,
LDC2007T23, LDC2008T08, LDC2008T18, LDC2014T04,
LDC2014T11, LDC2005T06, LDC2007E101, LDC2002E18
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cies. Charniak (2001) assigned the probability to a
word conditioned on the lexical head of its parent
constituent. Peng and Roth (2016) developed two
models that captured semantic frames and discourse
information.

POS-based LM originated from class-based LM
(Jelinek, 1985; FE. Brown et al., 1992), since POS
tags captured the syntactic role of each word and
could be seen as the equivalence classes. Kneser and
Ney (1993) reported a perplexity reduction when
combined their model with POS tags. A. Heeman
(1998) redefined the speech recognition problem to
find the best both word and POS sequences and in-
corporated POS-based LM.

5.2 Neural LMs

Bengio et al. (2003) proposed to use artificial neural
network to learn the probability of word sequences.
The feedforward network they used has to use fixed
length context to predict the next word. Mikolov
et al. (2010) used recurrent neural network to en-
code temporal information for contexts with arbi-
trary lengths.

In recent years, there was an increasing number of
research integrating knowledge into RNN. Mikolov
and Zweig (2012) incorporated topic information as
a feature layer into RNNLM. Ji et al. (2015) em-
ployed the hidden states of the previous sentence as
contextual information for predicting words in the
current sentence. Ji et al. (2016) modeled discourse
relation with Latent Variable Recurrent Neural Net-
work (LVRNN) for language models. Ahn et al.
(2016) proposed a language model which combined
knowledge graphs with RNN. Dieng et al. (2016)
proposed a TopicRNN to capture the global topic in-
formation for language modeling.

6 Conclusions

We proposed a parallel RNN structure to model both
word and POS tag sequences. The structure consists
of two RNNs, one for words and another for POS
tags. The connection between the two network’s
hidden layers enabled the POS information to help
to improve the word prediction. The role of POS
RNN’s hidden layer is similar to that of the latent
variable in Ji et al. (2016)’s work. The perplexity of
LM trained based on that structure got a reduction of



System MTO02 MTO03 MTO04 MTO5
Moses 28.09 24.38 28.03 24.19
MT+LR 28.07 2440  28.11 24.26
MT+LR+RNN-100  28.25 25.16**  28.48** 24.39*
MT+LR+p-RNN-100  28.46™*F  2523** 28.70**T+  24.53**+
MT+LR+RNN-300  28.57* 25.16**  28.72** 24.50**
MT+LR+p-RNN-300  28.62**T  25.26** 28.85**T  24.79**++
MT+LR+RNN-500  28.48**  25.38** 28.72** 24.59**
MT+LR+p-RNN-500 28.66**" 25.44** 28.84**F  24.90**F+

Table 4: MT Reranking Results. */**: significantly better than Moses (p < 0.05/0.01); +/++: significantly better than

MT+LR+RNN (p < 0.1/0.05)

6.8%-16.5%. We used the LM to rerank MT outputs
and got improvement on BLEU score.

Next, we will explore the expandability of the par-
allel RNN structure. We need to incorporate more
linguistic knowledge to improve the performance of
neural networks.
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Abstract

This paper aims to present a lexical-based
approach in order to identify deception in
Indonesian transcribed interviews. Using
word calculation from the psychological
point of view, we classify each subject
utterance into two classes, namely lie and
truth. We find that the intentions of the
people in both telling the truth and hiding
the fact can affect the words used in their
utterances. We also find that there is an
interesting pattern for Indonesian people
when they are answering questions with
lies. Despite the promising result of lexical-
based approach for detecting deception in
the Indonesian language, there are also
some cases which cannot be handled by
only using the lexical features. Hence, we
also present an additional experiment of
combining the lexical features with
acoustic/prosodic  features using the
recorded sound data. From the experiment,
we find that the combination of lexical
features with other features such as
acoustic/prosodic can be used as the initial
step in order to get better results in
identifying deception in Indonesian.

1 Introduction

Human social behavior has successfully led to the
ubiquitous human communication. In this regard, it
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is also very possible for people to commit lies
when communicating with others. Deceit or
commonly referred to as lie is any actions of
making others believe what we perceived as false,
without the receivers know that they are being
fooled (Ekman, 1992; Vrij, 2008). A lie can be
divided into a variety of classes when viewed from
various aspects involved in such actions. For
example, when viewed from how bad a lie is, a lie
can be classified into a white lie, gray lie, and real
lie (Bryant, 2008).

Various motivations may underlie a lie. Based
on interviews with children and questionnaire
survey results from adults by Ekman (1989),
according to most of the children and the adults,
someone might lie in order to avoid punishment.
Referring to this phenomenon, especially if we
focus on the realm of interrogation for solving
crimes, it is a compelling matter when people are
challenged to be able to tell which utterances
contain lies. However, for many people, it seems
difficult to recognize any deception, considering
that the cues to deception can be reflected from
diverse aspects (DePaulo et al., 2003) as well as
the need for specific experience in related
scientific fields.

As in other computational linguistic studies, in
order to obtain the best result, sometimes the
geographic location of the speakers have to be
taken into account when finding the salient
features. The location of the speakers can affect
their way of thinking, and also their way of
speaking. A feature might be very dominant in a
particular language yet only considered as an



additional feature in other languages. That being
said, currently, there is only a small number of
deception detection studies using Indonesian
language.

A lot of studies have been conducted in order to
find the best method for distinguishing deception
within human communication. Not only in the field
of psychology (Ekman et al., 1991) which is the
root of this engaging topic, but also in other areas
such as text processing (Mihalcea & Strapparava,
2009; Newman et al., 2003) and speech processing
(Benus et al., 2006; Hirschberg et al., 2005;
Levitan et al., 2016). In this paper, we present our
approach of identifying deception, especially in
Indonesian, based on lexical approach. Moreover,
we also perform an additional experiment of
combining lexical features and acoustic/prosodic
features.

2 Related Studies

Deception in people can be seen from various
aspects such as the choices of words when
committing lies. There are at least three cues of
deception in the lexical domain, which are fewer
uses of self-referencing words (I, we, us, etc.),
more uses of negative emotion words, and fewer
uses of cognitive-complex words (Newman et al.,
2003). The fewer uses of self-referencing words
might be caused by a lot of reasons. For instance,
this is due to the unwillingness of the people to be
involved or being responsible for their lies. It can
also be the result of people telling something that
they have never done before hence they
subconsciously not mentioning themselves in their
lies (Knapp et al., 1974).

The second cue, the uses of negative emotion
words, can arise as the result of guilty feelings
after telling lies (Ekman, 1992). The examples of
negative emotion words are hate, worry, jealous,
anxious, and envy. In addition to the uses of
negative emotion words, according to Newman et
al. (2003), there is also a tendency of the fewer
uses of exclusive words such as but, except, and
without. This cue is closely related to the third cue
mentioned above because it will be difficult for
people who are lying to think more information
contrary to what they had said before. In this case,
people who are lying rarely using that kind of
words because at the time they are lying, they have
to think carefully in order to make their lies to be
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as perfectly possible. Therefore, they tend to refuse
using words which require the brain to think more.

Recently, there are a lot of studies related to the
exploration of automatic identification of detecting
lies in people through lexical approach. One of the
experiment was conducted using English dataset
containing statements of some people when they
are being asked about their opinions towards the
death penalties, abortion, and best friend (Mihalcea
& Strapparava, 2009). From the study, using the
classes of words as defined in the Linguistic
Inquiry and Word Count (LIWC), it can be
inferred that the first cue, the fewer uses of self-
referencing words, also takes an important part for
detecting deception. It is said that the subjects tend
to wuse human-related word classes, avoid
mentioning about themselves as trying to not
involve themselves in their lies. The words
expressing certainty are also often used in
deceptive opinions in order to emphasize the fake
and hide the lies. Besides, based on another study,
words in pleasantness dimension extracted from
Whissell’s Dictionary of Affect in Language
(DAL) (Whissell, 2009) become promising
features in predicting lying utterances (Hirschberg
etal., 2005).

3 Indonesian Deception Corpus

In order to know the difference between deceptive
utterance and truth utterance, we use Indonesian
Deception Corpus (IDC) as the dataset. The corpus
contains 30 interviews with different subjects (16
males, 14 females) along with the transcription of
the interview sessions. The construction of the
corpus is similar to the recording paradigm of
Columbia/SRI/Colorado  (CSC)  Corpus  of
deceptive speech (Hirschberg et al., 2005).

At first, the participants were told that they were
being involved in an experiment for selecting any
participant who matches with the target profile of
the top entrepreneurs in Indonesia. The interview
process began with giving a pre-test for the
participants to answer some questions in six areas
(politics, music, foods, geography, social,
economy). At a later stage, the participants were
informed about their result in the previous task
with some adjustment for the corpus creation
purpose. For every participant, they were told that
they got matching scores in two areas, lower score
in two areas, and higher score in two areas.



Indonesian English*

TRUTH
Karena mungkin dalam Because maybe in mine
bergaul saya cukup I'm pretty pretty good.
cukup lumayan.
Di FTTM sering jadi

In FTTM often become

PJ PJ, terus di Menwa PJ PJ, continue in

juga cukup aktif. Menwa also  quite
active.

Jadi maupun di So as well as in the

fakultas maupun di unit
cukup bagus, untuk
sekarang.

faculty and in the unit
is pretty good, for now.

LIE

Seperti apa, perubahan Like what, the
kurs mata uang, mata exchange rate changes,

uang rupiah. the rupiah currency.
Dan apa, kayak harga And what, like oil
minyak juga, suka prices too, likes to
mengikuti. follow.

* Translated using automated machine translation

Table 1: Sample of truth and lie statements in IDC
transcription

Based on their result from the previous task, the
subjects have to lie to the interviewer for the
second task, telling them that they successfully got
match scores with the generalization of the
Indonesian  top entrepreneurs. All  of the
participants were being motivated to commit such
lies with financial reward. After the interview
session, we label each speech segment as lie or
truth. From the corpus, we collected the total of
5,542 sentence-like segments, specifically 1,127
lying utterances and 4,415 truthful utterances.
From each utterance, we also have the transcription
which transcribed manually by humans as can be
seen in Table 1.

4  Lexical-based Approach

4.1 Experimental Setup

As the attempt of automatically detecting
deception in people, we try to explore deception
cues within the choices of words when lying to
others. In this experiment, we use Linguistic
Inquiry and Word Count (LIWC) (Pennebaker et
al., 2007) and Whissell’s Dictionary of Affect in
Language (DAL) (Whissell, 2009) in order to
determine the psychological scores for each
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Figure 1: Proportion of data used for experiment

sentence. Using LIWC, we extract 72 features
which comprise of word class scores and also
scores for non-word elements of the sentence such
as punctuations and parenthesis.

From IDC, we use 9:1 of all data as learning
data and the rest of them as testing data. For the
learning experiment, we use 8:1 of all learning data
as training data and developing data as can be seen
in Figure 1. We use three classifiers, Random
Forest, linear Support Vector Machine (SVM), and
Neural Networks.

Due to the unavailability of Indonesian
dictionary in both of LIWC and DAL, we have to
automatically translate the transcription into
English using machine translation. However,
because the psychological scores are calculated
based on the word occurrences, incorrect word
ordering in the translated text will not affect much.
Hence we have to focus on how to make all the
words from the transcriptions can be translated.
Therefore, for the preprocessing steps, we use
Indonesian sentence formalization of inaNLP
(Purwarianti et al., 2016) to formalize any slangs
or incorrectly transcribed text, followed by the
second step of formalization using our own
Indonesian formal dictionary that contains pairs of
slang, non-standard word, or abbreviation along
with its formal phrase. After that, we translate the
transcription using automatic machine translation
for Indonesian-English.

4.2 Result of Experiment

Using the three classifiers, we obtained the best
result using Random Forest with 80.29% accuracy
and 74.12% for F-measure as can be seen in Table
2. The imbalanced dataset made most of the data to
be classified into the majority class, which is the



Accuracy | F-measure

(%) (%)
RF 80.29 74.12
SVM 79.93 71.01
NN 55.15 59.61

Table 2: Experiment result of Random Forest (RF),
Support Vector Machine (SVM), and Neural

Network (NN)

Truth | Lie

Model Resampling Acc Fm Acc Acc

Techniques | (%) (%) %) %)
- 80.29 | 7412 | 98.19 | 9.01
RF SMOTE | 79.93 | 71.01 | 100.00 | 0.00
RUS 55.15 | 59.61 | 54.98 | 55.86
- 79.93 | 71.01 | 100.00 | 0.00
SVM SMOTE | 56.42 | 60.70 | 58.14 | 49.55
RUS 52.08 | 56.79 | 51.13 | 55.86
- 78.65 | 73.28 | 95.79 | 14.29
NN SMOTE | 36.89 | 39.09 | 27.15 | 32.50
RUS 58.41 | 62.15 | 63.12 | 27.67

Table 3: Experiment result of Random Forest (RF),
Support Vector Machine (SVM), and Neural
Network (NN) models using several resampling
techniques

truth class. We obtained 98.19% accuracy for
classifying the truth data and only 9.01% for
classifying the lie data.

In order to handle the imbalance data problem,
we also try to apply two resampling techniques,
Synthetic Minority Over-sampling Technique
(SMOTE) for increasing the minority classes and
Random Under-sampling (RUS) for decreasing the
majority classes in training data. By applying the
two resampling techniques, we manage to increase
the ability of the classifiers in detecting deception.
However, it also decreases the ability in detecting
truth as well. This causes the F-measure score for
each classifier to decrease as can be seen in Table
3.

We also try to identify the most dominant LIWC
word classes of the data by calculating the
coverage of each word class for both lie and truth
data. After that, we calculate the ratio between the
two coverage scores to get dominance of each
word class (Mihalcea & Strapparava, 2009). The
calculation is performed on every data in the IDC
corpus. As can be seen in Table 4, the result shows
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Score | Class
Lie

1.45 | See: view, see
1.38 | Insight: think, know, consider
1.26 | Cause: because, effect, therefore, hence
1.23 | Body: cheek, hands, spit
1.19 | We: we, us, our

Truth
0.00 | Death: kill, die, death
0.37 | They: they, their
0.50 | Female: she, her, female
0.63 | Anger: hate, kill, annoying
0.67 | Work: job, majors

Table 4: Dominant word classes from each label

the most dominant word classes of every data
category along with the examples of the words for
each class (Pennebaker et al., 2007). Word classes
with scores higher than 1 mean the classes are
dominant in lie data and less than 1 mean the
otherwise.

The dominant words result shows a different
perspective from previous studies. Self-referencing
words, specifically ‘we’, appear mostly in
deceptive statement instead of truth statement. This
is due to the tendency of subjects to relate their lies
with other people. This can be the result of the
subjects not wanting to take the responsibility for
themselves and also wanting to defend their lies.
Therefore, the subjects tend to use the word ‘we’
with the intention to build a perception as if many
people support what they say. Besides, according
to the data, most of the ‘we’ that subjects use in
their lies are not referred to ‘we’ as a small group
of people but related to ‘we’ as almost all people in
particular location or even around the globe. There
is also an interesting finding in the second most
dominant word class of the lie data, which is
insight. When the subjects are lying, they tend to
use ‘I think” as if there is a slight doubt when they
are speaking. It can also be caused by not having
any evidence from the outside world to support
their ideas. Thus they choose to say it with ‘I
think’ instead of answering the interviewer’s
questions directly.

Moreover, some of the dominant classes are
caused by the tendency of the subjects to answer
certain topics of the corpus in a similar way. This
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is due to there are only 6 topic areas that are being
discussed in the interview session. For example,
the female word class appears to be very dominant
in truth class because there are a lot of subjects
who answer the question with something related to
cooking with their mothers. Besides, the word
class anger which comes from negative emotion
words is also very dominant in the truth class
because the subjects mostly answer questions
about cheating without lying.

In addition to the analysis of LIWC based word
classes, for DAL, there are three classes, which are
pleasantness (how pleasant the word when it is
used), activation (how active the word is), and
imagery (how easy the word is to evoke an image).
From the three categories, the imagery class seems
to be the most promising category amongst all.
When the imagery score is high enough, there is a
bigger probability that the instance is closely
related to lying utterances.

Regarding the incorrect classification of some
instances, it might be caused by several reasons.
First, we only explore one sentence-segment for
each instance. There might be some correlations
between the segments we are exploring with the
previous and/or next segment. For example, when
people are lying at the first sentence, they are
likely to lie again in the next sentence they say as
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Model Resampling | Acc Fm -I:&lézh IA‘IC?:
Techniques | (%) (%) %) %)

- 79.93 | 71.35 | 99.77 | 0.90

RF SMOTE | 79.93 | 71.01 | 100.00 | 0.00
RUS 55.88 | 60.26 | 55.20 | 58.56

- 79.93 | 71.01 | 100.00 | 0.00

SVM SMOTE | 56.78 | 61.03 | 58.37 | 50.45
RUS 58.41 | 62.45 | 60.18 | 51.35

- 80.36 | 73.32 | 99.09 | 6.31

NN SMOTE | 56.60 | 60.85 | 58.60 | 48.65
RUS 75.23 | 74.64 | 85.97 | 32.43

Table 4: Additional experiment result of Random
Forest (RF), Support Vector Machine (SVM), and
Neural Network (NN) models using several
resampling techniques

they want to defend their previous statement. There
are also some possibilities that when the subjects
answer the question with lying, the whole answer
may show the deception cues. However, taking
consideration only some part of the whole answer
can make us lose the pattern.

Furthermore, some of the instances contain only
‘yes’ or ‘no’ answer which caused the deception to
be unidentifiable by only using the lexical
approach. Using only word analysis will only
cause the instance to be classified into the majority
class. In this case, the experiment result shows that
for some model, all instances are classified into
truth label as it is the majority class. Regarding the
same sentence with a different class, speech
analysis can be performed for increasing the
deception detection performance. This is due to
when we explore the recorded sound data,
especially for instance with ‘yes’ or ‘no’ answer,
there are a slightly different pitch pattern and
silence duration from lying utterances and truthful
utterances. It has also been confirmed that there
has been a significant increase in pitch of the
deceptive speech over truthful speech (Ekman,
Sullivan, Friesen, & Scherer, 1991).

5 Additional Experiments

5.1 Experimental Setup

As the result of the low accuracy in detecting
deception, we perform an additional experiment. In
this case, we also try to use features from the
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Figure 3: Comparison accuracy and F-measure between using development data and test data

acoustic/prosody that can be extracted from the
recorded sound data of IDC. In accordance with
previous research related to detecting deception
using speech analysis (Enos, 2009; Graciarena et
al., 2006; Hirschberg et al., 2005), we use features
from silence, energy, and pitch category then apply
some normalization techniques to the extracted
features.

From the silence category, we calculate the time
taken by the subjects to answer the questions,
duration between sentences, the number of silence,
and the duration of all silence in each instance. For
the energy and pitch category, we calculate the
number of changing energy and pitch (falling,
rising, doubling, halving), the maximum, minimum,
and mean values of energy and pitch, also other
energy and pitch related features. For the
normalization techniques, we calculate the
difference from the mean, the ratio with the mean,
and z-score for each score.

5.2 Result of Experiment

From the combination of lexical and
acoustic/prosody features, we can see a better
result compared with using only lexical features as
can be seen in Figure 2. The best classifier in this
experiment obtained the best result with F-measure
of 74.64% and accuracy of 75.23% using Neural
Network and RUS as can be seen in Table 4.
However, for the other classifiers, the combination
of lexical and acoustic/prosodic approach does not
affect much. We can see that the combination of
the two feature categories gives a better result for
both SMOTE Neural Network and RUS Neural
Network compared with the previous experiments.

We also test our model using the testing data
that we have introduced before. For each
experiment, we select the best classifier to be
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tested. We select Random Forest for the lexical-
based only approach and Neural Network for the
other approach and get the result as shown in
Figure 3. We can see that there are not any
significant differences between the result using
development data and testing data. From this, we
can also say that the corpus that we use in this
experiment can be considered as consistent.

6 Conclusion and Future Works

In this paper, we have described the explorations
on analyzing deception in Indonesian transcribed
interviews using the data collected from IDC.
Seeing that the experiments give promising results,
we can use the lexical approach as an initial step
for detecting deception in people. Besides, we can
also combine the lexical approach with using
acoustic/prosodic features. In future works, we
plan to combine the lexical features along with
other speech related features for identifying
deception as it can give broader information about
the data. We will also take into consideration the
correlation between the previous sentence and also
the following sentence that the subjects say.
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Abstract

Language contact is one major factor for
language change. In some cases such
changes are brought from a language of
higher status. The present study examines a
systematic phonological change among
current young Hong Kong Cantonese
speakers. L1 Cantonese Speakers of both
genders in three age groups were tested for
production of Cantonese alveolar affricates
/ts/ and /ts"/ phonemes in a carrier sentence.
English and Cantonese control sounds were
also added to the reading list. Results show
that speakers of the younger generation
have a larger tendency in substituting /ts"/
and /ts/ with the English sound /47 in the
back-vowel context. Two probable reasons
to such change, language contact and
gestural proximity, were identified. The
findings clearly acknowledge a
sociolinguistic change of /ts"/ > [{f] for the
younger generation in contrast to the elder,
and suggest that foreign influence that
could be possibly traced back to the
influence of the English language.

1 Introduction

Language change through languages contact has
been recorded in ways including lexical or
structural borrowing [1]. However, structural
borrowing, especially that of sound change, is less
commonly documented. This study explores a
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sound change occurring in Cantonese by a
probable language contact from English. The
sound change under investigation is usually found
among Cantonese speakers of younger generation.
Recent studies have exemplified that many
segmental (e.g., the merge between /n/ and /I/ [2])
and supra-segmental (e.g., tone merging between
Cantonese tone 2 and tone 4 [3] [4]) sound changes
had taken place in Cantonese. However, apart from
the sound change within Cantonese itself, as has
illustrated above, could it be probable that this
dialect can accommodate foreign influences as
well? The present study intends to test whether
young speakers in their 20s will produce the
Cantonese alveolar affricates /ts/ /ts"/ with an
“English touch” as the post-alveolar laminal
affricate [tf]. It attempts to tackle language change
not from an evolutionary point view but from one
of foreign contact: i.e., the language under
investigation borrowing some new features from
another language. To investigate this question, a
production experiment sampling speakers from
different age groups producing Cantonese and
English sounds was performed.

2 Literature Review

Hong Kong Cantonese, a variant from the
canonical Cantonese language or the Yue dialect,
has a rich consonantal inventory including alveolar
affricates (/ts/ and /ts"/) but without post-alveolar
laminal affricates (/47 and /dz/). On the other hand,
standard British and American English have a
three-way distinction of /ts/, /f/ and /dz/.



Descriptive and pedagogical literature has
shown the phonetic similarity of these alveolar and
post-alveolar affricates [5] [6] [7]. For example,
investigations from AHSA [6] show that the
English /tf/ & /d3/ are acoustically similar to the
Cantonese sounds [ts"] & [ts] respectively. On one
hand, the English /tf/ & /d3/ are palato-alveolar, the
former being voiceless and the latter being voiced.
But on the other hand, the Cantonese [ts"] & [ts]
are alveolar, and both are voiceless. Despite the
phonetic similarity, these post-alveolar affricates
are still regarded as difficult sounds for Cantonese
learners to acquire [5] [7]. Other studies, however,
identify the Cantonese [ts] sound as an equivalent
to English /tf/ among others in the Cantonese
inventory [8], but such studies are extremely scarce.

Even though the pedagogical literature [7] [8]
suggested pronunciation techniques to avoid the
influence of Cantonese [ts"] & [ts] on /tf/ & /d3/
(which is an underlining support to the clear-cut
differences of these sounds), the real Cantonese
speech by young generation suggests something
different. Anecdotal records have shown that the
productions of fricatives are undergoing changes
among young speakers of Cantonese.

Similar processes have been identified in
some other languages in literature. From a
diachronic point of view, language change
influenced by foreign languages, or creolization,
may take place within or across typological
boundaries [9]. For example, a Mayan dialect has
palatalized the nasal sounds /m, n/ under the
influence of a neighboring communities (ibid.). Sri
Lanka Creole has stress pattern rules transferred
from Portuguese. A colonial inheritance was also
identified from the latter, whose speakers are
perceived to have more power and as higher-class
individuals. Similarly, Lai & Gooden [10]
identified the socio-phonetic change of [K]>[I] in
Yami, a language in Taiwan, due to language
contact with a more powerful language.

The reason for proposing foreign influence to
resolve the current problem also lies in the
observed instability of the alveolar affricates in
Cantonese. Labov [11] denotes that the instability,
usually age or class differences within a phoneme
is a signpost for socio-phonetic change. Thus, the
present study brings about a new possible
explanation of foreign influence to the sound
change of Cantonese in the current multilingual
landscape of Hong Kong. Such an explanation
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differs from mainstream theory suggesting these
changes being mostly intrinsic within the evolution
of a single language.

Thus, as backed up by previous literature, the
study intends to investigate the following research
questions:

1. How do Cantonese speakers of different
age groups produce Cantonese words with /ts", ts/
and English words with /4/?

2. Can the sound change /ts"/ /ts/ > /] be
identified from any of these age groups?

3. If yes, what may be the underlying reason(s)
for such sound change?

3 Methods

The study intends to test whether young speakers
in their 20s produce the Cantonese alveolar
affricate /ts"/ and /ts/ in an English accent as the
post-alveolar laminal affricate [tf]. A production
experiment is designed. In the experiment, 12
native Cantonese-speaking participants from three
age groups read out both English and Cantonese
stimuli in a recording booth. All recorded sounds
are identified by three trained phoneticians.

3.1 Participants

Participants are twelve speakers in three age
groups, namely 20s, 30s and 60s (mean age=25.5,
37.4 and 61.6, std<3.506). The gender ratio is 1:1.
They are all native Cantonese speakers, children of
monolingual Cantonese parents, and are all
educated with English. The 20s group are all
college students and learned English from
elementary school. No speech or hearing disorder
has been reported. They are asked to read aloud the
stimuli in front of a MD recorder in a sound booth.

3.2  Stimuli

Stimuli words in the experiment consist of both
target stimuli and control words. The target stimuli
are 15 Cantonese character with their
pronunciation having /ts"/ and /ts/ as the initial
consonant. A series of control sound are also
chosen to test the hypothesis of English foreign
influence. Firstly, 15 Chinese characters whose
pronunciation begins with /t"/ sounds are recorded
for controlling age groups. Secondly, 10
monosyllabic English words with /tf/ as the initial
consonant are also recorded for controlling
language. All stimuli are grouped with vowel four



contexts: high front (/i, y/), high back (/u/), low
front (/a, €/), and low back (/o/). The number of
stimuli of each vowel context is not balanced
because of the lack of words for some conditions.
The complete list of stimuli Chinese characters and
English words are listed in Table 1.

Chinese ] English
It/ 1ty
fth 73 & ¥ Jit |charge chirp
mi ) f ok 2 |chap chore
[ ) check chuck
s fts) choose choke
' cheek chick
P kb SR e
I I AR
ERUBI g

Table 1: Chinese and English Stimuli

3.3  Procedure

The production experiment took place in a sound-
proof booth in Hong Kong. First, the participants
were asked to read aloud the Cantonese stimuli in a
carrier sentence “{E M4 R IE RN Y (ls his
name called ?)”. For English words, a similar
sentence “Now I say again” was used. Both
Cantonese and English carrier sentences were
controlled for V__V phonetic environment for the
acoustic clarity of segmenting the target affricate
for analysis. Participants were asked to read these
carrier sentences for 10 times each in randomized
order. The total number of tokens for Cantonese is
15 words X 2 word groups X 10 repetitions = 600
and for English, the total number is 10 words X 10
repetitions = 100. All carrier sentences were
recorded by a Shure SM 57 Microphone with the
sampling rate of 44100Hz in mono channel.

Then, the target sound in both Cantonese and
English tokens were segmented from the sentence
and stored as isolated sound tokens. The data of
which was transferred to a laptop PC with a
headphone for sound classification and judgement.
To measure and classify the production in terms of
phonemic transcription, three phonetically-trained
Cantonese speakers listened to both Cantonese and
English productions, and then judged their
phonetic categorization.
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4  Results

The results of the production experiment are
presented in this section. For both Cantonese and
English speech, we present statistical comparisons
of the dependent variable of correct percentages of
productions judged by the phonetically trained
listeners, and the comparisons were grouped by the
independent variables of age groups (participants
in their 20, 30 and 60s) and vowel contexts.

4.1 Cantonese Speech

Overall, for Cantonese speech, the main factor of
age group and the intermediate factor of vowel
were examined for two groups of Cantonese words,
the /t"/ control group and the experiment group.
The inter-rater reliability for the Cantonese speech
was 86%. Rater confidence was also high.

For the control group, 100% sound were
pronounced as /t"/ as predicted, and we did not see
any of the tokens with a palatalized sound change.
Therefore, no further statistical comparison was
done for the control group.

For the experiment group, overall findings of
statistical comparisons showed that the 20s and 40s
speakers are producing significantly different
patterns for the sounds /ts"/ and /tf/. In detail, for
age groups, it was found that only the 20s showed
significantly more /tf/ sound tokens.

As for the effect of vowel context, the
substitution of /tf/ only occured after vowels of /of
and /u/ (p<.001), which are all back vowels (see
Table 2). However, the /ts"/sound remained less
changed or even unchanged in vowels of /i/, Iy/, I/,
and /a/. One-way ANOVA comparisons showed
that the differences between the three age groups
were significant [F(2, 543)=3.245, p<.01]. Within
the 20s and 30s group, the effect of the
independent variable of vowel condition was
significant, with the 20s’ age group having a larger
significance. However, there was no significance
of vowel quality for the 60s group [20s: F(5,
215)=3.245, p<.001; 30s: F (5, 149)=2.468, p<.05;
60s: F(5, 227)=2.045, p=.267].

Vowels | Stimuli 20s 30s 60s
fal B g | 85% 85% 90%
[el i B 100% | 100% | 100%
fil B B 90% 100% | 100%
ol & 15 42% 71% 89%




ful i B 24% | 56% | 89%

Iyl i 89% | 85% | 100%

Table 2: Percentage of Cantonese /ts//ts"/ tokens
pronounced correctly by three age groups,
perceived by three phonetically-trained persons.

4.2 English Speech

The English speech of speakers from each age
group was also investigated for qualitative analysis
by phonetic judgement. The inter-rater reliability
for the Cantonese speech is 92%. Rater confidence
was very high. The results were shown below.

The correct English pronunciation of /tf/ is
much higher for 20s young age group as expected.
However, in terms of vowel context variability, the
correct tokens of /tf/ productions mostly occurred
after vowels of /o/ and /u/ (see Table 3). One-way
ANOVA comparisons showed that the differences
between the three age groups were significant [F(2,
97)=2.253, p<.01]. The effect of the independent
variable of vowel condition was significant as in
the Chinese speech for all three age groups, with
the 20s” age group having a larger significance.

Vowels | Stimuli 20s 30s 60s

fa/ charge chap | 43% 25% 22%
chuck

el chirp check | 47% 30% 32%

fil chick cheek | 48% 37% 32%

o/ chore choke | 80% 71% 67%

ful choose 85% 65% 58%

il e W W
" il e A el A
Y T YA

Table 3: Percentage of English tokens pronounced
correctly as /tf/ by three age groups, perceived by
three phonetically-trained persons.

4.3 Summary

If we combine the vowel groups /i/ and /y/ for
Cantonese, data in both languages can be divided
into 5 vowel groups (/a, ¢, i o, u/). The Cantonese
and English data could show some common
tendencies when they were superimposed together
for each age group (See Figure 1). The English and
Cantonese percentages seem inversely proportional
for all groups but the 20s group shows the highest
tendency in all three groups.
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Figure 1: Average percentage of correct instances
for the 20s (upper) 30s (center) and 60s (lower)
age groups. The blue line represents
Cantonese/ts//ts"/ and the red line represents
English /tf7.

5 Discussions

In answering the research questions 1 and 2, we
may conclude that the language change under
discussion did exist. Speakers of all ages exhibited,
at least to some extent, both [ts"] and [tf] in their
productions of Cantonese /ts"/. We may also regard
the “newly” discovered [t[] as an allophone of /ts"/
in the Cantonese inventory, especially for the 20s
generation. In other words, the substitution of /ts"/



could be regarded as a sound change /ts"/ /ts/ > /tf/
in the group of young speakers. However, for 30s
and 60s generations, the overall percentage of /tf/
tokens appeared significantly fewer compared with
the 20s generation. Another important finding is
that the difference in rates of correct production
lies primarily in back vowel conditions (/o, u/), as
has been confirmed by post-hoc tests of the
statistical analyses. The reasons for the language
change and especially the effect of back vowel
conditions will be addressed in the following.

As an attempt to answer research question 3,
the rest of this section explains the reasons to this
language change by proposing effects of (1) the
universal gestural economy conditions in vowel
contexts and (2) sociolinguistic contact of foreign
sounds.

Firstly, the vowel condition can be attributed to
anticipatory gestural economy. Results has shown
that labialization is especially evident for words
with back vowels. It is argued that this may be
driven by speakers’ gestural economic strategy to
approximate these two sounds [12] seen in socio-
phonetic changes. The backward movement of the
tongue body involved in the alveolar > post-
alveolar change is in accordance with the
backward movement of the tongue body in back
vowels [13], hence the greater inclination of this
change.

Moreover, the English speech results show that
the speakers had not pronounced the sound fully as
English /tf/ but having a similar pattern of vowel
variation, as shown in the inverse proportion of /ts,
ts"/ and /tf/ in Figure 1. This further agrees with the
gestural hypothesis of the language change stated
above. The gestural economy of moving the tongue
body up to form an affricate in anticipation of back
vowels as pulling the tongue backward has made
the sound change easier in gestural terms.

Secondly, the sound change of /ts/ > /tJ/ as a
whole can be regarded as from language contact.
The Cantonese phonological inventory contains no
post-alveolar sounds in general, and that the
Chinese dialectal system is rare with laminal post-
alveolar affricates. It is more plausible to consider
this case as from foreign influence, despite the
scarcity of such cases [14].

But what might have motivated the change
from language contact? The /tf/ sound has affected
the Cantonese language systematically in
phonology instead of just through loan words. One
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reason of such systematic change might be the
social drive for the younger generation to
acculturate or even assimilate to the western way
of speaking. The “language identity” factor may
had hoisted this sound as a more socially accepted
norm in the peer group than the conventional /ts"/.

Tracing back the foreign influence leads to the
sociolinguistic impact of such trend of changing.
The senior and young participants of this study,
without any linguistic knowledge, showed divided
opinions towards it as the researcher seek their
attitudes towards the change. When the researcher
randomly sampled the senior group (60s)’s attitude
towards such linguistic use, the response was that
such usage “comes from younger generations”,
which is valid. They commented that such usage is
“talking when biting the tongue”, “pretentious”
and “almost a kind of polluted language”.
However, when the researcher asks younger
participants (20s), irrespective of whether they do
use /tf/ or not, they responded that “everybody does
that”, “it’s cute and lovely” and “I think it is going
to be a norm in the future”. Such polarized
perceptions towards the same phenomenon in
language change clearly portraits the ideological
construct of a linguistic form; and in that new
linguistic forms may or may not be welcomed by
social ideals. A similar viewpoint was proposed by
Labov [15] where the Canadian French /r/ sound
pronunciation witnessed the coexistence of some
clear-cut different productions, namely apical /r/
and uvular /r/, by speakers from two generations.
He thus concluded that parental influence on the
next generation often accelerates the polarization
of sounds undergoing language change.

6 Conclusion

The study provides empirical evidence to an
ongoing sound change in Hong Kong Cantonese.
Young college students in around their 20s has
been using a different variety of alveolar affricates
/ts"/ and /ts/, producing it as the post-alveolar
laminal affricate [tf]. Since this sound, with its
place of articulation, does not appear in Cantonese
phonology and is spoken only by younger
generations, we speculate that language contact
may be responsible for this undergoing sound
change. Also, the cross-linguistic tendency of /tf/-
substitution exists mainly in back vowel conditions
was found in both Cantonese and English, as a



probable result from anticipatory gestural
configurations. From the above two findings, we
have identified an interwoven influence of
articulatory phonetics and foreign influence. For
future studies, there could be more foreign
influences on other phonemes could be identified
as young Cantonese speakers continue to be
exposed to and identify themselves with the
English language. In the long run, such features in
the phonemic inventory may be preserved.
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Abstract

One of the big challenges connected to large
vocabulary Arabic speech recognition is the
limit of vocabulary, which causes high out-
of-vocabulary words. Also, the Arabic
language  characteristics are  another
challenge. These challenges negatively affect
the performance of the created systems. In
this work we try to handle these challenges
by proposing a new unsupervised graph-base
method. Finally, we have obtained a 4.6%
relative reduction in the word error rate.
Comparing our suggested method with other
methods in the literature, it has given better
results. Moreover, it has presented a major
step towards solving this problem. In
addition, it can be easily adaptable to other
languages.

1 Introduction and state of the art

One of the big challenges in speech recognition
is how to cover all possible words by a speech
recognition system. The vocabulary of a
conventional large-vocabulary continuous speech
recognition system is finite, and this vocabulary
limits the terms that appear in speech
transcriptions. The words that do not occur in the
vocabulary of the recognizer are called “out-of-
vocabulary” words. This problem is a perennial
challenge for speech recognition, where the out-
of-vocabulary words are badly recognized. A
larger vocabulary for the automatic speech
recognition system is not the solution, since
language is in constant growth and new words
are steadily enriching the vocabulary. In (Ng and
Zue, 2000), an analysis of news text
demonstrated that the vocabulary size would
continue to grow as the dataset got larger. In
other words, it was not possible to create single

large vocabulary that would eliminate the out- f6'1

vocabuga}r}/ prablem. Cansequently, it was not
S

possible to create a language model that would
cover all the words of any language.
Furthermore, under certain conditions, adding
more words could compromise the recognition
performance of words already in the vocabulary.
According to (Logan et al., 2005), up to 10% of
all query words in a typical application that used
a word-based recognizer with large vocabulary
could be out-of-vocabulary words. Of course it
was possible to update the vocabulary of the
Automatic Speech Recognition (ASR) systems
by adding new words to the language model.
However, as noted by (Logan et al., 2005), it
could be difficult to obtain enough training data
to train the language model for new words.
Additionally, for most application scenarios, it
would not be feasible to re-recognize spoken
content once the initial transcription was
generated, due to the high computation cost of
the ASR process and the huge sizes of daily
spoken content collections. For these reasons, the
out-of-vocabulary problem was a formidable
one.

For the Arabic language, this problem limits
the performances of speech recognition systems.
As noted in the previous paragraph, it is not
practical to recreate a new language model each
time we want to enrich our systems by new
vocabulary. To deal with these problems, some
superficial work has been done. In (Novotney et
al., 2011), a morpho-base language model was
used in speech recognition systems for four
morphologically rich languages which were
Turkish, Finnish, colloquial Egyptian Arabic and
Estonian. The authors said that the experiments
showed that the morph models performed fairly
well on out-of-vocabulary words without
compromising the recognition accuracy on in-
vocabulary ones. Nevertheless, they reported that
the Arabic language was the exception where
their proposed method failed. They noted that
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this might be due to the Arabic language
characteristics. The second work belongs to (El-
Desoky et al., 2009), where the authors
addressed the out-of-vocabulary problem and the
non-appearance of diacritical-marks at the
Arabic written transcriptions. The authors
introduced a morphological decomposition, as
well as a diacritization in Arabic language
modeling. Their experiments showed a reduction
in the Word Error Rate (WER) by 3.7%.
However, they still suffer from the new words in
languages and diacritical marks in the Arabic
words, which present a big problem for Arabic
speech recognition. Other work related to this
topic has been done in other domains, as in (Al-
Shareef and Hain, 2012), (Razmara et al., 2013),
(Creutz et al., 2007), (Diehl et al., 2009) and
(Habash, 2009).

In our work, we investigate a graph-based
method to deal with the present challenge. We
use our web crawler to collect text data from the
Internet on a regular, continuous and up-to-date
basis. We wuse the collected text for the
construction of an oriented weighted graph,
where each node presents a word and each arc
presents the relationship of succession between
two words in the Arabic language. After that, we
use a graph search method to detect the false
words in the transcription. Finally, we discover
the best words that can be replacements.

The paper is organized as follows. In section
2, we present our methodology of performing
false-word correction and we deal with out-of-
vocabulary words. Our experiments are
discussed in section 3, while section 4 gives the
conclusions.

2 Methodology

In this section we describe how the corrections of
false words are performed. Figure 1 describes the
steps of the work.

__________________

£ _Bloc (B0)
Speech recognition |
— % 5 (B3)
Words Correction |
--------- L S—

Corrected 1

__________________

*_Bloc (B1)
Text collection

——*—Bloc (B2)
Graph Construction | -l

Figure 1: Architecture of the proposed system.

2.1 Linguistic tools

Our acoustic model is built with the help of the
CMU Sphinx (Lamere et al., 2003). We train it
using 51h of audio material for the modern
standard Arabic, recorded by 41 native speakers.
Each audio file is accompanied by its
transcription. The audio files are converted to 16
kHz, 16 bits, mono speakers, and in an MS WAV
format, as required by the Sphinx trainer. The
phonetic dictionary is similarly used by almost
all researchers in the construction of Arabic
speech recognition systems (Ali et al., 2009).

Our language model training corpora consist
of around 200 million running full words
including data from Ajdir Corpora, Tashkeela
corpora (Zerrouki and Balla, 2017), Abbas
corpora (Abbas et al., 2011), OSAC corpora
(Saad and Ashour, 2010) and collected corpora.
Our statistical language model is constructed
using the SRILM toolkit (Stolcke and others,
2002).

To evaluate the recognition performance, our
small audio corpus of 8h for all our experiments
is divided into 12 audio files. Each one contains
almost 40 minutes of speech. They contain
almost 48,000 Arabic words where 2,000 of
them are out of vocabulary (they do not exist in
the vocabulary of the system).

For the construction of the oriented weighted
graph we use our web crawler to collect text
from the Internet and our Java implementation to
construct the graph, where each sentence in the
collected corpus is transformed to a set of
connected words in the graph (i.e., each node of
the graph contains one word).

2.2 Speech recognition (B0)

To make the speech correction, it is much easier
to work on the text more than spoken documents.
For this reason, we have to use a speech
recognition system to get the transcriptions of the
spoken documents.

We use the CMU Sphinx tools to construct our
speech recognition systems. The utilized data are
described in the linguistic tools section (section
2.1) and the obtained results are described in
section 3. The system gives us the transcriptions
for the recognized speech files.

2.3 Text collection (B1)

The text collection is a process to collect Arabic
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Arabic text. We use our web crawler in this task.
It proceeds as follows:

e Search for the addresses of Arabic web
sites in the Internet using API search
engines.

e Only Keep addresses of authentic sites:
(using the WOT tool, which is a tool
powered by 140 million users, machine
learning, which is a free browser
extensions, and mobile app and API,
which let us check whether a website is
safe and contains correct information
before reaching it).

e Save the authentic addresses in a
database.

e Parse the authentic web pages and
collect the Arabic texts.

e Save the collected Arabic texts in files
(text corpus).

The first successful execution of our web
crawler allows collecting more than 2,981 Arabic
text files. The advantage of our web crawler is
that it systematically updates the corpus. That
way we guarantee that our corpus is updated and
increased each time. We guarantee also that each
new word in the language will be added as soon
as possible. The collected corpus is used to
create our oriented weighted graph in the next
section.

The graph is systematically auto-updated by
new texts from the Internet, which make it bigger
day after day. The update of the corpus follows
the next steps:

e Search for the addresses of Arabic web
sites in the Internet using API search
engines.

e Only Keep addresses of authentic site:
(using the WOT tool).

e For each found authentic address check
whether it does not exist in our database,
then save it; else do not save it.

e Parse the authentic web pages and
collect the Arabic texts.

e Save the collected Arabic texts in files
(text corpus).
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2.4 Graph construction (B2)

Using the collected corpus in the previous
section, where our web crawler is issued, we
create an oriented weighted graph that depicts
the Arabic language words succession (Figure 2).
Each word in the corpus is transformed to a node
in the graph. And each two words that succeed in
the corpus they will linked by an arc in the graph
as described in the following table.

0.5

Word 1 Word 2

A\ 4

05 1

Word 3 Word 4

(a) Graphillustration
Node

Word

Number of
occurrences
Date of first use
Next nodes
Weight of next
relations

(b) Node structure

Figure 2: lllustration of the constructed oriented
weighted graph and the structure of its nodes.

The graph of Figure 2 presents the relationship
of succession between the four words and the
probabilities of these successions. Where the
value (0.5) that exist on the arc between “word
1” and “word 2” presents the probability
P(“word 27| “word 17). It is systematically auto-
updated by new texts from the Internet, which
make it bigger day after day. This graph is used
to correct false words in the transcription.

Each node in the graph is a word from the
corpus. Also, it contains only one Arabic word
and the information related to it. (a) describes the
node structure and its fields. Hence, each
sentence in the corpus is transformed to a set of
connected nodes in the graph. The following
points describe the following node fields.

e Word: Field containing the word

e Number of occurrences: Field containing
the number of occurrences of the word in
the corpus



e Date of first use: Field containing the
first appearance of the word in the
Internet or in documents

e Next nodes: Links to the next nodes

e Weight of the next relations: Field
containing the weight of the relations
between the current word and the next
words.

To create our graph we pass by the following
steps:

e Create for each word in the corpus a
node in the graph. Each word has only
one node in the graph, even if it exists
several times.

e If a word “X” comes after another word
“Y” in the textual corpus, then the node
of the word “X” will be linked by an arc
to the node of the word “Y” in the graph.
The following example explains how
two words can be transformed to the
graph and how we make the link
between them.

In the In the graph
text
Word X = WordY
« Hello
word »

Table 1: Illustration of the arc construction
between words.

The arc between any two words “W” and “Y”
is weighted by P(W|Y), which is the probability
of the appearance of “W” and “Y” together such
as that “Y” arrives after “W”.

2.5 Word correction (B3)

Our goal in this section is to correct the false
words in the transcriptions using the graph
created in section 2.4. The correction passes by
the steps explained in the next sections:

Suppose we have the following sentence,
which contains a false word (Word 3).
Word1 Word2 Word3 Word4 Word5 Word6

To correct the false word (Word 3) we follow
the following steps: 16

2.5.1 False-word detection

First of all, we should detect the false words in
the transcriptions, for that we use the oriented
weighted graph created in section 2.4. The graph
contains the Arabic words collected from the
Internet, books, journals, etc. Added to that, the
graph is automatically updated by the new words
that appear in the language. Logically, any
correct word in the transcription should be
presented in the graph. To know whether a word
is false or not, we search for it in our created
graph. If it exists, then it will be correct. Else, it
will be considered as a false word and it will pass
to the correction step.

2.5.2 Context-window construction

The context window is a set of words that
appears with the false word in the same sentence
or in the same phrase. It contains N words from
both the left and the right of the false word. The
context window is used to search correct words
that appear in the same context as our false word.
Table 2 gives an example of the context-window
construction.

Therefore, each false word has more than one
context window. Each context window has a
different size. The size of the context windows
for a false word starts from N=1 (one word from
the left and one word from the right of the false
words) and reaches N=N, which is the maximum
number of words that appear with the false word
in the transcription.

We vary the size of the context window for
each false word in order to search for the most
appropriate context window size that filters out
the best possible replacements for the false word.
We consider the best context window size as the
size that gives us the minimum of possible
replacements. We make this choice because we
consider that the context window which gives the
minimum number of replacements is a better
semantic filter than the windows which give
more replacements.

The false word (Word 3) in the following
example :

Word1 Word2 Word3 Word4 Word5 Word6

has 2 words on the left and 3 words on the right.
Two or more of these words can describe the
context of the false word that we want to replace.
The number of words of the context window (N
words) cannot exceed 3 in the example provided
in section 2.5, because this is the maximum
number of words that can be found with the false



word (Word 3) in one of its two sides (left and
right).

Context | N=1 N=2 N=3
window
size
Left | Word | (Word2- (Word2-
side 2 Word1) Word1)
. Word | (Word4- (Word4-
Right | 4 Words) Words-
side Words)

Table 2: Example of context-window
construction.

2.5.3 Search for possible replacements

After the construction of the context windows,
we search for possible replacements of false
words, using the context windows created in the
previous section. We search in the graph for the
word that has the same context window as our
false word. We take the words order of the
context windows into consideration. For
example, if the false word “word3” appears
between the two words “word4” and “word2” in
the transcription, then we search in the graph for
replacements that appear between “word4” and
“word2”.

The result of this search step is a set of words.
Each set contains a set of possible replacements
for the false word. Also, each set presents the
search results using one of the context windows
of the false word,; i.e., for each context window
for the false word, this step will give us a set of
possible replacements. Table 3 describes the
created context windows for the false word
(Word 3) given in as example in the following
sentence : “Wordl Word2 Word3 Word4 Word5
Word6”.

165

Context N=1 | N=2 | N=3
window size
Word | Word | Word
X X Y
. Word | Word | Word
Possible
founded Y z Z
replacement word word
Z W
Word
W

Table 3: Example of searching possible
replacements.

The next section describes the selection of the
best set of replacements for the false word.

2.5.4 Selection of best set of replacements

The best context window is the one that gives us
the replacements that are semantically the closest
to the false word in its context. Then, the best
context window will give us the minimum
possible of replacements because it filters the
words well and it proposes only the semantically
closest words to the false one. Thus, the best set
of replacements is the one that contains the
minimum number of replacements. This step is
explained in Table 3 and Table 4.

Context window size N=2
. Word X
Possible replacement Word 7

Table 4: Example of selecting the best
replacement set.

2.5.5 Replacement of false word

In the previous step, we chose the set of
replacements that were semantically closest to
the false word because they have the same
context and it works as a semantic filter.
Researchers usually choose one word as a
substitute to the wrong one. For us, we opt for
replacing the false word by all possible
replacements selected from the previous step. On
the other hand, each replacement is put with its
probability of succession that appears in the
graph. This probability defines its relationship of
succession of the replacement with its successor
and predecessor. This process is explained in the
following example.

We suppose that the replacements appear in
the graph as represented in Figure 3 where



“Word X” and “Word Z” are the possible correct
replacements of the false word.

o
h
=

o

7

Figure 3: Replacement relations in the graph.

These two possible replacements will replace
the false word in the transcription as described in
Table 5. Where, the false word is replaced by its
possible replacements. And each replacement is
accompanied by its probabilities of successions
between it and the words of the contextual
window.

Replacing false word by the selected ones

Wordl Word2 (65%)WordX (45%) Word4
Word5 Word6

Wordl Word2(35%)WordZ (55%) Word4
Word5 Word6

Table 5: Replacing the false word.

3 Experiments

Our experiments are decomposed in two parts.
The first one is the post-correction experiments
where we evaluate our speech recognition system
performance before the use of our proposed
method. The second one is the correction
experiments where we evaluate our suggested
method. We evaluate our correction method
twice: the first one before updating the graph and
the second one after updating it. The material
used in the experiments is described in the
experimental setup section just after the
introduction. We use the WER metric, because it
is mostly used by researchers to evaluate
automatic speech recognition systems (Ali et al.,
2009), (Diehl et al., 2009).

3.1 Experiments results

WER% before correction 12.5%
WER% after first correction 8.11%
WER% after second correction | 7.9%
(after updating the graph)

Table 6: Tests results.

Table 6 shows the obtained results. The first line
describes the WER obtained with our speech
recognition system before the correction step.
The obtained WER is 12.5% ,which means that
the transcription contains 6,000 wrongly
recognized words, including the 2,000 out-of-
vocabulary words. After that, to decrease the
WER we execute our proposed method. The
second line of Table 6 contains the WER%
obtained after the execution of our correction
approach, which is 8.11%. This execution was
released with the graph constructed in section
3.3. We notice that the WER is decreased. We
have recorded a gain of 4.39% in terms of WER,
which means a reduction in the number of the
false words. We pass from 6,000 to 3,896 false
words in the transcriptions. Then, 2,104 words
are corrected and 956 of them are out-of-
vocabulary words.

After the correction step, we update our graph
automatically. Then, we relaunch the correction
again, but this time with a richer graph. Line 3 of
Table 6 indicates the obtained results. The WER
becomes 7.9%, with a reduction of 0.21% from
the previous correction; i.e., we pass from 6,000
false words in the transcription to 3,792 ones.
However, the number of the corrected out-of-
vocabulary words is bigger this time. We pass
from 956 corrected out-of-vocabulary words in
the first correction to 1,148 ones in the second
correction, which proves that the update of the
graph has added new words and has positively
influenced the correction process.

Work Gain in WER%
(El-Desoky et al., | 3.7%

2009)

Our method 4.6%
(Messaoudi et al., | 1.2%

2006)

(Afify et al., 2005) | 1.4%

Table 7: Comparison between methods.

The obtained results show the efficiency of
our proposed method in the detection and
correction of false words. In addition, the results
show the ease, speed and performance of our
method in the enrichment of the corpus and in
correction, unlike the classical language models
and the difficulties of their enrichment. As cited
in the methodology section, our method does not
replace the false word by another word from the



possible replacements, but it replaces it by all
possible replacements accompanied by their
probabilities, which gives a huge advantage to
the transcription so that it can be used in various
fields. Moreover, any researcher can utilize any
selection method to give preference to the
suitable word. Furthermore, Table 8 shows that
our proposed method gives better results and
deals better with false words and out-of-
vocabulary ones in the Arabic speech recognition
systems than that of the most recent work in the
field.

3.2 Discussion

We have proposed a method to correct badly
recognized words by any Arabic speech
recognition system. Our method shows a good
performance in the correction task. Furthermore,
it shows an admirable performance in dealing
with out-of-vocabulary words. This is thanks to
our proposed graph which is systemically auto-
updated by new vocabulary and texts from the
Internet. Also, it gives a probabilistic description
for the words succession in the language. Our
method shows a better correction rate than other
methods in the literature (El-Desoky et al.,
2009), (Creutz et al., 2007) especially for out-of-
vocabulary words. In addition, our proposed
method provides better results because it takes
into consideration the Arabic language
characteristics. All this gives our method a great
advantage over other ones. Besides, our proposed
method can be adapted to other languages easily.

We believe that the correction of false
recognized words in any transcription given by
any Arabic automatic speech recognition system
should take into account two major points. The
first is the language characteristics and the
second is the new vocabulary that is appearing in
the language day after day. Our proposed method
is a good step in this field and it can be improved
by other methods like the rule-based ones. This
is going to be our goal during the next work.

4  Conclusion

In this paper we have tried to deal with the
challenges of the limit of vocabulary and the
Arabic language characteristics in large
vocabulary Arabic speech recognition systems.
We have tested a graph-based method. It has
given a good reduction by 4.6% in terms of
WER. Furthermore, it has fairly dealt with the
Arabic language characteristics. The proposig
method presents a good step in this field and

dealing with the challenges. Another important
thing is that our method can be easily adapted to
work with other languages.
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Abstract

Some varieties of polar interrogatives (polar
questions) convey an epistemic bias toward a
positive or negative answer. This work takes
up three paradigmatic kinds of biased polar in-
terrogatives: (i) positively-biased negative po-
lar interrogatives, (ii) negatively-biased nega-
tive polar interrogatives, and (iii) rising tag-
interrogatives, and aims to supplement exist-
ing descriptions of what they convey besides
asking a question. The novel claims are: (i) a
positively-biased negative polar interrogative
conveys that the speaker assumes that the core
proposition is likely to be something that is or
should be activated in the hearer’s mind, (ii)
the bias induced by a negatively-biased neg-
ative polar interrogative makes reference to
the speaker’s assumptions about the hearer’s
beliefs, and (iii) the biases associated with
the three constructions differ in strength, the
one of the rising tag-interrogative being the
strongest.

1 Introduction

Some varieties of polar interrogatives (polar ques-
tions) convey an epistemic bias toward a positive
or negative answer. While previous research has
revealed much on how different varieties of biased
interrogatives contrast with each other in their syn-
tactic and semantic properties, there is a great deal
of complexity and subtlety concerning the usage of
each type that calls for further investigations.

This work takes up three paradigmatic kinds of
biased interrogatives, (i) positively-biased negative
polar interrogatives (Isn’t she home already?), (ii)
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negatively-biased negative polar interrogatives (Isn’t
she home yet?), and (iii) rising tag-interrogatives
(She is home, isn’t she?), and aims to supplement ex-
isting descriptions of what they convey besides ask-
ing a question.

2 Negative Polar Interrogatives and
Tag-Interrogatives

This section provides a brief overview of the basic
facts about the three kinds of marked polar interrog-
atives.

2.1 Positively-Biased Negative Polar
Interrogatives

Positively-biased negative polar interrogatives, or
“outside-negation (outside-NEG)” interrogatives
(the term due to Ladd, 1981), convey a positive bias
toward the core proposition (p.), i.e., the proposition
denoted by the radical minus the negation.'

(1) H: John is such a philanthropist.
S:  Yeah, doesn’t he even run some sort of
charity group?
(S thinks that p.: “John (even) runs some sort of
charity group” is likely to be true.)

(2) H: OK, now that Stephen has come, we are all
here. Let’s go!
S:  Isn’t Jane coming too?
(S thinks that p.: “Jane is coming (too)” is likely
to be true.)
(adapted from Romero and Han, 2004: 611)

'In examples and main text, “S” and “H” are used as abbre-
viations of “the speaker” and “the hearer” respectively.
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Outside-NEG interrogatives (i) are compatible
with a positive polarity item (e.g., too as in (2))
and (ii) do not license a negative polarity item.
On this ground, McCawley (1988: 499, 571) char-
acterizes the negations in outside-NEG interroga-
tives (and some instances of “postnuclear” rising
tag-interrogatives; see below) as “fake” negations,
which do “not count as negative for the purposes of
syntactic rules that are sensitive to negation”.
2.2 Negatively-Biased Negative Polar

Interrogatives

Negatively-biased negative polar interrogatives, or
“inside-negation (inside-NEG)” interrogatives, con-
vey a negative bias toward p. (= a positive bias to-
ward —p.).

(3) H: There is nothing John can help with here.
S:  Doesn’t he even know how to keep ac-
counts?
(S thinks that p.: “John does not (even) know
how to keep accounts” is likely to be true.)

(4) H: So we don’t have any phonologists in the
program.
S:  Isn’t Jane coming either?
(S thinks that p.: “Jane is not coming (either)”
is likely to be true.)
(adapted from Romero and Han, 2004: 611)

Inside-NEG interrogatives (i) are not compatible
with a positive polarity item, and (ii) license a neg-
ative polarity item (e.g, either as in (4)). This sug-
gests that the negation involved is “genuine”, rather
than “fake”.

2.3 Rising Tag-Interrogatives

Rising (or “non-falling”) tag-interrogatives (‘“nu-
clear” rising tag-interrogatives, to be precise; see
below) convey a positive bias toward the proposi-
tion denoted by the host clause (p). They con-
trast with falling tag-interrogatives, to be briefly
taken up below, in prosody as well as in function.
The prosodic contours that characterize rising and

*Ito and Oshima (2015) make a similar remark on positively-
biased negative interrogative in Japanese, which exhibit the
same pattern as outside-NEG interrogatives as to the compat-
ibility with polarity items, and furthermore are prosodically dif-
ferentiated from their negatively-biased counterparts.
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falling tag-interrogatives can be equated with those
that characterize canonical polar interrogatives and
canonical declaratives, the exact phonological char-
acteristics of which are not of concern for the pur-
pose of the current work.

The term “tag-interrogatives” has been used in
two different ways in the literature, either referring
to the complex structure consisting of the host clause
and the short polar interrogative (“tag”) following it,
or referring only to the latter. In this work, I adopt
the former terminology, according to which « rather
than + in (5) is a tag-interrogative.

(5) [alpg Jane is coming], [, isn’t she]]?
« = tag-interrogative, 8 = host (clause), v =
tag

The distributions of polarity items within tag-
interrogatives are determined by the polarity of the
host clause.

(6) a. Jane is coming (too/*either), isn’t she?

(The speaker thinks that py: “Jane is com-

ing” is likely to be true.)

b. Jane isn’t coming (*too/either), is she?
(The speaker thinks that py: “Jane is not

coming” is likely to be true.)

2.4 Other Varieties of Negative Polar
Interrogatives and Tag-Interrogatives

There are some varieties of negative polar interrog-
atives and tag-interrogatives which exhibit consid-
erable similarities with the types mentioned above
but nevertheless are distinct. I will provide brief de-
scriptions of three such varieties, in purpose to clar-
ify what exactly falls under the scope of the current
work.

24.1 Unbiased Negative Polar Interrogatives

In English (and some other languages; Romero and
Han, 2004), the unbiased interpretation of a nega-
tive polar interrogative is possible, but only when the
negation is realized in non-preposed (post-verbal)
position.

(7) (Situation: S is organizing a party and she is in
charge of supplying all the non-alcoholic bever-
ages for teetotalers. S is going through a list of
people that are invited. She has no previous be-



lief or expectation about their drinking habits.)

H: Jane and Mary do not drink.
S: OK. What about John? Does he not drink
(either)?
S’: #OK. What about John? Doesn’t he drink
(either)?
(Romero and Han, 2004: 610)

Patterning the same as the negatively-biased variety,
unbiased negative polar interrogatives may contain
a negative polarity item but is not compatible with a
positive polarity item.

It should be noted that negative polar interrog-
atives with non-preposed negation, like ones with
preposed negation, can be used as a positively-
biased or negatively-biased question. There appears
to be a tendency such that negative polar interrog-
atives with preposed negation are more easily in-
terpreted as positively rather than negatively biased,
and ones with non-preposed negation are more eas-
ily interpreted as negatively rather than positively bi-
ased; for some speakers, for example, (8S), the ver-
sion with non-preposed negation, seems to be signif-
icantly preferred to (8S’) in the described context.

(8) (Situation: S is going to the movies.)
H: Have fun!
S: Oh, aren’t you coming?
S’: Oh, are you not coming?

How speakers’ intuitions may vary on the preferred
interpretations of negative polar interrogatives with
preposed and non-preposed negation is an interest-
ing question, which I must leave to future research.

2.4.2 Falling Tag-Interrogatives

Falling tag-interrogatives have the same structure as
rising ones except that the tag is associated with a
falling intonation.

(9) a. Jane is coming (too/*either), isn’t she.
b. Jane isn’t coming (*too/either), is she.

While there is room for debate as to what the dis-
course function of the falling tag-interrogative is,’ it

3Some ideas suggested in the literature are: (i) to signal

“something like a hedge” (Ladd, 1981: 167), (ii) to “seek ac-
knowledgment that the anchor [= host clause] is true” (Huddle-
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seems to be largely agreed that their function is bet-
ter characterized as making a statement rather than
asking a question.

2.4.3 Postnuclear Tag-Interrogatives

“Postnuclear” tag-interrogatives are similar to regu-
lar (or “nuclear”) rising tag-interrogatives in terms
of the final intonation within the tag, but involve a
weaker prosodic boundary (indicated by the equal
sign in (10)) between the host and the tag.

(10) Jane isn’t coming=is she?

Reese (2007) points out that postnuclear tag-
interrogatives come in two varieties. Ones of the
first variety are semantically equivalent to the cor-
responding regular rising tag-interrogatives, and ex-
hibit the same pattern as to the compatibility with
polarity items, as in Jane isn’t coming either=is
she?/Jane is coming too=isn’t she?.

Postnuclear tag-interrogatives of the second type
always have a host with a (“fake”) negation, which
may contain a positive polarity item, as in Jane
isn’t coming too=is she?. Reese characterizes their
meaning as a “neutral question”. Huddleston (2002:
894) remarks that they convey that the speaker is
“afraid that the positive answer is the true one”, also
suggesting that it may involve a mild degree of pos-
itive bias.

2.5 Section Summary: The Semantic Contrast

The three marked kinds of polar interrogatives —
the positively-biased negative polar interrogative
(outside-NEG interrogative), the negatively-biased
negative polar interrogative (inside-NEG interroga-
tive), and the rising tag-interrogative — semantically
contrast with the unmarked polar interrogative, and
with one another, in terms of the presence and direc-
tion of the bias:

(11) a. unmarked positive polar interrogative
Is Jane coming?
[neutral (no bias)]
b. inside-NEG polar interrogative
Isn’t Jane coming (too)?

[positive bias]

ston, 2002: 894), and (iii) to indicate that the speaker is aware
that the hearer already knows the content of the host clause (Os-
hima, 2014: 442).



c. outside-NEG polar interrogative
Isn’t Jane coming (either)?
[negative bias]

d. rising tag-interrogative (with a posi-
tive/negative host clause)
Jane is coming, isn’t she? / Jane isn’t com-
ing, is she?

The summary above, however, leaves out some
important semantic features of the three construc-
tions. In the following, I will argue that outside-
NEG and inside-NEG interrogatives convey addi-
tional, subtle meanings that cannot be reduced to the
presence and direction of a bias, and that rising tag-
interrogatives convey a stronger bias than negative
polar interrogatives do.

3 A Brief Note on Existing Research

In this work, I adopt the view that the three kinds of
biased interrogatives conventionally implicate epis-
temic biases and other subtle meanings (to be dis-
cussed below) as part of their constructional mean-
ings (in the Construction-Grammatical sense).

Alternative ideas have been put forth, accord-
ing to which such meaning components are deriva-
tive of (i) other independently motivated features
of the three constructions, and/or (ii) more gen-
eral processes including conversational implicature
(e.g., van Rooy and éaféfové, 2003; Romero and
Han, 2004; Romero, 2005; Reese, 2007; Farkas and
Roelofsen, 2017; Krifka, 2017). This work does not
aim to make any claim against such “reductionist”
theories. My goal here is to provide thorough de-
scriptions of the meanings of the three constructions,
which hopefully will contribute to the discussion of
how and to what extent different kinds of reduction-
ist approaches are useful in accounting for the rele-
vant semantic/pragmatic phenomena.

4 Inside-NEG Interrogatives and the
“Inference on the Spot” Condition

Ladd (1981) points out that an inside-NEG inter-
rogative indicates that the speaker previously ex-
pected —p. to be true, but “has just inferred” —p.
in the discourse situation. Romero and Han (2004),
in a similar vein, state that the speaker “starts with
the positive belief or expectation” when asking an
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inside-NEG interrogative. (12) exemplifies a felic-
itous utterance that satisfies this “inference on the
spot” condition. (13), on the other hand, is infelici-
tous due to violation of this constraint.

(12) (Situation: Pat and Jane are two phonologists
who are supposed to be speaking in the work-
shop tomorrow.)

H: Pat is not coming. So we don’t have any
phonologists in the program.

S: Isn’t Jane coming either?
(adapted from Romero and Han, 2004:
611)

(13) (Situation: S is preparing lunch for Jane. S
thinks that Jane is probably not a vegetarian,
but wants to make sure. He sees Nancy, Jane’s
sister, and asks her:)

S: #Hey, isn’t Jane a vegetarian?
S’: Hey, Jane is not a vegetarian, is she?

In this sense, the inside-NEG interrogative can be
said to have a flavor of mirativity, which DeLancey
(1997, 2001) defines as “linguistic marking of an ut-
terance as conveying information which is new or
unexpected to the speaker”.

The “inference on the spot” condition as put forth
by these authors leads to the prediction that (14) con-
veys that S had estimated the chance of Jane’s com-
ing to be significantly higher than 50%, rather than
been neutral on the matter. Speakers’ judgments on
this point could be subtle, but the experimental re-
sults presented by Filippo et al. (2017) seem to sup-
port their intuition.

(14) (Situation: S and Nancy are going to the
movies. S is waiting for Nancy, who went to
check if Jane would want to join them. Nancy
comes back by herself. S asks:)

Isn’t she coming?

S Outside-NEG Interrogatives and the
“Matter of Interest” Condition

Unlike the inside-NEG interrogative, the outside-
NEG interrogative does not implicate that the (pos-
itive) epistemic bias has been formed in the dis-
course situation. The following example illustrates
this point:



(15) (Situation: S’s roommate comes back from a
trip to a conference. S has previously heard
from Jane, S and H’s mutual friend, that she
was planning to attend the same conference.)

S1: How was the conference?

H: It was pretty good. My talk went okay, and
I got to talk to quite a few people.

So: Wasn’t Jane there too?

Outside-NEG interrogatives, however, appear to
be subject to be a subtle pragmatic constraint that
has not been explicitly discussed in the literature.
Observe that outside-NEG interrogatives (16S’) and
(18S’) are less natural than the corresponding (i)
positive polar interrogatives and (ii) rising tag-
interrogatives with a positive host, and that the same
sentences are fully acceptable in the alternative con-
texts specified in (17) and (19).

(16) (Situation: S needs assistance from somebody
who speaks Chinese. He has heard that Amy
speaks Chinese, but wants to make sure. He
asks his roommate.)

S: Does Amy speak Chinese? (positive polar

interrogative)
S’: 7Doesn’t Amy speak Chinese? (outside-
NEG)
S”: Amy speaks Chinese, doesn’t she? (rising
tag)
(17) (Situation: S has heard that Amy speaks Chi-
nese.)

H: Prof. Li is looking for a TA for his Chi-
nese linguistics course. Can you think of
anybody? He would prefer somebody who
speaks Chinese.

S: Does Amy speak Chinese? (positive polar

interrogative)

S’: Doesn’t Amy speak Chinese? (outside-
NEG)

S”: Amy speaks Chinese, doesn’t she? (rising
tag)

(18) (Situation: S needs some postage stamps. He
thinks that the nearby convenience store should
have them, but he is not completely sure. He
goes to the living room and asks his wife:)

S: Can you buy postage stamps at conve-
nience stores? (positive polar interroga-
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tive)

S’: 7Can’t you buy postage stamps at conve-
nience stores? (outside-NEG)

S”: You can buy postage stamps at conve-
nience stores, can’t you? (rising tag)

(19) (Situation: S’s wife asks him if he can quickly
drive to the post office to buy some postage
stamps. He thinks that it will be easier to go to
the nearby convenience store, but is not com-
pletely sure if they have postal stamps. So he
asks her:)

S: Can you buy postage stamps at conve-
nience stores? (unmarked polar interrog-
ative)

S’: Can’t you buy postage stamps at conve-
nience stores? (outside-NEG)

S”: You can buy postage stamps at conve-
nience stores, can’t you? (rising tag)

Utterances (16S’) and (18S’), though fully inter-
pretable, sound deviated from the natural dynamics
of conversation. They give the hearer the impression
that the speaker has failed to provide some relevant
preliminary information, much like in cases of pre-
supposition failure. I suggest that an outside-NEG
interrogative conveys that the speaker assumes that
the core proposition is likely (i) to hold true, and,
furthermore, (ii) to be something that is activated
in the hearer’s mind (as in (15)) or that the hearer
should pay attention to (as in (17)/(19)).

It can be easily confirmed, with a discourse like
(20), that the inside-NEG interrogative is not sub-
ject to this constraint, which I tentatively name the
“matter of interest” constraint.

(20) (Situation: S has always thought Jane is a veg-
etarian. One day, he sees a picture of her hold-
ing a chicken wing on her website. Surprised,
he says to Nancy, her sister, who happened to
be sitting next to him:)

Oh, isn’t Jane a vegetarian? (inside-NEG)

6 Truth vs. Accepted Truth

Another difference between the inside-NEG inter-
rogative on the one hand and the outside-NEG in-
terrogative and the rising tag-interrogative on the
other is that only the former makes reference to



the speaker’s assumptions (expectations) about the
hearer’s beliefs.

Outside-NEG interrogatives and rising tag-
interrogatives can be felicitously used when it is
contextually clear that p,. is not part of the hearer’s
beliefs, with the intention to suggest the hearer to
revise his beliefs. (2185, S’) illustrate this point.

(21) (Situation: H is Jane’s brother.)

H: Jane really should stop lazing around and
get a job.

S: Aren’t you too harsh on your sister? You
know what the current job market is like.

S’: You are too harsh on your sister, aren’t
you? You know what the current job mar-
ket is like.

I suggest that an inside-NEG interrogative con-
veys that the speaker believes not only that —p, is
likely to be true, but also that —p,. is likely to be part
of the hearer’s beliefs. This supposition is motivated
by the contrast illustrated in the following set of ex-
amples. (Notice that p./py, for (225)/(22S’) and —p,
for (22S”) are truth-conditionally equivalent.)

(22) (Situation: S and H are organizing an aca-
demic colloquium. On the day before the col-
loquium, H shows S the room that he has ar-
ranged. S expected H to choose a larger room,
and thinks that the arranged room will be too
small to accommodate the audience. S says:)

S: Isn’t this room {too small/not large
enough}? (outside-NEG)

S’: This room is too small, isn’t it? / This room
is not large enough, is it? (rising tag)

S”: #Isn’t this room large enough? (inside-
NEG)

The infelicity of (225’) cannot be attributed of the
violation of the “on the spot” condition, as in the
provided scenario it is clear that S’s assumption that
the room is likely not to be large enough (likely to
be too small) did not exist prior to the discourse, and
was formed right before his utterance. The infelicity
of (22S”’) should rather be attributed to the fact that
S cannot sensibly expect H to share the belief that
the room is likely not to be large enough before his
utterance.
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7 Degrees of Likelihood

To summarize the discussions so far, the three
marked polar interrogative constructions contrast
with the unmarked positive polar interrogative and
with each other in the following way (CI stands for
“conventional implicature”):

(23) a. unmarked positive polar interrogative
Is Jane coming?
CI: none
b. outside-NEG interrogative
Isn’t Jane coming (too)?
CI: S believes that p, is likely to (i) hold
true and (ii) be a matter of interest for H.
c. inside-NEG interrogative
Isn’t Jane coming (either)?
CI: S previously believed that p. was likely
to be true, and has just come to believe that
—p, is likely to (i) hold true and (ii) be part
of H’s beliefs.
d. rising tag-interrogative
Jane is coming, isn’t she?
CI: S believes that py, is likely to hold true.

A further question that needs to be addressed is:
Are the three marked interrogatives associated with
the same degree of epistemic bias? Lassiter (2017)
argues that markers of epistemic modality, including
the auxiliaries must and might, indicate that the like-
lihood (probability) of the semantically embedded
proposition’s holding true is above or below some
threshold value. More specifically, he proposes that
the threshold values associated with might, must,
possible, likely, and certain are ordered as in (24),
and that each marker indicates that the likelihood
of the embedded proposition exceeds its threshold
value.

(24) epossible < amight < elikely < emusl < ecertain
(Lassiter, 2017: 140)

The relative order between might and likely, for ex-
ample, can be confirmed by observing the contrast
between (25) and (26).

(25) (Situation: The estimated chances of John’s
being in his office/the library/the cafeteria are
60%/20%/20% respectively.)

a. John might be in his office.



b. John is likely to be in his office.

(26) (Situation: The estimated chances of John’s

being in his office/the library/the cafeteria are
34%/33%/33% respectively.)

a. John might be in his office.
b. #John is likely to be in his office.

It can be shown that the epistemic biases con-
veyed by the three marked interrogatives are, in a
similar vein, associated with different degrees of
likelihood.

7.1 The Outside-NEG Interrogative vs. the
Rising Tag-Interrogative

The bias conveyed by a rising tag-interrogative is
stronger than that conveyed by an outside-NEG in-
terrogative. This can be illustrated with discourse
sets like the following.

(27) (Situation: A guard sees a group of youth
drinking beer on a river bank. They look like
about 16 years old. (The drinking age here is
21.) The guard asks:)

S: Aren’t you guys under age?
S’: You guys are under age, aren’t you?

(28) (Situation: A guard sees a group of youth
drinking beer on a river bank. They look like
about 19 years old. (The drinking age here is
21.) The guard asks:)

S: Aren’t you guys under age?
S’: 7You guys are under age, aren’t you?

(29) (Situation: H goes to the library to see if John
is there. S estimates the chance of John’s being
there is about 95%. H comes back, and S asks
her:)

S: Wasn’t John there?
S’: John was there, wasn’t he?

(30) (Situation: H goes to the library to see if John
is there. S estimates the chance of John’s being
there is about 75%. H comes back, and S asks
her:)

S: Wasn’t John there?
S’: ?7John was there, wasn’t he?

The outside-NEG interrogative and the rising tag-
interrogative semantically differ in that only the lat-

175

ter is subject to the aforementioned “matter of in-
terest” condition. Thus, the choice between them
cannot be fully reduced to the matter of the degree
of certainty. Utterance pairs (27S/S’) and (28S/S’),
and utterance pairs (29S/S’) and (30S/S’), however,
differ only with respect to the degree of likelihood
that the speaker assigns to p./;,. To account for the
observation that only the acceptability of the rising
tag-interrogatives is sharply affected by the decrease
of the estimated likelihood, it must be concluded
that the rising tag-interrogative is associated with a
higher threshold value on the scale of likelihood than
the outside-NEG interrogative, i.e., QourNEG-Inr <
HRising—Tag—Im-

7.2 The Inside-NEG Interrogative vs. the
Rising Tag-Interrogative

To compare the strength of the biases conveyed by a
rising tag-interrogative and by an inside-NEG inter-
rogative, we need to construct discourse situations
where (i) the “on the spot” condition is met and (ii)
“—p, is true and known to H” and “py, is true” prac-
tically entail each other. Discourse sets (31)—(34)
satisfy these criteria.

(31) (Situation: S and H know that Jane eats meat
very infrequently — at most a couple of times
a year. S notices that there is a sandwich on
the table, and asks H whose it is.)

H: Ibought this for Jane, but she cannot come.
You can have it if you like.

S: So, doesn’t it have any meat?

S’: So, it doesn’t have any meat, does it?

(32) (Situation: S and H know that Jane eats meat
sparingly — about 2-3 times in a week. S no-
tices that there is a sandwich on the table, and
asks H whose it is.)

H: Ibought this for Jane, but she cannot come.
You can have it if you like.

S: So, doesn’t it have any meat?

S’: 7So, it doesn’t have any meat, does it?

(33) (Situation: S and H are roommates. H told
S in the morning that he would go to the city
library. When H goes to the city library, he al-
ways checks out three or more books and put
them in the bookcase in the living room. S
comes home in the evening, and notices that



there is no library book in the bookcase. S
asks:)

S: Didn’t you go to the library?

S’: You didn’t go to the library, did you?

(34) (Situation: S and H are roommates. H told S
in the morning that he would go to the city li-
brary. When H goes to the city library, he usu-
ally checks out some books and put them in the
bookcase in the living room, but sometimes he
does not check out any books. S comes home
in the evening, and notices that there is no li-
brary book in the bookcase. S asks:)

S: Didn’t you go to the library?
S’: 7You didn’t go to the library, did you?

The illustrated contrasts between (31) and (32) and
between (33) and (34) indicate that the threshold
value of likelihood for the rising tag-interrogative is
higher than the one for the inside-NEG interrogative,
i.e., O-NEG-tnt < ORising-Tug-Int-

7.3 The Outside-NEG Interrogative vs. the
Inside-NEG Interrogative

The remaining question is: How do the outside-NEG
and inside-NEG interrogatives compare in terms of
the strength of bias? The procedure of constructing
minimal pairs and placing them in different contexts,
which was used above to compare the rising tag-
interrogative and the two kinds of negative polar in-
terrogatives, cannot be easily applied here, because
it is hard to construct discourse situations where (i)
either an outside-NEG interrogative or the inside-
NEG interrogative corresponding to it can be felic-
itously uttered (without violating the “matter of in-
terest” or “inference on the spot” condition), where
the correspondence relation is defined as: outside-
NEG @Q; corresponds to inside-NEG ()2 (and vice
versa) if and only if p. of )1 is equivalent (in the
context) to —p. of ()2, and furthermore (ii) the “—p.”
for the inside-NEG is practically equivalent to “—p,
is known to H”.

I do not attempt to provide a definitive answer to
this question. It can be pointed out, however, that the
two constructions seem to exhibit a subtle difference
as to their compatibility with hedge phrases such as
maybe and possibly; that is, the outside-NEG inter-
rogative seems to be more tolerant to the occurrence
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of a hedge phrase following it, after a intonation-
phrase boundary.

(35) a. Is Jane coming too, {maybe/possibly }?
b. Isn’t Jane coming too, {maybe/possibly}?
c. Isn’t Jane coming either,
{?maybe/?possibly }?

This contrast, if proven to be real, may be taken
as evidence that the inside-NEG interrogative con-
veys a stronger bias than the outside-NEG interrog-
ative. Arguably, such hedge phrases are used to
convey that the speaker’s estimate of the likelihood
of the relevant proposition does not exceed a cer-
tain threshold value, which is designated here as «
for convenience. In (35a,b), the hedge phrases in-
dicate that the speaker’s estimate of prob(Jane-is-
coming) does not exceed a. In (35¢), the hedge
phrases would indicate that the speaker’s estimate
of prob(—Jane-is-coming) does not exceed a.* The
contrast between (35b) and (35¢) can be accounted
for if we hypothesize that « is, at least typically,
set higher than 6o, NEG-1n: Dut lower than 0y, NEG.-fns
(.e., Oour-NEG-im < & < Optug-tnr), leading to in-
consistency between a “high” expectation conveyed
by an inside-NEG interrogative and a “not-so-high”
expectation signaled by a hedge phrase.

8 Summary

This work examined the semantic contrasts between
the three kinds of marked polar interrogatives: (i)
the positively-biased negative polar interrogative
(the outside-NEG interrogative), (ii) the negatively-
biased negative polar interrogative (the inside-NEG
interrogative), and (iii) the rising tag-interrogative.
It was argued that (i) a positively-biased negative
polar interrogative conveys that the speaker assumes
that the core proposition is likely to be something
that is or should be activated in the hearer’s mind, (ii)
the bias associated with a negatively-biased negative
polar interrogative makes reference to the speaker’s
assumptions about the hearer’s beliefs, and (iii) the
biases associated with the three constructions differ
in strength, the one of the rising tag-interrogative be-
ing the strongest.

4Given that the negation involved in an inside-NEG interrog-
ative is a regular kind of negation (§2.2), it is natural to expect
that it falls under the scope of a hedge phrase.
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Abstract

When the Chinese reflexive ziji is located far
from its antecedents, it is not uncommon to
see the blocking effect, since the long-distance
binding of ziji is normally blocked by the
presence of a first (or second) person pronoun
intervening in the reported speech. Conversely,
it has generally been accepted that Korean
caki does not manifest any blocking effects.
However, in this paper, we propose that the
blocking effect exists in the long-distance
binding of Korean caki.

1 Introduction

When the Chinese reflexive ziji is located far from
its antecedents, it is not uncommon to see the
blocking effect, since the long-distance binding of
ziji is normally blocked by the presence of a first
(or second) person pronoun intervening in the re-
ported speech (Y.-H. Huang 1984, Cole et al. 1990,
Huang and Tang 1991, Huang and Liu 2001, Pan
2001, Cole et al. 2006, among others), as shown in
(1) and (2).

(1) Zhangsan; renwei Lisi; zhidao Wangwug
Zhangsan think Lisi know Wangwu
xihuan zijiijx.
like  self
‘Zhangsan; thinks Lisi; knows Wangwuy likes
selfijn.’

(Cole et al. 1990:1)

(2) Zhangsan; renwei wo; zhidao Wangwug
Zhangsan think 1 know Wangwu
xihuan Ziji*i/*j/k.
like  self
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‘Zhangsan; thinks that I; know that Wangwuy
likes him-i/mes/himselfy.’
(Cole et al. 1990:15)

The antecedent of Chinese ziji in (1) can be the
matrix subject Zhangsan, the intermediate subject
Lisi, or the most embedded subject Wangwu. In
contrast, ziji in (2) can only be coreferential with
the local antecedent Wangwu rather than the matrix
subject Zhangsan or the intermediate subject wo of
a first person pronoun. This phenomenon of Chi-
nese ziji has long been accounted for in terms of
the blocking effect, which occurs when an imme-
diately higher noun phrase differs in the person
feature from a lower noun phrase. Therefore, in (2),
the intermediate subject wo ‘I’ serves as a blocker
because the person feature of wo ‘I’ differs from
the third person Wangwu.

Conversely, it has generally been accepted that
Korean caki does not manifest any blocking effects
(Yoon 1989, Cole et al. 1990, Sohng 2004, Cole et
al. 2006, Han and Storoshenko 2012, Kim 2013,
among others), as exemplified in (3).!

(3) Chelswui-nun nayj-ka cakiixj-lul
Chelswu-Top [I-Nom self-Acc
cohaha-n-ta-ko sayngkakha-n-ta.
like-Prs-Decl-Comp think-Prs-Decl
‘Chelswui; thinks I; like himi/myselfs;.”

L Cole et al. (1990), contrary to caki, assume that long-distance

casin is subject to the blocking effect, as shown in (i).

(i) *Chelswui-nun nayj-ka casini-ul saranha-n-ta-ko
Chelswu-Top I-Nom self-Acc love-Prs-Decl-Comp
sayngkakha-n-ta.
think-Prs-Decl
“*Chelswu thinks I like himself.’

(Cole et al. 1990:18)

However, we will not discuss the long-distance binding of

casin here
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(Cole et al. 1990:19)

In (3), caki can only refer to the matrix subject
Chelswu while it does not refer to the first person
pronoun nay. However, even if the matrix subject
Chelswu and the first person pronoun nay in the
embedded clause are switched, the coreferential
relationship remains unchanged. Here is the rele-
vant example.

(4) Nai-nun Chelswuj-ka  cakixij-lul
I-Top  Chelswu-Nom self-Acc
cohaha-n-ta-ko sayngkakha-n-ta.
like-Prs-Decl-Comp think-Prs-Decl
‘I; think Chelswu; likes me=i/himself;.”

Nonetheless, the question then arises as to how
we can explain what blocks Korean caki, in a cer-
tain context, from referring to the long-distance
potential antecedent, as illustrated in (5).

(5) Hyengsai-nun nayj-ka cakix; pwumo-lul
detective-Top I-Nom self parents-Acc
salhayha-n phaylyunpem-i-lako
kill-Adn  reprobate-being-Comp
sayngkakha-n-ta.
think-Prs-Decl
‘The detective thinks that I am a reprobate who

killed his (*the detective’s/speaker’s) parents.’
(Park 2016:102)

We assume that the first person pronoun nay in (5)
functions as a blocker since it is unnatural for caki
to refer to the matrix subject Hyengsa in this dis-
course.? Thus, based on the observed fact, this pa-

2Some may claim that (5) is a kind of a special occasion in

this context and thus the blocking of caki’s referring to hyeng-

sa is attributed just to the lexical property of phaylyunpem

‘reprobate’, which means to harm one’s own lineal ascendant

and descendant. Thus, if phaylyunpem is replaced by neutral

word pemin ‘criminal’, caki can also refer to either hyengsa or

nay, as shown in (i).

(i) Hyengsai-nun nayj-ka cakiij pwumo-lul salhayha-n
detective-Top I-Nom self parents-Acc kill-Adn
pemin-i-lako sayngkakha-n-ta.
criminal-being-Comp think-Prs-Decl
‘The detective thinks that I am a criminal who killed his
(the detective’s/speaker’s) parents.’

We agree with the view. If so, however, how should we ac-

count for the following sentence?

(ii) Salamtuli-un nayj-ka caki=i;j pwumo-lul salhayha-n
people-Top I-Nom self parents-Acc kill-And
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per would like to show that a blocking effect does
hold in Korean as well and to suggest the analysis
of the blocking effect in Korean caki in terms of a
unified account in line with that of Chinese ziji.

The organization of the paper is as follows. In
the section 2, we discuss what has been said about
Korean caki, especially with respect to the proper-
ties of caki. Then, in section 3, we review Huang
and Liu’s (2001) analysis on blocking effects. And
in section 4, the blocking effect of Korean caki is
considered. Section 5 summarizes our findings and
conclusions, with a discussion of some predictions
that follow from the current analysis.

2 Korean caki’s puzz