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Preface

It is our great pleasure to welcome you to CLiC-it 2019 (clic2019.di.uniba.it /),
the Sixth Italian Conference on Computational Linguistics, held between
November 13th and 15th in Bari, hosted and locally organized by Universita
degli Studi di Bari Aldo Moro.

The CLiC-it conference series is an initiative of the Italian Association
for Computational Linguistics (AILC) which, after six years of activity, has
clearly established itself as the premier national forum for research and de-
velopment in the fields of Computational Linguistics and Natural Language
Processing, where leading researchers and practitioners from academia and
industry meet to share their research results, experiences, and challenges.

The maturity of the conference is reflected by the quality of the submitted
works. We would like to take this opportunity to warmly thank all the
authors for submitting their original research. This year CLiC-it received 82
submissions, confirming its increasing trend (from 64 submissions in 2015 to
70 in 2018).

The Program Committee worked very hard to ensure that every paper
received at least two careful and fair reviews, with the 69.51% of the papers
which received three or even more reviews. This process finally led to the
acceptance of 20 papers for oral presentation and 55 papers for poster pre-
sentation, with a global acceptance rate of 91.46% motivated by the inclusive
spirit of the conference.

That process involved 34 Area Chairs and 209 Program Committee mem-
bers. They were assisted by 4 additional reviewers. We are extremely grateful
to all the PC members and reviewers for producing 238 detailed and insight-
ful reviews.

The conference is also receiving considerable attention from the inter-
national community, with 26 (31.71%) submitted papers showing at least
one author affiliated to a foreign institution, of which 24 accepted (32%).
This amounts to a total of 41 authors over 252 (16.33%) affiliated to 14



foreign countries: Croatia, Denmark, France, Germany, Ireland, Luxem-
bourg, Malta, Netherlands, Romania, Russia, Spain, Switzerland, Turkey,
and United States.

Regardless of the format of presentation, all accepted papers are included
in the proceedings equally and are available as open access publication. In
line with previous editions, the conference is organised around thematic areas
managed by two chairs per area.

In addition to the technical program, this year we have two invited talks
and a tutorial on different topics, showing the interdisciplinary spirit of our
research community. We are very grateful to both Raquel Ferndndez (Uni-
versity of Amsterdam) for agreeing to share with the Italian Computational
Linguistics community her knowledge on visually grounded dialogue models,
and to Andrea Moro (Scuola Universitaria Superiore IUSS Pavia) for shar-
ing his expertise on the architecture of human grammars, as well as to Dirk
Hovy for his tutorial on the problem of bias in Natural Language Processing
applications.

As in the previous edition of the conference, we organised a special track
called ”Research Communications”, encouraging authors of articles published
in 2019 at outstanding international conferences in our field to submit short
abstracts of their work. Research communications are not published in the
proceedings, but they are orally presented within a dedicated session at the
conference, in order to enforce dissemination of excellence in research. We
received 10 submissions and could include 6 of them in the program.

Finally, the program includes a panel discussion on Ethical issues in Nat-
ural Language Processing chaired by Alessandro Lenci (University of Pisa).
The goal of the panel is to foster a discussion on some key ethical topics in
NLP research and applications, with a focus on their impact on the Italian
community. Themes of the panel include negative stereotypes in data-driven
computational models; sustainability of data- and resource-intense NLP; the
impact of NLP technology in digital society; privacy and NLP, among other
crucial questions.

Traditionally, around one half of the participants at CLiC-it are young
postdocs, PhD students, or even undergraduate students. Following the tra-
dition of past years, a prize will be given to the best paper among those
whose first author is a student. This year, the best paper will be selected
among 14 oral papers and 30 papers presented as posters.

Moreover, during the conference we award the prize for the best Master
Thesis (Laurea Magistrale) in Computational Linguistics, defended at an



Italian University between August 1st 2018 and July 31st 2019. This special
prize is also endorsed by AILC. We received 6 candidate theses, which have
been evaluated by a special jury. The prize will be awarded at the conference
by a member of the jury.

Even if CLiC-it is a medium size conference, organizing this annual meet-
ing requires major effort from many people. This conference would not have
been possible without the dedication, devotion and hard work of the mem-
bers of the Local Organising Committee and of the Student Volunteers, who
offered their time and energies during the past last year to contribute to the
success of the event. We are also extremely grateful to our Program Com-
mittee members for producing a lot of detailed and insightful reviews, as well
as to the Area Chairs who assisted the Program Chairs in their duties. All
these people are named in the following pages.

In addition to the contributions mentioned above, we also gratefully ac-
knowledge the support from endorsing organisations and institutions and
from all of our sponsors, who generously provided funds and services that
are crucial for the realisation of this event. Special thanks are also due to
the University of Bari Aldo Moro for its support in the organisation of the
event, as well as to our media partner Start Magazine.

Please join us at CLiC-it 2019 to interact with experts from academia
and industry on topics related to Computational Linguistics and Natural
Language Processing, and to experience and share new research findings,
best practices, state-of-the-art systems and applications. We hope that, as
in the past, this year’s conference will be intellectually stimulating, and that
you will take home many new ideas and methods that will help extend your
own research.

Raffaella Bernardi, Roberto Navigli, Giovanni Semeraro
CLiC-it 2019 Conference and Program Chairs
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Visually-Grounded Dialogue Models:
Past, Present, and Future

Raquel Fernandez
University of Amsterdam, The Netherlands
raquel.fernandez@uva.nl

Abstract

The past few years have seen an increasing interest in developing neural-
network-based agents for visually-grounded dialogue, where the conversation
participants communicate about visual content. I will start by discussing how
visual grounding can be integrated with traditional task-oriented dialogue
system components. Most current work in the field focuses on reporting
numeric results solely based on task success. I will argue that we can gain
more insight by (i) analysing the linguistic output of alternative systems
and (ii) probing the representations they learn. I will also introduce a new
dialogue dataset we have developed using a data-collection setup designed
to investigate linguistic common ground as it accumulates during visually-
grounded interaction.
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Impossible Languages and the Architecture of
Human Grammars

Andrea Moro
Scuola Universitaria Superiore IUSS Pavia, Italia
andrea.moro@iusspavia.it

Abstract

Every human language meets a set of formal principles such as recursion. Are
the boundaries of Babel cultural, conventional, accidental or neurobiologi-
cal? By testing the brains network activations to the acquisition of artificial
“impossible languages” with neuroimaging techniques it has been possible
to provide strong evidence in favor of a neurobiological explanation. Along
with network activations, the first experiments at deciphering the neuronal
electrophysiological code underlying language are illustrated, in particular
those recording the “sound of thoughts” in inner speech.
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Recognizing and Reducing Bias
in NLP Applications

Dirk Hovy Universita Bocconi, Italia
dirk.hovy@unibocconi.it

Abstract

As NLP technology becomes used in ever more settings, it has ever more
impact on the lives of people all around the world. As NLP practitioners, we
have become increasingly aware that we have the responsibility to evaluate
the effects of our research and prevent or at least mitigate harmful outcomes.
This is true for academic researchers, government labs, and industry devel-
opers. However, without experience of how to recognize and engage with
the many ethical conundrums in NLP, it is easy to become overwhelmed and
remain inactive. One of the most central ethical issues in NLP is the impact
of hidden biases that affect performance unevenly, and thereby disadvantage
certain user groups.

This tutorial aims to empower NLP practitioners with the tools spot these
biases, and a number of other common ethical pitfalls of our practice. We will
cover both high-level strategies, as well as go through specific case sample
exercises. This is a highly interactive workshop with room for debate and
questions from the attendees. The workshop will cover the following broad
topics:

e Biases: Understanding the different ways in which biases affect NLP

data, models, and input representations, including including strategies
to test for and reduce bias in all of them.

e Dual Use: Learning to anticipate how a system could be repurposed
for harmful or negative purposes, rather than its intended goal.

e Privacy: Protecting the privacy of users both in corpus construction
and model building.
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An NLP-based Approach for Concept Prerequisites Learning
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Abstract

English. This paper presents a method
for prerequisite learning classification be-
tween educational concepts. The proposed
system was developed by adapting a clas-
sification algorithm designed for sequenc-
ing Learning Objects to the task of order-
ing concepts from a computer science text-
book. In order to apply the system to the
new task, for each concept we automati-
cally created a learning unit from the text-
book using two criteria based on concept
occurrences and burst intervals. Results
are promising and suggest that further im-
provements could highly benefit the re-
sults.!

Italiano. /I presente articolo descrive una
stategia per l’identificazione di prerequi-
siti fra concetti didattici. Il sistema pro-
posto é stato realizzato adattando un al-
goritmo per ordinamento di Learning Ob-
Jjects al compito di ordinamento di concetti
estratti da un libro di testo di informat-
ica. Per adeguare il sistema al nuovo sce-
nario, per ogni concetto stata automatica-
mente creata una unita di apprendimento
a partire dal libro di testo selezionando i
contenuti sulla base di due differenti cri-
teri: basandosi sull’occorrenza del con-
cetto e sugli intervalli di burst. I risultati
sono promettenti e lasciano intuire la pos-
sibilita di ulteriori miglioramenti.

1 Introduction

Personalised learning paths creation is an active
research topic in the field of education (Chen,
! Copyright © 2019 for this paper by its authors. Use per-

mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
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2009; Kurilovas et al., 2015; Almasri et al., 2019).
The most fundamental issue behind this task is the
need to understand how educational concepts are
pedagogically related to each other: what infor-
mation one has to study/know first in order to un-
derstand a given topic. In this paper we focus on
such relations, i.e. prerequisite relations, between
educational concepts of a textbook in English and
we present a method for their automatic identifi-
cation. Here, we define concepts all the relevant
topics extracted from the textbook and we repre-
sent them as single or multi word terms.

Automatic prerequisite extraction is a task
deeply rooted in the field of education, whose re-
sults can be easily integrated in many different
contexts, such as curriculum planning (Agrawal et
al., 2016), course sequencing (Vuong et al., 2011),
reading list generation (Gordon et al., 2017), au-
tomatic assessment (Wang and Liu, 2016), do-
main ontology construction (Zouaq et al., 2007;
Larranaga et al., 2014) and automatic educational
content creation (Lu et al., 2019). Several meth-
ods have been devised to extract prerequisite rela-
tions (Liang et al., 2015; Pan et al., 2017a; Liang et
al., 2018b), however they were mainly focused on
educational materials already enriched with some
sort of explicit relations, such as Wikipedia pages,
course materials or learning objects (LOs). More
challenging is identifying prerequisites when no
such relations are given and textual content is the
only available resource.

In 2019, we proposed two methods to iden-
tify prerequisite relations between concepts with-
out using external knowledge or even pre—defined
relations. The former method (Adorni et al., 2019)
is based on burst analysis and temporal reasoning
on concepts occurrence, while the latter (Miaschi
et al., 2019) uses deep learning for learning object
ordering. Both these methods extract prerequisite
relations form textual educational materials with-
out using any form of structured information.



In this work, we adapt the system for learning
object ordering described in Miaschi et al. (2019)
to the task of sequencing concepts in a textbook
according to their prerequisite relations. For train-
ing and testing our system we relied on a new ver-
sion of PRET (Alzetta et al., 2018), a gold dataset
manually annotated with prerequisite relations be-
tween educational concepts. Moreover, since the
classifier was designed to acquire learning objects
as input, we automatically created a learning unit?
for each concept according to two different cri-
teria: (i) considering all sentences showing an
occurrence of the concept, (ii) considering burst
intervals (Kleinberg, 2003) of each concept ex-
tracted according to the strategy of Adorni et al.
(2019).

The remainder of the paper is organised as fol-
lows. First, we present related work (Section 2)
and the dataset used for the experiments (Section
3). Section 4.1 presents the classifier, while Burst
analysis is described in Section 4.2 and the experi-
mental settings in Section 4.3. Results and discus-
sion are reported in Section 4.4, while error analy-
sis is illustrated in Section 5. Section 6 concludes
the paper.

Our Contribution. In this paper: (i) we use
a deep learning-based approach for prerequisite
relation extraction between educational concepts
of a textbook; (ii) we test the impact of creating
learning units for each concept according to dif-
ferent criteria and without relying on any explicit
structured information, such as Wikipedia hyper-
links; (iii) we show the effectiveness of our ap-
proach on real educational materials.

2 Related Work

Datasets annotated with prerequisite relations are
built mainly considering two types of data: course
materials, acquired from MOOCs (Chaplot et al.,
2016; Pan et al., 2017a; Pan et al., 2017b; Gas-
paretti et al., 2018; Roy et al., 2018) or university
websites (Liang et al., 2017; Li et al., 2019), and
educational materials in a broader sense, such as
scientific databases (Gordon et al., 2017), learn-
ing objects (Talukdar and Cohen, 2012; Gasparetti
et al., 2018) and textbooks (Wang et al., 2016).
The most common approach for prerequisite an-
notation is to ask experts to evaluate all possible

?Learning unit is meant here as learning content, with no
reference to units of learning in curricula and tables of con-
tent.

15

pairs generated from the combination of selected
concepts (Chaplot et al., 2016; Wang et al., 2016;
Li et al., 2019) or a random sample of that set
(Pan et al., 2017b; Gordon et al., 2017; Gasparetti
et al., 2018). The dataset presented by Wang et
al. (2016) is the one we consider most closely re-
lated to ours, since it shows prerequisite relations
between relevant concepts extracted from a text-
book. However, in their dataset a matching with a
Wikipedia page was a strict requirement for con-
cept selection. Contrary to previous works, we
asked experts to build the concept pairs if a prereq-
uisite relation was observed while reading a text-
book, regardless the existence of a corresponding
Wikipedia page for the concepts. Hence we al-
lowed for more subjectivity, without restricting ex-
perts’ evaluation to a predefined list of items.

For what concerns prerequisite learning ap-
proaches, initial work in this field relied on graph
analysis (Vassileva, 1997; Brusilovsky and Vas-
sileva, 2002) or, more recently, on link-based met-
rics inferred from the Wikipedia graph of hyper-
links between pages (Liang et al., 2015). Talukdar
and Cohen (2012) made the first attempt to apply
machine learning techniques to prerequisite pre-
diction: hyperlinks, hierarchical category struc-
ture and edits of Wikipedia pages are the features
of a MaxEnt classifier. Similarly, Gasparetti et al.
(2018) use Wikipedia hierarchical category struc-
ture and hyperlinks. Similarly to our approach,
(Liang et al., 2018a; Liang et al., 2018b) integrated
text—based features for prerequisite learning, but
reported graph-based features as more informa-
tive.

Contrary to the above methods, we assign a
higher informative value to the textual content re-
ferring to a concept and we use this only to extract
the features for the classifier. Moreover, we com-
bine the classifier with the burst algorithm (Klein-
berg, 2003), which selects the most relevant tex-
tual content related to a concept from the tex-
tual material. This choice makes our method suit-
able for prerequisite learning on educational con-
tents also when structured graph information is not
available.

3 Dataset

For our experiments we relied on a novel version
of PRET dataset (Alzetta et al., 2018), PRET 2.0, a
dataset manually annotated with prerequisite rela-
tion between educational concepts extracted from



a chapter of a computer science textbook written
in English (Brookshear and Brylow, 2015).

In this novel version, five experts were asked to
re—annotate the same text indicating any prerequi-
site concept of each relevant term appearing in the
text. The set of relevant terms was extracted with
the same automatic strategy described in Alzetta
et al. (2018), but this time the list was manually
validated by three experts in order to identify a
commonly agreed set of concepts, which resulted
in a terminology of 132 concepts. Besides these
terms, each expert could independently add new
concepts to the terminology when annotating the
text if he/she regards them as relevant. Conse-
quently, experts produced different sets of concept
pairs annotated with prerequisite relations since
221 new concepts were manually added during the
annotation process.

The final gold dataset results from the combina-
tion of all annotations, thus considering as positive
pairs (i.e. showing a prerequisite relation) all pairs
of concepts annotated by at least one expert. The
manual annotation resulted in 25 pairs annotated
by all five experts, 46 annotated by four experts,
83 by three, 214 by two and 698 by only one an-
notator, for a total of 1,066 pairs.

2,349 transitive pairs were also automatically
generated and added to the dataset: if a prereq-
uisite relation exists between concepts A and B
and between concepts B and C, we add a posi-
tive relation between A and C to increase the co-
herence of annotation. In order to obtain a bal-
anced dataset for training our deep learning sys-
tem, negative pairs were automatically created by
randomly pairing concepts and adding them as
negative examples if they were missing in the
dataset. Overall, the final dataset consists of 353
concepts and 6,768 relations.

4 Method and Experiments

In this Section we present our approach for
learning prerequisites between educational con-
cepts.We trained and tested the same deep learn-
ing model on three datasets generated from PRET
2.0 that vary with respect to the criterion used for
retrieving textual content of each concept in the
dataset. As a result, we were able to study perfor-
mance variations of the classifier given different
input data.

Task. We tackle the problem of concept prereq-
uisite learning as a task of automatic binary classi-
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Figure 1: Method workflow.

fication of concept pairs: given a pair of concepts
(A,B), we predict whether or not concept B is a
prerequisite of concept A.

4.1 Classifier

The system used to predict whether or not two
concepts show a prerequisite relation is the deep
learning architecture described in Miaschi et al.
(2019).  Specifically, we relied on the model
which uses pre-trained word embeddings (WE)
and global features automatically extracted from
the dataset.

The system architecture (see Figure 1) is com-
posed of two LSTM-based sub-networks with 64
units, whose outputs are concatenated and joined
with a set of global features. The input of the
two LSTM-based sub-networks corresponds to the
pre-trained WE of concept A and B respectively.
The output layer consists of a single Dense unit
with sigmoid activation function. The pre-trained
WE were computed using an English lexicon of
128 dimensions built using the ukWac corpus (Ba-
roni et al., 2009). Global features were devised to
extract linguistic information from learning units
of both concepts in a pair, such as mentions to the
other concept of the pair or the Jaccard similarity
between textual contents of the two learning units.

For the complete list of global features, refer to
Miaschi et al. (2019).

4.2 Burst Analysis

Burst analysis is based on the assumption that a
phenomenon might become particularly relevant
in a certain period along a time series, most likely
because its occurrence rises above a certain thresh-



old. Such periods of increased activity of the phe-
nomenon are called “burst intervals” and can be
modelled by means of a two state automaton in
which the phenomenon is in the first state if it has
a low occurrence, but then it moves to the second
state if its occurrence rises above a certain thresh-
old, and eventually it goes back to the first state
if its occurrence goes below the threshold (Klein-
berg, 2003).

Given its nature, this kind of analysis is highly
employed for detecting events from data streams
(Fung et al., 2005; Takahashi et al., 2012; Klein-
berg, 2016). When applied to textual data — e.g.,
for text clustering (He et al., 2007), summariza-
tion (Subasic and Berendt, 2010) or relation ex-
traction (Yoon et al., 2014; Lee et al., 2015) — the
linear progression of the text acts as the time se-
ries, hence burst intervals correspond to sequences
of sentences where a given term is particularly rel-
evant. In Adorni et al. (2019) burst analysis was
used to detect the bursting intervals of concepts
along a textbook chapter: for each term, the burst
algorithm identified a unique or multiple burst in-
tervals of various length (i.e. a different number
of sentences involved in each interval). Temporal
reasoning (Allen, 1983) was then employed to find
prerequisite relations between concepts.

In this work we use the burst intervals retrieved
as described in Adorni et al. (2019) to select rele-
vant content of the textbook for each concept. Our
intuition is that burst intervals should capture the
most informative portions of text for each concept
from the entire textbook content. Note that for
this experiment we only used the bursts detected
with the first phase of the algorithm described in
(Adorni et al., 2019), i.e. the temporal reasoning
is not employed here.

4.3 Experimental Settings

Since our deep learning model was designed to
find prerequisite relations between learning ob-
jects, we had to adapt our classification algorithm
to the task we deal with in this work, namely or-
dering concepts from a textbook. To this aim, we
created learning units for each concept of PRET
2.0 dataset and we used them as input for the clas-
sifier.

In order to verify the impact of different input
data, we tested different strategies for the creation
of learning units. Hence, content related to each
concept was retrieved according to two different
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Emb.

Model Di F-Score Accuracy
im.
5 73.75 69.65
Occurrence 10 74.79 70.36
15 73.7 69.19
30 73.11 67.97
avg 73.84 69.30
5 71.75 65.54
Burst 10 73.91 69.49
Intervals 15 72.97 67.77
30 71.37 65.06
avg 72.5 66.96
5 73.06 67.8
Most Relevant 10 72.04 66.52
Burst Interval 15 71.58 64.43
30 71.49 64.48
avg 72.04 65.80
Baseline 66.66 50

Table 1: Classification F-Score and Accuracy val-
ues for the three models with varying number of
sentences considered for lexical features. Average
and baseline values are also reported.

criteria: (1) considering all sentences where a cer-
tain concept occurs (Occurrence Model); (2) con-
sidering burst intervals for each concept. The lat-
ter is further divided into two cases depending on
the appearing order of burst intervals: (i) burst
intervals reflect their linear order along the text
(Burst Intervals Model); (ii) burst intervals are re-
ordered, having the most relevant burst interval as
first (Most Relevant Burst Interval Model). The
most relevant burst interval is defined as the first
burst interval that exceeds the average length of
all the bursts of that concept (Adorni et al., 2019;
Passalacqua et al., 2019).

The resulting datasets show different learning
unit dimensions: Burst Intervals models produce
learning units with an average length of 534 to-
kens, while those considered for the Occurrence
Model are smaller, with 250 tokens on average.
While global features consider the entire content
of the learning unit, for all models WE are com-
puted only for the first n sentences. We tried dif-
ferent length of n: 5, 10, 15 and 30.

Results in terms of F-Score and accuracy were
compared against a Zero Rule algorithm baseline.

4.4 Experiments Results and Discussion

Results reported in Table 1 show satisfying perfor-
mances of our system that outperforms the base-
line in all configurations. Best results are obtained
by the Occurrence Model using 10 sentences to
compute lexical features. In general, computing
the WE on 10 sentences or less allows to obtain



better performances in all settings. This could be
due to the fact that the definition of a concept and
its contextualisation with respect to other concepts
are generally discussed by the author of the book
when the concept is first mentioned in the text.
Thus, sentences containing the first occurrences of
the term seem to be the most informative for this
task. To assess this hypothesis, we manually in-
spected sentences containing the first mention of
each concept. The analysis revealed that 36.3% of
the observed sentences contained a concept defi-
nition, thus supporting our intuition that the first
mention is relevant for concept contextualisation.

The results obtained using the Burst Interval
Model are slightly worse, although comparable,
probably because, since burst intervals do not nec-
essarily capture all the occurrences of a concept,
in some cases the first mentions could be miss-
ing from the learning unit. The lowest scores are
predictably those obtained using the Most Rele-
vant Burst Interval Model: changing the order of
the sentences penalises the system since the tem-
poral order often plays an important role when
a prerequisite relation is established between two
concepts. Several algorithms exploit a time-based
strategy for prerequisite extraction relying on the
temporal nature of this relation (Sosnovsky et al.,
2004; Adorni et al., 2018) and the analysis of hu-
man annotations suggests that the direction of this
relation (i.e. A is prerequisite of B or vice-versa)
tends to be highly correlated with the temporal or-
der of the two concepts (Passalacqua et al., 2019).
Besides, the most relevant burst is not necessarily
the first burst interval for that concept and, for this
reason, it could contain less relevant information
about the concept and its prerequisites. Interest-
ingly, the best results for this model are obtained
considering only 5 sentences for computing WE,
probably because the system has less chance of
observing a lexicon related to other concepts.

If we look at the variation of accuracy values
with respect to the classifier confidence (see Fig-
ure 2), we observe that our system shows an ex-
pected behaviour. In fact, at high confidences cor-
respond high accuracy scores, while at confidence
around .5 (12.66% of dataset pairs) we notice that
the classifier is more unsure of its decision, obtain-
ing results below the baseline. It should be noted
also that the majority of concept pairs (25%) have
been classified with a confidence value around .6,
while the pairs obtaining the highest confidence
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Figure 2: Variation of accuracy values wrt the
classifier confidence for pairs labelled as prereq-
uisite (P) and non prerequisite (NP) in all models
considering 10 sentences to compute lexical fea-
tures.

value (i.e. equal to 1) are only 1.21%.
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Figure 3: Variation of confidence (on top) and ac-
curacy (on bottom) wrt the agreement value for
the Occurrence Model (all possible embeddings
length are considered).

The graphs in Figure 3 show the variation of
confidence and accuracy values with respect to the
annotators agreement. We report results only for
the Occurrence Model since it is the one that ob-
tained the best scores during classification. As we
can see, the concept pairs for which all the annota-



tors agree on tend to obtain higher confidence and,
consequently, the classifier shows the best perfor-
mances. The only exception is the model that
computes WE using the first 30 sentences, which
obtains instead the best scores on the pairs anno-
tated by only 3 experts. The reason for this be-
haviour will be explored in future work.

5 Error Analysis

This Section compares the results obtained by the
three models (i.e. Occurrence, Burst Interval and
Most Relevant Burst Interval) when considering
10 sentences for computing WE.

The overall number of pairs assigned with a
wrong label by the classifier is quite similar across
each setting: 1,835 pairs for the Occurrences
model, 1,923 for the Burst Interval model and
2,089 for the Most Relevant Burst model. More-
over, we observe that among these pairs more than
80% were classified as “prerequisite”, suggesting
that the system overestimates the prerequisite re-
lation, assigning the label also to non—prerequisite
pairs.

Focusing the analysis on relations that are an-
notated as prerequisites in the dataset, we ob-
serve how their prediction varies across mod-
els. 126 pairs were assigned with a wrong “non-
prerequisite” label by all models showing similar
average confidence values: 0.66, 0.66 and 0.62
for Occurrences, Burst and Most Relevant Burst
model respectively. This result suggests that these
pairs are particularly complex to classify. Con-
ducting a deeper analysis on this subset, we notice
that 85.71% (108) of the pairs are transitive pairs
automatically generated (see Section 3). Such
type of relations seems thus harder to classify than
manually annotated ones and might require a dif-
ferent set of features to be recognised consider-
ing also that they represent more distant relations.
Furthermore, consider that the remaining 18 pairs
(14.28%) are manually annotated relations with
low agreement values: 15, 2 and 1 were annotated
by one, two and three annotators respectively.

6 Conclusion

In this paper we tested a deep learning model
for prerequisite relation extraction in a real edu-
cational environment, using a dataset (PRET 2.0)
built starting from a computer science textbook.
The results demonstrated the effectiveness of our
system, suggesting that it is possible to infer pre-
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requisite relation out of textual educational mate-
rial without using any form of structured informa-
tion. Nevertheless, further work needs to be done,
particularly for improving the performances of our
system in a out-of-domain scenario, namely using
concept pairs of a different domain during testing.
Moreover, it could be useful to investigate the use
of transitive relations and to study more accurately
their impact on the system’s performance. In addi-
tion, in order to identify prerequisite relationships
while taking into account different types of rela-
tions (e.g. transitive ones) it could be interesting to
frame our task as a ranking or multi-classification
task rather than a binary classification one. Further
analysis is also required to investigate the effect of
using different numbers of sentences for creating
WE. We plan also to explore the impact of using
temporal reasoning on concept pairs (Adorni et al.,
2019), which has not been considered in this work.
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Abstract

English. We investigate a newly compiled
corpus of simplified German texts for ev-
idence of multiple complexity levels us-
ing unsupervised machine learning tech-
niques. We apply linguistic features used
in previous supervised machine learning
research and additionally exploit structural
and typographic characteristics of simpli-
fied texts. The results show a difference in
complexity among the texts investigated,
with optimal partitioning solutions rang-
ing between two and four clusters. They
demonstrate that both linguistic and struc-
tural/typographic features are constitutive
of the clusters.

Italiano. Esaminiamo un nuovo corpus
di testi in tedesco semplificato per cer-
care delle evidenze relative a molteplici
livelli di complessita utilizzando tecniche
di apprendimento automatico non super-
visionato.  Applichiamo variabili lin-
guistiche utilizzate in precedenti ricerche
con apprendimento automatico supervi-
sionato e sfruttiamo inoltre le caratte-
ristiche strutturali e tipografiche dei testi
semplificati. 1 risultati mostrano una dif-
ferenza di complessita tra i testi ana-
lizzati, con suddivisioni ottimali variabili
da due a quattro cluster. Cio dimostra
che sia le caratteristiche linguistiche sia
quelle strutturali/tipografiche sono costi-
tutive dei cluster.

1 Introduction

Simplified language aims at providing comprehen-
sible information to persons with reduced reading
Copyright © 2019 for this paper by its authors. Use per-

mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
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abilities. This group includes persons with cog-
nitive impairment and learning disabilities, prelin-
gually deaf persons, functionally illiterate persons,
and foreign language learners (Bredel and MaaB,
2016). Simplified language is characterised by
reduced lexical and syntactic complexity and in-
cludes images, structured layout, and explana-
tions of difficult words. For simplified German,
several guidelines exist that define which struc-
tures need to be avoided, which need to be para-
phrased, and which are comprehensible (Bun-
desministerium fiir Arbeit und Soziales, 2011; In-
clusion Europe, 2009; Maal}, 2015; Netzwerk Le-
ichte Sprache, 2013).

Various countries have acknowledged simpli-
fied language as a means of inclusion that en-
ables the target populations mentioned above to
inform themselves of their legal rights and partici-
pate in society. German-speaking countries have
been promoting simplified language only in the
last years, in particular since the ratification of the
United Nations Convention on the Rights of Per-
sons with Disabilities (United Nations, 2006) in
Austria (2008), Germany (2009), and Switzerland
(2014). As a result, large amounts of texts in sim-
plified German have become available.

More recently, simplified German has been con-
ceptualised as a construct with multiple complex-
ity levels (Bock, 2014; Bredel and MaaB}, 2016;
Kellermann, 2014). However, these proposals
are merely theoretical: They are not yet opera-
tionalised, i.e., no sets of guidelines exist that dis-
tinguish the proposed levels with reference to lin-
guistic or other features. The social franchise net-
work capito," a provider of simplification services
as well as training courses for simplified language
translators, recognises three levels of simplified
German corresponding to the Common European
Framework of Reference for Language (CEFR)

"https://www.capito.eu/ (last accessed: June 27,

2019)



(Council of Europe, 2001) levels A1, A2, and B1.
Being commercially orientated, capito does not
make its CEFR adaptation publicly available.

In this paper, we present an unsupervised ma-
chine learning (clustering) approach to analysing
texts in simplified German with the aim of investi-
gating evidence of multiple complexity levels. To
the best of our knowledge, this is the first study of
its kind. We apply linguistic features used in pre-
vious supervised machine learning research (clas-
sification) and additionally exploit structural and
typographic characteristics of simplified texts that
have been described in the literature but not in-
corporated into clustering and/or classification ap-
proaches in the context of simplified language.

The remainder of this paper is structured as fol-
lows: Section 2 presents the research background.
Section 3 describes our approach, introducing a
novel dataset (Section 3.1), the feature design and
engineering (Section 3.2), the clustering experi-
ments (Section 3.3), and a discussion thereof (Sec-
tion 3.4). Section 4 offers a conclusion and an out-
look on future research questions.

2 Research Background

Two natural language processing tasks deal with
the concept of simplified language: automatic
readability assessment and automatic text sim-
plification. Readability assessment refers to the
process of determining the level of difficulty of
a text. Traditionally, this has involved taking
into account readability measures based on sur-
face features such as the number of syllables
in a word or number of words in a sentence,
e.g., via the Flesch Reading Ease Score (Flesch,
1948). Recently, more sophisticated models em-
ploying deeper linguistic features such as lex-
ical, semantic, morphological, morphosyntactic,
syntactic, pragmatic, discourse, psycholinguis-
tic, and language model features have been pro-
posed (Collins-Thompson, 2014; Dell’Orletta et
al., 2014; Heimann Miihlenbock, 2013; Schwarm
and Ostendorf, 2005).

Readability assessment implies the existence of
multiple complexity levels. Complexity levels are
identified, e.g., along school grades or levels of the
CEFR (Hancke, 2013; Pilan and Volodina, 2018;
Reynolds, 2016; Vajjala and Lo, 2014).

The work presented in this paper represents a
preliminary stage of the readability assessment
task for simplified German in that it investigates
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empirically whether different complexity levels
exist in previous German simplification practice in
the first place.

3 Clustering Simplified German texts

3.1 Dataset

Battisti and Ebling (2019) compiled a corpus of
German/simplified German texts for use in auto-
matic readability assessment and automatic text
simplification. The corpus represents an enhance-
ment of a parallel (German/simplified German)
corpus created by Klaper et al. (2013). Compared
to its predecessor, the corpus of Battisti and Ebling
(2019) contains additional parallel data and newly
contains monolingual-only data as well as struc-
tural and typographic information.

The authors collected PDFs and web pages from
92 different domains of public offices, translation
agencies, and organisations publishing content in
German and simplified German. Overall, the cor-
pus consists of 6,217 documents (378 parallel and
5,461 monolingual). Metadata was recorded in
the Open Language Archives Community (OLAC)
Standard®> and converted into the metadata stan-
dard CMDI of CLARIN, a European research in-
frastructure for language resources and technol-
ogy.> If available, information on the language
level of a simplified German text (typically Al,
A2, or B1) was stored in the metadata. 52 web-
sites and 233 PDFs (amounting to approximately
26,000 sentences) have an explicit language level
label.

Linguistic annotation was added automatically
using ParZu (Sennrich et al., 2009) (for tokens
and dependency parses), NLTK (Bird et al., 2009)
(for sentence segmentation), TreeTagger (Schmid,
1995) (for part-of-speech tags and lemmas), and
Zmorge (Sennrich and Kunz, 2014) (for mor-
phological units). In addition, information on
text structure (e.g., paragraphs, lines), typography
(e.g., boldface, italics), and images (content, po-
sition, and dimensions) was added. The annota-
tions were stored in the Text Corpus Format by
WebLicht (TCF) developed as part of CLARIN.*

For the experiments reported in this paper, we

2http ://www.language—archives.org/
OLAC/olacms.html (last accessed: June 27, 2019)

3https ://www.clarin.eu/ (last accessed: June
27,2019)

‘nttps://weblicht.sfs.uni-tuebingen.
de/weblichtwiki/index.php/TheTCFFormat
(last accessed: June 27, 2019)



considered the monolingual documents of the cor-
pus, i.e., the monolingual-only documents as well
as the simplified German side of the parallel data.
This amounted to 5,839 texts (193,845 sentences).

3.2 Features

In addition to constituting the first approach to
investigating simplified German texts using un-
supervised machine learning, the unique contri-
bution of this paper consists of leveraging infor-
mation that has been shown to be characteristic
of simplified language (Arfé et al., 2018; Bock,
2018; Bredel and Maal3, 2016) but has not been
incorporated into machine learning approaches in-
volving simplified language. Specifically, we con-
sidered features derived from text structure (e.g.,
paragraphs, lines), typography (e.g., font type,
font style), and image (content, position, and di-
mensions) information.

In a simplified text, typographical information,
such as boldface and italics, serves as a discourse
marker signalling words and phrases that require
particular attention and convey different purposes
(Arfé et al., 2018). Leveraging the concepts of
multi-modality and multi-codality in the psychol-
ogy of perception (Schnotz, 2014), images’® are
supposed to support the text by activating previ-
ous knowledge and exemplifying the objects in the
text (Bredel and Maal3, 2016).

Subset Features Number
1 All 115
2 Surface 26
3 Deeper 89
4 Lexical + semantic 17
5 Morphological + syntactic 72

Table 1: Subsets of feature combinations.

Altogether, the feature set comprised 115
features arranged into five feature groups, as
shown in Table 1. Subset 3 (“Deeper”) consisted
of lexical, semantic, morphological, and syntactic
features. “Surface” is short for surface, structural,
and typographic features.

Surface, structural, and typographic fea-
tures: We took advantage of the structural and
typographic information included in the corpus

For the sake of simplicity, the term “images” here
subsumes pictures, pictograms, photographs, graphics, and
maps.
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(cf. Section 3.1) and introduced as features the
number of images, paragraphs, lines, words of
a specific font type and style, and adherence to
a one-sentence-per-line rule. We additionally
included the number of digits and numbers in
words (Saggion, 2017), number of abbreviations
and initial letters, and the number of individual
punctuation marks and special characters. Among
the special characters was the Mediopunkt (‘cen-
tred dot’), a typographic device proposed by
Maal} (2015) for visually segmenting compound
words. We also computed the Ldsbarhetsindex
(‘readability index’, LIX) (Bjornsson, 1968).6

Lexical and semantic features: This group
included features for lexical richness, lexical
variation (e.g., nominal ratio, noun/pronoun ratio,
bilogarithmic TTR (Vajjala and Meurers, 2012)),
word frequency based on the German reference
corpus DeReKo (Liingen, 2017), and lists of
words classified at different perceptive levels
(Glaboniat et al., 2005). We also included ques-
tion words and named entities, which may strain
the reading comprehension process if the target
reader does not have the appropriate knowledge.

Morphological, morphosyntactic, and syn-
tactic features: In this group, we included
particles, prepositions, demonstrative and per-
sonal pronouns, and (separately) first-, second-,
and third-person pronouns.  We additionally
counted adverbs, modal verbs, subjunctions,
and conjunctions. We added genitive attributes
in relation to von+dative constructions.” We
additionally included the number of negative
forms, the presence of pre- and post-modifiers,
and impersonal constructions. We took advantage
of the verbal morphology and included verbal
mood- and tense-based features (Dell’Orletta et
al., 2011). We also considered direct vs. indirect
speech constructions, the types of subordinate
clauses as well as features based on word and
sentence order.

SLIX = Ny, / Ns + (W x 100)/N,,, where Ny, is the num-
ber of words, N is the number of sentences, and W is the
percentage of tokens longer than six characters.

"In German, the genitive attribute can be substituted by a
von+dative construction. Importantly, this is a case of simpli-
fied German conflicting with the grammar of Standard Ger-
man, which encourages the use of the former construction.



3.3 Experiments and Results

3.3.1 Method

We applied agglomerative hierarchical clustering.
We used the scipy?® toolkit alongside with mod-
els recursively created with the scikit-learn’
library. The data matrix was created using the
cosine similarity metric and the average linkage
function. Because of the significant variation in
length of the documents, we normalised the fea-
tures by dividing the values by the length of each
document expressed in tokens. We then performed
principal component analysis (PCA) to diminish
the sparseness of the data matrix and avoid the
curse-of-dimensionality trap. In a second exper-
iment, we applied feature agglomeration instead
of PCA prior to clustering. Feature agglomeration
allows for a straightforward interpretation of the
results.

Given the lack of a ground truth for our data,
we evaluated the experiments using the following
metrics: silhouette score, Calinski-Harabasz in-
dex, and Elbow method. These metrics were also
used to choose the optimal number of clusters.

3.3.2 Results

Table 2 shows the results of the first three itera-
tions of our clustering approach after the feature
agglomeration step. We observed that a value be-
tween 2 and 4 (inclusive) represented a good clus-
tering solution for the whole corpus according to
the metrics. A dendrogram corroborated these re-
sults (cf. Figure 1).

Upon inspection of the clusters, we found the
main differences to be due to the following fea-
tures: number of nouns, number of verbs, num-
ber of paragraphs, adherence to one-sentence-per-
line rule, number of interrogative clauses, number
of different fonts, and number of words in bold.
Considering the mean ratio of the features in a
two-cluster solution, Cluster 1 displayed a higher
frequency of nouns (0.31 vs. 0.24) and adjectives
(0.9 vs. 0.6) and a lower frequency of verbs (0.13
vs. 0.17) than Cluster 2, which in turn included a
slightly higher rate of images (0.008 vs. 0.004).

3.4 Discussion

The inverse proportion of the mean ratios concern-
ing nouns and verbs (cf. Section 3.3.2) suggested

$https://www.scipy.org/ (last accessed: June
27,2019)

‘https://scikit-learn.org/stable/
accessed: June 27, 2019)

(last
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that Cluster 1 included texts focusing on objects
or concepts, since verbs (events, actions, etc.) had
been turned into nouns (concepts, things, etc.) fol-
lowing the linguistic process of nominalisation,
while the linguistic structure of texts in Cluster 2
was simpler.

Figure 2 visualises the box plots of six of the
surface features of Subset 2 (number of full stops,
number of commas, adherence to one-sentence-
per-line rule, number of paragraphs, number of
different fonts, number of images) based on the
three-cluster solution suggested by the agglomer-
ative hierarchical approach. The first cluster con-
sisted of texts that followed the one-sentence-per-
line rule, featured a low frequency of commas, and
a high number of paragraphs. These characteris-
tics are crucial properties of simplified texts. Our
findings further emphasise the importance of dis-
tinguishing among different types of punctuation
marks in the context of simplified language: while
for commas, a low frequency is indicative of tex-
tual simplicity, the reverse is true for full stops.
Texts included in Cluster 1 did not contain im-
ages. This outcome relates to the results of a more
recent study by Bock (2018), according to which
images should be used with caution even in sim-
plified German texts to avoid the potential of dis-
traction and cognitive overload.

4 Conclusion and Outlook

In this paper, we have presented the first ap-
proach to investigating simplified German texts
by means of unsupervised machine learning tech-
niques as a basis for future readability assessment
studies on this language variety. In addition, we
have introduced novel features that have been de-
scribed in the literature but not incorporated into
machine learning (clustering and/or classification)
approaches in the context of simplified language,
notably: number of images, number of para-
graphs, number of lines, number of words of a spe-
cific font type, and adherence to a one-sentence-
per-line rule. Our findings provide evidence that
existing texts are not simplified at a unique com-
plexity level of German. We have demonstrated
that features based on structural information are
capable of accounting for the different complexity
levels found.

As a next step, we will use the results of the
experiments presented in this paper to establish
a framework of inductively generated complexity



Subset 1 Subset 2 Subset 3 Subset 4 Subset 5
Sil CH Sil CH Sil CH Sil CH Sil CH
2 10.601 3867.1 | 0.373 1135.2 | 0.675 5214.2 | 0.693 3593.9 | 0.695 5463.2
310532 24762 | 0.372 12663 | 0.617 3329.5 | 0.55 1824.8 | 0.572 32739
410456 1698.3 | 0.493 1417.6 | 0.592 25727 | 0.505 12489 | 0.51 2517.8

Table 2: Comparison of the silhouette scores (Sil) and Calinski-Harabasz indices (CH) after feature

agglomeration on all data samples.

Figure 1: Dendrogram of the texts considering agglomerated features of Subset 1.

levels. This framework will serve as the basis for
readability assessment in the context of simplified
German. Knowledge derived from our study can
also inform automatic and manual approaches to
simplification of German.
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Abstract

The widespread use of conversational
and question answering systems made it
necessary improve the performances of
speaker intent detection and understand-
ing of related semantic slots, i.e., Spo-
ken Language Understanding (SLU). Of-
ten, these tasks are approached with su-
pervised learning methods, which needs
considerable labeled datasets. This paper!
presents the first Italian dataset for SLU in
voice assistants scenario. It is the product
of a semi-automatic procedure and is used
as a benchmark of various open source and
commercial systems.

1 Introduction

Conversational interfaces, e.g., Google’s Home or
Amazon’s Alexa, are becoming pervasive in daily
life. As an important part of any conversation, lan-
guage understanding aims at extracting the mean-
ing a partner is trying to convey. Spoken Language
Understanding (SLU) plays a fundamental role in
such a scenario. Generally speaking, in SLU a
spoken utterance is first transcribed, then semantic
information is extracted. Language understanding,
i.e., extracting a semantic “frame” from a tran-
scribed user utterance, typically involves: i) Intent
Detection (ID) and ii) Slot Filling (SF) (Tur et al.,
2010). The former makes the classification of a
user utterance into an intent, i.e., the purpose of
the user. The latter finds what are the “arguments”
of such intent. As an example, let us consider
Figure 1, where the user asks for playing a song
(Intent=PlayMusic) (with or without you,
Slot=song) of an artist (U2, Slot=artist).
Usually, supervised learning methods are adopted

'Copyright (© 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).
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[Cpay T with | or [ withot [ yu [ by [ U2 |
| riproduci | with | or | without | you | degi | U2 |
[ 0o [ Bsong | Isong | Flsong [ Fsong [ O [ Beartist |

Figure 1: An example of Slot Filling in IOB for-
mat for a sentence with intent PlayMusic.

for SLU. Their efficacy strongly depends on the
availability of labeled data. There are various ap-
proaches to the production of labeled data, de-
pending on the intricacy of the problem, on the
characteristics of the data, and on the available re-
sources (e.g., annotators, time and budget). When
the reuse of existing public data is not feasible,
manual labeling should be accomplished, eventu-
ally by automating part of the labeling process.

In this work, we present the first public dataset
for the Italian language for SLU. It is generated by
a semi-automatic procedure from an existing En-
glish dataset annotated with intents and slots. We
have translated the sentences into Italian and re-
ported the annotations based on a token span algo-
rithm. Then, the translation, spans and consistency
of the entities in Italian have been manually vali-
dated. Finally, the dataset is used as benchmark
for NLU systems. In particular, we will compare
a recent state-of-the-art (SOTA) approach (Castel-
lucci et al., 2019) with Rasa (ras, 2019) taken
from the open source world, IBM Watson Assis-
tant (wat, 2019), Google DialogFlow (dia, 2019)
and, finally, Microsoft LUIS (msl, 2019), some
commercial solutions in use.

Following, in section 2 related works will be
discussed; In section 3 the dataset generation will
be discussed. Section 4 we will present the ex-
periments. Finally, in section 5 we will draw the
conclusions.

2 Related Work

SLU has been addressed in the Natural Language
Processing community mainly in the English lan-



guage. A well-known dataset used to demonstrate
and benchmark various NLU algorithms is Air-
line Travel Information System (ATIS) (Hemphill
et al., 1990) dataset, which consists of spoken
queries on flight related information. In (Braun
et al., 2017) three dataset for Intent classification
task were presented. AskUbuntu Corpus and Web
Application Corpus were extracted from Stack-
Exchange and the third one, i.e., Chatbot Cor-
pus, was originated from a Telegram chatbot. The
newer multi-intent dataset SNIPS (Coucke et al.,
2018) is the starting point for the work presented
in this paper. An alternative approach to manual or
semi-automatic labeling is the one proposed by the
data scientists of the Snorkel project with Snorkel
Drybell (Bach et al., 2018) that aims at automating
the labeling through the use of data programming.
Other works have explored the possibility of cre-
ating datasets in a language starting from datasets
in other languages, such as (Jabaian et al., 2010)
and (Stepanov et al., 2013). Regarding the Italian
language two main works can be pointed out (Ray-
mond et al., 2008; Vanzo et al., 2016). Our work
differs mainly in the application domain (i.e., we
focus on the voice assistants scenario). In particu-
lar, (Raymond et al., 2008) mainly focuses on di-
alogues in a customer service scenario; (Vanzo et
al., 2016) focuses on Human-Robot interaction.

3 Almawave-SLU: A new dataset for
Italian SLU

We created the new dataset 2 starting from the
SNIPS dataset (Coucke et al., 2018), which is in
English. It contains 14, 484 annotated examples®
with respect to 7 intents and 39 slots. In table 1 an
excerpt of the dataset is shown. We started from
this dataset as: 1) it contains a reasonable amount
of examples; ii) it is multi-domain; iii) we believe
it could represent a more realistic setting in today’s
voice assistants scenario.

We performed a semi-automatic procedure con-
sisting of two phases: an automatic transla-
tion with contextual alignment of intents and
slots; a manual validation of the translations
and annotations. The resulting dataset, i.e.,
Almawave-SLU, has fewer training examples, a
total of 7,142 and the same number of validation
and test examples of the original dataset. Again, 7

>The Almawave-SLU dataset is available for download.
To obtain it, please send an e-mail to the authors.

3There are 13084, 700 and 700 for training, validation
and test, respectively.
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intents and 39 slots have been annotated. Table 2
shows the distribution of examples for each intent.

3.1 Translation and Annotation

In a first phase, we translated each English exam-
ple in Italian by using the Translator Text API: part
of the Microsoft Azure Cognitive Services. In or-
der to create a more valuable resource in Italian,
we also performed an automatic substitution of the
names of movies, movie theatres, books, restau-
rants and of the locations with some Italian coun-
terpart. First, we collected from the Web a set F
of about 20, 000 Italian versions of such entities;
then, we substituted each entity in the sentences
of the dataset with one randomly chosen from E.

After the translation, an automatic annotation
was performed. The intent associated with the En-
glish sentence has been copied to its Italian coun-
terpart. Slots have been transferred by aligning
the source and target tokens* and by copying the
corresponding slot annotation. In case of excep-
tions, e.g., multiple alignments on the same token
or missing alignment, we left the token without
annotation.

3.2 Human Revision

In a second phase, the dataset was divided into 6
different sets, each containing about 1,190 sen-
tences. Each set was assigned to 2 annotators’,
and each was asked to review the translation from
English to Italian and the reliability of the auto-
matic annotation. The guideline was to consider
a valid annotation when both the alignment and
the semantic slots were correct. Moreover, also a
semantic consistency check was performed: e.g.,
served dish and restaurant type or city and region
or song and singer. The 2 annotators have been
used to cross-check the annotations, in order to
provide more reliable revisions. When the 2 an-
notators disagreed, the annotations have been val-
idated by a third different annotator.

During the validation phase some interesting
phenomena emerged. ® For example, there have
been cases of inconsistency between the restau-
rant name and the type of served dish when the
name of the restaurant mentioned the kind of food
served, e.g., "Prenota un tavolo da Pizza Party per
mangiare noodles". There were also wrong asso-
ciations between the type of restaurant and service

“The alignment was provided by the Translator API.
S A total of 6 annotators were available.
®Some inconsistencies were in the original dataset



AddToPlaylist Add the song virales de siempre by the cary brothers to my gym playlist.
BookRestaurant I want to book a top-rated brasserie for 7 people.

GetWeather What kind of weather will be in Ukraine one minute from now?
PlayMusic Play Subconscious Lobotomy from Jennifer Paull.

RateBook Rate The children of Niobe 1 out of 6 points.

SearchCreativeWork Looking for a creative work called Plant Ecology
SearchScreeningEvent | Is Bartok the Magnificent playing at seven AM?

Table 1: Examples from the SNIPS dataset. The first column indicates the intent, the second columns

contains an example.

requested, e.g, "Prenota nell’area piscina per 4
persone in un camion-ristorante”. A truck restau-
rant is actually a van equipped for fast-food in the
street. Again, among the cases of unlikely asso-
ciations resulting from automatic replacement, the
inconsistency between temperatures and cities is
mentioned, in cases like "snow in the Sahara". An-
other type of problem occured when the same slot
was used to identify very different objects. For
example, for the intent SearchCreativeWork, the
slot object_name was used for paintings, games,
movies, etc... We can observe and analyze a cou-
ple of examples for this intent: Can you find me
the work, The Curse of Oak Island ? and Can
you find me, Hey Man ?. The first example con-
tains The Curse of Oak Island, that is a television
series and the second refers to Hey Man that is a
music album, but both are labeled as object_name,
where the object_type are different and not speci-
fied. In all these cases, the annotators were asked
to correct the sentences and the annotations, ac-
cordingly. Again, in the case of BookRestaurant
intent a manual revision was made when in the
same sentence the city and state coexist: to make
the data more relevant to the Italian language, the
region relative to the city is changed, e.g, "I need
a table for 5 at a highly rated gastropub in Saint
Paul, MN" is translated and adapted for Italian in
"Vorrei prenotare un tavolo per 5 in un gastropub
molto apprezzato a Biella, Piemonte".

Train Train-R | Valid Test
AddToPlayList 744 185 100 | 124
BookRestaurant 967 250 100 92
GetWeather 791 195 100 104
PlayMusic 972 240 100 86
RateBook 765 181 100 80
SearchCreativeWork 752 172 100 107
SearchScreeningEvent 751 202 100 107

Table 2: Almawave-SLU Datasets statistics.
Train-R is the reducted training set.
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3.3 Automatic Translation Analysis

In many cases, machine translation lacked context
awareness: this isn’t an easy task due to phenom-
ena as polysemy, homonymy, metaphors and id-
ioms. There can be problems of lexical ambigui-
ties when a word has more than one meaning and
can produce wrong interpretations. For example,
the verb "to play" can mean “spend time doing
enjoyable things”, such as “using toys and taking
part in games”, “perform music” or “perform the
part of a character”.

Human intervention occurred to maintain the
meaning of the text dependent on cultural and situ-
ational contexts. Different translation errors were
modified by the annotators. For example, the au-
tomatic translation of the sentence Play Have You
Met Miss Jones by Nicole from Google Music.
was Gioca hai incontrato Miss Jones di Nicole da
Google Music., but the correct Italian version is
Riproduci Have You Met Miss Jones di Nicole da
Google Music.. In this case the wrong translation
of the verb play causes a meaningless sentence.

Often, translation errors are due to the presence
of prepositions, that have the same function in Ital-
ian as they do in English. Unfortunately, these
cannot be directly translated. Each preposition is
represented by a group of related senses, some of
which are very close and similar while others are
rather weak and distant. For example, the Ital-
ian preposition “di” can have six different English
counterparts — of, by, about, from, at, and than.
For example, in the SNIPS dataset the sentence /
need a table for 2 on feb. 18 at Main Deli Steak
House was translated as Ho bisogno di un tavolo
per 2 su Feb. 18 presso Main Deli Steak House.
Here, the translation of “on” is wrong: the correct
Italian version should translate it as “il”. Another
example with wrong preposition translation is the
sentence “What will the weather be one month
from now in Chad ?’, the automatic translation of
“one month from now” is “un mese da ora” but the
correct translation is “tra un mese”.



Common errors were in the translation of tem-
poral expression, that are different between Italian
and English. For example the translation of the
sentence “Book a table in Fiji for zero a.m” was
“Prenotare un tavolo in Fiji per zero a.m" but in
Italian “zero a.m” is “mezzanotte”.

Other errors were specific of some intents, as
they tend to have more slangs. For example, the
translation of GetWeather’s sentences was prob-
lematic because the main verb is often misinter-
preted, while in the sentences related to the intent
BookRestaurant a frequent failure occurred on the
interpretation of prepositions. For example, the
sentence “Will it get chilly in North Creek For-
est?” was translated as “Otterra freddo in North
Creek Forest?”, while the correct translation is
“Fara freddo a North CreekForest?”. In this case,
the system misinterpreted the context, assigning to
“get” the wrong meaning.

4 Benchmarking SLU Systems

Nowadays, there are several human-machine in-
teracting platforms, commercial and open source.
Machine learning algorithms enable these systems
to understand natural language utterances, match
them to intents, and extract structured data. We de-
cided to use the Almawave-SLU dataset with the
following SLU systems.

4.1 SLU Systems

RASA. RASA (ras, 2019) is an open source al-
ternative to popular NLP tools for the classifica-
tion of intentions and the extraction of entities.
Rasa contains a set of high-level APIs to produce
a language parser through the use of NLP and ML
libraries, via the configuration of the pipeline and
embeddings. It seems to be very fast to train, does
not require great computing power and, despite
this, it seems to get excellent results.

LUIS. Language Understanding service (msl,
2019) allows the construction of applications that
can receive input in natural language and extract
the meaning from it through the use of Machine
Learning algorithms. LUIS was chosen as it pro-
vides also an easy-to-use graphical interface ded-
icated to less experienced users. For this system
the computation is completely done remotely and
no configuration is needed.

Watson Assistant. IBM’s Watson Assistant
(wat, 2019) is a white label cloud service that al-
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lows software developers to embed a virtual as-
sistant, that use Watson Al machine learning and
NLU, in their software. Watson Assistant allows
customers to protect information gathered through
user interaction in a private cloud. It was chosen
because it was conceived for an industrial market
and for its long tradition in this task.

DialogFlow. Dialogflow (dia, 2019) is a Google
service to build engaging voice and text-based
conversational interfaces, powered by a natu-
ral language understanding (NLU) engine. Di-
alogflow makes it easy to connect the bot service
to a number of channels and runs on Google Cloud
Platform, so it can scale to hundreds of millions of
users. DialogFlow was chosen due to its wide dis-
tribution and ease of use of the interface.

Bert-Joint. It is a SOTA approach to SLU
adopting a joint Deep Learning architecture in an
attention-based recurrent frameworks (Castellucci
et al.,, 2019). It exploits the successful Bidirec-
tional Encoder Representations from Transform-
ers (BERT) model to pre-train language represen-
tations. In (Castellucci et al., 2019), the authors
extend the BERT model in order to perform the
two tasks of ID and SF jointly. In particular, two
classifiers are trained jointly on top of the BERT
representations by means of a specific loss func-
tion.

4.2 Experimental Setup

Almawave-SLU has been used for training
and evaluation of Rasa, Luis, Watson Assis-
tant, DialogFlow and Bert-Joint. Another evalu-
tion is made on 3 different training datasets, i.e
Train-R, of reduced dimensions with respect to
the Almawave-SLU, each about 1,400 sentences
equally distributed on intent.

The train/validation/test split used for the evalu-
ations is 5, 742 (1, 400 for Train-R), 700 and 700,
respectively. Regarding Rasa, we used version
1.0.7, and we adopted the standard “supervised
embeddings” pipeline, since it is recommended
in the official documentation. This pipeline con-
sists of a WhiteSpaceTokenizer, that was modified
to avoid the filter of punctuation tokens, a Regex
Featurizer, a Conditional Random Field to extract
entities, a Bag-of-words Featurizer and an Intent
Classifier. LUIS was tested against the api v2.0,
and the loading of data to train the system with
LUIS APP VERSION 0.1. Unfortunately Watson



Eval-1 with Train set Eval-2 with Train-R set
System Intent | Slot | Sentence | Intent | Slot | Sentence
Rasa 96.42 | 85.40 65.76 93.84 | 78.58 52.25
LUIS 95.99 | 79.47 50.57 94.46 | 72.51 35.53
Watson Assistant | 96.56 - - 95.03 - -
Dialogflow 95.56 | 74.62 46.16 93.60 | 65.23 36.68
Bert-Joint 97.6 90.0 77.1 96.13 | 83.04 65.23

Table 3: Overall scores for Intent and Slot

Assistant supports only English models for the an-
notations of contextual entities, i.e, slots; there-
fore, we have only measured the intents /. Re-
garding DialogFlow, a “Standard” (free) utility has
been created with API version 2; the python li-
brary “dialogflow” has been used for the predic-
tions. 3. DialogFlow allows the choice between
pure ML mode (“ML only”) and hybrid rule-based
and ML mode (“match mode”). We chosen ML
mode. Regarding the BERT-Joint system, a pre-
trained BERT model is adopted, which is avail-
able on the BERT authors website’. This model
is composed of 12-layer and the size of the hid-
den state is 768. The multi-head self-attention is
composed of 12 heads for a total of 110M param-
eters. As suggested in (Castellucci et al., 2019),
we adopted a dropout strategy applied to the fi-
nal hidden states before the intent/slot classifiers.
We tuned the following hyper-parameters over the
validation set: (i) number of epochs among (5, 10,
20, 50); (i) Dropout keep probability among (0.5,
0.7 and 0.9). We adopted the Adam optimizer
(Kingma and Ba, 2015) with parameters 5; = 0.9,
B2 = 0.999, L2 weight decay 0.01 and learning
rate 2e-5 over batches of size 64.

4.3 Experimental Results

In table 3 the performances of the systems are
shown. The SF performance is the F1 while the
ID and Sentence performances are measured with
the accuracy. We also show an evaluation carried
out with models trained on three different split of
reduced size derived from the whole dataset. The
reported value is the average of measurements ob-
tained separately on the entire test dataset.

"Refer to Table 3. Entity  feature  sup-
port details at https://cloud.ibm.com/
docs/services/assistant?topic=
assistant-language—-support

$https://cloud.google.com/dialogflow/
docs/reference/rest/v2/projects.agent.
intents#Part

‘https://storage.googleapis.com/bert\
_models/2018\_11\_23/multi\_cased\_L-12\
_H-768\_A-12.zip
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Regarding the ID task, all models are perform-
ing similarly, but Bert-Joint F1 score is slightly
higer than others. For SF task, notice that there are
significant differences between LUIS, DialogFlow
and Rasa performances.

Finally, Bert-Joint achieved the top score on
joint classification, in the assessments with the two
different sizes of the dataset. The adaptation of
nominal entities in Italian may have amplified the
problem for the other models.

5 Conclusion

The contributions of this work are two-fold: first,
we presented and released the first Italian SLU
dataset (Almawave—SLU) in the voice assistants
context. It is composed of 7,142 sentences an-
notated with respect to intents and slots, almost
equally distributed on the 7 different intents. The
effort spent on the construction of this new re-
source, according to the semi-automatic procedure
described, is about 24 FTE !9, with an average pro-
duction of about 300 examples per day. We con-
sider this effort lower than typical efforts to create
linguistic resources from scratch.

Second, we compared some of the most popular
NLU services with this data. The results show they
all have similar features and performances. How-
ever, compared to another specific architecture for
SLU, i.e., Bert-Joint, they perform worse. It was
expected and it demonstrates the Almawave-SLU
can be a valuable dataset to train and test SLU sys-
tems on the Italian language. In future, we hope to
continuously improve the data and to extend the
dataset.
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Abstract

English. This paper illustrates methods
and tools to study the development of re-
search topics in the TEI community across
the years. For this purpose, automatic
terminology extraction technologies were
exploited.

Italiano. Questo contributo illustra meto-
di e strumenti per studiare il cambiamento
diacronico degli interessi di ricerca della
comunita TEI grazie all’uso di metodi di
estrazione automatica della terminologia
da corpora di dominio.'

1 Introduzione

Questo contributo nasce dall’intento di studiare
con metodi di distant reading JjTEIL: il Jour-
nal of the Text Encoding Initiative (https:
//journals.openedition.org/jtei),

perché ¢ una rivista che rappresenta un ponte inte-
ressante fra la comunita delle Digital Humanities
e la comunita della Linguistica Computazionale.

Come indicato da Schreibman (2011), jTEI na-
sce nel 2011 dopo tre anni di gestazione con 1’in-
tento di pubblicare selected papers dei convegni
annuali (i volumi 1-2, 4, 6, 8-10) e numeri mono-
tematici su argomenti di rilevanza per la comunita
TEI (il volume 3 dedicato alla linguistica e il vo-
lume 5 dedicato alle infrastrutture). Schreibman
(2014) dichiara inoltre che il volume 7, il primo
frutto di una open call, tocca “contemporary meta
concerns within the community”.

Un tassello del settore delle Digital Humanities
viene rilevato in questo studio attraverso 1’analisi
diacronica di termini estratti dagli articoli pubbli-
cati in jTEI dal 2011 al 2019. Lo scopo ¢ quello

! Copyright (©2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).
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di andare a identificare termini mono- e polirema-
tici tipici del dominio, spia dell’orientamento te-
matico delle attivita di ricerca della comunita TEI.
Oggi lo studio delle comunita sta diventando in-
fatti centrale per comprendere e interpretare per i
vari domini la direzione scientifica nonché il ge-
nere, gli stakeholder e le possibili connessioni tra
comunita. Solo per fare un esempio, dalla lettura
degli indici dell’estrazione del jTEI Corpus, la co-
munita scientifica che ruota intorno a TEI sembra
non voglia usare il sostantivo computer e 1’agget-
tivo computational, preferendo usare invece 1’ag-
gettivo digital combinato con una miriade di so-
stantivi (come ad es. editions, humanities, text,
resources, age, archive, objects, facsimile, library,
tools) in linea con gli usi della pitt ampia comunita
delle Digital Humanities, ma non della Linguistica
Computazionale.

2 Background

Questo contributo prosegue sulla linea degli stu-
di dedicati a riviste e comunita con interessi in-
terdisciplinari di informatica e discipline linguisti-
che, storico-filologiche o letterarie. In particolare,
per lo studio dell’evoluzione terminologica nelle
Scienze Umane e Sociali si veda Tuzzi (2018); per
lo studio delle comunita della Linguistica Compu-
tazionale e delle Digital Humanities si veda Spru-
gnoli et al. (2019) e Pardelli et al. (2019); per lo
studio della comunita della Tecnologia della Lin-
gua e delle Risorse Linguistiche si vedano Mariani
et al. (2014), Francopoulo et al. (2016), Soria et
al. (2014), Bartolini et al. (2018) e Del gratta et
al. (2018); per lo studio della comunita interna-
zionale di Grey Literature si veda Pardelli et al.
(2017).

Le soluzioni sin ad oggi messe a punto nell’am-
bito dell’estrazione automatica di terminologia da
corpora di dominio sono molteplici e di diversa na-
tura. Sebbene differiscano rispetto alle metriche
utilizzate, alcuni obiettivi sono condivisi e riguar-



dano principalmente due aspetti legati alla diffi-
colta di definire strategie per: i) risolvere il pro-
blema legato al fatto che il confine tra terminolo-
gia di dominio e lingua comune non sempre ¢ cosi
netto (Cabré, 1999) e ii) delineare dei criteri co-
muni nella definizione di unita terminologica poli-
rematica (Ramisch, 2015), dal momento che esse
rappresentano pit della meta del vocabolario di un
madre-lingua (Jackendoff, 1997). La metodologia
proposta in questo contributo suggerisce una stra-
tegia per superare entrambi tali aspetti problema-
tici. Come descritto in Bonin et al. (2010), la solu-
zione proposta si basa su di una originale combi-
nazione di filtri linguistici e statistici che permet-
tono di i) discriminare la terminologia di dominio
dalla lingua comune impiegando metriche statisti-
che che pesano la rilevanza dei termini estratti al-
Iinterno del corpus di acquisizione (corpus di do-
minio) rispetto ad un corpus di riferimento (corpus
rappresentativo della lingua comune, tipicamente
una collezione di articoli di giornale); ii) estrarre
unita polirematiche anche nei casi in cui la corri-
spondente testa lessicale non sia stata precedente-
mente individuata come unita monorematica spe-
cifica del dominio. L’intuizione ¢ di considerar-
le come elementi ‘unici’ costituiti da sequenze di
categorie morfosintattiche (vedi Sezione 3.2). Cio
permette di suggerire una risposta all’osservazione
che “non sempre la settorialita di un LC [lessema
complesso] € connessa con I’esistenza di accezioni
speciali dei membri componenti, ma puo derivare
dal fatto che il LC assume in determinati conte-
sti un significato globale speciale” (De Mauro and
Voghera, 1996).

3 Metodo

3.1 Descrizione e preparazione del corpus

Gli articoli della rivista sono reperibili online sia
in .pdf che in .xhtml e, per i numeri piu recenti,
anche in .xml (TEI-XML). Il corpus su cui si basa
la nostra indagine parte dall’estrazione del plain
text dall’XHTML, una volta escluso il contenuto
metatestuale e paratestuale. La Tabella 1 mostra la
composizione del corpus.

3.2 Estrazione terminologica

Per studiare la variazione terminologica avvenu-
ta nel corso degli anni di pubblicazione della rivi-
sta abbiamo adottato due metodi complementari:
il primo basato sull’indicizzazione del corpus tra-
mite la terminologia estratta in modo non supervi-
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Volume | #Articoli | #Parole | Lungh. media
1 6 21,480 4,198 parole
2 8 26,469 3,308 parole
3 7 38,327 5,475 parole
4 8 29,431 3,678 parole
5 7 24,921 3,560 parole
6 6 21,681 3,613 parole
7 5 26,528 5,305 parole
8 16 70,025 4,376 parole
9 6 23,897 3,982 parole
10 6 31,992 5,332 parole
[ TOT. [ 75 [ 314,751 [ ]

Tabella 1: Composizione del corpus e lunghezza
media degli articoli.

sionato e il secondo basato sull’indicizzazione del-
lo stesso corpus tramite parole chiave fornite dagli
autori come metadati degli articoli.

Il processo di estrazione terminologica non su-
pervisionata ¢ stato realizzato grazie a Text-to-
Knowledge (T2K) (Dell’ Orletta et al., 2014), piat-
taforma di estrazione e organizzazione della co-
noscenza da corpora multilingui di dominio basa-
ta su tecnologie di Natural Language Processing
sviluppata da ILC-CNR e ampiamente validata in
diversi contesti applicativi’>. T2K, costruito su di
un’originale combinazione di sistemi a regole e al-
goritmi basati su metodi di apprendimento auto-
matico, consente di estrarre da una collezione di
testi linguisticamente annotati entita rilevanti an-
che quando esse non sono presenti in una risor-
sa semantico-lessicale di dominio a disposizione.
Cio permette di far fronte e superare il tradizionale
collo di bottiglia che si incontra in ogni compito di
analisi semantica del testo, quello cio¢ di rendere
esplicito il collegamento tra la realizzazione lin-
guistica dell’informazione e la rappresentazione
esplicita dell’informazione stessa.

Allo scopo pertanto di individuare ed estrarre
elementi informativi nuovi rispetto a quelli pre-
senti nel repertorio delle parole chiave a dispo-
sizione, il corpus ¢ stato linguisticamente anno-
tato a diversi livelli di analisi. A partire dal te-
sto annotato a livello morfosintattico grazie al
Parts-Of-Speech tagger descritto in Dell’ Orletta
(2009), sono state individuate le unita terminolo-
giche candidate all’estrazione. La metodologia,
descritta in Bonin et al. (2010), consente di in-
dividuare potenziali unitd monorematiche e po-
lirematiche impiegando una combinazione di fil-
tri linguistici e statistici configurabili rispetto agli

“http://www.italianlp.it/demo/t2k-text-to-knowledge/



obiettivi di ricerca. Allo scopo della nostra in-
dagine, i filtri linguistici sono stati configurati
in modo da individuare all’interno del corpus di
acquisizione: i) le potenziali unita monoremati-
che, sulla base della categoria morfo-sintattica as-
segnata (tipicamente ‘sostantivo’); ii) le poten-
ziali unita polirematiche, sulla base di una serie
di sequenze di categorie morfo-sintattiche rappre-
sentative di diversi tipi di modificazione nomina-
le. Ad esempio, da una sequenza come ‘agget-
tivo+sostantivo’ sono individuate polirematiche
quali critical edition, lexical entry, cultural herita-
ge; da una sequenza ‘sostantivo+sostantivo’ sono
individuati potenziali termini quali TEI standard,
manuscript material, knowledge representation,;
per arrivare a sequenze piu complesse come ‘so-
stantivo+preposizione+sostantivo’ sulla base del-
la quale sono stati individuati termini quali string
of text, editions of letters o sequenze ‘sostan-
tivo+preposizione+aggettivo+sostantivo’ che per-
mette di rintracciare un termine come DTABf for
printed texts, evaluation of digital scholarship
0 ‘aggettivo+aggettivo+sostantivo’ realizzazione
linguistica di un termine come historical finan-
cial records. 1 filtri statistici, applicati alla lista di
termini candidati all’estrazione, consentono di or-
dinare tali termini sulla base della loro rilevanza
all’interno del corpus di acquisizione, attribuen-
do loro un valore di significativita stabilita sul-
la base del C-NC Value (Frantzi and Ananiadou,
1999), una delle misure piu utilizzate nei sistemi
di estrazione terminologica.

In linea con gli obiettivi di ricerca del nostro
studio, i termini cosi estratti sono stati impiega-
ti dal modulo di indicizzazione di T2K per rin-
tracciare all’interno dell’intera collezione di arti-
coli del jTEI i singoli contesti nei quali 1 termini
compaiono. Grazie a questo processo ¢ stato pos-
sibile condurre 1’indagine sulla variazione diacro-
nica dei termini nelle diverse annate della rivista,
consentendo di studiare 1’evoluzione di tendenze
di ricerca e tematiche di studio.

3.3 Trattamento delle parole chiave

Sono state prese in considerazione le parole chiave
che gli autori stessi hanno indicato fra i metada-
ti. Sul totale degli articoli raccolti le parole chiave
distinte sono 259.

3.4 Mann-Kendall Trend Test

Per esplorare le variazioni significative d’impie-
go dei termini e delle parole chiave nell’in-
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tervallo temporale osservato, ¢ stato scelto il
Mann-Kendall trend test, disponibile nel pacchetto
trend di R (https://bit.ly/30bWRkd).
Considerando il numero esiguo di dati disponibi-
li per ciascun termine (o parola chiave) si ¢ scelta
quindi una statistica non parametrica sufficiente-
mente affidabile anche con un numero di misura-
zioni inferiori a dieci. Per motivi di omogeneita
dei dati, sono stati presi in considerazione soltanto
i sette numeri della rivista riguardanti atti di conve-
gni presi in successione cronologica, come si puo
vedere nelle Figure 3 e 4. I dati su cui si ¢ ap-
plicato MK Test sono stati preparati in formato
tabellare sia per i termini estratti automaticamen-
te, sia per le parole chiave indicate dagli autori,
disponendo su ciascuna riga un termine (o una pa-
rola chiave), su ciascuna colonna un numero del-
la rivista e in ciascuna cella la relativa frequenza
percentuale. L’MK Test fornisce un valore posi-
tivo per trend crescenti e un valore negativo per
trend decrescenti. Per lo studio dei risultati sono
stati presi in considerazione soltanto gli esiti con
p-value<0.05.

4 Risultati

4.1 Studio dei profili degli autori

Dall’analisi dei trend terminologici i numeri della
rivista non dedicati ad atti dei convegni TEI (3,5 ¢
7) sono stati esclusi anche perché i profili degli au-
tori stessi hanno carattere di eccezione. Per il mo-
nitoraggio, gli autori sono stati classificati in base
alla loro presenza o meno in riviste o atti di con-
vegno di Linguistica Computazionale (con contri-
buti o con menzioni in bibliografia). Come si puo
vedere in Fig. 1, il numero dedicato a TEI e lin-
guistica (3) e il numero aperto (7) hanno attrat-
to un numero elevato di linguisti computaziona-
li. Sorprendentemente invece il numero dedicato
alle infrastrutture TEI (5) non ha avuto la stessa
attrattiva.

4.2 Dati relativi ai termini estratti

I risultati discussi in quanto segue fanno riferimen-
to ai primi 500 termini circa mono- e poliremati-
ci estratti, con una frequenza di occorrenza >3.
La Tabella 2 riporta un estratto della lista dei pri-
mi 25 termini estratti dall’intero corpus, ordinati
per rilevanza statistica e accompagnati dalla fre-
quenza assoluta nel corpus. Per ogni termine, T2K
permette di estrarre il lemma e la forma prototi-
pica, cioe la variante linguistica piu frequente del
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Figura 1: Autori che non hanno pubblicazioni
in ambito di linguistica computazionale (no Ic) e
autori che ne hanno (Ic)

lemma all’interno della collezione documentale di
partenza.

Come introdotto nella Sezione 3.2, la fase di
indicizzazione ha permesso di calcolare la distri-
buzione dei termini all’interno dei singoli articoli
mettendo in evidenza eventuali differenze nell’u-
so di uno stesso termine. La Figura 2 mostra ad
esempio come, sul totale di occorrenze di parole
polirematiche estratte che contengono 1’aggettivo
digital, ogni volume sia caratterizzato da distribu-
zioni percentuali diverse. Alcuni termini possono
considerarsi poco specifici come digital age, di-
gital form, digital resources, digital tools, digital
projects, digital medium. Non pochi termini risul-
tano essere tuttavia puntuali e peculiari del setto-
re, tra questi sono stati estratti nell’arco tempora-
le digital archive, digital critical editions, digital
document, digital editions, digital Humanities, di-
gital images, digital library, digital objects, digi-
tal scholarship, digital text. 11 grafico permette di
leggere la modulazione diacronica dei termini in-
trodotti dagli autori e riconoscibili nel settore delle
Digital Humanities. Ad esempio, possiamo nota-
re come il termine Digital Humanities ¢ il termine
che ha un significato pit ampio e accoglie gli altri
termini peculiari. Esso € pertanto sempre presente
nei dieci volumi anche se la frequenza di occor-
renza risulta essere altalenante. Un momento di
prosperita di questo termine risulta circoscritto al
volume 6 del 2013.

4.3 Distribuzione delle parole chiave nel testo

Abbiamo verificato la distribuzione delle parole
chiave nel corpo degli articoli e ci0 ci ha permes-

W oo com

.
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Forma prototipica Lemma Frequenza
TEI TEI 2597
text text 1261
element element 934
project project 485
user user 455
document document 421
manuscript manuscript 396
XML XML 393
annotation annotation 292
TEI Guidelines TEI Guidelines 166
edition edition 253
tools tool 249
information information 248
content content 224
language language 221
object object 219
source source 214
TEI P5 TEI P5 132
TEI Consortium TEI consortium 98
TEI documents TEI document 91
digital editions digital edition 89
TEI XML TEI XML 85
TEI community TEI community 71
manuscript manuscript 54
description description

digital humanities digital humanity 53

Tabella 2: I primi 25 termini estratti dall’intero
corpus.

Volume 1

N
BN

—&- digital editions
—o— digital text
digital scholarship
~—#— digital Humanities
—— digital archive
digital library
= digital medium
~— digital resources
—e— digital objects
~—+— digital document
- digital form
—— digital projects

Volume 2 Volume 10

Volume 4 Volume 9
= digital critical editions
—— digital tools
digital age
~m- digital images

Volume 8

Volume 6

Figura 2: Distribuzione percentuale di termini
polirematici estratti che contengono 1’aggettivo
digital.

so di individuare, fra le complessive 259, 32 pa-
role chiave usate esclusivamente come metadati,
e quindi che non occorrono mai nel testo, come
ad esempio bibliographical standards, collabora-
tive workflow, TEI corpora e 227 impiegate invece
anche all’interno del testo (ad esempio forums).
Un’assimetria degna di nota riguarda le sequen-
ze aggettivo+sostantivo critical edition e scholar-
ly edition (entrambe parole chiave) in composizio-
ne con digital. Mentre infatti gli autori hanno in-
dicato nei metadati degli articoli digital scholarly
edition come parola chiave autonoma, hanno tra-



lasciato invece digital critical edition, benché sia
termine polirematico estratto da T2K e in alcuni
articoli cooccorra digital scholarly edition.

4.4 Risultati dell’MK Test

Lo studio delle variazioni d’impiego dei termini
al fine di identificare delle tendenze significative
ha prodotto i seguenti risultati con trend crescen-
te: different types, @corresp attribute, open da-
ta, TEI Correspondence SIG, research questions,
work in progress, Berlin-Brandenburg Academy
of Sciences, bibliographic references, TEI model,
TEI Simple, case study, TEI XML; e i seguen-
ti risultati con trend decrescente: author’s no-
te, literary texts, manuscript material, TEI users,
humanities research, TEI-encoded documents.

Se si escludono termini isolati oppure legati a
tecnologie specifiche o a particolari gruppi di ri-
cerca, i dati sembrano far emergere una tendenza
interessante. Come si pud vedere in Fig. 3, au-
menta 1’impiego di termini condivisi con le altre
scienze con basi sperimentali, fra cui le scienze del
linguaggio di cui la Linguistica Computazionale fa
parte, come research questions, case study e open
data, mentre diminuisce 1’impiego di termini spe-
cifici delle discipline umanistiche, come literary
texts, manuscript material € humanities research.

Infine, lo studio delle variazioni d’impiego
significative delle parole chiave indicate come
metadati dagli autori stessi (Fig. 4) mostra
il crescente interesse verso il web semantico
(sense ¢ largamente impiegato in contesti re-
lativi alla codifica di ontologie) e verso pro-
getti volti a rendere TEI maggiormente usabi-
le come TEI Simple (https://tei-c.org/
2014/09/10/tei-simple). Scende inve-
ce drasticamente 1’impiego di parole chiave che
esprimono tecnologie o concetti ormai assodati e
condivisi, come Unicode e community, parola que-
st’ultima comprensibilmente dominante nel primo
numero della rivista.

5 Conclusione

Recuperare un campione del trend delle attivita di
ricerca di un particolare settore scientifico, come
quelle delle Digital Humanities attraverso il jTEI,
puo essere stimolante per comprendere gli ambi-
ti indagati dai vari autori nell’arco temporale di
dieci anni. In particolare la disponibilita di cat-
turare oggi, articoli open access crea opportunita
per I’analisi di comunita scientifiche che nel pas-
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sato non era concepibile. Il lavoro svolto rappre-
senta una prima esperienza di recupero informati-
vo e di analisi per studiare il trend della comunita
scientifica delle Digital Humanities attraverso una
rivista ad essa dedicata, il jTEIL. Pensiamo altresi
che sia fondamentale ampliare le nostre fonti con
altre tipologie di riferimento: come blog, forum,
atti di conferenze nazionali e internazionali e ri-
viste. Nell’analisi uno sguardo sara rivolto anche
agli autori per comprendere connessioni e estra-
neita tra la linguistica computazionale e le Digital
Humanities.
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Abstract

English. This paper presents BullyFrame,
a dataset of cyberbulling interactions col-
lected from WhatsApp conversations in
Italian and annotated with FrameNet se-
mantic frames. We will describe the cre-
ation of the dataset discussing the prob-
lematic aspects found in the annotation
process, such as the lack of coverage
of FrameNet for the annotation of texts
extracted from social media. Finally,
we present a preliminary study that de-
scribes the relations between the frames
and the cyberbullying-related annotation
of the original dataset. !

Italiano. Questo studio presenta Bul-
lyFrame, un dataset di conversazioni
WhatsApp in italiano contenenti episodi di
cyberbullismo e annotate secondo i frame
semantici di FrameNet. Verra descritta la
creazione del dataset discutendo gli aspet-
ti problematici incontrati nel processo di
annotazione, come ad esempio i limiti di
copertura di FrameNet per |’annotazione
di testi estratti da social media. Infine,
presentiamo uno Sstudio preliminare che
descrive le relazioni tra I’annotazione di
FrameNet e quella del dataset originale,
relativa al cyberbullismo.

1 Introduction

The semantic analysis of a text involves the classi-
fication of predicates into a set of events, for which
it is important to determine who did what, when
and where. For example, in the sentence “In 1912,
the Titanic hit an iceberg on its first trip across the
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Atlantic”, the verb “hit” represents the event, “7i-
tanic” is the main actor of that event, “/9/2” and
“Atlantic” indicate when and where it took place,
and so on. The process of extracting the semantic
roles and relations in a sentence is called Semantic
Role Labeling (SRL), and, in the last years, both
resources listing possible events and corpora have
been annotated with this kind of information. Ex-
amples of such datasets are FrameNet (Ruppen-
hofer et al., 2006) and PropBank (Palmer et al.,
2005). Given the availability of these resources,
over the years SRL has gained more attention and
has become an important task in computational
linguistics, with a growing number of works and
evaluations (QasemiZadeh et al., 2019; Basili et
al., 2012).

Unfortunately, the vast majority of annotated
datasets relies mainly on newswire and narrative
texts, and their coverage turns out to be inadequate
when it comes to annotate more specific domains,
such as, for instance, football domain (Torrent et
al., 2014) or medicine domain (Tan et al., 2011).

Aside from that, over the last decades, ICT tech-
nologies and communication habits underwent
profound changes, with the greatest part of text
production in the world coming from social net-
works and being usually written in non-standard
language.” This kind of communication is of fun-
damental importance, in particular for teenagers’
social life. For instance, according to the last
report by the Italian Statistical Institute (ISTAT,
2014) in Italy 82.6 of children aged 11-17 use the
mobile phone every day. The use of these new
technologies, however, leads also to some undesir-
able side effects, as the proliferation of hate speech
and the digitization of traditional forms of harass-
ment, also known as cyberbullying.

Many studies (O’Moore and Kirkham, 2001;
Fekkes et al., 2006; Farag et al., 2019) have high-

https://www.domo.com/learn/
data-never-sleeps—-6



lighted that cyberbullying can have a negative im-
pact on the victims’ psychological and emotional
well-being and that, in extreme cases, it can lead
to self-harm and suicidal thoughts. For this rea-
son, some strategies have been implemented to de-
tect and contrast this phenomenon (Van Hee et
al., 2018; Zhao et al., 2016; Menini et al., 2019),
but none of them makes use of SRL, and no re-
sources on this topic based on frame semantics
have been developed yet. We therefore developed
BullyFrame, a dataset annotated with frame se-
mantic annotation, where the messages are taken
from a corpus of data on cyberbullying interaction
in Italian, gathered through a WhatsApp experi-
mentation with lower secondary school students
(Sprugnoli et al., 2018). Our work leads to the re-
lease of the annotated corpus (see Section 3), and
constitutes a feasibility study, that investigates the
potential lacks of FrameNet - resource that does
not claim to be exhaustive in its coverage - for the
annotation of online chats that, in addition to their
non-standard nature, contain offensive language
and informal expressions. We show, for instance,
that some frames are completely missing, such as
those regarding sexual orientation, as discussed
in Section 4. In other cases, FrameNet provides
frames whose purpose is similar to the needed one,
but cannot fit perfectly the meaning of the sen-
tence. For example, the frame “Offenses” refers
to acts that violate a legal code, but it is not used
for marking offenses (or bad words) between two
users, e.g. “idiota” (“idiot” - currently tagged as
Mental _property), “stronzetta” (‘“asshole” -
left currently with no annotation). Similarly, a sen-
tence like “Ti ricordo che io ho ballato con Kledi”
(“I remind you that I danced with Kledi”) cannot
be correctly annotated, as neither Evoking, nor
Reminder or Remembering_* frames are able
to capture the meaning of someone who reminds
something to another person.

In Section 5, we also provide a comparison
study to highlight relations between the newly-
released frame annotation and the existing one re-
garding the type of cyberbullying expression. Re-
sults show that some of them are strictly connected
(even when it is not immediate to understand).

Finally, in Section 6 we present Framy, a frame
annotation tool that works as a web server and that
has been used for annotating BullyFrame.
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2 Related Work

The work presented in this paper spans topics from
different research areas. As for the methodol-
ogy, we deal with issues related to the annotation
of Italian texts with FrameNet and frame annota-
tion on social media texts. Then, as case study,
we focus on the cyberbullying domain, where we
witness a growing interest and a large number of
novel works over the last few years.

The FrameNet database is a resource origi-
nally developed for the English language that has
proven to be largely portable over different lan-
guages. This because its frames appear to be
mostly language independent, as pointed out by
Gilardi and Baker (2018). Nevertheless, some lan-
guage specific differences can arise both at the
level of frames themselves (coarse-grained level)
and at the level of frame elements (FEs) (fine-
grained level) (Lonneker-Rodman, 2007). As an
example it is possible to recall the works of Can-
dito et al. (2014) on French, of Ohara (2012)
on Japanese and of Subirats and Sato (2004) on
Spanish. In all the three languages the creation
of a FrameNet-like resource required to add new
frames or FEs or modify already existing ones,
for instance in French some frames needed to be
merged, while others needed to be split into two
subframes.

For the Italian language, we rely on previ-
ous researches, carried out at the Universities of
Bologna and Roma Tor Vergata (Basili et al.,
2017; Vanzo et al.,, 2017), Fondazione Bruno
Kessler in Trento (Tonelli et al., 2009; Tonelli and
Pianta, 2009; Tonelli, 2010) and Pisa (Johnson and
Lenci, 2011), that investigated the creation of an
Italian FrameNet and first annotated Italian texts
with frames.

Gerrard et al. (2017) outline how frame anno-
tation of texts extracted from social media could
be challenging because of the differences between
social media data and the kind of data on which
FrameNet is built, i.e. edited and well-formed
sentences. For this reason as for today only few
studies annotated social media texts with frame in-
formation (Kim and Hovy, 2006; Gerrard et al.,
2017; ElSherief et al., 2018) even if it proved to
be useful for example in identifying opinions with
their holder and topic (Kim and Hovy, 2006) or in
deepening the analysis of Directed and General-
ized hate speech (ElSherief et al., 2018).

Works on cyberbullying try to detect and pre-



vent the phenomenon exploiting different method-
ologies and techniques. In particular, a dataset ex-
tracting data from Facebook has been developed at
University of Pisa (Del Vigna et al., 2017), while
at the University of Turin a similar corpus has been
created from Twitter (Sanguinetti et al., 2018). Di-
nakar et al. (2011) build individual topic-sensitive
binary classifiers, Van Hee et al. (2018) perform
classification based on n-grams and specific fea-
tures as the presence of aggressive and subjective
language, while Zhao et al. (2016) apply different
weights to pre-defined insulting words using them
as bullying features combined with bag-of-words
and latent semantic features for their classifier.

As for today, at the best of our knowledge, there
are not research works that studied the possible in-
terconnections between cyberbullying and frames.

3 Dataset Description

For the annotation of the frames related to cyber-
bullying we use as starting point the dataset from
Sprugnoli et al. (2018). The dataset presents a col-
lection of WhatsApp chats written by 12-13 years
old students simulating instances of cyberbullying
in specific scenarios.

The text of the chats is provided with annota-
tions about i) the role of who is writing (i.e. Vic-
tim, Bully, or supporter of one of the two sides)
and ii) labels with the type of offense that can
be found on each message (in particular, the la-
bels include: Threat or blackmail, General Insult,
Body Shame, Sexism, Racism, Curse or Exclu-
sion, Insult Attacking Relatives, Harmless Sexual
Talk, Defamation, Sexual Harassment, Defense,
Encouragement to the Harassment, and Other).

The dataset consists of 10 chats, for a total
of 2192 messages (14,600 tokens) and includes
1,203 cyberbullying expressions, corresponding to
6,000 tokens.

Starting from this, we fully annotated the sen-
tences referring to FrameNet 1.7: the resulting
annotation is available for download from the re-
source website.> It is released under the Cre-
ative Commons Attribution-ShareAlike 4.0 Inter-
national license.*

A total of 2,458 frames and 2,769 frame ele-
ment have been annotated on 1,558 sentences. The
remaining 1,211 sentences cannot be annotated,

*https://github.com/dhfbk/bullyframe
‘nttps://creativecommons.org/licenses/
by-sa/4.0/
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mainly because no corresponding frames can be
found (1,180 sentences), or because there was a
picture instead (19 sentences), or finally because
the messages have been deleted by the user (12
sentences). Table 1 (a) shows statistics on how
many frames have been annotated for each sen-
tence. Regarding the coverage, a total of 268
unique frames and 696 unique frame elements
have been found in the dataset. Table 1 (b) shows
the most frequent frames that have been annotated.
Finally, Table 1 (c) shows statistics on how many
frame elements are annotated for each frame.

4 Frame Annotation

In order to investigate possible connections be-
tween frames and cyberbullying we annotated all
the sentences of the dataset with frames and frame
elements referring to the 1.7 version of FrameNet.
In each sentence we tried to annotate all the possi-
ble evoked frames alongside with their frame ele-
ments.

When annotating the sentences we have to face
some problems that, due to the nature of this
dataset, to the differences between English and
Italian, and to the nature of FrameNet itself, is
not complete but that is constantly updated and en-
larged.

Problematic aspects can be found on three dif-
ferent levels: Frames layer, Frame Elements layer
and Frame Evoking Elements layer.

Frames layer: We found that some of the con-
cepts that were evoked by lexical units (LUs) were
not present in FrameNet. The missing frames
could be:

a) Concepts that are new to FrameNet and that
are linked to the particular nature of the text.
This is the case for instance of frames that
occur often in conversations or in oral com-
munication. These concepts are often not
present in FrameNet, but frequent in our
dataset since it includes interactions between
participants and is close to oral communica-
tion. For example we found that FrameNet
does not have a frame that covers “greetings”,
evoked in sentences such as:

“Ciao ci sentiamo domani” (Bye,
we’ll talk tomorrow)

“Hahahah esatto ciao e buon al-
lenamento” (Hahahah, exactly bye
and have a good training)



’ Frames ‘ Sentences ‘

’ Frequency | Frame ‘

8 2 —
7 5 167 | Silencing
6 7 138 | Desirability ’ Frame elements ‘ Frames ‘
109 | Statement
5 8 4 7
108 | Correctness
4 46 . 3 118
107 | Cause_emotion
3 132 . 2 633
97 | Desiring
2 406 1 1121
87 | Awareness
1 955 . 0 332
83 | Opinion
0 603 73 | Capabilit
apabili
Pic 19 P . Y
69 | Intentionally_act
Del 12

Table 1: These three tables show: (a) the number of sentences with the corresponding amount of frame
found in them; (b) the frequencies of the top 10 frames; (c) the frequencies of frame elements for each

frame annotation.

“Buongiorno a tutti!” (Have a

good day, everybody!)

b) Concepts that are new to FrameNet and that
are linked to abusive language and cyber-
bullying. For example we found that bullies
often refer to people’s sexual orientation as
an insult such as in:

“Crede di essere figo facendo il
gay a danza” (He thinks he looks
cool acting like a gay when he
dances)

“Manco fossi gay = & &7 (What
aml, gay? © & &)

“Sei cosi effemminato che intorno
a te ci sono piu finocchi che in un
orto” (You are so effeminate that
around you there are more pansies
than in a garden)

However, a frame that covers this concept is
missing in FrameNet.

c¢) Concepts that are new to FrameNet, but that
are not specifically linked to the nature of the
text nor to abusive language or cyberbullying.
For example in FrameNet are missing frames
related with ”sports” and similar activities:

“Anche tu fai calcio” (You play
football as well)
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“Si e tu vai a giocare a rugby”
(Yes, and you go play rugby)

“Lui non fa danza classica” (He
does not do ballet)

d) Concepts that are not new to FrameNet
corresponding to holes in the FrameNet
hierarchy. = For example FrameNet has
a frame for Silencing, a frame for
Becoming_silent but it does not have a
frame for Being_silent.

Frame Elements layer: We found that not only
frames were missing but that it was also possible
to find missing FEs.

For example it appears to be missing the FE
Reason for the frame Statement, useful for
annotating sentences such as:

“Lo diciamo per il tuo bene” (We say
that for your own sake)

here “Per il tuo bene” (For your own sake)
expresses the motivation for which the speaker
makes his statement and could be labeled as
Reason.

Another example can be the frame
Ingestion for which a FE Quantity,
for annotating the quantity of the ingestibles
eaten, appears to be missing. For example, in the
sentence:



“Non mangiare tanto o diventi ancora
pitt obeso” (Do not eat a lot or you will
get even fatter)

the FE label Quant ity would be perfectly fitting
for annotating the adverb “tanto” (a lot).

Frame-Evoking Elements layer: Problems
linked to the fact that in the sentences we tagged
we find that not only words or multiword expres-
sions (MWEs) evoke frames but that also other el-
ements. In particular we found that frames can be
evoked also by:

a) Constructions: For example in the sen-
tences “Di sicuro un cane e pin bravo di
lui”(A dog is better than him for sure) or
“Noi siamo pin forti di te”(We are stronger
than you) the frame Surpassing is evoked
by the construction “essere pitt X di Y (To be
Xer than Y)” rather than by a word or a mul-
tiword expression.

b) Emoji: For example, in the sentence

“Ma tu sei gia una & (But you
are already a &)

the “Pile of Poo” emoji evokes the frame
Desirability.

Aside from these three problematic layers, we
found that for a considerable amount of messages
it was not possible to add any frame annotation
because of problems of different nature. More
specifically we found that:

a) Some messages are only made of punctuation
marks, mostly ellipsis, exclamation points
and question marks.

b) Some messages are made of interjections or
discourse markers and it is, thus, not possible

to identify any frame evoking element:
“000000000000000000 =

“Ahahahahahahahahahahahahah™

In some other cases there are sentences that
have been split into two or more messages.
In these cases it is often possible to find mes-
sages in which no frame is evoked, but that
constitute a FE of a frame evoked in the big-
ger sentence that has been split.

For example, the sentence:
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“Ma noi verremmo con i nostri bei
cori” (But we would come with our
nice chant)

has been split into two different messages
“Ma noi verremmo” (But we would come)
and “Con i nostri bei cori” (With our nice
chants). The first message can be annotated
with the frame Arriving while the sec-
ond message could only be annotated as the
Arriving frame element Depictive.

The sentence:

“Neanche hai capito che e una
citazione di Battiato ” (You didn’t
even understand that this is a quote
from Battiato)

have been split into “Neanche hai capito
che é una citazione” (You didn’t even under-
stand that it is a quote) and “Di Battiato”
(From Battiato). In the first message, the LU
“capire.v”(understand.v) evokes the frame
Awareness, and “Che é una citazione”
(That it is a quote) instantiates its frame el-
ement Content, whereas the second mes-
sage can only be considered as a part of it.

d) Some messages contain only affermative and

negative expressions, i.e “Yes” or “No”.

e) Other messages only repeat a word or a group
of words of the previous message or antici-
pate one word or a group of words that will

be part of the subsequent message:

((Tu ))’
(You, You that are a boy)

“Tu che sei un maschio”

Finally there are messages that only aim to
correct a word or a letter previously mis-
spelled:

“Ai scritto”, “*Hai” (You wrote)

“Bravo Bul”,
bully)

“*Bullo” (Good

A field that is particularly relevant is the seman-
tic field of emotions. We found that FrameNet
frames referring to this field have sometimes
fuzzy boundaries and that it is sometimes hard
to choose a frame over another. Moreover there
are also some frames that seem to be miss-
ing: for example in FrameNet there is no frame
that covers the concept of “Expressing emotions”



evoked by LUs such as “weep.v” or “cry.v”
or “laugh.v”’. Indeed, the first is completely
missing in FN, the second is present as evoking
Make_noise, Communication_noise and
Vocalization, the third in present only as
evoking Make_noise.

5 Annotations comparison

In order to highlight significant relations between
frames and cyberbullying, we compared the frame
annotation with the already existing annotation re-
garding the type of cyberbullying expression (see
Section 3). In particular we computed their cor-
relation using the weighted mutual information.
This kind of evaluation can be useful, for in-
stance, to predict cyberbullyng conversations us-
ing tools that automatically extract semantic infor-
mation with respect to frames, such as SEMAFOR
(Das et al., 2014).

The results, reported in Table 2, show some
interesting outcomes. Most of them are in line
with what we could have expected, but some oth-
ers instead reflect the limitations of FrameNet in
the annotation of this kind of interactions. For
example we can see that “General_insult” is re-
lated with frames such as Mental property
or Desirability, this well matches with
the intuitions that those frames capture respec-
tively expressions which denigrates the interlocu-
tor by referring to his/her lower intelligence, e.g.
“Idiota” or “Stupida” (“Idiot”, “Stupid”), or
to his/her scarce desirability, e.g.  “Sfigato”
(“Loser/Lame”). The same can be said for the
pairs “Treat_or_Blackmail” - Cause_harm and
“Insult-BodyShame” - Resthetics, where the
connection between the frame and the cyberbul-
lying type appears to be straightforward. Never-
theless there are also pairs if which the connec-
tion is hard to understand. For example “Encour-
agment to the Harasser” shows a strong relation
with the frame Correctness. This is due, once
again, to the limitations of FrameNet that lacks of
some frames, in this particular case it lacks of a
frame for the expressions that indicate a reinforce-
ment of what one of the interlocutors just said such
as “Esatto” (“Exactly”) or “Hai ragione” (“You
are right”) that are now listed under the frame
Correctness.
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Bullying annotation Frame wMI

Curse_or_Exclusion Silencing 0.0672
General _Insult Desirability 0.0304
General _Insult Mental_property | 0.0227
Encourage_Harasser Correctness 0.0177
Curse_or_Exclusion Desiring 0.0135
Threat_or_Blackmail Cause_harm 0.0127
Discrimination-Sexism | Suitability 0.0083
Curse_or_Exclusion Required_event | 0.0080
General Insult Silencing 0.0065
Insult-BodyShame Aesthetics 0.0046

Table 2: Correlation between the new annotations
of frames and the previous ones of cyberbullying
types using weighted mutual information (wMI).

6 The annotation interface

The annotation on FrameNet has been performed
using a tool called Framy, developed at Fon-
dazione Bruno Kessler and freely available on
Github’ under the Apache 2.0 license. It is written
in php and needs a MySQL database to work.

The application is optimized for frame seman-
tics annotation, and can be configured to work
with every version of FrameNet. After loading
the already tokenized text data using the included
scripts, a human annotator can select both the lex-
ical unit that evokes the frame and the frame ele-
ments relative to the selected words.

7 Conclusions and Future Work

In this paper, we present and release BullyFrame,
an Italian resource consisting in a set of What-
sApp chats with full-text FrameNet annotations.
The data, freely accessible on GitHub, increases
the availability of resources in Italian. We also dis-
cuss how FrameNet lacks certain frames, as it can-
not cover some expressions used mainly in the so-
cial media language. Finally, we describe Framy,
a free tool that supports the manual annotation of
texts w.r.t. FrameNet.

In the future, we want to extend this dataset
by including other text resources, and extend
FrameNet coverage for the social media domain,
to deal with informal expressions and emojis.
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Abstract

Moving from the assumption that formal,
rather than content features, can be used to
detect differences and similarities among
textual genres and registers, this paper
presents a new approach to the linguis-
tic profiling methodology, which focuses
on the internal parts of a text. A case
study is presented showing that it is possi-
ble to model the degree of variance within
texts representative of four traditional gen-
res and two levels of complexity for each.!

1 Introduction

The combined use of corpus-based and computa-
tional linguistics methods to investigate language
variation has become an established line of re-
search. The heart of this research is the so-called
‘linguistic profiling’, a technique in which a large
number of counts of linguistic features automat-
ically extracted from parsed corpora are used as
a text profile and can then be compared to av-
erage profiles for groups of texts (van Halteren,
2004). Although it has been originally developed
for authorship verification and recognition, lin-
guistic profiling has been successfully applied to
the study of genre and register variation, following
Biber’s claim that “linguistic features from all lev-
els function together as underlying dimensions of
variation, with each dimension defining a different
set of linguistic relations among registers” (Biber,
1993). By modeling the ‘form’ of a text through
large sets of linguistic features extracted from rep-
resentative corpora, it has been possible not only
to enhance automatic classification of genres (Sta-
matatos et al., 2001), but also to get a better un-

1Copyright (©2019 for this paper by its authors. Use per-

mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
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derstanding of the impact of features in classifying
genres and text varieties (Cimino et al., 2017).

This paper moves in this framework but
presents a new approach of linguistic profiling,
in which the unit of analysis is not the document
as a whole entity, but the internal parts in which
it is articulated. In this respect, our perspective
is similar to the one proposed by Crossley et al.
(2011), who developed a supervised classification
method based on linguistically motivated features
to discriminate paragraphs with a specific rhetori-
cal purpose within English students’ essays. How-
ever, differently from that work, we focus on Ital-
ian and enlarge the analysis to four traditional tex-
tual genres and two levels of language complexity
for each. The aim is i) to explore to what extent the
internal structure of a text can be modeled via lin-
guistic features automatically extracted from texts
and ii) to study whether the variance across differ-
ent parts of a text changes according to genre and
level of complexity within genre.

2 Corpora and approach

Our investigation was carried out on four genres:
Journalism, Educational writing, Scientific prose
and Narrative. For each genre, we selected the
two corpora described in Brunato and Dell’ Orletta
(2017), which represent a ‘complex’ and a ‘sim-
ple’ language variety for that genre, where the
level of complexity was established according to
the expected reader. Specifically, the journalistic
genre comprises a corpus of articles published be-
tween 2000 and 2005 on the general newspaper
La Repubblica and a corpus of easy-to-read arti-
cles from Due Parole, a monthly magazine writ-
ten in a controlled language for readers with ba-
sic literacy skills or mild intellectual disabilities
(Piemontese, 1996). The corpus belonging to the
Educational genre is articulated into two collec-
tions targeting high school (AduEdu) vs. primary
school (ChiEdu) students. For the scientific prose,



the ‘complex’ variety is represented by a corpus
of 84 scientific articles on different topics, while
the ‘simple’ one by a corpus of 293 Wikipedia ar-
ticles, extracted from the Italian Portal ‘Ecology
and Environment’. For the Narrative genre, we
took a dataset specifically developed for research
on automatic text simplification. It consists of 56
texts covering short novels for children and pieces
of narrative writing for high school L2 students ar-
ranged in a parallel fashion, i.e. for each original
text a manually simplified version is available. For
our study, the original texts and the corresponding
simplified versions were chosen as representative
of the complex variety and the simple variety, re-
spectively.

All corpora were automatically tagged by the
part-of-speech tagger described in Dell’ Orletta
(2009) and dependency parsed by the DeSR parser
(Attardi et al., 2009) to allow the extraction of
more than 80 linguistic features, on which we re-
lied to investigate our research questions. These
features (detailed in Section 3) capture linguis-
tic phenomena of a different nature, with a fo-
cus on morpho-syntactic and syntactic structure,
and were selected since they were proven effec-
tive for genre classification in previous works, as
well as in other scenarios all focused on the analy-
sis of the ‘form’ of the text rather than its content,
such as linguistic complexity, readability assess-
ment (Collins-Thompson, 2014), native language
identification (Malmasi et al., 2017).

As a preliminary step for the analyses, all doc-
uments were split into a fixed number of sec-
tions, where each section is composed by a cer-
tain number of paragraphs, roughly corresponding
to the three main parts of the rhetorical structure
of a text (i.e. introductory, body and conclud-
ing paragraphs). According to the literature, for
some genres, such as academic writing, the dis-
tinction into paragraphs is quite rigid and follows
the so-called ‘five-paragraphs’ format (Crossley et
al., 2011) which adheres to the rhetorical goals
of the document, i.e. the first and the last para-
graph correspond respectively to the introduction
and the conclusion, and the three middle ones to
the body part. However, based on a preliminary
investigation of our corpora we preferred to define
a six-section subdivision in order to avoid flatten-
ing too much the distinctions across genres. The
corpora under analysis indeed are made by docu-
ments which are very different in terms of average
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length: for instance, scientific articles are on av-
erage longer than others (184 sentences per docu-
ment) and this reflects the fact that the body part
is more dense and possibly articulated into more
middle paragraphs. For each document, the six
sections are thus composed by an average number
of sentences that depends on the document length,
ranging from 2 sentences per section, for the short-
est documents, to ~35 for the longest ones. Ac-
cording to this choice, documents shorter than six
sentences were discarded, thus we finally relied
on a corpus of 1168 documents (see Table 1 for
details). As a result of the stage, we represented
each section of a document as a vector of features,
whose values correspond to the average value that
each feature has in all sentences included in the
section.

In order to understand whether and to what ex-
tent the different parts of a text represent distinc-
tive varieties with a peculiar linguistic structure,
we carried out two statistical analyses. First, we
assessed whether the difference of the feature val-
ues in each section was statistically significant.
Specifically, we performed a pairwise comparison
between each section and the following one (i.e.
1/2, 2/3, 3/4 etc), as well as between the first and
the last section (i.e. 1/6); the latter was deliber-
ately aimed at verifying whether our set of features
alone is able to distinguish between the introduc-
tory and the closing part of a document, the two
more distant sections of a text which are supposed
to have a more codified structure. Secondly, we
verified whether there is a correlation between the
values of features in the two sections under com-
parison. For both analyses, all data were calcu-
lated across and within genre. The cross-genre
analysis was focused on genre only, thus consid-
ering the two corpora representative of the com-
plex and simple variety as a unique one for each
genre. In the second scenario, the two corpora
were kept distinct to investigate if there is an effect
of genre that is preserved despite language com-
plexity changes.

3 Linguistic features

The set of features extracted from previously iden-
tified sections are distinguished into three differ-
ent categories, according to the level of annotation
from which they derive.

Raw Text Features: they include the average
word and sentence length (char_tok and n_tokens



Genre Corpus Initial dataset Analyzed dataset
P N° Doc [ Tokens | N° Doc | Tokens | Avg sentence/section

Journalism Repubblica (Rep) 318 232908 | 304 |230.789 5.1
) DueParole (2Par) 321 73.314 303 71.228 2.1
Educational High-schools educ. materials (AduEdu) 70 48.103 69 47.854 3.9
Primary schools educ. materials (ChilEdu) 60 23.192 52 22.382 3.5
Scientific Prose Scientific articles (ScientArt) 84 471.969 84 471.883 359
Wikipedia articles (WikiArt) 293 [205.071| 249 [200.681 4.9
Narrative Terence&Teacher-original versions (TT orig) 56 27.833 53 25.931 4.2
Terence& Teacher-simplified versions (TT simp) 56 25.634 54 23.866 4.3

Table 1: Statistics about the corpora used in the study.

in Table 2), calculated as the number of characters
per token and of tokens per sentence, respectively.

Morpho-syntactic Features: i.e. distribution
of unigrams of part-of-speech distinct into 14
coarse-grained pos tags (cpos-) and the 37 fine-

O Journalism Educational Scientific Prose ‘O Narrative

35

30

25

grained tags (pos_) according to the ISST-TANL . =
annotation.
10
Syntactic Features: these features model gram- s
matical phenomena of different types, i.e:
Soection 1 Section 2 Section 3 Section 4 Section 5 Section 6

- the probability of syntactic dependency types e.g.
subject (dep_subj), direct object (dep_dobj), mod-
ifiers, calculated as the distribution of each type
out of the total dependency types according to the
ISST-TANL dependency tagset;

- the length of dependency links, i.e. the av-
erage length of all dependency links (each one
calculated as the number of words occurring
between the syntactic head and the dependent)
(avg_links_l) and of the maximum dependency
link (max_links_l);

- the order of constituents with respect to the syn-
tactic head: as a proxy of canonicity effects, it
is calculated the relative position of the subject,
object and adverb with respect to the verbal head
and the position of the adjective with respect to the
nominal head;

- the parse tree structure, in terms of features
calculating: the depth of the whole parse tree
(sent_depth) (in terms of the longest path from
the root of the dependency tree to some leaf); the
width of the parse tree (senf_width), measured as
the highest number of nodes placed on the same
level; the average number of dependents for all
verbal and nominal heads (avg_dependent);

- subordination features: within the group of syn-
tactic features, a in—depth analysis was devoted
to model subordination phenomena by measuring:
the average distribution of subordinate clauses for
sentence (avg_sub_clause), the percentage of sub-
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Figure 1: Average sentence length in the 6 sections
across genres.

ordinate clauses with respect to the main clause (%
sub_main) and the percentage of embedded sub-
ordinate clauses, i.e. subordinate clauses depen-
dent on other embedded subordinate clauses (%
sub_minor); for each type, it is also calculated
the average depth (subord_depth) and weight (sub-
ord_width) of the parse tree generated by the sub-
ordinate clauses and their relative order with re-
spect to the clause on which they depend.

4 Data Analysis

Table 2 illustrates the main findings we obtained.
Specifically, it shows all features which turned out
to have a statistically significant variation in at
least one of the six pairwise comparisons, or a cor-
relation score > 0.3 according to the Spearman’s
correlation coefficient. A first clear result is that
the higher number of features varying in a statisti-
cally significant way occurs in the journalistic and
scientific genre, both considered as whole (i.e. row
g for each feature) and with respect to the language
complexity variety (rows s and c¢). The opposite
trend is reported for educational texts, which is
probably due to the heterogeneous nature of this
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Figure 2: Distribution of lexical parts-of-speech in the four genres.

genre that includes documents of different textual
typologies (course books, pieces of literature etc.).

If journalism and scientific prose are the two
genres with the highest internal variance, the com-
parison between sections allows us to get a better
understanding of this data. Specifically, for both
genres, the majority of significant variations are
observed between the first and the second section
and between the first and the last one. This sug-
gests that the introduction is a stylistic unit with
a peculiar linguistic structure with respect to the
body and the conclusion. It is characterized e.g.
by shorter sentences (Figure 1), likely due to the
presence of the title in both newspaper and sci-
entific articles, and by a distinctive distribution
of Parts—of—speech (Figure 2). With this respect,
this data are consistent with other studies in the
literature, e.g. (Voghera, 2005), and also with
previous findings we obtained on the same cor-
pora (Brunato et al., 2016), showing that scientific
prose and newswire texts rely more on the nominal
style. However, with the proposed approach, we
were able to go further in this analysis, highlight-
ing that noun/verb ratio is always higher in the first
section than all other ones. Besides, at least for
newspaper articles, this feature appears as a genre
marker which is not affected by language com-
plexity, since the same tendency is observed when
the ‘simple’ and the ‘complex’ corpus are ana-
lyzed independently. The same does not hold for
other features related to syntax and, in particular,

to the use of subordination. In this case, the ‘shift’
between the introduction and the subsequent part
of texts yields significant variations only for arti-
cles of Repubblica. Specifically, the first section
contains less embedded sentences (sent_depth: 1st
sect: 5.55; 2nd sect: 7.76), and a lower presence of
subordinate clauses, which appear as structurally
simpler e.g. in terms of depth (subord_depth: 1st
sect: 1.67; 2nd sect: 3.5) and width (subord_width:
Ist sect: 0.94; 2nd sect: 1.97). Conversely, for the
simple variant of this genre (i.e. the articles of the
easy-to-read newspaper 2Parole), we do not ob-
serve significant changes affecting these features;
this is not particularly surprising since subordina-
tion is always less represented in this corpus with
respect to all the other ones.

Leaving aside the similar tendencies character-
izing the introduction, Journalistic and Scientific
prose show a different behavior when we focus
on the internal structure of text. While in this
case much fewer features vary in a significant way,
the majority occurs in the journalistic genre only,
especially between the second and the third sec-
tion. Again, they concern a different distribution
of morpho-syntactic categories but also some syn-
tactic features related to subordination. According
to these data, we can conclude that the journalistic
genre has a more rigorous structure and that it is
possible to capture the boundaries between differ-
ent parts by using linguistic features that are not
related to the content of the article.
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features Journalism Scientific Prose Narrative Educational

12 ‘ 2/3 ‘3/4‘4/5‘5/6‘ 1/6 12 ‘2/3‘3/4‘4/5 ‘ 5/6‘ 1/6 || 172 ‘ 2/3 ‘3/4‘4/5‘5/6‘ 1/6 || 12 ‘ 2/3 ‘ 3/4 ‘4/5‘ 5/6 ‘ 1/6
Raw text features
VYV | Vi |=x|-%|-%x| VV || VV | - | - |-%|-%x|VV| - e T e e B | e i I e
n_tokens s| vV - - -] - - VA2 B N I RVAVAN | I N - -] - v A e
c| vV - ek -k |-x | VY Sk ek -k |-k |-k | -k - - - -] - v -k | - -k | - - -
gl =% | -x |ex|-x|-x| v S ek |- - |V B R 1 B - R e e R
char_tok S| -* Sk -k [-k]| - | VV v B R T N BV | I I I I I - Vr | =% | -% |-%|-% |-%
c| - Sk |-k [k | =% - A IEE SN I - ek -] - | - - Sk | -k | -k |-k | -x -k
Morpho-syntactic features
gl - - R - VoV =% -] - * - - - - - - B N S T I QRO g
cpos,ADJ  |s| V - - - - - VA2 BN T N e - EO T R - VY- - R N
c| vV - - -] - v ek ek ok |-k -k - - [ SN O = ew e | - -x ] -
gIvVVR| Vx| - | - | - [ VY[V - - -k - (VY| - E N N v - - -k | V| - -
cpos ADV |5 | vV - EEE T B AV | RVAVA S B I N I RV | I - - - - v v - -k (V|- -
CIVVk| =% | = | = | = | VV || =% |-%]-%|-%|-%]|-% - - [ - - - -x | - - -
gl Vv | vV N N A7 | VA2 I B I B RVAVA B N BV - -V v - - -
cpos CONJ |s| vV | - R A R A N -l -] - - - - |V - - -] -
c| vV - B N A R s B e IR A I 2 T I e R I S - - - - - -
VY| Vi |-k |-%|-x | VV || VV | = | - |-%| - |[VV||[VV | = | - |-%| - |[VV*|| - | =%]| -% |-%|-%|-%
cpos NOUN |s|vVk| =% | - | = |-* | VV || VV | = | - | - | - |VV| V| = | - |-%| - |VV ||V |-%] -%|-] - |-%
CIVVH [V ok =k |-k |-%| VV || =% | =% |-x|-x|-%|-% [ Vx| - B e A - - -k -x | -x | -
R S I T I I B B | YV e I O A I R | I e I el e B Sk | ek | ek -k | - [ -x%
pos.PROPN |s [V V| =% |-k |- |-%| V|| VV [=%|-k|-x|-%|VV | = | =% [-%|-%|-%| - Vr | =% | -% |-k -% |-%
cl VvV | VV | - |-%| - | VYV Sk ek |-k [ -k [ -k | -k R AR IR I EE ] - Sk |-k | =% |-k | - | -x%
gl vv | vV R N N 22 | A2 B N I R VAV VA I R P - - - - ViV o-
cpos_VERB |s| vV - N N 2V | V2720 N N I RS | IV B B N - - - - arsan
ClVV [ VV | - |-%|-%| VV ok ek ek |-k -x| -x || V - - - - - - ek - | - - -
gl ViE | VE ek |-k |-k VOV - | - | - | - VYV - - - -] - - - - - -V -
pos_AUX S| -* Sk |-k |-k | -%| - VA2 e N N RVAVA | I B - - - - - - | -x
ClVVH|[VV|-%|-%]-%| VvV Sk | - |- x| - | -% - - N - - - - - - -
Syntactic features
gl v v B N 22 | 272N B N I I RVAVAS | IRV Ve -] - v -V - - -V
dep_dobj s| - v R N N A2 | AV I B S I RV VAR RVAVA I I v - VYV - x| - |V
c| vV - - - - | VY I EE BT I N - - - - - - - - - - - -
gl - - - -] - - VA28 R I N RV | IV N S R - - - - [ - -
dep_subj s| - - - -] - - VA2 B T B RVAVA | I N I I - Sk | - - -x| - -
c| v - B R 2 2 | I I I S I I | I - E - - - - - - -
gl vV A N VAV | VAN I B I N VAV | S I N I S EEE T T T B
max_links_1 |s| vV - - - - v VA2 I N N BV | I - R - - - Sk |- | - | -x%
c| vV - Vi -%x| - | VvV B I N I I T B 3 - - - - - - % - - % v - - -
gl vV - Vi -] -\ vV vvy|-|-|-1-1|vVv] - R N S - - - - B R
avg links1 |s| Vv - - - - - N N e N R RV EO T B - - - -k | - -% | -
c|l vV - V|- -1VvY Sk |-k [k |-k |-k | - - S ew -] -] - -] - - - - -
R IRV e I I I BRVAVA | IRV I I B RS RVAVAR | BRI B I I R I k| ok | ok k| -k |-k
sent_depth |s| - - - -V VO -] - B 274 N R N I I R IEE T N N R RV
c|l vV - ek -k -x| VYV Sk |-k -k |-k |-k | -k - e -] - - x| - % [ VN R e
gl vv | vV E N N IRV | IV I BT R B RV RO T B - -k | -k - -k | -
sent_width |s| vV - - -] - - V- - - - VY- - - -] - - -k | -k - [ IO
c| vV - k| - | V] ek ek ek -k -k | -k e - - -] - -] -x x| - -
gl VYV | Ve ek |k | V[V k| ek ek (VEIVY| Ve [k - ek | Sk | ok | -k -k | -k |-k
avg_dependent |s | v - - - e - VA2 N N RV | ek - |-x| v R I T B e T
ClVV | V=== | VV || =% |-%|-%|-%|-%]|-% ek ek - |-x| Sk |-k |V ek | - -k
Subordination features

gl VvV | Vi |-x| - |-k | VYV | VV |- |- -] - VY]V - Sk |-x | VY - - - ek |-
avg_sub_clause |s | - - EEE R B VAV | VAN B N R I RV | I - - x|V - - - B
cl vV - - l-x] - VY Sk ek | - ek |-k -x [V V| - - | - - x| - - - - -
gl vv | vV R R 2 272 B e I VAR VAV | B I I I R B - - Sk |-k | - -
subord_depth |s| - - -l - -V N N e R RV - - x| VY - - BN N
c|l vV - B N vave Sk ok [k |-k |-k | -k - - -k - - - v - - - -
gl vv | vV E N N IRV | VAV B R R VA RV RO T B - - - -k | -] - -
subord_width |s| - - -l - - v V2 e N VAV | R BV B N I e 2 T
c| vV - B N vave Sk -k | - |-k |-k | -% - - -k - - - - - - -] -
gl vv | vV E N N IRV | IV I BT B B RV - -k VY - - - - - -
% sub_main |s| - - R A R A N T B N Vv S VR VR |- | k|-
c| vV - R e e Y A | R Sk I kN I B | - -] - - - -V - - -]

gV | - | - |-x| - | VYV - NN - - - - - ek V-] -
% sub_minor |s| - - -l - -V - NN - e R R A - - Vo - -k -x
c| vV - R R 2 | I e I I Vol - |- - - - - e I R

Table 2: A set of linguistic features resulting as significant in

at least one pairwise comparison. v'v' means
highly statistically significant (p < 0.001), v statistically significant (p < 0.05), - no significance; * correlation
related to the Spearman’s rank correlation coefﬁcien%grho > 0,3), g=global corpus, s=simple variety of the
corpus, c=complex variety of the corpus.




5 Conclusion

In this paper we have presented a novel approach
to the study of language variation, which re-
lies on the prerequisites of the linguistic profil-
ing methodology but with the specific purpose of
modeling the stylistic form of the different parts
within a text. A cross-genre investigation on four
traditional genres in Italian, and two levels of com-
plexity for each, showed that morpho-syntactic
and syntactic features are differently distributed
across subsections of texts belonging to a spe-
cific genre and language variety. This approach
has important implications for research on genre
variation since it suggests that the characteriza-
tion of texts and texts varieties should benefit by
inspecting corpora from this fine-grained perspec-
tive. A better understanding of linguistic phenom-
ena characterizing the introductory, middle and
conclusive parts of a text is also highly relevant
not only to enhance automatic genre classification
but also for other natural language processing ap-
plications devoted to modeling style: e.g. in edu-
cation, as a component of intelligent tutoring sys-
tems able to provide detailed feedback to students
in writing courses or for the automatic generation
of texts with the stylistic properties of a specific
genre and level of complexity.
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Abstract

English. In this paper we propose an ap-
proach to irony detection based on Ap-
praisal Theory(Martin and White(2005))
in Shakespeare’s Sonnets, a well-known
data set that is statistically valuable. In
order to produce meaningful experiments,
we created a gold standard by collecting
opinions from famous literary critics on
Shakespeare’s Sonnets focusing on irony.
We started by manually annotating the
data using Appraisal Theory as a refer-
ence theory. This choice is motivated by
the fact that Appraisal annotation schemes
allow smooth evaluation of highly elab-
orated texts like political commentaries.
The annotation is then automatically com-
piles and checked against the gold stan-
dard in order to verify the persistence of
certain schemes that can be identified as
ironic, satiric or sarcastic. Upon observa-
tion, irony detection reaches a final match
of 80%'.

Italiano. In questo articolo si propone un
approccio basato sulla Appraisal Theory
per Uindividuazione dell’ironia nei Sonetti
di Shakespeare, un dataset che e statistica-
mente valido. Allo scopo di produrre es-
perimenti significativi, abbiamo creato un
gold standard raccogliendo le opinioni di
famosi critici letterari sullo stesso corpus,
con l'ironia come tema. Abbiamo poi an-
notato manualmente i sonetti utilizzando
gli strumenti e i tratti della Appraisal The-
ory che permettono di ottenere una valu-
tazione di testi altamente elaborati come
gli articoli di politica. L’annotazione é
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stata poi raccolta automaticamente e con-
frontata con il gold standard per verificare
la persistenza di certi schemi che possono
essere identificati come ironici, satirici o
sarcastici, raggiungendo una corrispon-

denza finale del 80%.

1 Introduction

Shakespeare’s Sonnets are a collection of 154 po-
ems which is renowned for being full of ironic
content (Weiser(1983)), (Weiser(1987)) and for its
ambiguity thus sometimes reverting the overall in-
terpretation of the sonnet. Lexical mbiguity, i.e.
a word with several meanings, emanates from the
way in which the author uses words that can be
interpreted in more ways not only because inher-
ently polysemous, but because sometimes the ad-
ditional meaning meaning they evoke can some-
times be derived on the basis of the sound, i.e.
homophone (see “eye”, “I” in sonnet 152). The
sonnets are also full of metaphors which many
times requires contextualising the content to the
historical Elizabethan life and society. Further-
more, there is an abundance of words related to
specific language domains in the sonnets. For in-
stance, there are words related to the language of
economy, war, nature and to the discoveries of the
modern age, and each of these words may be used
as a metaphor of love. Many of the sonnets are
organized around a conceptual contrast, an oppo-
sition that runs parallel and then diverges, some-
times with the use of the rhetorical figure of the
chiasmus. It is just this contrast that generates
irony, sometimes satire, sarcasm, and even par-
ody. Irony may be considered in turn as: what
one means using language that normally signifies
the opposite, typically for humorous or emphatic
effect; a state of affairs or an event that seems
contrary to what one expects and is amusing as
a result. As to sarcasm this may be regarded the



use of irony to mock or convey contempt. Par-
ody is obtained by using the words or thoughts
of a person but adapting them to a ridiculously
inappropriate subject. There are several types of
irony, though we select verbal irony which, in the
strict sense, is saying the opposite of what you
mean for outcome, and it depends on the extra-
linguistics context(Attardo(1994)). As a result,
Satire and Irony are slightly overlapping but con-
stitute two separate techniques; eventually Sar-
casm can be regarded as a specialization or a sub-
set of Irony. It is important to remark that in many
cases, these linguistic structures may require the
use of nonliteral or figurative language, i.e. the use
of metaphors. This has been carefully taken into
account when annotating the sonnets by means
of Appraisal Theory Framework (hence ATF). In
our approach we will follow the so-called incon-
gruity presumption or incongruity-resolution pre-
sumption. Theories connected to the incongruity
presumption are mostly cognitive-based and re-
lated to concepts highlighted for instance, in (At-
tardo(2000)). The focus of theorization under this
presumption is that in humorous texts, or broadly
speaking in any humorous situation, there is an op-
position between two alternative dimensions. As a
result, we will look for contrast in our study of the
sonnets, produced by the contents of manual clas-
sification. The purpose of this study is to show
how ATF can be useful for detecting irony, con-
sidering its ambiguity and its elusive traits.

2 Producing the Gold Standard

In order to produce a gold standard that may en-
compass strong hints to classification in terms of
humour as explained above, we collected literary
critics’ reviews of the sonnets. We used criticism
from a set of authors including (Frye(1957))
(Calimani(2009)) (Melchiori(1971)) (Ea-
gle(1916)) (Marelli(2015)) (Schoenfeldt(2010))
(Weiser(1987)) (Serpieri(2002)) all listed in the
reference section. The gold standard classification
has been produced by second author and checked
by first author. It is organized into a number
of separate fields in a sequence to allow the
reader to get a better picture of the sonnet in the
collection. All classifications are reported in a
supplementary file in the Appendix. Here below
are the classifications for two sonnets:

e SONNET 8

SEQUENCE: 1-17 Procreation MAIN
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THEME: One against many ACTION: Young
man urged to reproduce METAPHOR:
Through progeny the young man will not be
alone NEG.EVAL: The young man seems
to be disinterested POS.EVAL: Young man
positive aesthetic evaluation CONTRAST:
Between one and many

SONNET 21

SEQUENCE: 18-86 Time and Immortal-
ity MAIN THEME: Love ACTION: The
Young man must understand the sincerity
of poet’s love METAPHOR: True love is
sincere NEG.EVAL: The young man listens
the false praise made by others POS.EVAL:
Young Man positive aesthetic evaluation
CONTRAST: Between true and fictitious love

As can be seen, we indicate SEQUENCE for
the thematic sequence into which the sonnet is in-
cluded; this is followed by MAIN THEME which
is the theme the sonnet deals with; ACTION re-
ports the possible action proposed by the poet
to the protagonist of the poem; METAPHOR is
the main metaphor introduced in the poem some-
times using words from a specialized domain;
NEG.EVAL and POS.EVAL stand for Negative
Evaluation and Positive Evaluation contained in
the poem in relation to the theme and the protag-
onist(s); finally, CONTRAST is the key to signal
presence of opposing concrete or abstract concepts
used by Shakespeare to reinforce the arguments
purported in the poem. Many sonnets have re-
ceived more than one possible pragmatic category.
This is due to the difficulty in choosing one cate-
gory over another. In particular, it has been par-
ticular hard to distinguish Irony from Satire, and
Irony from Sarcasm. Overall, we ended up with 54
sonnets receiving a double marking over 98, rep-
resenting the total number of sonnets with some
kind of pragmatic label by the literary critics, with
aratio of 98/154, corresponding to a percentage of
63.64%. We ended up with the count of annotated
sonnets reported above in Table 1.

Eventually, as commented in the section be-
low, the introduction of annotations based on Ap-
praisal Theory has helped in choosing best prag-
matic classification. In fact, literary critics were
simply hinting at "irony" or "satire", but the anno-
tation gave us a precise measure of the level of
contrast present in each of the sonnets regarded
generically as "ironic".



Table 1: Final distribution of sonnets in the 5 prag-
matic categories

Type Quantity
Blank 57

Irony 73

Satire 20
Parody 4
Sarcasm 47
Duplicated | 54

2.1 Appraisal Theory for Poetry and
Literary Texts

The experiment we have been working on is an
attempt to describe irony, parody and sarcasm in
terms of a strict scientifically viable linguistic the-
ory, the Appraisal Framework Theory (Martin and
White(2005)), as has already been done in the past
by other authors (see (Taboada and Grieve(2004))
(Read and Carrol(2012)) but also (Stingo and Del-
monte(2016)) (Delmonte and Marchesini(2017)) .
The idea is as follows: produce a complete anno-
tation of the sonnets using the tools made avail-
able by the theory and then verify how well it fits
into the gold standard produced. The primary pur-
pose of the Appraisal Framework Theory(hence
AFT) is to delineate the interpersonal dimension
of communication, supplying schemes by which
it is possible to recognize evaluative sequences
within texts and information about the positioning
of the author in relation to evaluated targets.”

The annotation has been organized around only
one category, Attitude, and its direct subcate-
gories, in order to keep the annotation at a more
workable level, and to optimize time and space in
the XML annotation. Attitude includes different
options for expressing positive or negative evalua-
tion, and expresses the author’s feelings. The main
category is divided into three primary fields with
their relative positive or negative polarity, namely:

e Affect is every emotional evaluation of
things, processes or states of affairs, (e.g.
like/dislike), it describes proper feelings and
any emotional reaction within the text aimed
towards human behaviour/process and phe-
nomena.

Further information can be found on the dedicated
website dedicated to the Appraisal Framework Theory:
http://www.languageofevaluation.info/appraisal/
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e Judgement is any kind of ethical evaluation of
human behaviour, (e.g. good/bad), and con-
siders the ethical evaluation on people and
their behaviours.

e Appreciation is every aesthetic or functional
evaluation of things, processes and state of
affairs (e.g. beautiful/ugly; useful/useless),
and represent any aesthetic evaluation of
things, both man-made and natural phenom-
ena.

Eventually, we end up with six different classes:
Affect positive, Affect Negative, Judgement Pos-
itive, Judgement Negative, Appreciation Positive,
Appreciation Negative. Overall in the annotation
there is a total majority of positive polarities with
a ratio of 0.511, in comparison to negative anno-
tations with a ratio of 0.488. In short, the whole
of the positive poles is 607, and the totality of the
negative poles is 579 for a total number of 1186
annotations. Judgement is the more interesting
category because it allows social moral sanction,
in that it refers to two subfields, Social Esteem
and Social Sanction - which however we decided
not to mark. In particular, whereas the positive
polarity annotation of Judgement extends to Ad-
miration and Praise, the negative polarity annota-
tion deals with Criticism and Condemnation or So-
cial Esteem and Social Sanction (see (Martin and
White(2005)), p.52). In particular, Judgement is
found mainly in the final couplet of the sonnets.

The annotation work on the texts has been
accomplished by first author and checked by
second author. Given the level of objective
difficulty in understanding the semantic content
of the sonnets, we have decided not to resort to
additional annotators - second author produced
the annotation as part of his Master thesis work.
So far, we have not been able to produce a mea-
sure for interannotator agreement: however, since
I was obliged to correct 35% of all annotations
that measure could be approximated by 65% of
agreement. The tags we used for the annotation
include a tag for <text> contains the whole text
of the sonnet; <p> to mark stanzas, and <s>
to mark lines. Focusing on the annotation of
the evaluative sequences instead, every time we
found an evaluative word (or sequence of words),
we delimited the item/phrase within the tags
<apprsl></apprsl>. Subsequently, following the
general indications mentioned above provided by



(Martin and White(2005)), we assigned one of
the three subcategories — affect, judgement and
appreciation — as an attribute of the tag <apprsl>,
also providing the positive/negative sentiment
orientation as a value of the attribute. Here below
we show the annotation for Sonnet 40 which is
highly contrasted:

<?xml  version="1.0" encoding="ISO-8859-
1"7> <text> <p> <s> Take all my loves, my love,
yea take them all, </s> <s> What hast thou then
more than thou hadst before? </s> <s> No love,
my<apprsl! affect="positive">love,</apprsl>that
thou mayst<apprsl appreciation="positive">
true</apprsi>love call, </s> <s> All mine was
thine, before thou hadst this more: </s>
</p> <p> <s> Then if for my<apprsl af-
fect="positive">love,</apprsi>thou my<apprs!
affect="positive"">love</apprsi>receivest,

</s> <s> I cannot<apprsl judg-
ment="negative">blame</apprsi>thee, for
my<apprsl affect="positive">love</apprsi>thou

usest, </s> <s> But yet<apprsl judge-
ment="negative">be blamed,</apprsl>if
thou thy self<apprsl judge-
ment="negative'>deceivest</apprsl>

</s> <s> By<apprsl apprecia-
tion="negative">wilful</apprs|>taste

of  what thy self<apprsi apprecia-

tion="negative">refusest</apprsl> </s> </p>

<p> <s> <apprsl judgement="positive">1
do forgive</apprsl><apprsl Jjudge-
ment="negative">thy robbery</apprsl> <ap-
prsl  appreciation="positive">gentle</apprsl>
thief </s> <s> textbfAlthough<apprsl!
Jjudgement="negative ">thou steal thee
all my  poverty:</apprsl>  </s> <s>
And yet love knows it is a<apprsl af-

fect="negative">greater grief</apprsl> </s>
<s> To<apprsl appreciation="negative">bear
love’s wrong,</apprsi>than<apprsl apprecia-
tion="negative">hate’s known injury</apprsl>.
</s> </p> <p> <s> <apprsl apprecia-
tion="negative">Lascivious</apprsl>grace,

in whom <apprsl apprecia-
tion="negative">all ill</apprsl> well
shows, </s> <s> Kill me with<apprsl af-
Sfect="negative">spites</apprsl>yet <ap-
prsl  judgement="positive">we must not be
foes</apprsl>. </s> </p> </text>
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In the choice of which and how many items
to annotate, we adopted the following linguistic
criteria to enhance the notational analysis.

e Semantic criteria:

Anytime one or more verb/noun modifiers are
found, when they do not represent meaning-
ful evaluation by themselves, they are anno-
tated together with the part of speech that
they contribute to modify. Any instance of
evaluation of a multiword expression, is an-
notated as a single appraisal unit. Any in-
stance of evaluation of rhetorical or figurative
language, is annotated as a single appraisal
unit. When possible, the evaluations are em-
bedded so as to include appraisal units into a
bigger evaluative unit, in order to fully cap-
ture figures of speech such as oxymora, apa-
goges, rhetorical questions, interjections and
the like.

Syntactic Criteria:

Without exceeding the length of the propo-
sition, it is allowed to annotate phrases as
single appraisal unit up until a clause-level,
whenever they express opinions or evalua-
tions. Additionally, for those cases where
complex phrasal structures were found, we
limited ourselves to the annotation of the
most evaluative part within the overall se-
quence, so as to avoid overproduction of
long annotation.  Again, when possible,
the clauses have been de-structured so that
through embedding we were able to capture
the evaluation on a clause-level in greater de-
tail. It is allowed to annotate evaluative se-
quences on a clause level even beyond the
punctuation marks limits. However, these an-
notations are very rare. In case of dyad/triad
of items, whenever they share the same at-
tribute and the same polarity orientation, they
are annotated as single evaluative units. In
case of more than three items in a row that
share the same attribute and the same polarity
orientation, they were annotated separately.

As to interpretation criteria, we assumed that
sonnets with the highest contrast could belong to
the category of Sarcasm. The reason for this is
justified by the fact that a high level of Negative
Judgements accompanied by Positive Apprecia-
tions or Affect is by itself interpretable as the in-
tention to provoke a sarcastic mood. As a final



result, there are 44 sonnets that present the highest
contrast and are specifically classified according
to the six classes above (see Figure 1 in the Ap-
pendix). There is also a group that contains am-
biguous sonnets which have been classified with
a double class, mainly by Irony and Sarcasm. As
a first remark, in all these sonnets, negative polar-
ity is higher than positive polarity with the excep-
tion of sonnet 106. In other words, if we consider
this annotation as the one containing the highest
levels of Judgement, we come to the conclusion
that possible Sarcasm reading is mostly associated
with presence of Judgement Negative and in gen-
eral with high Negative polarity annotations (see
table 2 below). As a first result, we may notice
a very high convergence existing between critics’
opinions as classified by us with the label highest
contrast and the output of manual annotation by
Appraisal classes.

Table 2: Quantitative data for six appraisal classes
for sonnets with highest contrast

Classes Sum | Mean | St.Dev.
Appr.Pos 56 2.534 | 8.199
Appr.Neg 25 1.134 | 3.691
Affct.Pos 53 2.4 7.733
Affct.Neg 77 3.467 | 11.202
Judgm.Pos | 32 1.445 | 4.721
Judgm.Neg | 122 | 5.467 | 17.611

In the group of 50 sonnets classified, mainly or
exclusively, with Irony, the presence of Judgement
Negative is much lower than in the previous ta-
ble for Sarcasm (see Figure 2 in the Appendix).
In fact only half of them — 25 — has annotation
for that class, the remaining half introduces two
other negative classes: mainly Affect Negative,
but also Appreciation Negative - see table 3 be-
low. As to the main Positive class, we can see that
it is no longer Judgement Positive, but Apprecia-
tion Positive which is present in 33 sonnets. This
is followed by Affect Positive which is better dis-
tributed.

In other words we can now consider that Sar-
casm is characterized by a majority of negative
evaluations 224 over 141; while Irony is charac-
terized by a majority of Positive evaluations 262
over 183 and that the values are sparse and un-
equally distributed. The final table concerns the
number of sonnets with blank evaluation by critics
which amount to 60. As a rule, this group of son-

59

Table 3: Quantitative data for six appraisal classes
for sonnets with lowest contrast

Classes Sum | Mean | St.Dev.
Appr.Pos 139 | 5.346 | 18.821
Appr.Neg 65 2.5 8.844
Affct.Pos 64 2.462 | 8.708
Affct.Neg 81 3.115 | 11.009
Judgm.Pos | 59 2.269 | 8.029
Judgm.Neg | 37 1.423 | 5.047

Table 4: Quantitative data for six appraisal classes
for sonnets with no contrast

Classes Sum | Mean | St.Dev.
Appr.Pos 88 3.034 | 1.269
Appr.Neg 59 2.034 | 7.638
Affct.Pos 89 3.069 | 11.483
Affct.Neg 109 | 3.759 | 14.052
Judgm.Pos | 49 1.689 | 6.367
Judgm.Neg | 8 0.276 | 1.079

nets look different from the two groups we already
analysed. The prevailing trait is Affect Negative;
Judgement Negative is only occasionally present;
the second preminent trait is Affect Positive. In
order to know how much the difference is, we can
judge from the quantities shown in table 3 above
(but see also Figure 3 in the Appendix).

In particular, in this case the ratio Nega-
tive/Positive is more balanced 226 over 176 with a
majority of Positive annotations as happened with
Irony but with a lower gap. The appraisal category
with highest number of annotations is now Affect,
whereas in the case of Irony it was Appreciation,
and in Sarcasm it was Judgement. So eventually
we have been able to differentiate the three main
and more frequent pragmatic categories by means
of Appraisal Framework features: they are char-
acterized by a different distribution of positive vs.
negative evaluations and also by a prominent pres-
ence of one of the three main subcategories into
which Appraisal has been subdivided that is Ap-
preciation for Irony, Judgement for Sarcasm and
Affect where no evaluation has been expressed.

3 Conclusion

In this paper we have presented work carried out to
annotate and experiment with the theme of irony in
Shakespeare’s Sonnets. The gold standard for the



experiment has been created by collecting com-
ments produced by literary critics on the presence
of some kind of thematic, semantic and syntac-
tic opposition in the sonnets as to produce some
sort of irony. At first the sonnets have been an-
notated using the framework of Appraisal Theory
and then we checked the results: we obtained a
very high level of matching with the critics’ opin-
ions at 80%. Eventually, Appraisal framework has
shown its ability to classify and diversify different
levels of irony effectively.
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APPENDIX.
Figures Of the Six Pragmatic Categories for Appraisal-Based Classification
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Sonnet 131
Sonnet 129
Sonnet 127
Sonnet 125
Sonnet 121
Sonnet 120
Sonnet 106
Sonnet 94
Sonnet 92
Sonnet 88
Sonnet 82
Sonnet 70
Sonnet 50
Sonnet 49
Sonnet 48
Sonnet 46
Sonnet 42
Sonnet 41
Sonnet 35
Sonnet 34
Sonnet 29
Sonnet 25
Sonnet 10
Sonnet 9
Sonnet 8
Sonnet 4
Sonnet 3
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Figure 1: Subdivision into six appraisal classes for sonnets with highest contrast
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Figure 2: Subdivision into six appraisal classes for sonnets with lowest contrast
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Figure 3: Subdivision into six appraisal classes for sonnets with no contrast
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Abstract

We study how words are used differently
in two Italian newspapers at opposite ends
of the political spectrum by training em-
beddings on one newspaper’s corpus, up-
dating the weights on the second one, and
observing vector shifts. We run two types
of analysis, one top-down, based on a pre-
selection of frequent words in both news-
papers, and one bottom-up, on the basis of
a combination of the observed shifts and
relative and absolute frequency. The anal-
ysis is specific to this data, but the method
can serve as a blueprint for similar studies.

1 Introduction and Background

Different newspapers, especially if positioned at
opposite ends of the political spectrum, can render
the same event in different ways. In Example (1),
both headlines are about the leader of the Ital-
ian political movement “Cinque Stelle” splitting
up with his girlfriend, but the Italian left-oriented
newspaper la Repubblica' (rep in the examples)
and right-oriented Il Giornale’ (gio in the ex-
amples) describe the news quite differently. The
news in Example (2), which is about a baby-sitter
killing a child in Moscow, is also reported by the
two newspapers mentioning and stressing different
aspects of the same event.

(1) rep Laex di Di Maio: “E’ stato un amore intenso ma
non abbiamo retto allo stress della politica”
[en: The ex of Di Maio: “It’s been an intense love
relationship, but we haven’t survived the stress of
politics”]

Copyright (© 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0)

'nttps://www.repubblica.it

Mttp://www.ilgiornale.it
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gio Luigino single, ¢ finita la Melodia
[en: Luigino single, the Melody is over]

(2) rep Mosca, “la baby sitter omicida non ha agito da
sola”
[en: Moscow, “the killer baby-sitter has not acted
alone”]

gio Mosca, la donna killer: “Ho decapitato la bimba
perché me I’ha ordinato Allah”
[en: Moscow, the killer woman: “I have beheaded
the child because Allah has ordered me to do it”]

Often though, the same words are used, but with
distinct nuances, or in combination with other, dif-
ferent words, as in Examples (3)—(4):

(3) rep Usa: agente uccide un nero disarmato e immobiliz-

zato
len:  Usa: policeman kills an unarmed and
immobilised black guy)

gio Oklahoma, poliziotto uccide un nero disarmato:
“Ho sbagliato pistola”
[en: Oklahoma: policeman kills an unarmed black
guy: “l used the wrong gun”]

(4) rep Corte Sudan annulla condanna, Meriam torna li-
bera
len: Sudan Court cancels the sentence, Meriam is
free again)

gio Sudan, Meriam ¢ libera: non sara impiccata perché
cristiana
[en: Sudan: Meriam is free: she won’t be hanged
because Christian)

In this work we discuss a method to study how the
same words are used differently in two sources,
exploiting vector shifts in embedding spaces.

The two embeddings models built on data com-
ing from la Repubblica and Il Giornale might
contain interesting differences, but since they are
separate spaces they are not directly comparable.
Previous work has encountered this issue from
a diachronic perspective: when studying mean-
ing shift in time, embeddings built on data from
different periods would encode different usages,
but they need to be comparable. Instead of con-
structing separate spaces and then aligning them



(Hamilton et al., 2016b), we adopt the method
used by Kim et al. (2014) and subsequently by Del
Tredici et al. (2016) for Italian, whereby embed-
dings are first trained on a corpus, and then up-
dated with a new one; observing the shifts certain
words undergo through the update is a rather suc-
cessful method to proxy meaning change.

Rather than across time, we update embed-
dings across sources which are identical in genre
(newspapers) but different in political positioning.
Specifically, we train embeddings on articles com-
ing from the newspaper La Repubblica (leaning
left) and update them using articles coming from
the newspaper Il Giornale (leaning right). We take
the observed shift of a given word (or the shift in
distance between two words) as a proxy for a dif-
ference in usage of that term, running two types
of analysis. One is top-down, and focuses on a
set of specific words which are frequent in both
corpora. The other one is bottom-up, focusing on
words that result potentially interesting on the ba-
sis of measures that combine the observed shift
with both relative and absolute frequency. As a
byproduct, we also learn something about the in-
teraction of shifts and frequency.

2 Data

We scraped articles from the online sites of the
Italian newspapers la Repubblica, and 1l Giornale.
We concatenated each article to its headline, and
obtained a total of 276,120 documents (202,419
for Il Giornale and 73,701 for la Repubblica).
For training the two word embeddings, though,
we only used a selection of the data. Since we are
interested in studying how the usage of the same
words changes across the two newspapers, we
wanted to maximise the chance of articles from the
two newspapers being on the same topic. Thus, we
implemented an automatic alignment, and retained
only the aligned news for each of the two corpora.
All embeddings are trained on such aligned news.

2.1 Alignment

We align the two datasets using the whole body of
the articles. We compute the tf-idf vectors for all
the articles of both newspapers and create subsets
of relevant news filtering by date, i.e. consider-
ing only news that were published in the range of
three days before and after of one another. Once
this subset is extracted, we compute cosine simi-
larities for all news in one corpus and in the other

64

corpus using the tf-idf vectors, we rank them and
then filter out alignments whose cosine similarity
is under a certain threshold. The threshold should
be chosen taking into consideration a trade-off be-
tween keeping a sufficient number of documents
and quality of alignment. In this case, we are rel-
atively happy with a good but not too strict align-
ment, and after a few tests and manual checks, we
found that threshold of 0.185 works well in prac-
tice for these datasets, yielding a good balance be-
tween correct alignments and news recall. Table 1
shows the size of the aligned corpus in terms of
number of documents and tokens.

newspaper | #documents |  #tokens
la Repubblica 31,209 | 23,038,718
1l Giornale 38,984 | 18,584,121

Table 1: Size of the aligned corpus.

2.2 Shared lexicon

If we look at the most frequent content words in
the datasets (Figure 1), we see that they are indeed
very similar, most likely due to the datasets being
aligned based on lexical overlap.

This selection of frequent words already consti-
tutes a set of interesting tokens to study for their
potential usage shift across the two newspapers.
In addition, through the updating procedure that
we describe in the next section, we will be able to
identify which words appear to undergo the heav-
iest shifts from the original to the updated space,
possibly indicating a substantial difference of use
across the two newspapers.

2.3 Distinguishability

Seeing that frequent words are shared across the
two datasets, we want to ensure that the two
datasets are still different enough to make the em-
beddings update meaningful.

We therefore run a simple classification ex-
periment to assess how distinguishable the two
sources are based on lexical features. Using the
scikit-learn implementation with default parame-
ters (Pedregosa et al., 2011), we trained a binary
linear SVM to predict whether a given document
comes from la Repubblica or 1l Giornale. We used
ten-fold cross-validation over the aligned dataset
with only word n-grams 1-2 as features and ob-
tained an overall accuracy of 0.796, and 0.794 and
0.797 average precision and recall, respectively.
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This is indicative that the two newspapers can be
distinguished even when writing about the same
topics. Looking at predictive features we can in-
deed see some words that might be characterising
each of the newspapers due to their higher tf-idf
weight, thus maintaining distinctive context even
in similar topics and with frequent shared words.

3 Embeddings and Measures

We train embeddings on one source, and update
the weights training on the other source. Specif-
ically, using the gensim library (Rehiifek and
Sojka, 2010), first we train a word2vec model
(Mikolov et al., 2013) to learn 128 sized vectors on
la Repubblica corpus (using the skip-gram model,
window size of 5, high-frequency word downsam-
ple rate of le-4, learning rate of 0.05 and mini-
mum word frequency 3, for 15 iterations). We
call these word embeddings space R. Next, we up-
date space R on the documents of Il Giornale with
identical settings but for 5 iterations rather than 15.
The resulting space, space RG, has a total vocab-
ulary size of 53,684 words. We decided to go this
direction (rather than train on Il Giornale first and
update on La Repubblica later because the La Re-
pubblica corpus is larger in terms of tokens, thus
ensuring a more stable space to start from.

3.1 Quantifying the shift

This procedure makes it possible to observe the
shift of any given word, both quantitatively as well
as qualitatively. This is more powerful than build-
ing two separate spaces and just check the nearest
neighbours of a selection of words. In the same
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gap-shift correlation with colour for total frequencies

8000

2000

Figure 2: Gap-Shift scatter plot of the words
in the two newspapers. Darker colour indicates
a higher cumulative frequency; a negative gap
means higher relative frequency in Il Giornale.

way that the distance between two words is ap-
proximated by the cosine distance of their vectors
(Turney and Pantel, 2010), we calculate the dis-
tance between a word in spaceR and the same
word in spaceRG, by taking the norm of the dif-
ference between the vectors. This value for word
w is referred to as shs ft,,. The higher shi ft,,, the
larger the difference in usage of w across the two
spaces. We observe an average shift of 1.98, with
the highest value at 6.65.

3.2 Frequency impact

By looking at raw shifts, selecting high ones,
we could see some potentially interesting words.



. Pd
sicurezza -
rtito
migranti <
nspetio 1
nto
I:i'i:'laha
premier
politica
leader

polizia -
pre5|dente E
|VII‘II

EUI"O‘

Berluscom - l-

Lsa 1
Romia
Renzi

europa

legge

I-I-

Berlusconi -

Pd
premier -

SiCUrezza -
partito - [
migranti -
polizia -
Salvini -
paesi |

leader -
presidente -

punto
italia

politica -J

rispetto

Figure 3: Distance matrix between a small set
of high frequency words on la Repubblica. The
lighter the color the larger the distance.

However, frequency plays an important role, too
(Schnabel et al., 2015). To account for this, we
explore the impact of both absolute and relative
frequency for each word w. We take the overall
frequency of a word summing the individual oc-
currences of w in the two corpora (total,,). We
also take the difference between the relative fre-
quency of a word in the two corpora, as this might
be influencing the shift. We refer to this difference
as gap,, and calculate it as in Equation 1.

r

freg,

7]

reqd
(f G )

(D
gl

gapy, = log( ) —log

A negative gap,, indicates that the word is rela-
tively more frequent in I/ Giornale than in la Re-
pubblica, while a positive value indicates the op-
posite. Words whose relative frequency is similar
in both corpora exhibit values around 0.

We observe a tiny but significant negative cor-
relation between total,, and shi ft,, (-0.093, p <
0.0001), indicating that the more frequent a word,
the less it is likely to shift. In Figure 2 we see all
the dark dots (most frequent words) concentrated
at the bottom of the scatter plot (lower shifts).

However, when we consider gap,, and shi ft,,,
we see a more substantial negative correlation (-
0.306, p < 0.0001), suggesting that the gap has an
influence on the shift: the more negative the gap,
the higher the shift. In other words, the shift is
larger if a word is relatively more frequent in the
corpus used to update the embeddings.
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Figure 4: Distance matrix between a small set of
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4 Analysis

We use the information that derives from having
the original space R and the updated space RG to
carry out two types of analysis. The first one is
top-down, with a pre-selection of words to study,
while the second one is bottom-up, based on mea-
sures combining the shift and frequency.

4.1 Top-down

As a first analysis, we look into the most frequent
words in both newspapers and study how their re-
lationships change when we move from space R to
space RG. The words we analyse are the union of
those reported in Figure 1. Note that in this anal-
ysis we look at pairs of words at once, rather than
at the shift of a single word from one space to the
next. We build three matrices to visualise the dis-
tance between these words.

The first matrix (Figure 3) only considers
SpaceR, and serves to show how close/distant the
words are from one another in la Repubblica. For
example, we see that “partito” and “Pd”, or “pre-
mier” and “Renzi” are close (dark-painted), while
“polizia” and “europa” are lighter, thus more dis-
tant (probably used in different contexts).

In Figure 4 we show a replica of the first ma-
trix, but now on Space RG; this matrix now let’s
us see how the distance between pairs of words has
changed after updating the weights. Some vectors
are farther than before and this is visible by the
ligther color of the figure, like “usa” and “lega”
or “italia” and “usa”, while some words are closer
like “Berlusconi” and “europa” or “europa” and
“politica” which feature darker colour. Specific
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analysis of the co-occurrences of such words could
yield interesting observations on their use in the
two newspapers.

In order to better observe the actual difference,
the third matrix shows the shift from spaceR to
space RG, normalised by the logarithm of the ab-
solute difference between the total,,; and total,o
(Figure 5).% Lighter word-pairs shifted more, thus
suggesting different contexts and usage, for exam-
ple “italia” and “lega”. Darker pairs, on the other
hand, such as “Pd”-“Partito” are also interesting
for deeper analysis, since their joint usage is likely
to be quite similar in both newspapers.

4.2 Bottom-up

Differently from what we did in the top-down
analysis, here we do not look at how the relation-
ship between pairs of pre-selected words changes,
rather at how a single word’s usage varies across
the two spaces. These words arise from the in-
teraction of gap and shi ft, which yields various
scenarios. Words with a large negative gap (rela-
tive frequency higher in Il Giornale) are likely to
shift more, but it’s probably more of an effect due
to increased frequency than a genuine shift. Words
that have a high gap (occurring relatively less in //
Giornale) are likely to shift less, most likely since
adding a few contexts might not cause much shift.

The most interesting cases are words whose

3Note that this does not correspond exactly to the gap
measure in Eq. 1 since we are considering the difference be-
tween two words rather than the difference in occurrence of
the same word in the two corpora.

67

relative frequency does not change in the two
datasets, but have a high shift. Zooming in on the
words that have small gaps (—0.1 < gap,, < 0.1),
will provide us with a set of potentially interest-
ing words, especially if they have a shift higher
than the average shift. We also require that words
obeying the previous constraints occur more than
the average word frequency over the two corpora.
Low frequency words are in general less stable
(Schnabel et al., 2015), suggesting that shifts for
the latter might not be reliable. High frequency
words shift globally less (cf. Figure 2), so a higher
than average shift could be meaningful.

Figure 6 shows the plot of words that have
more or less the same relative frequency in the
two newspapers (—0.1 < gap > 0.1 and an ab-
solute cumulative frequency higher than average),
and we therefore infer that their higher than aver-
age shift is mainly due to usage difference. Some
comments are provided next to the plot.

These words can be the focus of a dedicated
study, and independently of the specific observa-
tions that we can make in this context, this method
can serve as a way to highlight the hotspot words
that deserve attention in a meaning shift study.

4.3 A closer look at nearest neighbours

As a last, more qualitative, analysis, one can in-
spect how the nearest neighbours of a given word
of interest change from one space to the next. In
our specific case, we picked a few words (deriv-
ing them from the top-down, thus most frequent,
and bottom-up selections), and report in Table 2
their top five nearest neighbours in SpaceR and in
SpaceRG. As in most analyses of this kind, one
has to rely quite a bit on background and general
knowledge to interpret the changes. If we look at
“Renzi”, for example, a past Prime Minister from
the party close to the newspaper “la Repubblica”,
we see that while in SpaceR the top neighbours
are all members of his own party, and the party
itself (“Pd”), in SpaceRG politicians from other
parties (closer to “Il Giornale™) get closer to Renzi,
such as Berlusconi and Alfano.

5 Conclusions

We experimented with using embeddings shifts as
a tool to study how words are used in two different
Italian newspapers. We focused on a pre-selection
of high frequency words shared by the two news-
papers, and on another set of words which were
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Table 2: A few significant words and their top 5

nearest neighbours in

SpaceR and SpaceRG.

SpaceR

SpaceRG

“migranti” [en: migrants]

barconi [large boats] (0.60)
naufraghi [castaways] (0.57)
disperati [wretches] (0.56)
barcone [large boat] (0.55)
carrette [wrecks] (0.53)

eritrei [Eritreans] (0.61)

Lampedusa [] (0.60)

accoglienza [hospitality] (0.59)
Pozzallo [] (0.58)

extracomunitari [non-European] (0.57)

“Renzi ” ]

past Prime Minister]

Orfini [] (0.65)
Letta [] (0.64)
Cuperlo [] (0.63)
Pd [] (0.62)
Bersani [] (0.61)

premier [] (0.60)
Nazareno [] (0.59)
Berlusconi [] (0.58)
Cav [] (0.57)
Alfano [] (0.56)

“politica ” [en: politics]

leadership [] (0.65)

logica [logic] (0.64)

miri [aspire to] (0.63)
ambizione [ambition] (0.62)
potentati [potentates] (0.61)

tecnocrazia [technocracy] (0.60)
democrazia [democracy] (0.59)
partitica [of party] (0.58)
democratica [democratic] (0.57)
legalita [legality] (0.56)

highlighted as potentially interesting through a
newly proposed methodology which combines ob-
served embeddings shifts and relative and absolute
frequency. Most differently used words in the two
newspapers are proper nouns of politically active
individuals as well as places, and concepts that are
highly debated on the political scene.

68

Beside the present showcase, we believe this
methodology can be more in general used to high-
light which words might deserve deeper, dedicated
analysis when studying meaning change.

One aspect that should be further investigated
is the role played by the methodology used for
aligning and/or updating the embeddings. As an
alternative to what we proposed, one could em-
ploy different strategies to manipulate embedding
spaces towards highlighting meaning changes. For
example, Rodda et al. (2016) exploited Repre-
sentational Similarity Analysis (Kriegeskorte and
Kievit, 2013) to compare embeddings built on dif-
ferent spaces in the context of studying diachronic
semantic shifts in ancient Greek. Another inter-
esting approach, still in the context of diachronic
meaning change, but applicable to our datasets,
was introduced by Hamilton et al. (2016a), who
use both a global and a local neighborhood mea-
sure of semantic change to disentangle shifts due
to cultural changes from purely linguistic ones.
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Abstract

We train three different models to generate
newspaper headlines from a portion of the
corresponding article. The articles are ob-
tained from two mainstream Italian news-
papers. In order to assess the models’ per-
formance, we set up a human-based eval-
uation where 30 different native speakers
expressed their judgment over a variety
of aspects. The outcome shows that (i)
pointer networks perform better than stan-
dard sequence to sequence models, creat-
ing mostly correct and appropriate titles;
(i1) the suitability of a headline to its arti-
cle for pointer networks is on par or better
than the gold headline; (iii) gold headlines
are still by far more inviting than gener-
ated headlines to read the whole article,
highlighting the contrast between human
creativity and content appropriateness.

1 Introduction and Background

Progress in language generation has made it really
hard to tell if a text is written by a human or is
machine-generated. The recently developed GPT-
2 transformer-based language model (Radford et
al., 2019), when prompted with an arbitrary input,
is able to generate synthetic texts which are im-
pressively human-like. But what makes generated
text good text?

We investigate this question in the context of au-
tomatically generated news headlines.'

Copyright (©) 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0)

'A growing interest in headline generation is wit-
nessed also in the organisation of a multilingual
shared task at RANLP 2019, using Wikipedia data:

http://multiling.iit.demokritos.gr/
pages/view/1651/task—-headline—-generation
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Headlines could be seen as very short sum-
maries, so that one could use evaluation meth-
ods typical of summarisation (Gatt and Krahmer,
2018), but they are in fact a very special kind of
summaries. In addition to being suitable in terms
of content, newspaper titles must also be inviting
towards reading the whole article. A model that,
given an article, learns how to generate its title
must then be able to cover both the summarisation
as well as the luring aspect.

We collect articles from Italian newspapers on-
line, and generate their headlines automatically.
In contrast to the feature-rich approach of Col-
menares et al. (2015), which requires substan-
tial linguistic preprocessing for feature extrac-
tion, we rely on recent developments in language
modelling, and train three different sequence-to-
sequence models that learn to generate a head-
line given (a portion of) its article. We com-
pare these generated headlines to one another and
to the gold headline through a series of human-
based evaluations which take several aspects into
account, ranging from grammatical correctness to
attractiveness towards reading the full article. The
factors we measure are in line with the require-
ments for human-based evaluation mentioned by
Gatt and Krahmer (2018), and are useful since it is
known that standard metrics based on lexical over-
lap are not accurate indicators for the goodness of
generated text (Liu et al., 2016).

Contributions We offer three main contribu-
tions: (i) a model which generates headlines from
Italian news articles and which we make publicly
available; (i1) a framework for human-based evalu-
ation of generated headlines, which can serve as a
blueprint for the evaluation of other types of gen-
erated texts; (iii) insights on the performance of
different headline generators, and on the distinc-
tion between the concepts of suitable and attrac-
tive when evaluating headlines.



model

example generated headlines

Al Qaida : “ L’ Europa non ¢ un pericolo per i nostri fratelli ”

s2s . . .
la Samp batte la Sampdoria e la Samp non si ferma mai
N Teramo , bimbo di sei anni muore sotto gli occhi dei genitori mentre faceva il bagno
P Brescia , boa constrictor : sequestrati due metri € mezzo in un anno di animali
one Argentina , Obama : ““ Paladino dei poveri e dei piu vulnerabili ” . E il Papa si divide

Cagliari , cane ha preferito rimandare il cane dal veterinario di Santa Margherita di famiglia

Table 1: Examples of headlines generated by the three models.

2 Task, Data, and Settings

The task is conceptually straightforward: given an
article, generate its headline. Luckily, correspond-
ingly straightforward is obtaining training and test
data. We scraped the websites of two major Italian
newspapers, namely La Repubblica® and Il Gior-
nale®, collecting a total of approximately 275,000
article-headline pairs. The two newspapers are
not equally represented, with I/ Giornale covering
70% of the data.

After removing some duplicates, and instances
featuring headlines shorter than 20 characters
(which are typically commercials), we were left
with a total of 253,543 pairs, which we split into
training (177,480), validation (50,709), and test
(25,354) sets, preserving in each the proportion of
the two newspapers.

We used the training and validation sets to de-
velop three different models that learn to gener-
ate a headline given an article. To keep train-
ing computationally manageable, each article was
truncated after the first 500 tokens.* As an alter-
native to keep the text short but maximally infor-
mative, we also experimented with selecting rel-
evant portions of the articles using the TextRank
algorithm, a graph-model that ranks sentences in a
text according to their importance (Mihalcea and
Tarau, 2004). However, preliminary experiments
on our validation set did not seem to yield better
results than just selecting the first N-tokens of an
article. Also, using TextRank would make a less
natural comparison to the settings used for the hu-
man evaluation (see Section 4), so we did not pur-
sue this option further.’

https://www.repubblica.it

3http ://www.ilgiornale.it

“We do not control for sentence endings, so the last sen-
tence of each truncated article might get truncated.

SEach article is also equipped with a short summary, often
complementary to the title in content. We do not use this
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3 Models

The models that we trained and evaluated are de-
scribed below. In Table 1 we show two generated
examples for each of the three models to give an
idea of their output.

Sequence-to-Sequence with Attention (S2S)
We used a sequence-to-sequence model
(Sutskever et al.,, 2014) with attention (Bah-
danau et al., 2014) with the configuration used
by See et al. (2017) but we used a bidirectional
instead of a unidirectional layer. This choice
applies to all the models we used. The final con-
figuration is 1 bidirectional encoder-decoder layer
with 256 LSTM cells each, no dropout and shared
embeddings with size 128; the model is optimised
with Adagrad with learning rate 0.15 and gradient
clipped (Mikolov, 2012) to a maximum magnitude
of 2. We experimented also with a version using
pretrained Italian embeddings, but since some
preliminary evaluation didn’t show better results,
we eventually decided not to use this other model.

Pointer Generator Network (PN) The hybrid
pointer-generator network architecture See et al.
(2017) can copy words from the source text via
a pointing mechanism, and generate words from
a fixed vocabulary. This allows for a better han-
dling of out-of-vocabulary words, providing accu-
rate reproduction information, while retaining the
ability to reproduce novel words. The base archi-
tecture is a sequence-to-sequence model, except
for the pointing mechanism and for the fact that
the copy attention parameters are shared with the
regular attention. An additional layer (so called
bridge (Klein et al., 2017)) is trained between the
encoder and the decoder and is fed with the latest
encoder states. Its purpose is to learn to generate

text in the current experiments, but plan to exploit it in future
work.



initial states for the decoder instead of initialising
them directly with the latest encoder states.

Pointer Generator Network with Coverage
(PNC) This model is basically a Pointer Gener-
ator Network with an additional coverage atten-
tion mechanism that is intended to overcome the
copying problem typical of sequence-to-sequence
models (See et al., 2017). This is basically a vec-
tor, computed by summing up all the attention
distributions over all previous decoder timesteps.
This unnormalised distribution over the document
words is expected to represent the degree of cover-
age that the words have received from the attention
mechanism until then. This vector, called cover-
age vector, is used to penalise the attention over
already generated words, to minimise the risk of
generating repetitive text.

4 Evaluation

Evaluating automatically generated text is non-
trivial. Given that many different generated texts
can be correct, existing measures are usually
deemed insufficient (Liu et al., 2016). The prob-
lem is even more acute for headline generation,
since due to their nature and function, simple con-
tent evaluation based on word overlap is most
likely not exhaustive. Human-based evaluation
could provide a richer picture.

When discussing human-based (intrinsic) eval-
uation of summarisation models, Gatt & Krah-
mer (2018) mention two core aspects: linguistic
fluency or correctness, and adequacy or correct-
ness relative to the input, in terms of the system’s
rendition of the content. These also relate to the
aspects examined in the context of evaluating the
generation of the final sentence of a story, such as
grammaticality, (logical) consistency, and context
relevance (Li et al., 2018).

We took these factors into consideration when
designing our evaluation settings. Since headlines
must also carry some “attraction” factor to read the
whole article, we included this aspect as well.

4.1 Settings

We call a case each set of an article and its four
corresponding headlines to be evaluated, namely
the three automatically generated ones, and the
original (gold) title.

We prepared an evaluation form®, which in-

SAn example can be found here: https://forms.
gle/MB31uEGT856af2MP7
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cluded five different questions for each case (see
Figure 1). Each subject could see the four head-
lines and answer questions Q1-Q3. The corre-
sponding article, in the truncated form that was
also seen in training by the models, was only
shown to the subjects after Q3, and they would
then answer Q4—Q5. This choice was made in or-
der to ensure that first questions were answered on
the basis of the headlines only, especially for the
validity of Q3. The order in which gold and gen-
erated titles were shown was randomised, though
it was the same for each case for all participants.

Each form comprised 20 cases to evaluate, and
was sent to 3 participants. We created 10 differ-
ent forms, thus obtaining judgements for 200 total
cases with 30 different participants (600 separate
judgements). The participants are all native speak-
ers of Italian, and balanced for gender (15F/15M).
We also aimed at a wide range of ages (17-77)
and education levels (middle school diploma to
PhD). This variety was sought in order to prevent
as much as possible judgements that are based too
strongly on personal biases, taste, and familiarity
with specific topics over others.

The headlines used for this evaluation exercise
were randomly selected from the test set. When
extracting them though, we excluded all cases
where at least one model produced a headline
containing at least an unknown word (represented
with the special token < UNK >), since this
would make the headline look too weird and not
much comprehensible. This led to excluding ap-
proximately 50% of the samples. The model with
the highest proportion of headlines with at least
one UNK was the S2S (37%), followed by the
PNC (31%), and the PN (30.2%). In terms of
topics, random picking ensured a variety of top-
ics; manual inspection anyway showed that most
news were mainly about chronicle facts, and inter-
national politics.

4.2 Analysis

We discuss the results in detail for questions Q1,
Q3, Q4, Q5. For Q2, we simply note that the most
similar in content are always the two pointer net-
works, and the most dissimilar are all three pairs
that involve the gold headlines. This suggests that
human titles focus on aspects of the article that are
different from those picked by the generator, most
likely as humans can abstract away from the actual
text and use much more creativity.



The four titles are shown (repeated for each question below)

A. Usa, la fabbrica del vetro d’ aria per il telefono d” aria in Usa

B. Se il lavoro va ai robot : un automa vale sei operai

C.Usa, Trump : ” Trump si difende 1" occupazione e " economia nazionale ”

D. Usa, la beffa del condizionatore d” aria ” made in Usa ” : ” Ecco come si difende ”

And the following questions are then asked:

[at this stage the subjects only see titles, without the article]

Q1. Questi titoli sono scritti correttamente? yes,no for each
Q2. Secondo te, questi titoli parlano dello stesso articolo? yes,no for pairs of titles
Q3. Quale di questi titoli ti invoglia maggiormente a leggere 1’intero articolo? pick one

[now the subjects also see the (truncated) article]

New York . Chiamiamola la beffa del condizionatore d” aria ” made in Usa ” . La marca e
Carrier , filiale della multinazionale United Technologies . Un caso ormai celebre , che Don-
ald Trump addita come un esempio della sua azione efficace a tutela della classe operaia .
A novembre , appena eletto presidente ( ma non ancora in carica ) , Trump si occupa dello
” scandalo Carrier ” : vogliono chiudere una fabbrica di condizionatori a Indianapolis per
trasferirla in Messico , delocalizzando a Sud del confine 800 posti di lavoro . Il presidente
- eletto fa fuoco e fiamme , chiama il chief executive dell” azienda . Forse interviene la casa
madre , United Technologies , che ha grosse commesse per |’ esercito e non vuole inimicarsi il
neo - presidente . Sta di fatto che Carrier cede alle pressioni , fa dietrofront : la fabbrica resta
sul suolo Usa , nello Stato dell” Indiana . Tripudio di Trump che canta vittoria via Twitter : ”
Ecco come si difende 1" occupazione e I’ economia nazionale ” . Passano i mesi e il caso viene
dimenticato . Fino a quando il chief executive Greg Hayes rivela ai sindacati che i 16 milioni
di investimento nella sede di Indianapolis vanno tutti in robotica , automazione : ” Alla fine ci
saranno meno posti di prima . Dobbiamo ridurre i costi , per essere competitivi ” . La morale
e crudele, la vittoria di Trump si [...]

Q4. Ritieni che il titolo sia appropriato all’articolo? yes,no for each
Q5. Quale ti sembra pit adatto? Ordinali rank 1-4

Figure 1: Sample evaluation case. Subjects are presented with the gold and generated headlines in
random order, and must answer a progression of questions, without and with seeing the article. Q1
targets correctness, Q2 targets the similarity in topic focus, Q3 targets attractiveness, Q4 and QS5 target
appropriateness (absolute, and relative to one another). In this example, A=s2s, B=gold, C=pnc, D=pn.

Grammatical Correctness (Q1) Whenaskedto  evaluation question might have to be formulated
evaluate whether the headlines were written cor-  differently. In any case, among the models, for
rectly, the participants assessed all headlines as  the current question, the PN behaves almost on par
correct more frequently than not correct, with  with the gold headlines.

Gold and PN having the best ratio of yes vs no

(Figure 2). What is, however, interesting is that  Attractiveness (Q3) In the large majority of the
even Gold headlines are frequently judged as not  cases, the gold headline was chosen as the most
correct, implying that either the participants were  jngpiring for reading the whole article (Figure 3).
very strict, or correctness is not a necessary or  Among the models, the headlines generated by the
particularly typical feature of newspaper head- PN is mostly chosen, followed by the PNC, and
lines. While it is important for us to assess how lastly by the S2S. Such results suggest that there
well the generators perform also in terms of well- 5 something in the way experts create headlines,
formed sequences, if (grammatical) correctness is ot likely related to human creativity, rhetoric
not strictly a property of newspaper headlines, this  and communication strategies, which systems are
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Figure 2: Correctness judgments (Q1)
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Figure 3: Attractiveness judgements (Q3)

not yet able to reproduce. Additionally, some on-
line newspapers’ business models can be heavily
clickbait-based, causing headlines to be more sen-
sational than faithful to the article’s actual con-
tents.

Suitability (Q4-Q5) There are two results to be
analysed in the context of assessing how appropri-
ate a headline is with respect to its article. In terms
of a binary evaluation for each headline (Figure 4,
left), in all cases, including gold, the headline is
deemed not appropriate more than the times is
deemed appropriate. In the case of gold, this could
be due to the fact that excessive creativity to make
the title attractive can make it less adherent to the
actual content. In the case of the generated head-
lines, they might just not be good enough.
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G S28 PN PNC tot
correctness 0.439 0427 0.345 0.337 0.387
attractiveness - - - - 0.120
suitability 0.349 0354 0.374 0.313 0.348
suitability-rank | 0.444 0.364 0.339 0.398 0.389

Table 2: Krippendorf’s alpha scores for the hu-
man annotations. The rightmost column shows the
agreement over all systems plus gold headlines.

The rank shows a possibly unexpected trend
(Figure 4, right side). The headline chosen as most
appropriate (ranked 1st) is most of the times the
one produced by the PN model, even more so than
the gold. Not only, the gold is also the headline
that features last (ranked 4th, thus least suitable)
more than any of the other titles. This is reflected
in the average rank (see caption of Figure 4), as the
gold headline comes in last, and the PN-generated
title is comparatively the most preferred.

4.3 Agreement

Given that we obtained three separate judgments
per case, in addition to the separate evaluations,
we can also assess how much the subjects agree
with one another. Table 2 shows the values for
Krippendorf’s alpha over all of the annotated as-
pects. Low scores suggest that the task is highly
subjective, and this is especially true for the evalu-
ation of how attractive a headline is towards read-
ing the whole article. Possibly surprising is the
score regarding the evaluation of the headline’s
correctness, which could be viewed as a more ob-
jective feature to assess. Such relatively low score
could be due to the vagueness of Ql, in combi-
nation with the nature of headlines, which even in
their human version might be formulated in ways
that do not necessarily abide to grammatical rules.

5 Conclusions

The quality of three different sequence-to-
sequence models that generate headlines start-
ing from an article was comparatively assessed
through human judgement, which we contextually
used to evaluate the original headlines as well. The
best system is a pointer network model, with cor-
rectness judgements on par with the gold head-
lines. Evaluating the generated output on different
levels, especially attractiveness, which typically
characterises news headlines, uncovered an inter-
esting aspect: gold headlines appear to be the most
attractive to read the whole article, but are not con-
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Figure 4: Suitability. Left: suitability judgment for each headline (yes/no). Right: headlines are ranked
according to most (1) to least (4) appropriate for each corresponding article. Average ranking: PN=2.401;

Seq2Seq=2.488; PN_C=2.530; GOLD=2.580

sidered the most suitable, on the contrary, they are
judged as the most unsuitable of all. Therefore,
when automatically generating headlines, just re-
lying on content might never lead us to titles that
are human-like and attractive enough for people to
read the article. This should be considered in any
future work on news headline generation. At the
evaluation stage, it would also be beneficial to in-
volve professional journalists. A first contact with
one of the newspapers at the early stages of our
evaluation experiments did not yet yield any con-
crete collaboration, but expert judgement on the
quality of the generated headlines is something we
would like to include in the future.

One aspect that we have not explicitly consid-
ered in our experiments is that the headlines come
from different newspapers (positioned at oppo-
site ends of the political spectrum), and can carry
newspaper-specific characteristics. Robust head-
line generation should consider this, too.
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Abstract

English. In this contribution we in-
vestigate the generalisation abilities of a
pre-trained multilingual Language Model,
namely Multilingual BERT, in different
transfer learning scenarios for event de-
tection and classification for Italian and
English. Our results show that zero-shot
models have satisfying, although not opti-
mal, performances in both languages (av-
erage F1 higher than 60 for event detec-
tion vs. average F1 ranging between 40
and 50 for event classification). We also
show that adding extra fine-tuning data of
the evaluation language is not simply ben-
eficial but results in better models when
compared to the corresponding non zero-
shot transfer ones, achieving highly com-
petitive results when compared to state-of-
the-art systems.

1 Introduction

Recently pre-trained word representations en-
coded in Language Models (LM) have gained
lot of popularity in Natural Language Process-
ing (NLP) thanks to their ability to encode high
level syntactic-semantic language features and
produce state-of-the-art results in various tasks,
such as Named Entity Recognition (Peters et
al., 2018), Machine Translation (Johnson et al.,
2017; Ramachandran et al., 2017), Text Classi-
fication (Eriguchi et al., 2018; Chronopoulou et
al., 2019), among others. These models are pre-
trained on large amounts of unannotated text and
then fine-tuned using the induced LM structure
to generalise over specific training data. Given
their success in monolingual environments, espe-

Copyright (© 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).
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cially for English, there has been a growing in-
terest in the development of cross-lingual as well
as multilingual representations (Vuli¢ and Moens,
2015; Ammar et al., 2016; Conneau et al., 2018;
Artetxe et al., 2018) to investigate different cross-
lingual transfer learning scenarios, including zero-
shot transfer, i.e. the direct application of a model
fine-tuned using data in one language to a different
test language.

Following the approach in Pires et al. (2019),
in this paper we investigate the generalisation
abilities of Multilingual BERT (Devlin et al.,
2019) ! on English (EN) and Italian (IT). Multi-
lingual BERT is particularly well suited for this
task because it easily allows the implementation
of cross-lingual transfer learning, including zero-
shot transfer.

We use event detection as our downstream task,
a highly complex semantic task with a well estab-
lished tradition in NLP (Ahn, 2006; Ji and Grish-
man, 2008; Ritter et al., 2012; Nguyen and Gr-
ishman, 2015; Huang et al., 2018). The goal of
the task is to identify event mentions, i.e. linguis-
tic expressions describing “things” that happen or
hold as true in the world, and subsequently clas-
sify them according to a (pre-defined) taxonomy.
The complexity of the task relies in its high depen-
dence on the context of occurrence of the expres-
sions that may trigger an event mention. Indeed,
the eventiveness of an expression is prone to am-
biguity because there exists a continuum between
eventive and non-eventive readings in the space
of event semantics (Araki et al., 2018). Such in-
trinsic ambiguity of event expressions challenges
the generalisation abilities of stochastic models
and allows to investigate advantages and limits of
transfer learning approaches when semantics has a
pivotal role in the resolution of a problem/task.

We explore different multi-lingual and cross-

"https://github.com/google-research/
bert



lingual aspects of transfer learning with respect
to event detection through a series of experiments,
focusing on the following research questions:

RQ1 How well do Multilingual BERT fine-tuned
models generalise in zero-shot transfer learn-
ing scenarios on both languages?

RQ2 Do we obtain more robust models by fine-
tuning zero-shot models with additional
(training) data of the evaluation language?

Our results show that Multilingual BERT ob-
tains satisfying performances in zero-shot scenar-
ios for the identification of event triggers (aver-
age F1 63.53 on Italian and 66.79 on English),
while this is not the case for event classification
(average F1 42.86 on Italian and 51.26 on En-
glish). We also show that extra fine-tuning the
zero-shot models with data of the evaluation lan-
guage is not just beneficial, but it actually gives
better results than models fine-tuned on the cor-
responding test language only (i.e. fine-tuning
and test in the same language), and achieves
competitive results with state-of-the-art systems
developed using dedicated architectures. Our
code is available (https://github.com/
ahmetustun/BertForEvent).

2 Data

We have used two corpora annotated with event in-
formation: the TempEval-3 corpus (TE3) for En-
glish (UzZaman et al., 2013) and the EVENTI cor-
pus for Italian (Caselli et al., 2014). The corpora
have been independently annotated with language
specific annotation schemes, grounded on a shared
metadata markup language for temporal informa-
tion processing, ISO-TimeML (ISO, 2008), thus
sharing definitions and tags’ names for the mark-
able expressions. The corpora are composed by
contemporary news articles” and have been devel-
oped in the context of two evaluation campaigns
for temporal processing, namely TempEval-3 and
EVENTI@EVALITA 2014.

Events are defined as anything that can
be said to happen, or occur, or hold true,
with no restriction to parts-of-speech (POS),
including verbs, nouns, adjectives, and also

2We have excluded the extra test set on historical news
from the Italian data set, and the automatically annotated
training set from the English one.
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prepositional phrases (PP). Every event men-
tion is further assigned to one of 7 possi-
ble classes: OCCURRENCE, ASPECTUAL,
PERCEPTION, REPORTING, I(NTESIONAL)
STATE, IINTENSIONAL) ACTION, and STATE,
capturing the relationship the event participates
(such as factual, evidential, reported, intensional).
Although semantically interoperable, one of the
most relevant annotation differences that may im-
pact the evaluation of the zero-shot models con-
cerns the marking of modal verbs and copulas in-
troducing event nouns, adjectives or PPs. While
in English these elements are never annotated as
event triggers, this is done in Italian. A detailed
description of additional language specific adapta-
tions and differences between English and Italian
is reported in Caselli and Sprugnoli (2017).

Tables 1 and 2 illustrate the distribution of the
annotation of events for POS (token based) and
classes (event based), respectively. Both corpora,
when released, did not explicitly have a develop-
ment section. Following previous work (Caselli,
2018), we generated development sets by exclud-
ing from the training data all the documents that
composed the test data for Italian and English in
the SemEval 2010 TempEval-2 campaign (Verha-
gen et al., 2010).

The Italian corpus is larger than the correspond-
ing English version, although the distribution of
events, both per POS and per class, is compara-
ble. The different distribution of the REPORT-
ING, I_.STATE, I_ACTION, and STATE classes re-
flects differences in annotation instructions rather
than language specific characteristics. For in-
stance, in Italian, the class REPORTING is as-
signed only if the event mention is an instance of
a speech verb/noun (verba/nomina dicendi), while
in English this constraint is less strict.

3 Model

Multilingual BERT  (Bidirectional Encoder
Representations from Transformers) shares the
same framework of the monolingual English
BERTg asr (Devlin et al.,, 2019). BERT is
a pre-trained LM that improves over existing
fine-tuning approaches by jointly conditioning on
both left and right contexts in all layers to generate
pre-trained deep bidirectional representations.
Multilingual BERT’s architecture contains an
encoder consisting of 12 Transformer blocks with
12 self-attention heads (Vaswani et al., 2017), and



TE3 EVENTI
POS Train Dev Test | Train Dev Test | Examples
Verb 8,141 393 542 | 11,269 193 2,426 | en:run; it:correre
Noun 2,268 124 175 6,710 111 1,499 | en:attack; it:attacco
Adjectives 165 8 21 610 9 118 | en:(is) dormat; it:(e) dormiente
Other/PP 29 1 8 146 1 25 | en:on board; it:a bordo
Total 10,603 526 746 | 18,735 314 4,068

Table 1: Distribution of events per POS in each corpus per Training, Development, and Test data.

TE3 EVENTI
Classes Train Dev Test | Train Dev Test | Examples
OCCURRENCE 6,530 302 466 9,041 162 1,949 | en:run; it:correre
ASPECTUAL 264 33 35 446 14 107 | en:start; it:inizio
PERCEPTION 79 4 2 162 2 37 | en:see; it:vedere
REPORTING 1,544 67 92 714 8 149 | en:say; it:dire
I_.STATE 651 29 36 1,599 29 355 | en:like; it:piacere
I_ACTION 827 57 47 1,476 25 357 | en:attempt; it tentare
STATE 708 34 68 4,090 61 843 | en:keep; it:tenersi
Total 10,603 526 746 | 17,528 301 3,798

Table 2: Distribution of event classes in each corpus per Training, Development, and Test data.

hidden size of 768.

Unlike the original BERT, Multilingual BERT
is pre-trained on the concatenation of monolingual
Wikipedia pages of 104 languages with a shared
word piece vocabulary. One of the peculiar char-
acteristics of this multilingual model is that it does
not make use of any special marker to signal the
input language, nor has any mechanism that ex-
plicitly indicates that translation equivalent pairs
should have similar representations.

For the fine-tuning, we use a standard sequence
tagging model. We apply a softmax classifier over
each token by passing the token’s last layer of ac-
tivation to the softmax layer to make a tag predic-
tion. Since BERT’s wordpiece tokenizer can split
words into multiple tokens, we take the prediction
for the first token (piece) per word, ignoring the
rest. No parameter tuning was performed, learn-
ing rate was set to le-4, and batch size to 8.

4 Experiments

Event detection is best described as composed by
two sub-tasks: first, identify if a word, w, in a
given sentence S is an instance of an event men-
tion, ev,,; and subsequently, assign it to a class
C, evy, € C. We break the experiments in two
blocks: in the first block, we investigate the qual-
ity of the fine-tuned Multilingual BERT models
on the identification of the event mentions only.
This is an easier task with respect to classifica-
tion, as it can be framed as a binary classification
task. In this way, we can actually have a sort of
maximal threshold of the performance of the zero-

shot cross-lingual transfer learning models. In the
second block of experiments, we investigate the
ability of the models in performing the two sub-
tasks “at once”, i.e. identifying and classifying
an event mention. This is a more complex task,
especially in zero-shot transfer learning scenarios,
because the ISO-TimeML classes are assigned fol-
lowing syntactic-semantic criteria: the same word
can be assigned to different classes according to
the specific syntactic context in which it occurs.
For each language pair and direction of the transfer
(1e ENtTain_ITtest VvSs. ITtTain_ENtest)a we also
benchmark the performance in monolingual fine-
tuned transfer scenarios (i.e. ITi;qin—TITiest Vs.
ENy;qin—EN¢est), to have an upper-bound limit
of Multilingual BERT and an indirect evidence of
the intrinsic quality of the proposed multilingual
model. For the English data, we also test the per-
formance using English BERT 5 45 £, so to better
understand limits of the multilingual model.
Finally, we compare our results to the best sys-
tems that participated in the corresponding eval-
uation campaigns in each language, as well as to
state-of-the-art systems. In particular, we selected:

- HLT-FBK (Mirza and Minard, 2014), a
feature-based SVM model for Italian (best
system at EVENTI@EVALITA);

- ATT1 (Jung and Stent, 2013), a feature-
based MaxEnt model for English (best sys-
tem for event detection and classification at
TempEval-3);

- CRF4TimeML (Caselli and Morante, 2018),
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a feature-based CRF model for English that
has obtained state-of-the-art results on event
classification;

- Bi-LSTM-CRF (Reimers and Gurevych,
2017; Caselli, 2018), a neural network
model based on a Bi-LSTM using a CRF
classifer as final layer. The architecture
has been originally developed and tested
on English (Reimers and Gurevych, 2017),
and subsequently adapted to Italian (Caselli,
2018). The English version of the system re-
ports state-of-the-art scores for the event de-
tection task only, while the Italian version
obtained state-of-the-art results for detection
and classification.

5 Results

All scores for the Multilingual BERT models
have been averaged against 5 runs (Reimers and
Gurevych, 2017). Subscript numbers correspond
to standard deviation scores. Tables 3 and 4 illus-
trate the results on the Italian test data for the event
detection and the event detection and classification
sub-tasks, respectively. Results on the English test
are illustrated in Table 5 for event detection and
in Table 6 for event detection and classification.
For each experiment, we also report the number of
fine-tuning epochs.

The main take-away is that the portability of
the zero-shot models is not the same for the two
sub-tasks: for the event detection sub-task, both
models obtain close results (average F1 63.53 on
Italian vs. average F1 66.79 on English), while
this is not the case for the event detection and
classification sub-task (average F1 42.86 on Ital-
ian vs. average F1 51.26 on English), suggest-
ing this sub-task as being intrinsically more dif-
ficult. We also observe that the zero-shot models
have different behaviors with respect to Precision
and Recall: the zero-shot transfer on Italian has
a high Precision and a low Recall, while the op-
posite happens on English.  The stability of the
zero-shot models seems to be influenced by the
size of the fine-tuning training data. In particular,
zero-shot transfer learning on English consistently
results in more stable models, as the lower scores

“For instance, average Precision for event detection is
93.11 on Italian vs. 53.19 on English, while average Recall is
51.71 on Italian and 89.92 on English, respectively. A similar
pattern is observed for the detection and classification sub-
task.
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for the standard deviation show when compared to
the Italian counterpart (+/- 2.04 for EVENTI,q;p,
on the TE3 test data vs. +/- 7.45 for TE3,.4;» On
the EVENTI test data for the event detection sub-
task; +/- 2.67 for EVENTI;, 4;, on the TE3 test
data vs. +/- 3.15 for TE3;, 4, on the EVENTI test
data for the event detection and classification sub-
task).

Annotation differences in the two languages
have an impact in the evaluation of the zero-shot
models. To measure this, we excluded all modal
and copula verbs both as predictions on the En-
glish test by the zero-shot Italian model, and as
gold labels from the Italian test, when applying the
zero-shot English model. In both cases we observe
an improvement, with an increase of the average
F1 to 72.26 on English and 66.01 on Italian. Al-
though other language specific annotations may be
at play, the Italian zero-shot model appears to be
more powerful than the English one.

The addition of extra fine-tuning with data from
the evaluation language results in a positive out-
come, improving performances in both sub-tasks.
In three out of the four cases (event detection on
English, and event detection and classification on
English and Italian) the extra-fine tuning with the
full training set of the evaluation language results
in better models than the corresponding non zero-
shot ones. Adding training material targeting the
evaluation test is a well know technique in domain
adaptation (Daumé III, 2007). Quite surprisingly
with respect to previous work that used this ap-
proach, we observe an improvement also with re-
spect to fine-tuned transfer scenarios, i.e. models
tuned and tested on the same language, suggest-
ing that the multilingual model is actually learning
from both languages.

In terms of absolute scores, our results for the
zero-shot scenarios are in line with the findings
reported in Pires et al. (2019) for typologically re-
lated languages, such as English and Italian. How-
ever, limits of zero-shot transfer scenarios seem
more evident in semantic tasks when compared to
morpho-synatactic ones. For instance, Pires et al.
(2019) reports absolute F1 scores comparable to
ours on Named Entity Recognition on 4 language
pairs, while results on POS tagging achieve an ac-
curacy above 80% on all language pairs. More re-
cently, Wu and Dredze (2019) have shown a sim-
ilar behavior to our zero-shot scenarios of Multi-
lingual BERT in a text classification task.



Fine Tuning Epochs | EVENTI F1 Fine Tuning Epochs | EVENTI F1
TE3¢rain - zero-shot 1 63.537 45 TE3¢,ain - zero-shot 2 42.863 15
TE3¢rain + EVENTI ey 1+2 77.571 .73 TE3¢rain + EVENTI ¢y 1+2 55.381.34
TE3¢rain + EVENTL rqin | 1+ 1 87.170.56 TE3¢raqin + EVENTL rqin | 1+3 73.900 45
EVENTI;rqin 1 87.361.16 EVENTL:rqin 2 73.690.80
(Caselli, 2018) n/a 87.79 (Caselli, 2018) n/a 72.97
HLT-FBK n/a 86.68 HLT-FBK n/a 67.14

Table 3: Event mention detection - test on Italian.
Best scores in bold.

Table 4: Event detection and classification - test on
Italian. Best scores in bold.

Fine Tuning Epochs TE3 F1 Fine Tuning Epochs TE3 F1
EVENTL,, qin - zero-shot 1 66.792 04 EVENTIL:qin - zero-shot 2 51.262 67
EVENTItTain + TE3d5U 1+2 80.671411 EVENTItra'Ln + TE3de'U 1+2 64-162.82
EVENTIsz;n + TEStrain 1+1 81870 13 EVENTItrain + TE?’train 1+3 68'9’7094
TE3tmm 1 81.391423 TE3t7-ain 2 63~361.47
(Reimers and Gurevych, 2017)° | n/a 83.45 CRF4TimeML n/a 72.24
ATT1 n/a 81.05 ATTI 71.88

Table 5: Event mention detection - test on English.

Best scores in bold.

6 Discussion

Extra fine-tuning Extra fine-tuning, even with
a minimal amount of data as shown by the results
using the development sets, shifts the model’s pre-
dictions to be more in-line with the correspond-
ing language specific annotations. Furthermore, it
reduces the effects of cross-lingual transfer based
on the presence of the same word pieces between
the fine-tuned and the evaluation languages due to
the single multilingual vocabulary of Multilingual
BERT (Pires et al., 2019). This also results in an
increasing stability of the models and a reduction
of the differences in the average scores for Preci-
sion and Recall with respect to the zero-shot mod-
els.

Comparison to other systems Zero-shot mod-
els obtain satisfying, though not optimal, results
as they fall far from both the state-of-the-art mod-
els and the best performing systems in the corre-
sponding evaluation exercises (i.e. HLCT-FBK for
Italian and ATT1 for English). Extra fine-tuning
with the development data provides competitive
models against the best systems in the evaluation
exercises only. When the full training data is used
for extra fine-tuning in the target evaluation lan-
guage, results are very close to the state of the
art, although only in one case the Multilingual
BERT model is actually outperforming it (namely,
on event detection and classification for Italian).
These models also obtain very competitive results
with respect to state-of-the-art systems, indicating
that multilinguality does not seem to negatively

Table 6: Event detection and classification - test on
English. Best scores in bold.
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affect the quality of the pre-trained LM. How-
ever, results on English using English BERTp 45
appears to be partially in line with this observa-
tion. By applying the same settings, we obtain
an average F1 on event detection of 82.85, and
an average F1 for event detection and classifica-
tion of 71.09. Although results of the monolin-
gual model are expected to be higher in general, in
this case, we observe that the differences in perfor-
mance between the two tasks are not in the same
range. BERT g 4 5 g obtains an increase of 2% on
event detection but it reaches almost 11% on event
detection and classification. Differences in class
labelling between English and Italian (see Sec-
tion 2) can partially explain this behaviour. How-
ever, given the sensitivity of event classification to
the syntactic context, these results call for further
investigation on the encoding of syntactic infor-
mation between the monolingual and the multi-
lingual BERT models.

Errors Comparing the errors of the zero-shot
models is not an easy task mainly because of the
language specific annotations in the two corpora.
However, focusing on the three major POS, i.e.
nouns, verbs, and adjectives, and on the False Neg-
atives only, both models present a similar propor-
tions of errors, with nouns representing the hardest
case (53.84% on Italian vs. 54.90% on English),
followed by verbs (30.29% on Italian vs. 17.64%
on English), and by adjectives (7.51% on Italian
vs. 5.88% on English). When observing the classi-
fication mismatches (i.e. correct event mention but

SPrecision: 81.26; Recall: 84.70



wrong class), both models overgeneralise the OC-
CURRENCE class in the majority of cases. How-
ever, zero-shot transfer on English actually ex-
tends mis-classification errors mirroring the distri-
bution of the classes of the Italian training data. In
particular, it wrongly classifies English REPORT-
ING events as I_ ACTION (33.33%), and OC-
CURRENCE as STATE (15.51%) or I. ACTION
(34.48%). Although the syntactic context may
have influenced the classification errors, these pat-
terns further highlight the differences in annota-
tions between the two languages.

7 Conclusion

In this contribution we investigated the general-
isation abilities of Multilingual BERT on Italian
and English using event detection as a downstream
task. The results show that Multilingual BERT
seems to handle cross-lingual generalisation be-
tween Italian and English in a satisfying way,
although with some limitations. Limitations in
this case come from two sources: annotation dif-
ferences in the two languages and, partially, the
shared multilingual vocabulary. Zero-shot systems
appears to be particularly sensitive to the fine-
tuning data, and, in these experiments, they pro-
vide empirical evidence of the impact of different
annotation decisions for events in English and Ital-
ian.

We have shown that extra fine-tuning with data
of the evaluation language not only is beneficial
but it may lead to better systems, suggesting that
the multilingual model may be combining infor-
mation from the two languages, and thus obtaining
competitive results with respect to task-specific ar-
chitectures. This opens up to new strategies for
the development of systems by using interoperable
annotated data in different languages to improve
performances and possibly obtain more robust and
portable models across different data distributions.
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Abstract

PESInet is an Automatic Prosody Recog-
nition system aiming at classifying Infor-
mation Units as Statement, Question or
Exclamation. PESInet adopts a modular
architecture, with a master NN evaluat-
ing the results of two independent BLSTM
NNs that work on audio and its tran-
scription. PESInet has been trained with
our own three-class, balanced corpus com-
posed of about 1.5 million text phrases and
60 000 utterances of recited and sponta-
neous speech. PESInet reached an accu-
racy of 80% on three classes, and 91% on
two classes (Question vs Non-question).
Finally PESInet, compared against human
listeners on a two-class test based on a dif-
ferent corpus, reached a better Accuracy
(89% for PESInet, against 80% for human
listeners).

1 Credits

The Prosody Extraction by Sound Interpreting net-
work (PESInet) is part of the Lend Your Voice
(LYV) project, which has been funded by the
Polisocial Award' 2016, in collaboration with

Fondazione Sequeri Esagramma®.

2 Introduction

The goal of PESInet was to investigate whether
clues derived from text could improve the recogni-

tion of simple prosodic forms in Information Units
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(IUs). In particular, we focused on Statement,
Question, and Exclamation which are proposi-
tion’s structures and are independent of the prag-
matic function of the corresponding IU: each one
can assume a large set of illocutionary acts, as ex-
plained into the Language into Act theory (L-AcT)
described in Cresti (2014). An IU is composed
of a textual realisation (i.e., a written phrase) and
an acoustic realisation (an audio recording of a
speaker uttering such a phrase), and conveys a spe-
cific informative intention (Austin, 1975; Cresti,
2000). We designed a modular model based on
Neural Networks (NNs), able to highlight how
much audio and text affected recognition accuracy.
Moreover, to validate our results, we compared
our NN model against human listeners, on a set of
IUs that did not overlap with the corpus we used
to train the model.

3 Background

The majority of studies on prosody regards the au-
tomatic recognition or detection of single prosodic
clues (Ren et al., 2004; Jeon and Liu, 2009; Tam-
burini and Wagner, 2007; Taylor, 1993). Others,
deal with the detection of phrase boundaries or
prosodic phrases (Liu et al., 2006; Wightman and
Ostendorf, 1991; Rosenberg, 2009). Just a few
works, however, focus on modality detection. In
the following we briefly introduce some of them.
Question detection is investigated in Tang et al.
(2016) using Recurrent Neural Networks (RNN),
in the Mandarin language. Authors propose sev-

Copyright 2019 for this paper by its authors. Use per-

mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
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eral RNN and Bidirectional RNN (BRNN) mod-
els, trained on a simulated call-centre recordings
consisting of just 2850 Question and 3142 Non-
question IUs. The best result is an F; score of
85.5%.

The work described in Yuan and Jurafsky
(2005) focuses on Question and Statement detec-
tion, from text and audio, for Chinese; authors
investigate the influence of text in prosody com-
prehension, on a telephone corpus (with transcrip-
tions). Their classifier achieves an error rate of
14.9% with respect to a 50% chance-level rate.
Quang et al. (2007) use decision trees to automat-
ically detect Questions in a small elicited French
and Vietnamese corpora, leveraging both acous-
tic and lexical features (unigrams, bigrams, and
presence of so-called “interrogative terms”). The
best result is an F; of 80% for the Vietnamese lan-
guage.

Finally, the work described in Li et al
(2016) combines Convolutional NNs (CNNs) and
Bidirectional Long Short-Term Memory NNs
(BLSTM) to extract textual and acoustic fea-
tures for recognising stances (Affirmative, Neu-
tral, Negative opinions) in the Mandarin language.
It exploits a small, manually-tagged corpus of four
debate videos (1254 IUs). Combining both au-
dio and text this system reaches an Accuracy of
90.3%.

None of the works mentioned above is perfectly
comparable with ours and, on the other hand, all
of them are based on ah-hoc corpora (as we did).
This makes impossible to compare the results we
obtained against other approaches. We, however,
validated our results comparing our model against
human listeners.

4 The corpus

Our own corpus is composed of eBooks, EPUB3
audio-books (an EPUB3 audio-book contains both
text and audio recording, time-aligned at the level
of sentence), and the LIT/DIA-LIT corpus (Biffi,
1976; Buroni, 2009), which contains audio record-
ings of Italian TV shows, with transcriptions.

From eBooks, the textual part of EPUB3 audio-
books, and transcriptions of LIT/DIA-LIT we ex-
tracted about 1.5 million sentences, balanced on
the three target classes: Statement, Question, and
Exclamation.

From LIT/DIA-LIT audio recordings and the
audio part of EPUB3 audio-books, we collected
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about 60 000 utterances (again, balanced on
the three target classes). Both sentences and
utterances were tagged with the correct class,
leveraging the punctuation marks we found in
text/transcriptions. Of course, we removed such
punctuation marks from the textual part of the cor-
pus. Moreover, we discarded all the sentences
containing a sub-phrase or other complex syntac-
tic structures. In doing so we aimed at retaining
plain simple examples of statements, questions,
and exclamations.

We are aware that leveraging punctuation marks
for tagging sentences can lead to confounds, as ex-
clamation marks is also used for Vocatives and Or-
ders, while the full stop is also used for Orders.
Anyway, it was simply not possible to manually
review the text collection and manually solve the
problem. Thus, we assume our corpus is affected
by a small amount of noise (in other words, we as-
sume Exclamations and Statements are way more
frequent than Vocatives and Orders).

Notice that the question marks might be
used for different question typologies (rhetor-
ical, information-seeking, confirmation-seeking,
biassed), and that question could be further par-
titioned into open questions, polar questions, etc.
Thus, the question mark is used to tag sentences
with wildly divergent phonetic forms. This is not,
however, a blocking issue: it only makes harder
for the classifier to learn the input/output correla-
tion. In particular, this is one of the reasons that
lead us to the idea of leveraging text to improve
the classification of IUs.

Summing up, we built three corpora:

e ACorpus: audio corpus composed of about
60 000 .wav labelled samples.

e TCorpus: textual corpus composed of about
1.5 million .txt labelled samples.

e MCorpus: mixed corpus composed of all the
ACorpus files, with their transcriptions (from
the TCorpus); about 60 000 labelled samples.

5 Features extraction

From acoustic and textual samples we derived a
set of features that our NNs leveraged for training
and recognition.

5.1 Acoustic features

With a sample rate of 44.1 kHz, we adopted a win-
dow of 2048 samples with a hop-size of 1024 sam-



ples (i.e., every 23 ms a new vector of acoustic
features is produced). Notice that our window is
larger than the one usually adopted by ASRs; in
fact, we are not interested in phone recognition
and, on the other hand, prosody phenomena ap-
pear in larger temporal scale than the one involv-
ing individual phones.

We tried several window sizes, and several
acoustic features; in particular we experimented
with different combinations of Cepstrum coeffi-
cients. At the end, we come up with the following
129 acoustic features, normalised (to minimise de-
pendency on speakers and recording settings) and
calculated by means of Praat (Boersma and others,
2001), as they provided the best results:

e pitch value, with its delta and delta-delta
e cnergy, with its delta and delta-delta

o the first 40 Cepstrum coefficients, with their
deltas and delta-deltas

e energy of such 40 Cepstrum coefficients (as
MFCC defines), with its delta and delta-delta

Notice that we did not adopt a true “deep” archi-
tecture, as features were not “discovered” by the
network. The field of audio analysis already pro-
vides a huge set of well-known, informative fea-
tures; thus, in our opinion, there is no point in let
the network approximating them. Moreover, pre-
calculated features permit to simplify the network.
Summing up, each utterance was transformed into
an array that contains a column of 129 real num-
bers every 23ms.

5.2 Textual features

To feed the model with textual samples we used
the usual word embedding technique, which repre-
sents the vocabulary in a continuous vector space
of 300 dimensions (Sahlgren, 2008). In particu-
lar we adopted Italian Word Embeddings, a pre-
trained model of 700 000 words based on GloVe
(Pennington et al., 2014).

Summing up, each sentence was transformed
into an array that contains a column of 300 real
numbers for each token. Notice that punctuation
marks were discarded and no lemmalisation was
applied.

Available  at:
wordembeddings/

http://hlt.isti.cnr.it/
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6 Architecture

PESInet is composed of three different NNs:
1. Audio-based NN
2. Text-based NN

3. Master NN combining the prediction of the
two preceding NNs

We developed two NN architectures: for Audio-
based and Text-based NNs, and for Master NN.

6.1 The convolutional block

Acoustic and textual features defined in Section 5
generated low-level pieces of information, look-
ing at very local phenomena. For considering
higher-level phenomena, both the Audio-based
and the Text-based NNs relied on the same archi-
tecture, leveraging an initial multi-layer convolu-
tional block.

A convolutional layer is composed of several
kernels with a predefined width, which “scan” the
input array. Each kernel, after the training phase,
specialises in finding certain patterns in the in-
put sequence. The network learns “high level”
features (i.e., common prosody contours, for the
Audio-based NN, or particular word sequences for
the Text-based NN) from our low-level feature set.

Features related to prosody unfold along dif-
ferent time extents (Cutugno et al., 2005): we
found dependencies both in short and long time
periods. So the idea was to use different kernel
widths, in order to allow the network to consider
different pattern lengths. The hint to adopt this
technique come from various papers (Sbattella et
al., 2014; Gussenhoven, 2008; Biiring and others,
2009), which thoroughly analysed the idea of si-
multaneously analysing the input at different tem-
poral granularities with the use of differently-sized
kernels.

In particular, our convolutional block is com-
posed of three layers, which “scan” at three dif-
ferent temporal granularity levels. In general, if
s is the stride adopted for kernels at any tempo-
ral granularity level and d; is the kernel height
at the i-th temporal granularity level, the kernel
height at the (i + 1)-th temporal granularity level
is diy1 = d; + s; see Figure 1, for a simplified
example with two levels. Stride is chosen so that,
after each shift of the filter, the kernel will include
a small subset of the previously analysed input.



Finally, padding is applied to the input se-
quence, so that the shorter kernels (and, by con-
struction, all the other, longer kernels) fit the se-
quence length.

NiKD) N(K2)

Stride

Figure 1: Kernels K (‘') and K("?) at two different
temporal granularity levels.

Being the kernels of different heights, they will
cause the outputs to have different dimension as
well, relatively to the layers they come from.
These dimensions are adjusted in the following
layer of the network. Figure 2 shows a simplified
schema with two differently-sized kernel groups.

6.2 Audio-based and Text-based NNs

Both the Audio-based and the Text-based NNs re-
lied on a multi-layer network. The general archi-
tecture is composed of three BLSTM layers on top
of the convolutional block. We connected the first
convolutional layer to the first BLSTM layer; then,
the second convolutional layer is connected, to-
gether with the output from the first BLSTM, to
the second BLSTM layer; finally, the third con-
volutional layer is connected, together with the
output of the second BLSTM layer, to the third
BLSTM layer. Figure 3 shows the way in which
the convolutional block is used.

The Softmax layer shown in the Figure 3 is used
during the training phase and then removed, as the
Text-based and Audio-based NNs are combined
together with the Master NN.

6.3 Master NN and PESInet

The Master NN is composed of a fully-connected
layer, and a Softmax layer. PESInet, the result-
ing network, is shown in Figure 4. Notice that
PESInet is supposed to works on utterances, while
the text is generated by means of an ASR; in fact,
this is the setting we expect to be adopted during
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Figure 2: Convolution with two kernel sizes (i.e.,
two temporal granularity levels).

actual usage of PESInet. Our corpus, conversely,
was based on human-generated text; we are aware
that in doing so we did not consider the errors due
to the ASR and, as a consequence, overestimated
the figures obtained during the training/validation
procedure. The rationale was highlighting the con-
tribution of text-related features to the recognition
of prosodic forms, and thus we decided to avoid
the “noise” introduced by ASR-related errors.

As a final remark on the ASR, notice that it is
supposed to not add any punctuation mark to the
transcription it generates.

7 Training

The architecture was implemented, trained, and
tested using the TensorFlow library along with
Python 3.6. The code itself was run on a machine
equipped with 32GB of RAM, a Xeon Intel pro-
cessor and a Nvidia Titan X (Pascal) GPU. During
training, we adopted the early stopping (using Ac-
curacy as reference index); moreover, to improve
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Figure 3: Structure of the Text-based and Audio-
based NNss.

the learning effectiveness, we used the variational
drop-out on recurrent layers. We started train-
ing, independently, the Audio-based and the Text-
based NNs, on 80% of their respective corpora:
ACorpus and TCorpus. Then, once removed the
final Softmax layer from them, these NNs where
attached to the Master NN, and a further training
—involving 80% of the MCorpus— was performed
on PESInet. In particular, we investigated three
approaches:

1. Allowing PESInet to train only the Master
NN weights (all the others remain fixed).

Allowing PESInet to change all its internal
weights (also those already trained).

Training PESInet from scratch, skipping
training of Audio-based and Text-based NNs.

8 Evaluation

Validation was performed using 20% of the cor-
pus. We experimented with several feature com-
binations, hyperparameter values, and network
structures, before reaching the final models.

The Audio-based and Text-based NNs gave the
following Accuracies: 0.68 and 0.79. It’s inter-
esting that the Text-based NN gave a better Ac-
curacy than the Audio-based NN. This was sur-
prising, as, after all, prosody is an acoustic phe-
nomenon. Nevertheless, data seem to show that
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Figure 4: PESInet structure.

Predicted
‘ Stat.  Excl. Quest.
. Stat. | 1366 234 155
2  Excl. | 285 1068 316
B Quest. | 216 484 1130

Table 1: Confusion matrix for Audio-based NN.

the words composing the utterance are indeed a
good predictor of prosody. Moreover, considering
that ACorpus was much smaller than TCorpus, the
surprisingly low results of Audio-based NN can be
explained.

Table 1 and Table 2 show the confusion matri-
ces for the two NNs. It’s interesting to notice that
Audio-based NN predicted Statements much bet-
ter than the other two classes, while Text-based
NN was also very good in recognising Questions.

About PESInet, Table 3 shows that the approach
2 obtained, as expected, the best results. As the
confusion matrix of Table 4 shows, audio and text
cooperated to improve recognition of all the three
classes.

As a further experiment, we trained and tested
PESInet on two classes: Question vs Non-
question, adapting the same PESInet architec-

ture to handle 2 classes. The corpus tags
Predicted
Stat. Excl.  Quest.
° Stat. | 48478 7233 3358
E  Excl. | 8786 43887 6064
& Quest. | 4494 5905 48495

Table 2: Confusion matrix for Text-based NN.



Trained NN PT F; Loss Acc.
1. Master NN yes 0.79 0.55 0.77
2. PESInet yes 0.80 0.49 0.80
3. PESInet no 0.80 055 0.78

Table 3: Results for PESInet. PT: Pre-training
Text-based and Audio-based NNs.

Predicted
Stat. Excl. Quest.
_ Sat [ 1444 205 106
S Excl | 222 1242 205
& Quest. | 92 215 1523

Table 4: Confusion matrix for PESInet.

Trained NN PT F;
2. PESInet yes 0.91

Loss Acc.
0.39 091

Table 5: Results for PESInet, two classes.

{Exclamation, Statement} were rewritten as Non-
question, and we randomly extracted a number
of Non-Question samples equals to the Question
samples. Then, we used 90% of such dataset for
training and 10% for testing. Accuracy reached
91% (Table 5).

8.1 PESInet against human listeners

Finally, to validate the results we obtained, we
conducted a perceptive experiments with 302 Ital-
ian speakers (Cenceschi et al., 2018b; Cenceschi
et al., 2018a). The aim of the experiment was to
understand the role of acoustic clues and textual
clues in the perception of various prosodic forms.

The experiment was divided into several tests;
each test was about a specific prosodic form: users
were asked to listen a set of IUs and select which
of them carried the expected prosodic form. In that
experiment we used an ad-hoc audio/textual cor-
pus called SI-CALLIOPE, where 14 professional
actors spoke a set of 139 sentences, for a total
of 1946 IUs. Notice that SI-CALLIOPE did not
share anything, in terms of sentences and speak-
ers, with corpora we used to train PESInet.

In particular, for the Question/Non-question
test, each user listened to a set of audios randomly
extracted from 714 question IUs and 1232 non-
question IUs. The average accuracy was 80% (std.
dev.: 7.24%).

Running the two-class version of PESInet on
the same test, we got an Accuracy of 89%.

We argue that this surprisingly good Accu-
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racy for our NN (or surprisingly bad Accuracy
for human listeners) could be caused by de-
contextualisation: in the experiment each IU was
given in isolation, without any dialogue context;
probably, listeners were more affected by that
lacking of context than our NN. Anyway, this is
just a hypothesis that should be investigated and
deepened with further experiments, as the compar-
ison could be tainted by a large number of other
confounds, such as the non ecological nature of
the task and the stratification of the repertoire of
Italian speakers.

9 Conclusions and discussion

PESInet got an Accuracy of 80% on three classes
and and 91% on two classes. Moreover, PESInet
reached very good results when compared to hu-
man listeners on a totally different corpus. Al-
though this human/NN comparison should be
taken with a grain of salt, we believe that it is a
hint that the network works well and the results are
truly promising. As a future work, more record-
ings should be added to ACorpus and MCorpus to
improve the performance of the Audio-based NN
and, as a consequence, of the whole PESInet.

Currently, we are working for cleaning the code
and streamlining the training procedure, as we
plan to release the code.
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Abstract

In this paper we introduce a classification
system devoted to predict the helpfulness
of Italian online reviews. It is based on
a wide set of features reflecting the dif-
ferent factors involved and tested on dif-
ferent categories of TripAdvisor reviews.
For this purpose, we collected the first Ital-
ian corpus of online reviews enriched with
metadata related to their helpfulness and
we carried out an in-depth analysis of the
most predictive features.'

1 Introduction

Predicting and modeling relevant factors that de-
termine the helpfulness of online reviews have
been attracting a growing attention in the Natu-
ral Language Processing (NLP) community. Both
practical applications and the interest to study hu-
man variables underlying the assignment of help-
ful/unhelpful votes are mainly involved. The iden-
tification of product reviews which are useful to
customers can be important for several e-business
purposes (e.g. the development of product recom-
mendation systems) as well as to investigate per-
suasive elements that make a review helpful for
a review reader (Hong et al., 2012; Park, 2018).
Several approaches have been devised, differing
at the level of predicting methods (mainly regres-
sion or classification algorithms) and of typologies
of factors considered, including content elements
found within the review and contextual ones refer-
ring to user profiles. Although various strategies
have already been followed, according to the re-
cent survey by Diaz and Ng (2018), a number of
issues are still open and deserve to be explored.
Among others, they include i) the need for “more

! Copyright (©2019 for this paper by its authors. Use per-
mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).

92

sophisticated textual features” that can be useful
to model a writing style typical of helpful reviews,
and ii) the lack of studies focused on languages
other than English.

In this paper, we address these open issues and

we present a study devoted to predict Italian re-
view helpfulness with a specific focus on the role
played by linguistic features in modelling the style
of helpful reviews. Similarly to previous studies,
we tackled the task as a text classification problem
but with two main novelties. Firstly, we relied on
different sets of predictors, considering both lexi-
cal (content) and structural features (i.e. morpho-
syntactic and syntactic) aimed at reconstructing
the style of a text (the linguistic “form’). Sec-
ondly, we investigated which typology of features
are the most effective to predict the helpfulness of
online reviews and whether they remain the same
across different review categories.
Our contribution. i) We collected a corpus of
Italian online reviews enriched with metadata re-
lated to their helpfulness?. ii) We developed the
first classification system devoted to predict the
helpfulness of Italian online reviews, based on fea-
tures modelling both lexical and linguistic factors
involved, and tested it in two experimental sce-
narios, i.e. in- and out-domain with respect to the
training category of reviews. iii) We identified and
ranked the most predictive features, showing the
key role played by linguistic features, especially
to predict the helpfulness of reviews belonging to
a category very different from the training one.

2 Corpus

We collected a sample of almost 1 million user-
generated reviews from the Italian section of Tri-
pAdvisor, focusing on two travel-related cate-
gories, restaurants and attractions (e.g. parks, his-
torical sites), and two geographical areas, Rome

>The corpus is available for research purposes at
http://www.italianlp.it/resources/



and Milan. We also gathered two types of meta-
data associated with each review: review rating
and number of helpful votes. Firstly, we filtered
our data according to language (Italian) and length
(> 7 tokens), discarding 52.29% of the total re-
views. Then we empirically? set a threshold at a
minimum of 3 votes in order to distinguish helpful
reviews (3+ votes) from unhelpful ones (0 votes).
Some examples of reviews that belong to the two
classes are reported in Table 2. In line with stud-
ies carried out for the English language (Park,
2018), also in our case review votes tend to be
sparse across all categories: in particular reviews
with 3+ votes constitute only 5.10% of the un-
filtered dataset. For this reason we balanced the
data by selecting a comparable number of helpful
and unhelpful reviews per restaurant or attraction.
As shown in Table 1, our final corpus consists of
42,107 reviews from 1,218 restaurants and 383 at-
tractions for a total of 4,133,312 tokens.

Category #Helpful | #Unhelpful | #Reviews
Rome rest. 12,635 12,404 25,039
Milan rest. 6,105 5,991 12,096
Attractions 2,564 2,408 4,972
TOTAL 21,304 20,803 42,107

Table 1: Corpus of helpful and unhelpful TripAd-
ViSOr reviews.

3 Helpfulness Predictors

According to our research purposes, we consid-
ered various categories of features aimed at mod-
eling both the content and the linguistic “form” of
online reviews. They can be grouped into three
main classes: lexical, linguistic and metadata fea-
tures. The first typology has already been tested
in the literature (Diaz and Ng, 2018) in order to
predict review helpfulness on the basis of mean-
ingful words. On the contrary, the use of linguistic
features extracted from sentence structure is intro-
duced for the first time in this paper. Differently
from previous studies (Kim et al., 2006; Hong et
al., 2012) where the distribution of some Parts-Of-
Speech was exploited as helpfulness predictor, we
rely here on a wide set of linguistic features auto-
matically extracted from the corpus of reviews lin-
guistically annotated. Since they have been shown
to have a high discriminative power in different

3In order to choose the threshold value, we considered the
mean and the standard deviation of the number of votes in the
initial dataset (2.21 + 0.59).
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tasks, e.g. assessment of text readability (Collins,
2014), identification of textual genre of a docu-
ment (Cimino et al., 2017), we investigated in this
study whether they are able to model the linguis-
tic “form” (the style) of helpful reviews. In ad-
dition, we explored the contribution of a kind of
metadata feature (i.e. the star rating given by the
reviewer) that has also been widely tested in stud-
ies on helpfulness prediction, as reported in Diaz
and Ng (2018).

In order to extract lexical and linguistic predic-
tors of helpfulness, the corpus was linguistically
annotated at different levels of analysis. In par-
ticular, it was tagged by the PoS tagger described
in Dell’Orletta (2009) and dependency-parsed by
the DeSR parser (Attardi et al., 2009).

Lexical features. They include two types of fea-
tures: (i) the distribution of unigrams and bigrams
of characters, words and lemmas (hereafter NGR);
(if) word embedding combinations (WE) obtained
by separately computing the average of the vector
representations of nouns, verbs and adjectives in
the review. The word embeddings were trained
on the ItWaC corpus (Baroni et al., 2009) and a
collection of Italian tweets* using the word2vec
toolkit (Mikolov et al., 2013).

Linguistic features. They refer to four main
types, modelling diverse aspects of writing style:
raw text features, i.e. review, sentence and word
length, calculated in terms of sentences, tokens
and characters, respectively;

features related to lexical richness, which is cap-
tured considering i) the internal composition of
the vocabulary of review with respect to the Basic
Italian Vocabulary and its usage repertories (De
Mauro, 2000), and ii) Type/Token Ratio;
morpho-syntactic features, i.e. the distribution of
unigrams of Parts-of-Speech, and verb moods,
tenses and persons;

syntactic features, which refer to diverse charac-
teristics of sentence structure: i) the depth of the
whole parse tree (calculated in terms of the longest
path from the root of the dependency tree to some
leaf); ii) the length of dependency links (i.e. the
tokens occurring between the head and the depen-
dent); iii) the distribution of dependency types, iv)
the average depth and the distribution of embed-

“http://www.italianlp.it/resources/italian-word-
embeddings/



Label Category Example (Italian) Example (English)

Helpful Rome restaurants | La prima regola di un buon ristorante | The first rule of a good restaurant that
che fa pizza no stop e: Scegliere | makes pizza no stop is: Choose the pizza
la pizza che preferisco.  Qui non | I prefer. Here you can not only choose
solo non si puo scegliere la pizza ma | the pizza but it often happens that the
capita spesso che escano le stesse pizze | same pizzas come out more times SO
piu volte cosi uno ¢ costretto a man- | one is forced to always eat the same
giare sempre la stessa!! Per non par- | one!!! Not to mention the environment
lare dell’ambiente poi, un vero casino, | then, a real mess, I understand that the
capisco che ’area bambini ¢ la princi- | children’s area is the main attraction of
pale attrazione del ristorante, rivolto so- | the restaurant, aimed above all at fami-
prattutto alle famiglie, ma il casino che | lies, but the mess that is created is not
si creanon & cmgq giustificabile. La pizza | justifiable anyway. The pizza is of a
¢ di una qualita davvero scadente, prati- | really poor quality, practically it was
camente era cruda!!! La pizza con la | raw!!! Pizza with Lonza....a simple fo-
Lonza....una semplice focaccia con un | caccia with a piece of ham most prob-
pezzo di prosciutto preso molto proba- | ably taken at the discount store! Guys,
bilmente al discount! Ragazzi, carina | nice idea to take care of the little ones,
I’idea di prendersi cura dei pargoli, ma | but let’s not fool around.
non prendiamoci in giro pero.

Unhelpful | Milan restaurants | Devo dire che trovandomi per caso in | I must say that finding myself by chance
quella zona con i miei amici abbiamo | in that area with my friends we tried the
provato il posto ¢ devo dire ché € molto | place and I must say that it is very wel-
accogliente e che la zona per mangiare | coming and that the area to eat in the
nel cortile & proprio intima e carina...Per | courtyard is really intimate and pretty...
quanto riguarda il mangiare posso dire | As for eating I can say I'm satisfied be-
di essere soddisfatto perché le portate er- | cause the courses were on my ropes and
ano nelle mie corde ed avendo preso il | having caught the fish I was satisfied
pesce ero soddisfatto di quanto cucinato | with what the cook had cooked.
dal cuoco. Bravi mica male.

Table 2: Examples of helpful vs unhelpful reviews.

ded prepositional chains modifying a noun; v) a
set of features aimed at modeling the behaviour of
verbal predicates, i.e. the number of verbal roots,
the average verbal arity and the distribution of
verbs by arity, the distribution of verbal predicates
with elliptical subject; vi) the usage of subordi-
nation, calculated considering the ratio between
principal and subordinate clauses, and the average
depth and the distribution of embedded chains of
subordinate clauses; vii) a last set of features re-
lated to the canonical construction of a sentence
in Italian, i.e. the relative ordering of subordinates
with respect to the main clause and of subject and
object with respect to their verbal head.

The effectiveness of these features to predict
helpful online reviews is confirmed by the fact
that according to the Wilcoxon rank sum test,
75% of the considered features (i.e. 160 out of
212) turned out to vary in a statistically significant
way between helpful and unhelpful reviews. As
shown in Table 3, helpful reviews are on average
1-sentence longer than unhelpful ones and they
also contain much longer sentences. The correla-
tion between length and helpfulness is not surpris-
ing since longer sentences are likely to be more in-
formative, thus offering more contents that might
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influence the voting process outcome. The higher
sentence length also has an expected effect on
some syntactic features correlated to complexity.
Sentences occurring in helpful texts have deeper
syntactic trees (Avg. max depth) and contain more
subordinate clauses and embedded prepositional
chains. However, they appear as simpler with
respect to other features related for instance to
canonicity effects. They show a more standard
syntactic structure, with a higher distribution of
objects in post verbal position and subjects pre-
ceding the main verb. Interestingly, helpfulness
is also positively correlated with a reader-focused
style, as shown by the greater use of pronouns and
verbs in the first and second person.

Metadata feature. Review star rating (STR) is
the rating score assigned by the reviewer, rang-
ing from 1 to 5. Previous research reported in
Diaz and Ng (2018) has shown that a connec-
tion exists between the rating of the review and
its helpfulness. In our dataset rating scores are
unequally distributed across the different review
categories. Restaurant reviews are more likely to
have an extreme rating, either low or high, rather
than a neutral one, and helpful reviews follow the
same pattern: e.g., in the Rome restaurant cate-



Feature Help | UnHelp Diff.
N. sent 4,61 3,46 1,15
Avg. sent length 36.79 26.22 | 10.57
Avg. clause length 10 11.65 | -1.65
% Nouns 235 24.5 -1
% Verbs 14.28 12.79 1.49
% Adj 8.32 10.37 | -2.41
% Negative adv 1.33 0.97 0.36
% Pronouns 4.99 4.14 0.85
% 1st sing p. 9.23 8.15 1.08
% 2nd pl p. 1.34 1.08 0.26
Avg. prep chains length 11,4 6,3 5,1
Avg. max depth 7,64 6,28 1,36
% Subord clause 62,09 43,89 18,2
% Post obj 78,84 68,66 | 10,18
% Pre subj 73,13 65,03 8.01

Table 3: A subset of linguistic features whose val-
ues vary in a statistically significant way between
helpful and unhelpful reviews.

gory 37.05% of the helpful reviews have a rat-
ing of 1 and 25.76% a rating of 5. On the con-
trary, attractions reviews tend to have higher rat-
ings, with 56.12% of the helpful ones belonging
to the highest-rated class. Only the attractions cat-
egory seems to confirm the presence of the posi-
tivity bias that is discussed in Diaz and Ng (2018),
according to which reviews with positive ratings
are seen as more helpful.

4 Experiments and Results

We addressed the helpfulness prediction task as a
binary classification problem. In order to assess
the contribution of each set of features illustrated
in Section 3, we defined two experimental sce-
narios differing at the level of review categories
chosen as test data and set-up (in terms of fea-
ture configurations). We built a classifier based on
the LIBLINEAR implementation of Support Vec-
tor Machines with a linear kernel (Fan et al., 2008)
and trained on a set of 12,516 reviews written for
411 Rome restaurants. All the features were previ-
ously scaled in the same range [0, 1]. We evaluated
our system by computing the accuracy score for
each feature configuration. As baseline for each
review category we implemented the score of a
classifier which always outputs the most proba-
ble class according to the class distribution of the
dataset (in this case the helpful class).

In the first experimental scenario we tested the
feature models generated by the SVM classifier
on a test set of 12,523 reviews that belong to the
same domain of the training data (i.e. the Rome
restaurants category) but were written for restau-
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rants different from the ones in the training set.
As shown in Table 4, we obtained a general im-
provement over the baseline with all feature con-
figurations apart from the one that exploits only
the metadata feature (STR, the star rating of the
reviews). Nevertheless, this feature does improve
the accuracy score of all models by at least one
point, thus confirming its usefulness for helpful-
ness prediction (Diaz and Ng, 2018). The re-
sults also highlight the prominent role of lexi-
cal information (NGR+WE) in assessing helpful-
ness, although this is primarily explained by the
in-domain scenario. Even if the accuracy of the
linguistic model (LING) is lower with respect to
the one obtained by the other feature models, we
found out that linguistic information plays a main
role in the helpfulness prediction. It allows achiev-
ing an accuracy score of 66% and of 70.81% by
also adding review ratings, a value that is in line
with that of the lexical model.

Model Accuracy
STR 49.6%
NGR 69.9%
NGR+STR 71.13%
WE 68.54%
WE+STR 69.96%
NGR+WE 70.17%
NGR+WE+STR 71.14%
LING 66%
LING+STR 70.81%
ALL 70.04%
ALL+STR 71.05%
Baseline 50.46%

Table 4: In-domain classification of helpful vs.
unhelpful reviews using different feature models.

In the out-domain scenario we tested the consid-
ered feature models on reviews that belong to the
other two categories (Milan restaurants and attrac-
tions). As reported in Table 5, we observed that
the performances of the classifier tested on the re-
views of Milan restaurants, even if slightly worse,
are very similar to the ones obtained on the test set
of Rome restaurants. This result suggests that the
system may perform consistently across different
geographical areas, although further experiments
should be carried out. For example, we might
test our models on a greater number of cities or
other types of geographical areas. As we expected,
the accuracy decreases mainly in the domain more
distant from the training one (i.e. the attractions
category). This is especially the case of the lexical
classification model, that has a drop of 10.5 points.



The star rating feature is also shown to worsen the
accuracy scores, probably because of the way the
ratings are distributed in the attractions category
with respect to the restaurant ones. It is interesting
to note that the best performing model resulted to
be the one exploiting the linguistic features (with a
lower drop of 5.24%), thus showing the predictive
power of sentence structure information in predict-
ing review helpfulness.

Model Milan | Attractions
NGR+WE 69.38% 59.67%
NGR+WE+STR | 70.92% 58.02%
LING 65.82% 60.76 %
LING+STR 70.92 % 60.28%
ALL 69.2% 59.9%
ALL+STR 70.78% 58.49%
Baseline 50.47% 51.56%

Table 5: Out-domain classification of helpful vs.
unhelpful reviews in terms of accuracy using dif-
ferent feature models.

5 Discussion

As discussed in the previous section, we found
out that linguistic features allow achieving an ac-
curacy almost in line with the one obtained us-
ing only lexical information. Interestingly enough,
they are the most predictive ones in the out-of-
domain scenario. In order to gain insight into
which of these features are the most effective in
the task of automatic classification, we ranked
them according to the absolute value of their
weight in the linear SVM model generated with
the linguistic feature configuration. Among the
50 top-ranked ones, besides the raw text features
(whose role in predicting helpfulness has already
been proven in the literature), we found morpho-
syntactic and syntactic features. They are typi-
cally related to a rich and articulated writing style.
This is the case for example of features concern-
ing nominal modification, in particular the num-
ber of prepositional chains (holding the 1st posi-
tion in the ranking) and their average length but
also the distribution of adjectives and determin-
ers. Others involve verbal structures, e.g. the num-
ber of dependents instantiated by the verbal heads
and the frequency of adverbs (especially negation
ones). Features related to the usage of subordina-
tion, such as the number of subordinate structures
and the average depth of parse trees, also appear
among the top-ranked. Finally, another group of
high-ranked features concerns a subjective writing
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style, as shown by the distribution of verbs in the
first and second person. These types of features
resulted to be discriminant in the comparison be-
tween helpful and unhelpful reviews (Section 3).
This shows that the writing style of helpful re-
views, informative but also personal and reader-
focused, has an high predictive power.

The importance of the linguistic features is fur-
ther confirmed by a second inspection in which
the same ranking method was applied to the all-
feature model. Also in this case, we found out that
59.6% of the whole set of 212 linguistic features
we considered is in the 90th percentile of the rank-
ing of the total 741,339 features.

6 Conclusion

In this paper, we have presented the first approach
to the task of review helpfulness prediction for the
Italian language. Two experimental scenarios have
been tested in a corpus of TripAdvisor reviews be-
longing to different categories (restaurants and at-
tractions). In line with previous findings obtained
for the English language, we confirmed that lexi-
cal information plays a significant role in classify-
ing helpful reviews. In addition, we proved for the
first time the highly predictive power of linguis-
tic features modeling the writing style indepen-
dently from the content. This is particularly true in
the two out-domain experiments: in the first case
(same category, different geographical area), the
classifier based on the linguistic features achieves
the same accuracy of the model using lexical fea-
tures and it even outperforms all the other config-
uration models when tested on the most distant re-
view category (restaurants vs attractions).

Among the possible future issues that we would
like to investigate, an interesting one concerns the
role played by metadata features. In the reported
results, we showed that star ratings are not relevant
when considered alone, but they give a plus when
combined with both lexical and linguistic features.
Beyond this metadata, we would like to extend the
analysis to further user information possibly re-
lated to review helpfulness.
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Abstract

In this article we describe the first steps
of the annotation process of specific irony
activators in TWITTIRO-UD, a treebank of
Italian tweets annotated with fine-grained
labels for irony on one hand, and accord-
ing to the Universal Dependencies scheme
on the other. We discuss in particular
the annotation scheme adopted to iden-
tify irony activators and some of the is-
sues emerged during the first annotation
phase. This helped us in the design of the
guidelines and allowed us to draw future
research directions.

1 Introduction

In the last decade, several efforts have been de-
voted to address the challenges of sentiment anal-
ysis and related tasks, working mainly in English
and other languages such as Italian, Spanish or
French. Provided that most of the existing ap-
proaches in NLP are based on supervised semantic
shallow analysis and machine learning techniques,
there has been a strong push towards the develop-
ment of resources from where related knowledge
can be learned.

In particular the detection of irony is among
the tasks currently considered as especially chal-
lenging since its presence in a text can reverse
the polarity of the opinion expressed, that is us-
ing positive words for intending a negative mean-
ing or — less often — the other way around.
This can significantly undermine systems’ accu-
racy and makes it crucial to develop irony-aware
systems (Bosco et al., 2013; Reyes et al., 2013;
Riloff et al., 2013; Wang, 2013; Barbieri et al.,
2014; Joshi et al., 2015; Hernandez Farias et al.,
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2015; Hernandez Farias et al., 2016). Addition-
ally, the challenge is further complicated when
there is a co-occurrence with sarcasm or satire
(Hernandez Farias and Rosso, 2016; Joshi et al.,
2017; Ravi and Ravi, 2017).

The growing interest in irony detection is also
attested by the proposal of shared tasks focusing
on this topic within NLP evaluation campaigns.
For instance, the pilot task on irony detection pro-
posed for Italian in SENTIPOLC at EVALITA!,
in 2014 and 2016 (Barbieri et al., 2016; Basile
et al., 2014), and the related task proposed for
French at DEFT at TALN 2017 (Benamara et al.,
2017). For what concerns English, after a first
task at SemEval-2015 focusing on figurative lan-
guage in Twitter (Ghosh et al., 2015), a shared task
on irony detection in tweets has been proposed in
2018 (Van Hee et al., 2018). Concerning Spanish,
the most recent shared task about irony in social
media has been organized at IberLEF 2019 Irony
Detection in Spanish Variants (IroSvA 2019), ex-
ploring the differences among varieties of Spanish
from Spain, Cuba and Mexico (Ortega et al., 2019)
in which the organizers also proposed a focus on
context, stressing the importance of contextual se-
mantics in ironic productions.

While the majority of the participating sys-
tems in the above-mentioned shared-tasks are
based on classical machine learning techniques
(Cignarella and Bosco, 2019; Frenda and Patti,
2019), researchers have recently started to exploit
approaches based on neural networks. Among
these, Huang et al. (2017) applied attentive re-
current neural networks (RNNs) that capture spe-
cific words which are helpful in detecting the pres-
ence of irony in a tweet, while Wu et al. (2018)
exploited densely connected LSTMs in a multi-
task learning strategy, adding PoS tag features, and
Zhang et al. (2019) took advantage of recent ad-
vancements in transfer learning techniques.

"http://www.evalita.it/



These settings are a clear indication of the grow-
ing interest for a deeper analysis of the linguistic
phenomena underlying ironic expressions. Such
kind of analysis naturally calls for the exploitation
of finer-grained features and resources in order to
improve the performance of automatic systems.
For instance, an especially fine-grained annotation
format for irony is the one proposed in Karoui
et al. (2017), concerning French, Italian and En-
glish. The same scheme has later been applied on
a new Italian corpus: TWITTIRO (Cignarella et al.,
2018a). The resulting annotated corpus was used
as reference dataset in the IronITA 2018 shared
task? on Irony and Sarcasm Detection in Italian
Tweets (Cignarella et al., 2018b).

1.1 Motivation and Research Questions

The present work is, indeed, part of a wider joint
project with other research groups working on En-
glish and French (Karoui et al., 2015). As men-
tioned above, in Cignarella et al. (2018a), we cre-
ated an Italian corpus of tweets, i.e. TWITTIRO,
annotated with a fine-grained tagset for irony,
and later on, we extended the same resource ap-
plying the Universal Dependencies (UD) scheme
(Nivre et al., 2016), thus creating TWITTIRO-UD
(Cignarella et al., 2019).

This new corpus collocates in the panorama
of treebanks with data extracted from social
media, such as those recently developed for
Italian and released in the UD repository®, and
to the best of our knowledge it is one of the few
linguistic resources where sentiment analysis and
syntactic annotation are applied within the same
framework. The main research question that we
want to address is:

RQ 1. Is there any syntactic pattern that can help
us to automatically detect irony?

The intuition that we follow in this work is that
if such “syntactic patterns” which activate irony
do actually exist, therefore, they should be partic-
ularly evident in the syntactic context of certain
lexical elements that create a semantic clash in a
text.

For this reason, in the present article, we
describe the first steps of the annotation process

http://di.unito.it/ironitals.

*https://github.com/
UniversalDependencies/UD_
Italian-PoSTWITA.
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of specific irony activators in the TWITTIRO-UD
corpus, taking advantage of the fact that the
annotation format we adopted for the syntactic an-
notation allows us also to label specific activators
at token level and retrieve dependency relations
connected to them. In doing so, we are led to the
following research questions, anticipated by the
title of the paper:

RQ?2. Is there an effective way to annotate irony
activators?
RQ3. If so, is the one we propose valid?

The paper is organized as follows. In Section 2
the novel dataset TWITTIRO-UD and its annota-
tion layers are presented. In Section 3 we describe
the annotation process concerning irony activa-
tors, and we comment the inter-annotator agree-
ment showing some examples. Finally, in Section
4 and Section 5 we discuss some difficult cases
and we conclude the paper.

2 Corpus Description

The current version of TWITTIRO-UD comprises
1,424 tweets, annotated at multiple levels: a prag-
matic level that attempts to model irony (see Sec-
tion 2.1) and a syntactic level based on the UD
scheme that represents the underlying syntactic
structure of the tweets in the corpus (Section 2.2).
In addition, we have recently introuced a further
level that tries to act as an interface between the
previous two (Section 3).

2.1 Annotating Irony

As far as the annotation for irony is concerned, the
data of this corpus were manually annotated ac-
cording to a multi-layered annotation scheme de-
scribed in Karoui et al. (2017), which in turn in-
cludes 4 different levels.* Beyond the annotation
of irony vs non-irony (henceforth level 1), the mul-
tifaceted annotation scheme is organized in three
further layers, namely the activation type (level 2),
the categories (level 3) and the clues (level 4).

Irony is often activated by the presence of a
clash or a contradiction between two elements
(also called P1 and P2). This motivates the annota-
tion of the two different activation types at level 2:
explicit when both these elements are lexicalized
in the message, implicit otherwise.

“See annotation guidelines at https://github.
com/IronyAndTweets/Scheme.



# sent.id =

# twittiro = EXPLICIT EX:OXYMORON PARADOX

# activators =3 12

# text = Il Pd diviso in due. Non & mai stato cosi unito. [@user]

1 11il DET RD Definite=Def|Gender=Masc|Number=Sing|PronType=Art 2 det _ _

2 Pd Pd PROPN SP _3 nsubj - _

3 diviso diviso ADJ A Gender=Masc|Number=Sing 0 root _ _

4inin ADP E _5case __

5 due due NUM N NumType=Card 3 obl _ SpaceAfter=No

6..PUNCTFS _3punct - -

7 Non non ADV BN PronType=Neg 12 advmod _ _
8 & essere AUX VA Mood=Ind|Number=Sing|Person=3|Tense=Pres|VerbForm=Fin 12 cop _ _

9 mai mai ADV B _ 12 advmod _ _

10 stato essere AUX VA Gender=Masc|Number=Sing|Tense=Past|VerbForm=Part 12 aux _ _

11 cosi cosi ADV B _ 12 advmod _ _

12 unito unito ADJ A Gender=Masc|Number=Sing 3 parataxis - SpaceAfter=No

13..PUNCTFS _12 punct _ _

14 [ [ PUNCT FB _ 15 punct _ SpaceAfter=No
15 @user @user SYM SYM _ 12 vocative:mention _ SpaceAfter=No

16 ] 1 PUNCT FB _ 15 punct - SpaceAfter=\n

Figure 1: Example of tweet in CoNLL-U format.

The main linguistic devices reported in literature
as irony triggers are described instead at level 3
by the categories of the scheme (i.e. analogy,
euphemism, false assertion, oxymoron/paradox,
context shift, hyperbole, rhetorical question and
other). Table 1 shows the distribution of ironic cat-
egories throughout the corpus.

n# %
ANALOGY 261  18%
EUPHEMISM 84 6%
EX:CONTEXT SHIFT 185 13%
EX:0XYMORON PARADOX 277  19%
HYPERBOLE 81 6%
IM:FALSE ASSERTION 117 8%
OTHER 198 14%
RHETORICAL QUESTION 221 16%
TOTAL 1,424

Table 1: Ironic categories in TWITTIRO-UD.

Finally the clues of level 4 are lexical or morpho-
syntactic signals of the activation types and cate-
gories that can be found in a given ironic tweet,
such as the preposition “like” or the presence of
comparative structures in the analogy type, or the
adverb “very” for hyperbole. For more details
about this annotation scheme, see Karoui et al.
(2017).

2.2 Annotating Universal Dependencies

The availability of social media data annotated
also at syntactic level is a prerequisite for our study
and for the kind of annotation we intend to per-
form; as a dependency-based representation was
deemed to be more suitable for our purposes, Uni-
versal Dependencies became our natural choice.
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To obtain the data thus annotated, we ran UD-
Pipe (Straka and Strakov4, 2017) for tokenization,
PoS tagging, lemmatization and dependency pars-
ing, using a model trained on two Italian resources
available in the UD repository, the ISDT (Simi et
al., 2014) and PoSTWITA-UD (Sanguinetti et al.,
2018) treebanks’. The former includes multiple
text genres (legal texts, news, Wikipedia articles,
among others), but it mostly deals with well-edited
texts and a standard language. The latter is made
up of so-called user-generated contents, an in par-
ticular of Twitter posts in Italian. As using both
resources for training proved to give better results
when analyzing Italian tweets (Sanguinetti et al.,
2018), we used the same approach in this work.

Figure 1 shows an example from the TWIT-
TIRO-UD corpus® in CONLL-U format: along with
the typical fields indicating the sentence id and the
raw text, two resource-specific fields have been in-
troduced, to encode the information on irony cate-
gories (described in Section 2.1) and irony activa-
tors (see Section 3).

As also described in Cignarella et al. (2019),
and as expected, the main critical issues in apply-
ing the UD scheme to our corpus namely consisted
in finding the proper tags and coding conventions
for those linguistic phenomena typically occurring
in Italian tweets. The guidelines provided in San-
guinetti et al. (2018) represented a helpful ground-

SMore details in Cignarella et al. (2019).

The id of the tweet and the user mention are encrypted
due to privacy regulations. — Translation: The Democratic
Party is split in two. It has never been so united.
[@user].
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Figure 2: Dependency graph of the tweet in Figure 1 with irony activators T1 and T2 highlighted in red

and blue, respectively.

work in this respect.

The fully-annotated treebank, including the an-
notation of irony categories, is going to be made
available with the release of UD version 2.5. Due
to its preliminary nature, however, the annotation
of irony activators will be included in the resource
at a later stage.

3 Annotating Irony Activators

As previously mentioned, irony is activated by the
presence of a clash or a contradiction between two
elements or two propositions (P1 and P2), which
are indeed the triggers of the activation of irony.
According to the scheme proposed by Karoui et
al. (2017) there are two kinds of activation types:
EXPLICIT when both these elements are lexical-
ized in the message, IMPLICIT otherwise.

In this step of our work, we focused our atten-
tion on the manual annotation of irony activators
and on providing annotation guidelines that could
be useful also for other datasets in different lan-
guages, within the same multilingual project. In-
deed, the starting point of the present work is con-
nected to the work of Karoui (2017), on a French
dataset, in which the author tried to annotate at
tweet level some elements that are responsible for
the activation of irony. In that approach, each
tweet had to be annotated using the Glozz tool
(Widlocher and Mathet, 2009), in terms of units
and relationships between units (if the relationship
existed). Three types of relationship were taken
into account: 1) relation of comparison, 2) rela-
tion of explicit contradiction, and 3) relation of
cause/consequence.

With respect to this work we opted for a finer-
grained annotation also taking advantage from the
availability of tokenized data and a full syntactic
analysis in UD format.
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3.1 Our approach

Our aim is to annotate irony activators in the whole
TWITTIRO-UD corpus. Differently from what pro-
posed in Karoui (2017), in which the elements
creating an ironic contrast (P1 and P2) could be
words, phrases or even full sentences; in this work,
since we want to highlight the interaction between
the pragmatic phenomenon of irony and its syn-
tactic representation, we define as irony activators
a pair of words T1 and T2 that must correspond to
nodes of the syntactic dependency tree.

Given an ironical utterance (in our case a tweet)
and its dependency-based syntactic representation,
where each node in the tree structure represents a
word, T1 and T2 is thus a pair of words — regard-
less of their grammatical category — such that:

o cither they are both lexicalized (in explicit
irony) or one of them is left unspecified (im-
plicit irony);

o they act as triggers by signaling the presence
of an ironic device.

The intuition behind this choice is inspired by the
work of Saif et al. (2016), in which the authors
underline the importance of contextual and con-
ceptual semantics of words when calculating their
sentiment, which in turn comes from the popular
dictum “You shall know a word by the company it
keeps!” (Firth, 1957). Our idea is, in fact, to pro-
ceed in two steps: firstly, to annotate irony trig-
gers at token level, and subsequently to retrieve
the other tokens that “keep company” to them by
means of the dependency relations available from
the UD annotation.

Therefore, as we have already highlighted in
Section 1.1, if any kind of “syntactic pattern” that
can help us to automatically detect irony does ex-
ist, we assume this will be particularly evident in



the “syntactic circle” around the lexical elements
that create a contradiction and are the lexical acti-
vators of the ironic realization, namely T1 and T2.

In the present research, being a preliminary
study, and in order to validate the strengths and
weaknesses of annotation guidelines for irony ac-
tivators, two skilled annotators (A1 and A2) anno-
tated a first sample of 277 tweets, focusing on the
most frequent category: EX:OXYMORON PARA-
DOX, which covers almost 20% of the whole cor-
pus, as it is shown in Table 1 in Section 2.1. In
the following sections we will describe the guide-
lines that emerged throughout the discussion be-
tween Al and A2, we will discuss the most rele-
vant comments reported by the annotators and we
will comment on some examples, thus providing
an evaluation and the measures of inter-annotator
agreement.

3.2 Annotation process

A sample of 277 tweets, from the ironic category
EX:0OXYMORON PARADOX, was annotated in par-
allel by two skilled annotators (Al and A2), ex-
perts both in sentiment analysis annotations and
also familiar with the CoNLL-U format.

Both of them were asked, given a tweet, to an-
notate two words T1 and T2 that are responsible
for the activation of irony, bearing in mind these
basic guiding principles:

e T1 and T2 can be nodes of any type: no
specific constraints are given on the morpho-
syntactic category;

the identification of the proper T1 and T2
is guided by the irony category: for exam-
ple, if the ironic tweet fits the category oxy-
moron/paradox, select the activators so that
the type of relation triggered will be a con-
trast or a contradiction:

% |a cosa bella del governo Monti & che ha

acceso’! le speranze di tutti e le speg-

nerd™ pure ...

— the good thing about the Monti government

is that it has kindled everyone’s hopes
\and it will stifle them as well

Figure 2 provides an example of annotated tweet,
where the words diviso (divided) and unito
(united) have been annotated as T1 and T2, respec-
tively. From a procedural perspective, since the
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tokens “diviso” and “unito” are respectively at po-
sition 3 and 12 in the CoNLL-U format (cfr. Fig-
ure 1), annotators were asked to add a line in the
header of the annotation file, such as this one:

# activators =3 12

Furthermore, the annotators were asked to anno-
tate any kind of doubt it might occur to them in
order to provide material to a discussion about the
efficacy of the guidelines.

3.3 Evaluation and Agreement

In a first phase, the annotators sketched a draft
of the guidelines for the annotation of ironic ac-
tivators T1 and T2, and, as a pilot experiment,
they tested their efficacy on a sample of 50 tweets.
Discussing the uncertain cases and the instances
in disagreement helped to significantly improve
the quality of the annotation choices between Al
and A2. In fact, after the first “training phase”,
the guidelines were cleared up, and the annotators
could proceed to annotate all the 277 OXYMORON
PARADOX tweets. The inter-annotator agreement
(IAA) on the 277 tweets was later calculated by
means of simple observed agreement (expressed
in percentage).

Agreement
Partial Agreement

* Disagreement
40.9 %

341 %

Figure 3: Observed IAA on 277 tweets.

As we can see from Figure 3 a complete agreement
was immediately reached on 113 tweets (40.9%),
other 94 tweets (34.1%) were in partial agreement
(meaning that the annotators agreed only on T1
or T2), while 69 (25%) presented a complete dis-
agreement.

After the first annotation step was completed
and the agreement was calculated, the annotators
tried to solve the partial disagreement. As a re-
sult, the percentage of T1-T2 pairs where agree-
ment has been reached went up to approximately
69.2% (191 tweets), while the proportion of com-
plete disagreement rose to approximately 30.8%
(85 tweets).



4 Discussion

Overall, the outcome of the experimental annota-
tion of irony activators is rather encouraging. Not
only from a quantitative perspective (see Section
3.3), but also from a qualitative point of view. In
fact, annotators pointed out several difficult cases,
but in general they were able to find an agreement
discussing the possibilities within the few restric-
tions posed by the guidelines.

Among the unresolved cases of disagreement
(difficult cases) we were able to find recurring pat-
terns, that need to be addressed adding new spe-
cific rules before continuing with the annotation
on the rest of the dataset. Below we provide a short
description.

More than two irony activators For instance,
in the following tweet a list of names is presented.
The contrast is created with migliori (best) and all
three entities, but it is difficult to only choose one.

¥ Fantagoverno. Fabio Volo™, Giovanni
Sartori”*, Roberto Saviano™": ecco il governo dei
Migliori”? Mario Monti ... URL

— Fantagovernment. Fabio Volo, Giovanni Sartori,
Roberto Saviano: here is the government of the

best Mario Monti... URL
\_ J

Multiple categories There is more than one
ironic category (e.g. overlap between an ANAL-
0OGY and a PARADOX). Such as in the tweet be-
low, in which there is a clear analogy between Su-
perman and Mario Monti; but also the paradoxi-
cal sentence “if you didn’t exist you should be in-
vented!” referred to a country (Italy), which, of
course already exists.

WE vai adesso con Mario Monti’*/Superman??,
crisi finita, stipendi in aumento, e riforme. Grazie
Stato”!! Se non ci fossi bisognerebbe inventarti!”?
— And now let's go with Mario Monti/Superman,
the crisis is over, the salaries are raising, and there
are reforms. Thank you country! If you didn’t exist

you should be invented!
\_ J

Paraprosdokian There is a peculiar kind
of ironic production, known in literature as
“paraprosdokian”, in which the latter part of a
sentence is surprising or unexpected in a way that
causes the reader or listener to reinterpret the first
part. This kind of ironic production is not specif-
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ically taken into account in the annotation scheme.

% | Soliti Idioti in scena a Sanremo”™. leri erano
alla Camera”. [@user] #dopofestival

— The Usual Idiots on Sanremo’s stage. Yesterday
there were at the Chamber of Deputies. [@user]
#afterfestival

Different activation type The tweet has been
annotated as EXPLICIT, but the elements that cre-
ate the ironic clash are to be found in the outer
world (world knowledge is needed).

9 #labuonascuola & avere una scuola.
— #thegoodschool is to have a school.

5 Conclusion

In this article we described the preliminary steps
of the annotation process of irony activators in
the TWITTIRO-UD corpus, a novel Italian treebank
of ironic tweets. In particular, we described the
problems that emerged during the first annotation
phase, the strengths and weaknesses of the scheme
itself, in order to highlight future research direc-
tions. Being a preliminary study, and having no
benchmark to compare with, the results obtained
in the observed agreement are rather promising;
moreover, the tweets included in TWITTIRO were
retrieved from different pre-existing Italian cor-
pora (as described in Cignarella et al. (2017)): the
heterogenous sources the data were gathered from
thus represents a signal of the potential portability
of the scheme and paves the way for a more sys-
tematic annotation process of the whole dataset.
The next steps will then consist in the guidelines
improvement and the annotation of the remaining
part of TWITTIRO-UD accordingly.

Furthermore, the availability of English and
French datasets annotated with the same scheme
described in Section 2.1 (see Karoui et al. (2017)
allows the direct applicability of the annotation
of irony activators in other languages than Italian.
While this can be considered a further validation
step to test the overall validity and portability of
the scheme, it may also provide useful insights
into the linguistic mechanisms underlying verbal
irony in different languages.

The actual usability of this kind of resources
will be finally tested when training NLP tools for
irony detection, in both mono- and multi-lingual
settings.
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Abstract

This paper describes Robospierre a sys-
tem developed to solve the language
game “La Ghigliottina” (the guillotine).
To find the solution of a game instance, it
relies on MWEs automatically extracted
through a lexicalized association rules al-
gorithm; on a list of proverbs; and on
some lists of titles.

1 Introduction

“La Ghigliottina” is the final game of “L’Eredita”,
an Italian quiz show. In this game, the player
should find a word linked to a set of five clue
words. For example, if these words are rable,
works, watch, Premier League and police, the
player should give as solution the word calendar.
The link between a clue and the solution is usually
the fact that both these words are part of an MWE
(Multi-Word Expression) e.g. table and calendar
are linked because they are part of the MWE table
calendar. However, there can be also other kind of
links. For example, the two words can be both
part of a proverb (e.g. bird and world in the prov-
erb “early bird catches the world”), of a film title
(e.g. river and return in “River of No Return”) or
they can be linked semantically (e.g. Suarez and
bite because of the Suarez’s bite to Chiellini dur-
ing the 2014 World Cup). The task of solving this
game was presented as the NLP4FUN task of
Evalita 2018 (Basile et al., 2018).

To build our system, first, we collected and
analyzed a corpus of 296 game instances: 146
from the tv show and 150 from the board game.
Second, we built an association matrix launching
a lexicalized association rules algorithm, devel-
oped by us, on Paisa (Lyding et al., 2014). Then,
we collected from the web a list of titles of books,
films, plays and songs; and a list of proverbs. Fi-
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nally, we tested the system on the game instances
collected and we compared it with other artificial
players of “La Ghigliottina”, especially UN-
IOR4NLP (Sangati, Pascucci and Monti, 2018),
that obtained the best performance on this task at
Evalita 2018 (Basile et al., 2018).

2 Related Works

In the field of Al (Artificial Intelligence), games
have ever provided challenging tasks that encour-
aged researchers to develop better and better sys-
tems (Yannakakis and Togelius, 2018). In regard
to language games, worth citing is the IBM Wat-
son system designed to play Jeopardy!™ (Ferrucci
et al., 2013). However, only recently, the task of
solving “La Ghigliottina” has attracted the atten-
tion of researchers. Besides a first attempt in 2009
(Semeraro et al., 2009), the research on this topic
began in 2018 when this task was proposed at the
Evalita evaluation campaign (Basile et al., 2018).

2.1 Game Analysis

Sangati, Pascucci and Monti (2018) showed that
“the words in the clues are typically nouns, verbs
or adjectives, while the ones in the solutions are
typically nouns or adjectives (never verbs)”. They
also stated that “in most cases each clue word is
connected with the solution because they form an
MWE”. However, MWEs are not the only possi-
ble associations, some game instances require dif-
ficult inferences in order to be solved. (Basile et
al., 2018).

2.2 Artificial Players

The first artificial player of “La Ghigliottina” is
OTTHO (Semeraro et al., 2009; Basile et al.,
2016) which employs an association matrix that
uses a spreading activation model on a knowledge
repository to compute the degree of correlation
between two terms (the repository was built using
web sources like Wikipedia). During Evalita 2018
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(Basile et al., 2018) two artificial players were
presented: UNIOR4NLP (Sangati, Pascucci and
Monti, 2018) and the system developed by
Squadrone (2018). The first is based on MWEs. It
employs an association-score matrix that was
populated computing the PMI (Pointwise Mutual
Information) measure for each pair of words. In
computing this measure, only co-occurrences in
specific patterns (that represents MWEs) were
considered. The second system is based on an al-
gorithm that works in two steps. First, the system
extracts a set of possible solutions from a
knowledge base using the five clue words. Then,
the algorithm verifies the existence of proverbs,
aphorisms, and titles in which the possible solu-
tions and the clues co-occur.

3  Our Approach

Our approach is quite similar to the approach of
Sangati, Pascucci and Monti (2018) since it also
relies on MWEs and makes use of an association
matrix to find the solution of the game. However,
there are some differences between our approach
and theirs.

First, we used MWEs only to find links be-
tween two words in Italian corpora while UN-
IOR4NLP used them also to find associations in
other resources like titles and proverbs (Sangati,
Pascucci and Monti, 2018). We decided that, in a
title and in a proverb, a simple co-occurrence is a
valid link. In fact, there are game instances in
which a clue is linked to the solution because both
appear in the same title or proverb, even if they do
not form an MWE. For example, in a game in-
stance, the clue occasione (opportunity) is linked
to the solution /adro (thief) because both appear in
the famous Italian proverb “l’occasione fa 'uomo
ladro” (opportunity makes a thief) even if they do
not form any MWE.

In regard to the links extracted from Italian
corpora, we used association rules (Agrawal and
Srikant, 1994) instead of PMI. We decided to use
this measure because, in MWEs, there is a head
and the rest of the expression depends on it. For
example, in the MWE pesca con la mosca (fly
fishing), the word sequence con la mosca (with
the fly) rarely appear without the noun pesca
(fishing | peach). However, the noun pesca will
appear a lot of times without being followed by
the word sequence con la mosca. The PMI be-
tween the terms pesca and mosca will be low be-
cause the noun pesca has a relatively high fre-

quency. Conversely, with association rules, this
same link will be considered much stronger.

Another difference is that we produced a rule
for every MWE and then the link between two
words is defined as the score of the rule that has
the highest score among all the rules in which one
word appear in the consequent and the other in the
antecedent (see Subsection 4.1). On the other
hand, Sangati, Pascucci and Monti (2018) com-
puted a single PMI value between two words con-
sidering all the MWEs in which these words oc-
cur. If the two systems compute the link between
the words dare (to give) and mano (hand) and, in
the corpus, these two words occur in the MWEs
dare una mano (give a hand | to help) and dare la
mano (hold hands). UNIOR4NLP will consider
both these MWEs in computing the PMI between
dare (to give) and mano (hand) while our system
will generate two different rules: (una mano —
dare) and (la mano — dare), then it will assign at
the link between dare and mano the highest score
between the scores of the two rules. This means
that probably UNIOR4NLP will give at this link a
higher score than our system.

The last difference is that Sangati, Pascucci and
Monti (2018) prioritized the strength of the links
over their number while we did the opposite. In
fact, they considered all the words linked to each
other with at least a minimum score. In this way, it
is impossible to determine the number of clues to
which a word is linked because every word is al-
ways linked with all the five clues. Conversely, in
our system, a word is usually linked with only a
subset of words. Given a game instance, our sys-
tem tends to answer with a word that is linked to
as many clues as possible.

4 System Description

Robospierre is composed of a scoring system and
7 linguistic resources: an association matrix, a
list of proverbs, 5 lists of titles and a list of com-
pound words. This system takes in input a set of
five clues that represents a game instance. For
each clue, it extracts from the resources all the
words that are linked to that clue. Then, a score
value is assigned to each word (it represents the
strength of that link). The words extracted in this
way form the set of candidate solutions. This set
is then processed by the scorer that ranks each
candidate solution according to the strength of
the links between it and the five clues. Finally,
the answer produced by the system is the candi-
date solution that has the highest rank.
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4.1 Association Matrix

The association matrix is an S-C matrix where S is
the set of candidate solutions and C is the set of
possible clues. To list the possible clues, we took
the words whose lemma occurs in Paisa (Lyding
et al., 2014) at least 10 times. Then we performed
the POS tagging on these lemmas with Nooj
(Silberztein, 2018) using as lexical resources
_Sdic_it.nod, Dnum.nom, tronche.nod, toponi-
mi.nod, ElisioniContrazioni.nod and as syntactic
resources DNUM.nog (Vietri, 2014). From the list
obtained, we extracted only nouns, adjectives,
verbs, and prepositions and then we inflected
them (with Nooj). On the other hand, the set of
candidate solutions is a subset of the set of possi-
ble clues containing only nouns and adjectives.

To populate the matrix, we developed a lexical-
ized association rules algorithm based on Apriori
(Agrawal and Srikant, 1994). In our algorithm, a
rule is an implication 4 — B where 4 and B are
sequences of words. To generate the possible
rules, our algorithm uses a function written by us:
genMWE. This function takes five arguments: D,
antecedent, consequent, position and lemmatize. D
is a text; antecedent and consequent are sequences
of POS tags that represent respectively the possi-
ble antecedents and the possible consequents of
the rules. The argument position tells the function
where it must search for the consequent in relation
to the position of the antecedent. It can take the
values forward, backward and both. The value
forward means that the consequent directly fol-
lows the antecedent in the text, the value back-
ward means that the consequent directly precedes
the antecedent and the value both means that the
consequent can either follow or precede the ante-
cedent. The argument /emmatize can take a Bool-
ean value. If it takes #rue, the antecedents of all
the rules will be lemmatized. For example, if we
run the function on a text with parameters ante-
cedent = PREP N, consequent = N, position =
backward and lemmatize = false; it will generate
rules such as (di credito — carta) (credit card), (di
credito — carte) (credit cards), (da guardia —
cane) (watchdog), etc. Table 1 shows the parame-
ters used in our experiment. While the algorithm
is generating the candidate rules, it counts the oc-
currences of every rule (ws; — ws;) and the occur-
rences of the word sequences ws; that match the
pattern of POS tags given as consequent. Finally,
the algorithm computes, for every rule, the confi-

Rules Position Lemmatize | Example

N—>N both False lupo — cane

A—N both False intenzioni — buone
PREPN — N | backward | False di vista — punto
PREP DET N backward | False con la mosca —
— N pesca

;ONG N = backward | False e gatti — cani

N — PREP backward | False permesso — con
N-V backward | True via — andare
DETN -V backward | True la spugna — gettare
PREPN — V | backward | True con mano — toccare
PREP DET N backward | True per i fondelli —
—V prendere

Table 1: Parameters given to the genMWE function

dence (1), the lift (2) and a score value (3) used to
solve the game instances.

Count (we; Wej]

confy = Count (wsj) (M
B conj
ity = oty 2

score, = Count I[ws,-.wsi-]l conf, x 100 (3)

We pruned the rules that disrespect one or more of
the following constraints:
e Count(ws;, wsj) > 1

e conf,>0.001
o ift,>1
e score >?2

Once generated the rules, the score of a link in the
association matrix between a pair of words w;, w;
is defined in the following equation (4).

SCOTEy, 1y = rEmRiaER{scurer] “4)

Where R; is a subset of R containing all the rules
in which the word sequence ws; includes the word
w; or the word w; and the word sequence ws; in-
cludes the other word of the pair. If there are no
rules with this feature, the two words w;, w; are not
linked to each other.

To populate the association matrix, we ran this
algorithm on the Paisa corpus (Lyding et al.,
2014).

4.2 Lists

To handle the links where the two words are part
of a proverb or of a title, we collected from the
web the following lists:
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e Proverbs: A list of 2048 Italian proverbs
collected from Wikiquote.'

e Films: A list of 13098 film titles collect-
ed from Film.it.2

e Books: A list of 1633 book titles collect-
ed from Cultura&Svago.’

e Songs: A list of 984 Italian song titles
collected from various web sources.*

e Plays: A list of 739 play titles collected
from Wikipedia.’

We consider linked two words that appear in the
same element of one of these lists. We assigned at
these links a fixed score value (see Subsection
5.1).

4.3 Compound Words

The link between a clue and the solution can be
also the fact that both the words appear in a com-
pound word. For example, the words police and
man are linked because they appear in the com-
pound word policeman. However, there are game
instances where the two words appear concatenat-
ed in a word that is not a compound. For example,
franco (frank) and forte (strong) can be linked
because of the word Francoforte (Frankfurt) alt-
hough this word is not a compound.

! Wikiquote. Proverbi italiani.
https://it.wikiquote.org/wiki/proverbi i
taliani

? Film.it, Film A-Z.
https://www.film.it/film/film-a-z/

3 Cultura&Svago, Mille titoli letteratura mondiale.
https://www.culturaesvago.com/mille-
titoli-letteratura-mondiale/

11 blog di Alessandro Paldo, Le 1000 canzoni italiane pit
belle di sempre.

http://alessandro-
paldo.blogspot.com/2013/10/1-10-
l.html?m=1

Panorama, Le 100 canzoni italiane piu belle del ventunesi-
mo secolo (fino ad ora...).
https://www.panorama.it/musica/le-100-
canzoni-italiane-piu-belle-del-
ventunesimo-secolo/

Le Canzoni d’Amore, Canzoni d’amore Italiane: una lista di
brani tra i piu belli di sempre.
http://www.lecanzonidamore.it/canzoni-d-
amore-italiane/classifiche-italiane/250-
canzoni-d-amore-italiane-una-lista-di-
brani-tra-i-piu-belli-di-sempre.html
SWikipedia, Elenco di opere teatrali.
https://it.wikipedia.org/wiki/Progetto:T
eatro/Elenco_di opere teatrali

To handle these links, we consider linked two
words that appear compounded in a noun listed in
the set of possible clues used in the association
matrix (see Subsection 4.1). We assigned at this
links a fixed score value (see Subsection 5.1).

4.4 Scoring System

Given five clues (a game instance), our system
uses the resources presented above to rank the
possible solutions and give an answer. This occurs
in six steps:

1. For every clue c€C, it generates a set of
candidate solutions S finding all the
words linked to ¢ in the matrix, in the
lists, and in the compound words.

N

It generates, for every candidate solution
SES a set of scores V. that contains a
score for every resource in which the
clue ¢ and the candidate solution s are
linked (5).

V.. = {score, . ,.sc078; o, ... 50078, .} (5)

3. From the set of scores of every candidate
solution, the system keeps only the high-
est (6).

Vor = mﬁ{scﬂrgsrf) (6)

4. Then, it standardizes every score in an
interval (between 0 and 100) and adds to
the value obtained a bonus of 100 that
represents the existence of a link be-
tween that candidate solution and the

clue (7)(8)(9).
max = max (v, ) ™
min = min(v, ) ®)
stdge = (2% 100) +100  (9)

5. Once completed the steps 1-4 for all the
clues in the game instance, the system
sums all the scores of that candidate so-
lution to produce its final score f; (10).

fo = Zeecstds, 10)

6. The answer given by the system is the
candidate solution that obtains the high-
est final score value (11).
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i= ar‘gm_ax{fg] (11)

SES

5 System Evaluation

To evaluate the artificial players of “La Ghigliot-
tina” Basile et al. (2018) made use of the MRR
(Mean Reciprocal Rank) measure weighted by a
function that lower the score according to the time
taken by the system to provide the answer (12).

L L 11
MRR = ?EgEs—maﬁ: (— —)

Ta £y 10

(12)

In this equation, G is the set of game instances, 7
is the rank that the solution of the game g has in
the set of answers produced by the system, and ¢,
is the time (in minutes) that the system takes to
provide the set of answers (Basile et al., 2018).

The first 100 answers that the system provides
are considered in computing the MRR and a game
instance is considered solved when the solution is
among these 100 answers. According to this eval-
uation, UNIOR4NLP (Sangati, Pascucci and
Monti, 2018) obtained an MRR of 0.6428 and
solved the 81.90% of the game instances while
Squadrone (2018) obtained an MRR of 0.0134
and solved the 25.71% of the game instances.

Basile et al. (2016) evaluated OTTHO using
the precision-k measure. A game is considered k-
solved if the solution has rank k or higher in the
set of answers provided by the system (13).

k—zolved game instances

precision — k = - -
.I‘? = foEIQEﬂLF‘Ii’!StEi’!fF‘S (13)

With k = 1, the best model of OTTHO obtained a
precision of about 0.25 on tv games and about
0.30 on board games. With k = 100, it obtained a
precision of about 0.50 on tv games and about
0.70 on board games (Basile et al., 2016).

In order to evaluate our system, we collected
294 game instances where the solution was pro-
vided: 146 from the tv show and 150 from the
board game. Then, we submitted them to the sys-
tem and computed the MRR (12) considering only
the first 100 candidates solutions ranked accord-

fect the performance, we tested different version
of our system: one with only the association ma-
trix; one with the association matrix and the com-
pound words; and one with the matrix, the com-
pound words and the lists of titles that represents
the full system.

Finally, in order to compare our system to UN-
IOR4ANLP (Sangati, Pascucci and Monti, 2018),
we submitted the same game instances to the Tel-
egram bot version of UNIOR4NLP and then we
computed the precision-k (13) of the two systems
for k = 1 (since the UNIOR4NLP bot provides
only one answer).

5.1 Parameters Used in the Tests

We assigned to the links in the compound words
(see Subsection 4.3) a score of 100 since these
links seemed very reliable associations.

To the links in the lists of titles (see Subsection
4.2), we assigned a score of 5 because higher val-
ues seemed to worsen the performance of the sys-
tem and, with lower values, the full model (matrix
+ compound + titles) gives the same answers of
the previous one (matrix + compound).

5.2 Analysis of the Results

The result of the first test are displayed in Table 2.
Our system obtained a quite good result if com-
pared to the other systems. It was also able to pro-
vide the answer always in the first minute as UN-
IOR4ANLP did (Basile et al., 2018). It performed
better on the tv games than on the board games.
Maybe because in the tv games, the links are more
often based on MWEs while in the board game,
there are more links based on titles, proverbs and
semantic associations and our system does not
treat these links as good as it treats the links based
on MWEs (the links based on semantic associa-
tions are not even treated). This hypothesis is con-
firmed by the fact that the list of proverbs and the
lists of titles worsen the performance of the sys-
tem (see Table 3).

We suppose that this problem is caused by the

ing to their final scores (10). Model Precision-1
. . . . odacels
To see how the different linguistic resources af- All Tv Board game
Matrix 0.3480 0.4014 0.2933
Matrix + compounds 0.3514 04178 0.3067
All Tv Board game Matrix + gompounds 03446 04178 03000
MRR 0.4140 0.4794 0.3660 + titles
Correct ) ] X UNIOR4NLP 0.5608 0.6643 0.4600
Answers 72:30% 80.82% 64.00% Tot (296) | Tot (146) Tot (150)

Table 2: Result of first test

Table 3: Result of second and third tests
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fact that we assigned at every link in the lists the
same score. However, there are titles and proverbs
that are more likely to produce reliable links and
some others that are not. The more an element is
known, the more the links in it must be reliable.
Maybe, assigning at every element in the lists a
score that represents how much that element is
known, might lead to an improvement of system
performance. This score might be based on the
number of results retrieved when that element is
searched with a search engine like Google.

The result of the third test are displayed in Ta-
ble 3. As the result show, our system was not able
to reach the performance of UNIOR4NLP. How-
ever, we found among the game instances 20
games to which our system answered correctly
while UNIOR4ANLP did not. We will analyze
some of these instances that are of particular in-
terest.

The first is the following:

CLUES: cravatta;
Martino; pizza;
ANSWER: pala

neve; S.

altare

Our system gave to this game instance the correct
answer pala (shovel | blade | altarpiece) while
UNIOR4NLP gave the answer bianca (white). We
suppose that UNIOR4NLP gave this answer be-
cause, sometimes, it overestimates the strength of
a link and ignores the other links. We believe that
the answer bianca is mainly due to the clue neve
(snow) since UNIOR4NLP considered both the
compound noun Biancaneve (Snow-white) and
the frequent co-occurrence between the adjective
bianca and the noun neve to compute the PMI
between these two terms. On the other hand, our
system found three weak links: between pala and
neve; between pala and pizza and between pala
and altare (altar). These links were sufficient to
assign to this word the highest rank among the
candidate answers produced.

Another interesting game instance is the fol-
lowing:

CLUES:
fungo;
ANSWER:

introduzione;
23; fare tanto
cappello

cowboy;

UNIOR4NLP gave to this game instance, the an-
swer proiettili (bullets). Our system gave the cor-
rect answer cappello (hat). Maybe, the answer of
UNIOR4NLP was due to the overestimation of
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the link between proiettili and the clue cowboy
while it underestimated the link between this clue
and the word cappello. We believe that this hap-
pened because cappello occurs in more contexts
than proiettili. On the other hand, our system gave
the correct answer cappello because it was strong-
ly linked with the word sequence da cowboy (like
cowboys) since this sequence almost always oc-
curs in the MWE cappello da cowboy (cowboy
hat).

The last game instances that we will analyze is
the following:

CLUES: andare; musica;
chi; mano; buona
ANSWER: palla

ocC—

To this game instance, our system answered palla
(ball) and UNIOR4NLP answered pallino (cue
ball | dot). We suppose that this error is caused by
the MWE andare a pallino (right on cue) that ap-
pear in the online dictionary “Il Nuovo De Mau-
ro” (De Mauro, 2016) which was employed by
UNIORA4NLP as linguistic resource. UNIOR4NLP
considered a co-occurrence in this dictionary as
strong as 200 co-occurrences in the Italian corpora
so this link obtained a higher PMI than that be-
tween andare and palla but, actually, the MWE
andare in palla (be confused) is much more
common than andare a pallino.

6 Conclusions

We described and tested Robospierre, a system
developed to solve the word game “La Ghigliotti-
na” (the guillotine). The result of the tests showed
that, even if its result were below state-of-the-art,
it was able to solve some game instances that the
state-of-the-art system did not solved.

In the future, we plan to improve the extraction
of the links in the MWEs extracting them from a
bigger corpus. We also intend to assign at every
element in the list of proverbs and in the lists of
titles a score that represents how much that ele-
ment is known.
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Abstract

English. In this paper we illustrate a
preliminary investigation on semantic text
similarity. In particular, the proposed ap-
proach is aimed at complementing and en-
riching the categorization results obtained
by employing standard distributional re-
sources. We found that the paths con-
necting entities and concepts from docu-
ments at stake provide interesting informa-
tion on the connections between document
pairs. Such semantic browsing device en-
ables further semantic processing, aimed
at unveiling contexts and hidden connec-
tions (possibly not explicitly mentioned in
the documents) between text documents. !

1 Introduction

In the last few years many efforts have been
spent to extract information contained in text doc-
uments, and a large number of resources have
been developed that allow exploring domain-
based knowledge, defining a rich set of specific
semantic relationships between nodes (Vrandecic
and Kroétzsch, 2014; Auer et al., 2007; Navigli
and Ponzetto, 2012). Being able to extract and
to make available the semantic content of docu-
ments is a challenging task, with beneficial impact
on different applications, such as document cat-
egorisation (Carducci et al., 2019), keyword ex-
traction (Colla et al., 2017), question answering,
text summarisation, semantic texts comparison, on
building explanations/justifications for similarity
judgements (Colla et al., 2018) and more. In this
paper we present an approach aimed at extracting

! Copyright © 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).

Marco Leontino
University of Turin,
Computer Science Department
marco.leontino@unito.it

Daniele P. Radicioni
University of Turin,
Computer Science Department
daniele.radicioni@unito.it

meaningful information contained in text docu-
ments, also based on background information con-
tained in an encyclopedic resource such as Wiki-
data (Vrandecic and Krotzsch, 2014).

Although our approach has been devised on a
specific application domain (PhD theses in philos-
ophy), we argue that it can be easily extended to
further application settings. The approach focuses
on the ability to extract relevant pieces of informa-
tion from text documents, and to map them onto
the nodes of a knowledge graph, obtained from
semantic networks representing encyclopedic and
lexicographic knowledge. In this way it is possi-
ble to compare different documents based on their
graphical description, which has a direct anchor-
ing to their semantic content.

We propose a system to assess the similarity be-
tween textual documents, hybridising the propo-
sitional approach (such as traditional statements
expressed through RDF triples) with a distribu-
tional description (Harris, 1954) of the nodes con-
tained in the knowledge graph, that are repre-
sented with word embeddings (Mikolov et al.,
2013; Camacho-Collados et al., 2015; Speer et al.,
2017). This step allows to obtain similarity mea-
sures (based on vector descriptions, and on path-
finding algorithms) and explanations (represented
as paths over a semantic network) more focused
on the semantic definition of concepts and entities
involved in the analysis.

2 Related Work

Surveying the existing approaches requires to
briefly introduce the most widely used resources
along with their main features.

Resources

BabelNet (BN) is a wide-coverage multilingual
semantic network, originally built by integrating
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WordNet (Miller, 1995) and Wikipedia (Navigli
and Ponzetto, 2010). NASARI is a vectorial re-
source whose senses are represented as vectors as-
sociated to BabelNet synsets (Camacho-Collados
etal., 2015). Wikidata is a knowledge graph based
on Wikipedia, whose goal is to overcome prob-
lems related to information access by creating new
ways for Wikipedia to manage its data on a global
scale (Vrandecic and Krotzsch, 2014).

2.1 Approaches to semantic text similarity

Most literature in computing semantic similarity
between documents can be arranged into three
main classes.

Word-based similarity. Word-based metrics are
used to compute the similarity between documents
based on their terms; examples of features anal-
ysed are common morphological structures (Islam
and Inkpen, 2008) and words overlap (Huang et
al., 2011) between the texts. In one of the most
popular theories on similarity (the Tversky’s con-
trast model) the similarity of a word pair is defined
as a direct function of their common traits (Tver-
sky, 1977). This notion of similarity has been re-
cently adjusted to model human similarity judg-
ments for short texts: the Symmetrical Tversky
Ratio Model (Jimenez et al., 2013), and employed
to compute semantic similarity between word- and
sense-pairs (Mensa et al., 2017; Mensa et al.,
2018).

Corpus-based similarity. Corpus-based mea-
sures try to identify the degree of similarity be-
tween words using information derived from large
corpora (Mihalcea et al., 2006; Gomaa and Fahmy,
2013).

Knowledge-based similarity. Knowledge-based
measures try to estimate the degree of seman-
tic similarity between documents by using infor-
mation drawn from semantic networks (Mihalcea
et al., 2006). In most cases only the hierarchi-
cal structure of the information contained in the
network is considered, without considering the
relation types within nodes (Jiang and Conrath,
1997; Richardson et al., 1994); some authors con-
sider the “is-a” relation (Resnik, 1995), but leav-
ing unexploited the more domain-dependent ones.
Moreover, only concepts are usually considered,
omitting the Named Entities.

An emerging paradigm is that of knowl-
edge graphs. Knowledge graph extraction is a
challenging task, particularly popular in recent
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years (Schuhmacher and Ponzetto, 2014). Sev-
eral approaches have been developed, e.g., aimed
at extracting knowledge graphs from textual cor-
pora, attaining a network focused on the type of
documents at hand (Pujara et al., 2013). Such ap-
proaches may be affected by scalability and gen-
eralisation issues. In the last years many resources
representing knowledge in a structured form have
have been proposed that build on encyclopedic re-
sources (Auer et al., 2007; Suchanek et al., 2007;
Vrandecic and Krotzsch, 2014).

As regards as semantic similarity, a frame-
work has been proposed based on entity extraction
from documents, providing mappings to knowl-
edge graphs in order to compute semantic sim-
ilarities between documents (Paul et al., 2016).
Their similarity measures are mostly based on the
network structure, without introducing other in-
struments such as embeddings, that are largely
acknowledged as relevant in semantic similarity.
Hecht et al. (2012) propose a framework endowed
with explanatory capabilities from similarity mea-
sures based on relations between Wikipedia pages.

3 The System

In this Section we illustrate the generation process
of the knowledge graph from Wikidata, which will
be instrumental to build paths across documents.
Such paths are then used, at a later time, to enrich
the similarity scores computed during the classifi-
cation.

3.1 Knowledge Graph Extraction

The first step consists of the extraction of a knowl-
edge graph related to the given reference domain.
Wikidata is then searched for concepts and entities
related to the domain being analysed. By start-
ing from the extracted elements, which constitute
the basic nodes of the knowledge graph, we still
consider Wikidata and look for relevant semantic
relationships towards other nodes, not necessarily
already extracted in the previous step. The types
of relevant relationships depend on the treated do-
main. Considering the philosophical domain, we
selected a set of 30 relations relevant to com-
pare the documents. For example, we considered
the relation movement that represents the literary,
artistic, scientific or philosophical movement,the
relation studentOf that represents the person who
has taught the considered philosopher, and the
relation influencedBy that represents the person’s
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Figure 1: A small portion of the knowledge graph extracted from Wikidata, related to the philosophical
domain; nodes represent BabelSynsets (concepts or NEs), rectangles represent documents.

idea from which the considered philospher’s idea
has been influenced. In this way, we obtain a graph
where each node is a concept or entity extracted
from Wikidata; such nodes are connected with
edges labeled with specific semantic relations.

The obtained graph is then mapped onto Ba-
belNet. At the end of the first stage, the knowl-
edge graph represents the relevant domain knowl-
edge (Figure 1) encoded through BabelNet nodes,
that are connected through the rich set of relations
available in Wikidata. Each text document can be
linked to the knowledge graph, thereby allowing to
make semantic comparisons by analysing the pos-
sible paths connecting document pairs.

Without loss of generality, we considered the
philosophical domain, and extracted a knowl-
edge graph containing 22, 672 nodes and 135,910
typed edges; Wikidata entities were mapped onto
BabelNet approximately in the 90% of cases.

3.2 Information extraction and semantic
similarity

The second step consists in connecting the docu-
ments to the obtained knowledge graph. We har-
vested a set of 475, 383 UK doctoral theses in sev-
eral disciplines through the Electronic Theses On-
line Service (EThOS) of the British National Li-
brary.? At first, concepts and entities related to the
reference domain were extracted from the consid-
ered documents, with a special focus on two dif-
ferent types of information, such as concepts and
Named Entities. Concepts are keywords or multi-
word expressions representing meaningful items
related to the domain (such as, e.g., “philosophy-
of-mind’, ‘Rationalism’, efc.) while Named En-
tities are persons, places or organisations (mostly
universities, in the present setting) strongly related
to the considered domain. Named entities are ex-
tracted using the Stanford CoreNLP NER mod-
ule (Manning et al., 2014) improved with extrac-

ttps://ethos.bl.uk.
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tion rules based on morphological and syntacti-
cal patterns, considering for example sequences
of words starting with a capital letter or associ-
ated to a particular Part-Of-Speech pattern. Simi-
larly, we extract relevant concepts based on partic-
ular PoS patterns (such as NOUN-PREPOSITION-
NOUN, thereby recognizing, for example, philoso-
phy of mind).

We are aware that we are not considering the
problem of word sense disambiguation (Navigli,
2009; Tripodi and Pelillo, 2017). The underly-
ing assumption is that as long as we are concerned
with a narrow domain, this is a less severe prob-
lem: e.g., if we recognise the person Kant in a doc-
ument related to philosophy, probably the person
cited is the philosopher whose name is Immanuel
Kant (please refer to Figure 1), rather than the less
philosophical Gujarati poet, playwright and essay-
ist Kavi Kant.?

By mapping concepts and Named Entities
found in a document onto the graph, we gain a set
of access points to the knowledge graph. Once ac-
quired the access points to the knowledge graph
for a pair of documents, we can compute the se-
mantic similarity between documents by analysing
the paths that connect them.

3.3 Building Paths across Documents

The developed framework is used to compute
paths between pairs of senses and/or entities fea-
turing two given documents. Each edge in the
knowledge graph has associated a semantic re-
lation type (such as, e.g., “hasAuthor”, “influ-
encedBy”, “hasMovement”). Each path interven-
ing between two documents is in the form

ACCESS

DOCy ————= SaulKripke —>mflu8m5dBy

LudwigWittgenstein influencedBy, BertrandRussell

ACCESS

infla ~ed B1 ;
influencedBy, BaruchDeSpinoza «————== DOC>

Shttps://tinyurl.com/y3s91lsp7.



In this case we can argue in favor of the relatedness
of the two documents based on the chain of rela-
tionships illustrating that Saul Kripke (from docu-
ment d;) has been influenced-by Ludwig Wittgen-
stein, that has been influenced-by Bertrand Rus-
sel, that in turn has been influenced-by Baruch De
Spinoza, mentioned in dz. The whole set of paths
connecting elements from a document d; to a doc-
ument dy can be thought of as a form of evidence
of the closeness of the two documents: documents
with numerous shorter paths connecting them are
intuitively more related. Importantly enough, such
paths over the knowledge graph do not contain
general information (e.g., Kant was a man), but
rather they are highly domain-specific (e.g., Oskar
Becker had as doctoral student Jiirgen Habermas).

A* Search

The computation of the paths is performed via a
modified version of the A* algorithm (Hart et al.,
1968). In particular, paths among access nodes are
returned in order, from the shortest to the longest
one. Given the huge dimension of the network,
and since we are guaranteed to retrieve shortest
paths first, we stop the search after one second of
computation time.

4 Experimentation

In this Section we report the results of a prelimi-
nary experimentation: given a dataset of PhD the-
ses, we first explore the effectiveness of standard
distributional approaches to compute the semantic
similarity between document pairs; we then elab-
orate on how such results can be complemented
and enriched through the computation of paths be-
tween entities therein.

Experimental setting We extracted 4 classes of
documents (100 for each class) from the EThOS
dataset. For each record we retrieved the title and
abstract fields, that were used for subsequent pro-
cessing. We selected documents containing ‘An-
tibiotics’, "Molecular’, ‘Hegel’ or ‘Ethics’ either
in their title (in 15 documents per class) or in their
abstract (15 documents per class). Each class is
featured on average by 163.5 tokens (standard de-
viation 0 = 39.3), including both title and ab-
stract. The underlying rationale has been that of
selecting documents from two broad areas, each
one composed by two different sets of data, hav-
ing to do with medical disciplines and molecular
biology in the former case, and with Hegelianism
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and the broad theme of ethics in the latter case.
Intra-domain classes (that is both ‘Antibiotics’-
‘Molecular’ and ‘Hegel’-‘Ethics’) are not sup-
posed to be linearly separable, as it mostly occurs
in real problems. Of course, this feature makes
more interesting the categorization problem. The
dataset was used to compute some descriptive stats
(such as inverse document frequency), character-
izing the whole collection of considered docu-
ments.

From the aforementioned set of 400 documents
we randomly chose a subset of 20 documents, 5
documents for each of the 4 classes from those
containing the terms (either ‘Antibiotics’, "Molec-
ular’, ‘Hegel’ or ‘Ethics’) in the title. This selec-
tion strategy was aimed at selecting more clearly
individuated documents, exhibiting a higher simi-
larity degree within classes than across classes.*

4.1 Investigation on Text Similarity with
Standard Distributional Approaches

GLoVE and Word Embedding Similarity

The similarity scores were computed for each doc-
ument pair with a Word Embedding Similarity ap-
proach (Agirre et al., 2016). In particular, each
document d has been provided with a vector de-
scription averaging the GloVe embeddings ¢; (Pen-
nington et al., 2014) for all terms in the title and
abstract:

()

where each t_{ is the GloVe vector for the term ¢;.
Considering two documents d; ad ds, each one as-
sociated to a particular vector Ny, we compare
them using the cosine similarity metrics:

—_—r —
. — — Nd1 . Nd2
S'lm(Ndl,Nd2) R e (2)
[[Nay |1 N, |

The obtained similarities between each document
pair are reported in Figure 2(a).” The computed
distances show that overall this approach is suffi-
cient to discriminate the scientific doctoral theses
from the philosophical ones. In particular, the top
green triangle shows the correlation scores among
antibiotics documents, while the bottom trian-
gle reports the correlation scores among philo-

“In future work we will verify such assumptions by in-
volving domain experts in order to validate and/or refine the
heuristics employed in the document selection.

SThe plot was computed using the corrplot package in R.
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Figure 2: Comparison between correlation scores. Documents have scientific subject (‘A’ for ‘Antibi-
otics’, ‘M’ for ‘Molecular’ biology), and philosophic subject (‘E’ for ‘Ethics’, ‘H’ for ‘Hegel’).

sophical documents. The red square graphi-
cally illustrates the poor correlation between the
two classes of documents. On the other side,
the subclasses (Hegelism-Ethics and Antibiotics-
Molecular) could not be separated. Provided
that word embeddings are known to conflate all
senses in the description of each term (Camacho-
Collados and Pilehvar, 2018), this approach per-
formed surprisingly well in comparison to a base-
line based on a one-hot vector representation, only
dealing with term-based features (Figure 2(b)).

NASARI and Sense Embedding Similarity

We then explored the hypothesis that seman-
tic knowledge can be beneficial for better sepa-
rating documents: after performing word sense
disambiguation (the BabelFy service was em-
ployed (Moro et al., 2014)), we used the NASARI
, —
embedded version to compute the vector Ny, as
the average of all vectors associated to the senses
contained in Sy, basically employing the same for-

mula as in Equation 1. We then computed the sim-
ilarity matrix, displayed in Figure 2(c). It clearly
emerges that also NASARI is well suited to solve
a classification task when domains are well sepa-
rated. However, also in this case the adopted ap-
proach does not seem to discriminate well within
the two main classes: for instance, the square with
vertices E1-H1; E5-H1; E5-H5; E1-H5 should be
reddish, indicating a lower average similarity be-
tween documents pertaining the Hegel and Ethics
classes. We experimented in a set of widely varied
conditions and parameters, obtaining slightly bet-
ter similarity scores by weighting NASARI vec-
tors with senses idf, and senses connectivity (c,

obtained from BabelNet):
1
|Sal > ‘ <1__>’ 3)
c

H(s;)

— 1
Ng=—
|Sdl

Ejé}bg<

SiESd
where H (s;) is the number of documents contain-
ing the sense s;. The resulting similarities scores
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are provided in Figure 2(d).

Documents are in fact too close, and pre-
sumably the adopted representation (merging all
senses in each document) is not as precise as
needed. In this setting, we tried to investigate the
documents similarity based on the connections be-
tween their underlying sets of senses. Such con-
nections were computed on the aforementioned
graph.

4.2 Enriching Text Similarity with Paths
across Documents

In order to examine the connections between the
considered documents we focused on the philo-
sophical portion of our dataset, and exploited the
knowledge graph described in Section 3. The
computed paths are not presently used to refine
the similarity scores, but only as a suggestion to
characterize possible connections between docu-
ment pairs. The extracted paths contain precious
information that can be easily integrated in down-
stream applications, by providing specific infor-
mation that can be helpful for domain experts
to achieve their objectives (e.g., in semantically
browsing text documents, in order to find influence
relations across different philosophical schools).
As anticipated, building paths among the fun-
damental concepts of the documents allows grasp-
ing important ties between the documents top-
ics. For instance, one of the extracted paths (be-
tween the author ‘Hegel’ and the work ‘Sense
and Reference’ (Frege, 1948)) shows the con-
nections between the entities at stake as follows.
G.W.F. Hegel hasMovement Continental Philoso-
phy, which is in turn the movementOf H.L. Berg-
son, who has been influencedBy G. Frege, who fi-
nally hasNotableWork Sense and Reference. The
semantic specificity of this information provides
precious insights that allow for a proper considera-
tion of the relevance of the second document w.r.t.
the first one. It is worth noting that the fact that
Hegel is a continental philosopher is trivial —tacit
knowledge— for philosophers, and was most prob-
ably left implicit in the thesis abstract, while it can
be a relevant piece of information for a system re-
quested to assess the similarity of two philosoph-
ical documents. Also, this sort of path over the
extracted knowledge graph enables a form of se-
mantic browsing that benefits from the rich set of
Wikidata relations paired with the valuable cover-
age ensured by BabelNet on domain-specific con-
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cepts and entities.

The illustrated approach allows the uncover-
ing of insightful and specific connections between
documents pairs. However, this preliminary study
also pointed out some issues. One key problem is
the amount of named entities contained in the con-
sidered documents (e.g., ES only has one access
point, while E3 has none). Another issue has to
do with the inherently high connectivity of some
nodes of the knowledge graph (hubness). For in-
stance, the nodes Philosophy, Plato and Aristotle
are very connected, which results in the extraction
of some trivial and uninteresting paths among the
specific documents. The first issue could be tack-
led by also considering the main concepts of a doc-
ument if no entity can be found, whilst the second
one could be mitigated by taking into account the
connectivity of the nodes as a negative parameter
while computing the paths.

5 Conclusions

In this paper we have investigated the possibil-
ity of enriching semantic text similarity measures
via symbolic and human readable knowledge. We
have shown that distributional approaches allow
for a satisfactory classification of documents be-
longing to different topics, however, our prelimi-
nary experimentation showed that they are not able
to capture the subtle aspects characterizing docu-
ments in close areas. As we have argued, exploit-
ing paths over graphs to explore connections be-
tween document pairs may be beneficial in making
explicit domain-specific links between documents.

As a future work, we could refine the methodol-
ogy related to the extraction of the concepts in the
Knowledge Graph, defining approaches based on
specific domain-related ontologies. Two relevant
works, to these ends, are the PhilOnto ontology,
that represents the structure of philosophical lit-
erature (Grenon and Smith, 2011), and the InPho
taxonomy (Buckner et al., 2007), combining auto-
mated information retrieval methods with knowl-
edge from domain experts. Both resources will
be employed in order to extract a more concise,
meaningful and discriminative Knowledge Graph.
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Abstract

English. Relying on linguistic cues ob-
tained by means of structural topic model-
ling as well as descriptive lexical anal-
yses, this study contributes to the general
understanding of the Twitter users’ re-
sponse to the annual Italian budget law ap-
proved at the end of December 2018.
Some topics contained in the dataset of
tweets are procedural or generic, but be-
sides those, it often emerges that Twitter
users expressed their concern with respect
to the provisions of this law. Supportive
attitudes seem to be less frequent. This pa-
per also advocates that findings from in-
ductive studies on Twitter data should be
interpreted with caution, since the nature
of tweets might not be adequate for draw-
ing far-reaching generalisations.

1 Introduction

In the last decade, Internet has revolutionized hu-
man communication and interaction. And among
all forms of digitally-mediated communication,
social media stand out as one of the most effec-
tive. As Boulianne (2017) points out, the effects
of social media depend on their nature of use (e.g.
source of information; one-to-one/one-to-
many/many-to-many communication; networking
and relationship-building; expression of opinions;
etc.).

Nowadays, potentially everyone with a com-
puter or a mobile device having access to the in-
ternet can write and share contents which may be
viewed and debated immediately by other people.

The impact of a social media post may be huge,
and unlike other prior forms of communication, it
can easily cross borders in just a few seconds. In
fact, social media make things happen faster than
ever before. For instance, Facebook and Twitter
were crucial in allowing the Arab uprisings or the
Romanian anti-corruption protests to happen
more efficiently and on a larger scale.

2 Tweets and politics

Besides their essential role in information dissem-
ination, networking, and people mobilization, so-
cial media are also important indicators and pre-
dictors of their users’ opinions, sentiments and at-
titudes. In fact, various studies have explored peo-
ple’s reactions towards social, economic, and po-
litical issues, by analysing social media posts (e.g.
Burnap et al., 2014; Gaspar et al., 2016; Nesi et
al., 2018), especially tweets, since they are easily
retrievable by means of APIs.

With over 6,000 tweets posted every second,
corresponding to roughly 350,000 per minute, 500
million per day, and around 200 billion per year,
Twitter has become one of the main tools of com-
munication worldwide (Internet Live Stats, 2019).
The number of tweets written daily seems to be
correlated to things happening in the real world,
and, as a matter of fact, it was shown that im-
portant events generate high number of tweets (cf.
Hughes and Palen, 2009), something that is gen-
erally reflected also on the Twitter “trends”.
Based on Hootsuite’s (2019) report, each month,
in Ttaly there are almost 2.5 million active users’
of Twitter, a datum that confirms the popularity of
this network among various layers of Italian audi-
ence.

! Copyright © 2019 for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0

International (CC BY 4.0).

? Users that write or share at least one tweet every month are defined “active”.



This means that Twitter may represent an easily
exploitable opportunity for politicians in their at-
tempt to reinforce communication with potential
voters in what might be defined as a permanent
digitally-mediated electoral campaign. Addition-
ally, it has been suggested that Twitter could be
used to model and predict public opinion and be-
haviour regarding political events, such as elec-
toral campaigns (e.g. Coletto et al., 2015;
Kalampokis et al., 2017). In fact, Ott (2017: 59)
claims that Twitter may be the ideal tool for the
afore-mentioned purposes since, it “privileges
discourse that is simple, impulsive, and uncivil.”

While indeed tweets have been widely used to
analyse public opinion and political discussions in
all its forms, several methodological considera-
tions are dutiful. First of all, Twitter users do not
represent an optimal sample for public opinion or
voting population, especially due to their higher
than average level of education and political so-
phistication, as well as a generally younger age
(cf. Gayo-Avello, 2013; Barbera et al., 2015). As
a matter of fact, we believe it is more accurate to
define Twitter users as a potential share of elec-
torate. Secondly, the language of tweets is charac-
terised by succinctness and sometimes informal-
ity, colloquialism, irony, and susceptibility to ru-
mour, all of which are aspects that render the re-
sults of large-scale analyses hard to interpret and
generalise.

3 Aims and motivations

Acknowledging all the limitations mentioned
above, this inductive exploratory study aims to
contribute to the growing body of literature exam-
ining Twitter and its increasingly prominent role
in online communication by studying its applica-
tion in the context of political discourse. In partic-
ular, the linguistic approach presented here is
providing insights into tweets regarding the dis-
cussion and the approval of the annual Italian
budget law (in Italian “legge finanziaria” and/or
“legge di bilancio”). This law was also often la-
belled as “the manoeuvre” (in Italian “la
manovra”) and “the people’s manoeuvre” (in Ital-
ian “la manovra del popolo”) by its proponents —
in particular Movimento 5 Stelle (abbreviated
M5S) —, mainly due to some of its populist provi-
sions (e.g. the citizen's basic income and pension).

* The full text of the annual Italian budget law (Legge
30 dicembre 2018, n. 145 — Bilancio di previsione dello
Stato per l'anno finanziario 2019 e bilancio plurien-
nale per il triennio 2019-2021) was published on the
Official Gazette of the Italian Republic (GU n.302 31-

By means of structural topic modelling (cf.
Roberts et al., 2014) and descriptive analyses (i.e.
terminology extraction of multi-keywords and
word sketches), we are interested in grasping the
Twitter users’ attitudes towards the budget law in
a significant moment for the first populist Govern-
ment in the eurozone, namely the coalition formed
by Lega and M5S.

This topic is worth studying since the two par-
ties displayed differences in economic, fiscal, in-
frastructural, and social policies both in the elec-
toral campaign for the 2018 general elections as
well as during the first months of government. For
instance, Lega supported the flat taxation on in-
comes, while M5S the citizen's basic income
(“reddito di cittadinanza” in Italian). However,
these measures, although slightly modified, as
well as the amendment to the 2011 pensions re-
form (“quota 100” in Italian) were included in the
coalition agreement and subsequently in the draft
for the annual budget law. The bill also contained
various other economic and fiscal provisions (e.g.
taxes on digital services; new VAT rates; reducing
military expenses and the Italian contribution to
United Nations; new labour measures; environ-
mental incentives; etc.)’.

We believe that the textual material contained
in tweets may be promising in providing hints on
how Twitter users — a fraction of the Italian voters
—reacted to the provisions of the budget law. Lin-
guistic insights into tweets might be able to guide
us in understanding whether the so-called
“manovra del popolo” was perceived by Twitter
user as representing indeed the people’s interest.

4 Data

Although in the Western world there are three
mainstream social media networks (i.e. Facebook,
Instagram, and Twitter), in this paper we analyse
Twitter posts, primarily as a consequence of data
availability. Indeed, unlike other tools for social
media, Twitter APIs for R (R Core Team, 2018)
allow scholars to collect large quantities of tweets
and their related metadata in a rather effortless
way.

Using the rtweet package (Kearney, 2019) for
R and Twitter’s developer account, we collected a
dataset of 167,259 Twitter posts, for a total of 6.5
million tokens, consisting in tweets and retweets

12-2018 - Suppl. Ordinario n. 62) and it is available
online at this webpage: https://www.gazzettauffi-
ciale.it/atto/stampa/serie generale/originario (ac-
cessed on the 1™ of June 2019).
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related to the Italian budget law. Moreover, we ex-
tracted 88 metadata describing the tweet (i.e. char-
acter length, device used, number of retweets,
etc.) and the user (i.e. username, location, gender,
etc.). In order to capture the most important
phases of the Twitter discussion about the annual
budget law and considering the one-week rate
limit for tweets extraction imposed by the Stand-
ard Search API*, the data were collected weekly
from the 27" of November 2018 through the 8" of
January 2019, for a total of 43 consecutive days.
The hashtags used as keywords in the queries rep-
resented all the names given to the budget bill by
Italian political actors, the press, and the public
opinion: “#leggedibilancio”, “#leggefinanziaria”,
“H#manovra”, “#manovradibilancio”, “#manov-
raeconomica”,  “#manovradelpopolo”,  and
“#manovrafinanziaria”. This guaranteed a large
coverage of Twitter users and tweet typologies.
Some of the afore-mentioned hashtags (e.g.
“#manovra”, “#manovradelpopolo™) were also
trending at the end of December.

To avoid duplicates, we discarded all retweets
and all posts that contained quotes of other tweets.
The removal process was obtained by filtering the
dataset, thus selecting only tweets whose values
for “is_retweet” and “is_quote” corresponded to
“FALSE”. Duplicates other than retweets and
quotes were removed with R’s base functions du-
plicated — which identified duplicated tweets —
and unique — which extracted unique tweets. Since
the aim of this study is to uncover the reactions of
the Italian voters active on Twitter, we removed
the tweets written by political actors. To do so, we
defined a list containing the Twitter usernames of
the members of the Italian Parliament, as well as
those of the official national and local party pro-
files; this list was used to automatically filter and
remove tweets published by the unwanted pro-
files. We decided to keep tweets from news agen-
cies, online newspapers, and television channels,
since they could represent vectors of information
exchange regarding the topic analysed in this
study. The final dataset contained 20,891 tweets.

Tokens 701,986
Words 414,803
Types 75,485
Lemmas 31,947

Table 1: Dataset statistics.

* A description of the Standard Search API for Twitter
is available at this webpage: https://developer.twit-
ter.com/en/docs/tweets/search/api-reference/get-
search-tweets.html (accessed on the 1* of June 2019).

123

4.1 Pre-processing

Since the tweets and their metadata would have
been used for lexical analyses and structural topic
modelling’, we performed several pre-processing
steps: defining a “stop words” list for Italian con-
sisting of roughly 1,000 lexically empty or unin-
formative words (i.e. prepositions, conjunctions,
auxiliary verbs, etc.); uniformizing, normalising
and cleaning the texts with various corpus pro-
cessing functions available on the R packages
quanteda (Benoit et al., 2018), tm (Feinerer,
Hornik, and Meyer, 2008), and gdapRegex
(Rinker, 2017). Hashtags at the beginning and in-
side the tweet sentences were kept and decom-
posed into words (i.e. from “#trasportipubblici”
to “trasporti pubblici”), while those after the final
point were removed, since most of the times they
represented one of the keywords used for extract-
ing tweets. Numbers, punctuation, sequences
made up of a single character, and excessive white
spaces were removed as well. In order to further
use temporal metadata as a covariate for the topi-
cal prevalence, the “created at” metadatum was
divided it into date and hour.

5 Analyses and results

As a result of the ever-growing interest and avail-
ability of text data — often unstructured —, various
statistical and machine-assisted approaches for
the analysis of textual material have been pro-
posed. In this paper we are employing the Struc-
tural Topic Model (STM) — a generative model of
word counts — (cf. Roberts et al., 2014) in R to
discover topics from tweets on the annual Italian
budget bill and to estimate their relationship to
temporal metadata.

Similarly to Latent Dirichlet Allocation (cf.
Blei, Ng, and Jordan, 2003) and Correlated Topic
Model (cf. Blei and Lafferty, 2007), in the STM
approach, a topic represents a mixture over words
where each word has a probability of pertaining to
a topic, whilst a document is a mixture over top-
ics, therefore a specific document can consist of
various topics. The sum of the topic proportions
across topics for a specific document as well as
the sum of word probabilities for a given topic
both qual to 1. The main innovation of STM is the
possibility to model topical prevalence and topical
content’ as a function of metadata. Here we are

> Considering the scope of this paper and the analyses
proposed, emoticons and emojis were left out.

® The topical prevalence shows the frequency with
which a specific topic is discussed, while the topical



using the date covariate to explain topical preva-
lence over time.

5.1 Topics

After having employed the STM’s searchK func-
tion to perform several tests, such as held-out like-
lihood and residual analysis, the ideal number of
topics seemed to be between 10 and 14. Addition-
ally, STM gave the possibility to set the type of
initialization, so here the spectral one was chosen,
since previous studies had proven its stability and
consistence (cf. Roberts, Stewart, and Tingley,
2016). All results presented in this paragraph are
based on a K of 10. The date of the tweet was used
as a prevalence covariate; as a word profile we
opted for the highest probability. We did not use
the stemming function on STM since it did not
perform well on Italian.

Figure 1 in Appendix shows the topics related
to the annual Italian budget law as they emerged
from the analysis of tweets. Each topic was further
classified into one category (i.e. EU & Confi-
dence, Main Measures, Criticism & Concern,
Government vs. Opposition, Procedures — Ge-
neric, Support). This classification was based on
the correlations obtained from a hierarchical clus-
tering representation performed with the plot
function of the stmCorrViz package (Coppola et
al., 2016), on the review of the most characteris-
ing words, and on the examination of the most ex-
emplar documents, namely the tweets that had the
highest proportion of words associated with the
topic.

Although we do not claim to model public
opinion from tweets, interestingly, the topics
managed to echo various issues regarding the
budget law. Judging by the expected topic propor-
tions, one could order the most prevalent topics as
follows: Topics 9, 8, and 3 (sum of topic propor-
tions: 0.29) reflect disapproval and doubts to-
wards the provisions of the budget law; Topics 1
and 7 (sum of topic proportions: 0.22) describe the
difficult negotiation with the European Union
(EU) and the threat of an infringement procedure;
Topics 10 and 2 (sum of topic proportions: 0.19)
depict the main measures contained in the budget
bill; Topic 6 (topic proportion: 0.13) illustrates the
support to the budget bill and to the Government;
Topic 5 (topic proportion: 0.11) refers to the pro-
cedures regarding the discussion, the vote, and the
approval of the budget law; and Topic 4 (topic
proportion: 0.06) reveals the conflict between the

content represents the words used to discuss about that
topic (cf. Roberts et al., 2014: 1068).

Government and the oppositions on the provisions
of the law.

After having calculated the estimated effects of
the temporal covariate on topical prevalence, a
plot displaying this variation was created. Figure
2 in Appendix shows how the afore-mentioned
topics varied over the 43 days considered. Topics
are ordered as a function of their expected propor-
tions.

Firstly, there emerged that the variation was not
particularly strong, except for some topics. For in-
stance, Topic 9 had a peak at the end of Decem-
ber/the beginning of January, suggesting that
Twitter users might have written tweets of con-
cern soon after the approval of the annual Italian
budget law. On the other hand, Topic 6, which
contained mostly tweets of support towards the
measures of the budget bill seemed to be prevalent
primarily at the end of November and in mid-De-
cember. The procedural topic was generally prev-
alent at the end of December, a timeframe corre-
sponding to the vote and approval of the law. The
two topics summarising the negotiations with the
EU, the confidence, and the possible infringement
procedure were pervasive during the entire period
considered, with some peaks in early- and mid-
December. Topic 4 that regarded the disagree-
ment between the Government and the opposition
was constant over time, and so were the topics de-
lineating the main measures of the law.

5.2  Descriptive lexical analyses

We were also interested in performing descriptive
lexical analyses on tweets. First of all, with the
terminology extraction tool on Sketch Engine
(Kilgarriff et al., 2014) we obtained multi-key-
words — able to convey more insights than single
words on the issues examined — that appear more
frequently in our dataset than in the reference cor-
pus (i.e. Italian Web 2016 —itTenTen16, cf. Jaku-
bicek et al., 2013, for TenTen corpora). If we ex-
clude the hashtags used as keywords for tweets
extraction, these are the 30 most representative
syntagmas in our dataset:

Syntagma Translation into
English
reddito di cittadi- the citizen’s basic
nanza income
procedura di infra- infringement pro-
zione cedure
clausole di salva-
. safeguard clauses
guardia
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voto di fiducia

confidence vote

blocco assunzioni

hiring freeze

professioni sanita-
rie senza titolo

health professions
without a degree

flat tax flat tax
commissione bilan- .
. budget committee
cio
gilet azzurri blue vests
taglio pensioni pension cuts
scatoletta di tonno tuna can
. . previous govern-
governi precedenti
ments
pensioni minime minimum pensions
scatola chiusa black box
nuove tasse new taxes

promesse elettorali

campaign promises

fasce deboli

vulnerable citizens

deficit strutturale

structural deficit

accordo tecnico

technical arrange-
ment

braccio di ferro

trial of strength

appalti senza gara

no-bid contracts

assurdita totale

total nonsense

terrorismo media-

media terrorism

tico
auto inquinanti polluting cars
piu tasse more taxes
. sovereignist gov-
governo sovranista
ernment
manovra contro il manoeuvre against
popolo the people
false promesse false promises
1VA sui tartufi VAT for truffles
popolo italiano Italian people

Table 2: The most representative syntagmas in
the dataset.

It is clear that various multi-word expressions
referred to procedural aspects, such as those re-
flecting the vote and the approval of the budget
law (e.g. “confidence vote”), while others were
used to list its measures, especially fiscal and eco-
nomic policies (e.g. “the citizen’s basic income”,
“flat tax”, etc.). Nevertheless, various syntagmas
seemed to express doubts with respect to the pro-
visions of this law. In fact, often, the words chosen
by many Twitter users to express their criticism
were rather strong (e.g. “total nonsense”, “black
box”, “sovereignist government”, etc.).

These concerns and rather negative reactions to
the budget bill were reflected also in the word
sketches (i.e. visual representations of colloca-
tions and word combinations obtained on Sketch
Engine) for the words “manovra” and “legge”.

Generally, three different scenarios are distin-
guishable.

First of all, there were several neutral verbs,
nouns, and modifiers associated to the budget law,
most of which regarding its procedural aspects.
The most frequent (i.e. frequency > 10.81 per mil-
lion) are listed below:

Word/Syntagma Transla?ion into
English
scrivere write
cambiare change
modificare modify
discutere discuss
approvare approve
contenere contain
prevedere consist
varare launch
votare vote
passare pass
riscrivere rewrite
promulgare promulgate
gialloverde yellow-green
economica economic
finanziaria financial
populista populist
discussione discussion
commissione commission
bilancio budget

Table 3: Neutral associations.
Next, some positive evaluations of the budget
law emerged. The most frequent (i.e. frequency >
10.81 per million) are listed below:

Word/Syntagma Trzglslgz;;;(l)ln into
favorire (I’innova- favour (innova-
zione) tion)
grande big
buona good
bella beautiful
significativa significant
del popolo of the people
del cambiamento of the change
per i cittadini for the citizens
per la crescita for the growth

Table 4: Positive associations.
Nonetheless, several word associations seemed
to suggest negative reactions to the budget law.
The most frequent (i.e. frequency > 10.81 per mil-

lion) are shown below:

Word/Syntagma

Translation into
English

recessiva

recessive

piena di errori

full of errors
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dannosa dangerous
cattiva bad
iniqua unfair
scellerata wicked
shagliata wrong
snaturata wretched
taroccata false
vuota empty
assurda absurd
folle deranged
truffa fraud
contro il popolo against the people
del popolino of the masses
del cappio of the noose
da lacrime tearful
scontro dispute
protesta protest
vergogna shame
bocciatura failure
della poverta of the poverty
dell’assistenzi- .
. of welfarism
alismo
buio dark
diminuire diminish
tagliare cut

Table 5: Criticism associations.

Finally, using the tm’s findAssocs function, we
calculated the associations of the lemma
“manovra” in the term-document matrix; some of
the afore-mentioned criticism words (e.g. “ab-
surd”, “recessive”, “bad”) had a correlation higher
than 0.03, suggesting a rather frequent co-occur-
rence.

6 Conclusions

This paper explored the Twitter users’ reactions to
the annual Italian budget bill. STM outputs and
descriptive lexical analyses showed that tweets
concerned various aspects associated to the object
of this study. Apart from talking about procedural
and generic issues, users expressed their doubts
and disapproval with respect to the measures of
the budget law. Generally, tweets supporting this
law were less frequent. The findings of this study,
although preliminary, might be seen as indicators
of what subsequently turned out to be a failure for
the first Conte government. Still, as reiterated
throughout the paper, the results might not reflect
the real attitudes of the Italian voting population,
since Twitter users tend to be younger and to have
an above the average level of education and polit-
ical sophistication (cf. Barbera et al., 2015).
Moreover, tweets, by nature, might not be suitable

for drawing steady generalizations, even if the
prospects they offer for content and discourse
analysis are indeed significant. Further research
on this topic might include the investigation of
Twitter user’s reactions by means of sentiment
analysis.
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Figure 2: Variation of topic proportions over time.
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Abstract

English. Despite the number of ap-
proaches recently proposed in NLP for
detecting abusive language on social net-
works, the issue of developing hate speech
detection systems that are robust across
different platforms is still an unsolved
problem. In this paper we perform a com-
parative evaluation on datasets for hate
speech detection in Italian, extracted from
four different social media platforms, i.e.
Facebook, Twitter, Instagram and What-
sApp. We show that combining such
platform-dependent datasets to take ad-
vantage of training data developed for
other platforms is beneficial, although
their impact varies depending on the social
network under consideration.’

Italiano. Nonostante si osservi un cre-
scente interesse per approcci che identi-
fichino il linguaggio offensivo sui social
network attraverso I’NLP, la necessita di
sviluppare sistemi che mantengano una
buona performance anche su piattaforme
diverse ¢ ancora un tema di ricerca aper-
to. In questo contributo presentiamo una
valutazione comparativa su dataset per
Uidentificazione di linguaggio d’odio pro-
venienti da quattro diverse piattaforme:
Facebook, Twitter, Instagram and Wha-
tsApp. Lo studio dimostra che, combinan-
do dataset diversi per aumentare i dati di
training, migliora le performance di clas-
sificazione, anche se 'impatto varia a se-
conda della piattaforma considerata.

! Copyright (©2019 for this paper by its authors. Use per-

mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
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1 Introduction

Given the well-acknowledged rise in the pres-
ence of toxic and abusive speech on social media
platforms like Twitter and Facebook, there have
been several efforts within the Natural Language
Processing community to deal with such prob-
lem, since the computational analysis of language
can be used to quickly identify offenses and ease
the removal of abusive messages. Several work-
shops (Waseem et al., 2017; FiSer et al., 2018) and
evaluation campaigns (Fersini et al., 2018; Bosco
et al., 2018; Wiegand et al., 2018) have been re-
cently organized to discuss existing approaches to
hate speech detection, propose shared tasks and
foster the development of benchmarks for system
evaluation.

However, most of the available datasets and
approaches for hate speech detection proposed
so far concern the English language, and even
more frequently they target a single social me-
dia platform (mainly Twitter). In low-resource
scenarios it is therefore common to have smaller
datasets for specific platforms, raising research
questions such as: would it be advisable to com-
bine such platform-dependent datasets to take ad-
vantage of training data developed for other plat-
forms? Should such data just be added to the train-
ing set or they should be selected in some way?
And what happens if training data are available
only for one platform and not for the other?

In this paper we address all the above questions
focusing on hate speech detection for Italian. Af-
ter identifying a modular neural architecture that
is rather stable and well-performing across dif-
ferent languages and platforms (Corazza et al.,
to appear), we perform our comparative evalua-
tion on freely available datasets for hate speech
detection in Italian, extracted from four differ-
ent social media platform, i.e. Facebook, Twit-
ter, Instagram and Whatsapp. In particular, we



test the same model while altering only some fea-
tures and pre-processing aspects. Besides, we use
a multi-platform training set but test on data taken
from the single platforms. We show that the pro-
posed solution of combining platform-dependent
datasets in the training phase is beneficial for all
platforms but Twitter, for which results obtained
by training on tweets only outperform those ob-
tained with a training on the mixed dataset.

2 Related work

In 2018, the first Hate Speech Detection
(HaSpeeDe) task for Italian (Bosco et al., 2018)
has been organized at EVALITA-20182, the eval-
uation campaign for NLP and speech processing
tools for Italian. The task consists in automati-
cally annotating messages from Twitter and Face-
book, with a boolean value indicating the presence
(or not) of hate speech. Two cross-platform tasks
(Cross-HaSpeeDe) were also proposed, where the
training was done on platform-specific data (Face-
book or Twitter) and the test on data from an-
other platform (Twitter or Facebook). In general,
as expected, results obtained for Cross-HaSpeeDe
were lower compared to those obtained for the in-
domain tasks, due to the heterogeneous nature of
the datasets provided for the task, both in terms of
class distribution and data composition. Indeed,
not only are Facebook posts in the task dataset
longer, but they are also on average more likely to
contain hate speech (68% hate posts in the Face-
book test set vs. 32% in the Twitter one). This led
to a performance drop, with the best system scor-
ing 0.8288 F1 on in-domain Facebook data, and
0.6068 when the same model is tested on Twitter
data (Cimino et al., 2018).

The best performing systems on the cross-tasks
were ItaNLP (Cimino et al., 2018) when training
on Twitter data and testing on Facebook, and Inria-
FBK (Corazza et al., 2018) in the other configu-
ration. The former adopts a newly-introduced ap-
proach based on a 2-layer BiLSTM which exploits
multi-task learning with additional data from the
2016 SENTIPOLC task>. The latter, instead, uses
a simple recurrent model with one hidden layer of
size 500, a GRU of size 200 and no dropout.

The Cross-HaSpeeDe tasks and the analysis of
system performance in a cross-platform scenario

http://www.evalita.it/2018
http://www.di.unito.it/~tutreeb/
sentipolc—-evalital6/index.html
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are the starting point of this study. The task sum-
mary presented in (Bosco et al., 2018) listed some
remarks on the elements affecting the system ro-
bustness that led us extend the cross-platform ex-
periments to new platforms, including also What-
sApp and Instagram data. To our knowledge, there
have not been attempts to develop Italian systems
for hate speech detection on these two platforms,
probably because of the lack of suitable datasets.
We therefore annotate our own Instagram data for
the task, while we take advantage of a recently de-
veloped dataset for cyberbullying detection to test
our system on WhastApp.

3 Data and linguistic resources

In the following, we present the datasets used to
train and test our system and their annotations
(Section 3.1). Then, we describe the word embed-
dings (Section 3.2) we have used in our experi-
ments.

3.1 Datasets

Twitter dataset released for the HaSpeeDe
(Hate Speech Detection) shared task organized at
EVALITA 2018. This dataset includes a total
amount of 4,000 tweets (2,704 negative and 1,296
positive instances, i.e. containing hate speech),
comprising for each tweet the respective annota-
tion, as can be seen in Example 1. The two classes
considered in the annotation are “hateful post” or
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not".

1. Annotation: hateful.
altro che profughi? sono zavorre e tutti uo-
mini (EN: other than refugees? they are bal-
last and all men).

Facebook dataset also released for the
HaSpeeDe (Hate Speech Detection) shared task.
It consists of 4,000 Facebook comments collected
from 99 posts crawled from web pages (1,941
negative, and 2,059 positive instances), compris-
ing for each comment the respective annotation,
as can be seen in Example 2. The two classes
considered in the annotation are “hateful post” or
“not”.

2. Annotation: hateful.
Matteo serve un colpo di stato. Qua tra poco
dovremo andare in giro tutti armati come in
America. (EN: Matteo, we need a coup. Soon
we will have to go around armed as in the
U.S.).



Whatsapp dataset collected to study pre-teen
cyberbullying (Sprugnoli et al., 2018). Such
dataset has been collected through a WhatsApp
experimentation with Italian lower secondary
school students and contains 10 chats, subse-
quently annotated according to different dimen-
sions as the roles of the participants (e.g. bully,
victim) and the presence of cyberbullying expres-
sions in the message, distinguished between dif-
ferent classes of insults, discrimination, sexual
talk and aggressive statements. The annotation
is carried out at token level. To create additional
training instances for our model, we join subse-
quent sentences of the same author (to avoid cases
in which the user writes one word per message) re-
sulting in 1,640 messages (595 positive instances).
We consider as positive instances of hate speech
the ones in which at least one token was annotated
as a cyberbullying expression, as in Example 3).

3. Annotation: Cyberbulling expression.
fai schifo, ciccione! (EN: you suck, fat guy).

Instagram dataset includes a total amount of
6,710 messages, which we randomly collected
from Instagram focusing on students’ profiles
(6,510 negative and 200 positive instances) iden-
tified through the monitoring system described in
(Menini et al., 2019). Since no Instagram datasets
in Italian were available, and we wanted to include
this platform to our study, we manually annotated
them as “hateful post” (as in Example 4) or “not”.

4. Annotation: hateful.
Sei una troglodita (EN: you are a caveman).

3.2 Word Embeddings

In our experiments we test two types of embed-
dings, with the goal to compare generic with so-
cial media-specific ones. In both cases, we rely
on Faxttext embeddings (Bojanowski et al., 2017),
since they include both word and subword infor-
mation, tackling the issue of out-of-vocabulary
words, which are very common in social media
data:

e Generic embeddings: we use embedding
spaces obtained directly from the Fasttext
website* for Italian. In particular, we use
the Italian embeddings trained on Common
Crawl and Wikipedia (Grave et al., 2018)
with size 300. A binary Fasttext model is also
available and was therefore used;

*urlhttps://fasttext.cc/docs/en/crawl-vectors.html
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e Domain-specific embeddings: we trained
Fasttext embeddings from a sample of Ital-
ian tweets (Basile and Nissim, 2013), with
embedding size of 300. We used the binary
version of the model.

4 System Description

Since our goal is to compare the effect of various
features, word embeddings, pre-processing tech-
niques on hate speech detection applied to differ-
ent platforms, we use a modular neural architec-
ture for binary classification that is able to support
both word-level and message-level features. The
components are chosen to support the processing
of social-media specific language.

4.1 Modular neural architecture

We use a modular neural architecture (see Figure
1) in Keras (Chollet and others, 2015). The ar-
chitecture that constitutes the base for all the dif-
ferent models uses a single feed forward hidden
layer of 500 neurons, with a ReLu activation and
a single output with a sigmoid activation. The loss
used to train the model is binary cross-entropy.
We choose this particular architecture because it
showed good performance in the EVALITA shared
task for cross-platform hate speech detection, as
well as in other hate speech detection tasks for
German and English (Corazza et al., to appear).
The architecture is built to support both word-level
(i.e. embeddings) and message-level features. In
particular, we use a recurrent layer to learn an en-
coding (z,, in the Figure) derived from word em-
beddings, obtained as the output of the recurrent
layer at the last timestep. This encoding gets then
concatenated with the other selected features, ob-
taining a vector of message-level features.

Figure 1: Modular neural architecture for Italian
hate speech detection



4.2 Preprocessing

The language used in social media platforms has
some peculiarities with respect to standard lan-
guage, as for example the presence of URLs, ”@”
user mentions, emojis and hashtags. We therefore
run the following pre-processing steps:

e URL and mention replacement: both urls and
mentions are replaced by the strings "URL”
and “username” respectively;

Hashtag splitting: Since hashtags often pro-
vide important semantic content, we wanted
to test how splitting them into single words
would impact on the performance of the clas-
sifier. To this end, we use the Ekphrasis tool
(Baziotis et al., 2017) to do hashtag splitting
and evaluate the classifier performance with
and without splitting. Since the aforemen-
tioned tool only supports English, it has been
adapted to Italian by using language-specific
Google ngrams.’

4.3 Features

Word Embeddings: We evaluate the contri-
bution of word embeddings extracted from
social media data, compared with the per-
formance obtained using generic embedding
spaces, as described in Section 3.2.

Emoji transcription: We evaluate the im-
pact of keeping emojis or transcribing them
in plain text. To this purpose, we use the offi-
cial plaintext descriptions of the emojis (from
the unicode consortium website), translated
to Italian with Google translate and then man-
ually corrected, as a substitute for emojis

Hurtlex: We assess the impact of using a
lexicon of hurtful words (Bassignana et al.,
2018), created starting from the Italian hate
lexicon developed by the linguist Tullio De
Mauro, organized in 17 categories. This is
used to associate to the messages a score for
‘hurtfulness’

Social media specific features: We consider
a number of metrics related to the language
used in social media platforms. In particular,

Shttp://storage.googleapis.com/books/
ngrams/books/datasetsv2.html
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we measure the number of hashtags and men-
tions, the number of exclamation and ques-
tion marks, the number of emojis, the number
of words written in uppercase

5 Experimental Setup

In order to be able to compare the results ob-
tained while experimenting with different train-
ing datasets and features, we used fixed hyper-
parameters, derived from our best submission at
EVALITA 2018 for the cross-platform task that in-
volved training on Facebook data and testing on
Twitter. In particular, we used a GRU (Cho et
al., 2014) of size 200 as the recurrent layer and
we applied no dropout to the feed-forward layer.
Additionally, we used the provided test set for the
two Evalita tasks, using 20% of the development
set for validation. For Instagram and WhatsApp,
since no standard test set is available, we split the
whole dataset using 60% of it for training, while
the remaining 40% is split in half and used for val-
idation and testing. For this purpose, we use the
train_test_split function provided by sklearn (Pe-
dregosa et al., 2011), using 42 as seed for the ran-
dom number generator.

One of our goals was to establish whether merg-
ing data from multiple social media platforms can
be used to improve performance on single plat-
form test sets. In particular, we used the following
datasets for training:

e Multi-platform: we merge all the datasets
mentioned in Section 3 for training.

Multi-platform filtered by length: we use
the same datasets mentioned before, but only
considered instances with a length lower or
equal to 280 characters, ignoring URLs and
user mentions. This was done to match Twit-
ter length restrictions.

Same Platform: for each of the datasets, we
trained and tested the model on data from the
same platform.

In addition to the experiments performed on dif-
ferent datasets, we also compare the system per-
formance obtained by using different embeddings.
In particular, we train the system by using Italian
Fasttext word embeddings trained on Common-
Crawl and Wikipedia, and Fasttext word embed-
dings trained by us on a sample of Italian tweets



Platform Training set Embeddings | Features Em(.)Jl . F1 no hate | F1 hate | Macro AVG
Transcription

Instaeram Multi Platform Twitter Social Yes 0.984 0.432 0.708
stag Single Platform Twitter Social Yes 0.981 0.424 0.702
Facebook Multi Platform Twitter Social Yes 0.773 0.871 0.822
Single Platform Twitter Social Yes 0.733 0.892 0.812
WhatsA Multi Platform Twitter Social Yes 0.852 0.739 0.796
SAPP Single Platform Twitter Social Yes 0.814 0.694 0.754
Single Platform Twitter Hurtlex No 0.879 0.717 0.798
Twitter Filtered Multi Platform Twitter Hurtlex No 0.858 0.720 0.789
Multi Platform Twitter Hurtlex No 0.851 0.712 0.782

Table 1: Classification results

(Basile and Nissim, 2013), with an embedding
size of 300. As described in Section 4.3, we also
train our models including either social-media or
Hurtlex features. Finally, we compare classifi-
cation performance with and without emoji tran-
scription.

6 Results

For each platform, we report in Table 1 the
best performing configuration considering embed-
ding type, features and emoji transcription. We
also report the performance obtained by merg-
ing all training data (Multi-platform), using only
platform-specific training data (Single platform)
and filtering training instances > 280 characters
(Filtered Multi platform) when testing on Twitter.

For Instagram, Facebook and Whatsapp, the
best performing configuration is identical. They
all use emoji transcription, Twitter embeddings
and social-specific features. Using multi-platform
training data is also helpful, and all the best per-
forming models on the aforementioned datasets
use data obtained from multiple sources. How-
ever, the only substantial improvement can be ob-
served in the WhatsApp dataset, probably because
it is the smallest one, and the classifier benefits
from more training data.

The results obtained on the Twitter test set dif-
fer from the aforementioned ones in several ways.
First of all, the in-domain training set is the best
performing one, while the restricted length dataset
is slightly better than the non restricted one. These
results suggest that learning to detect hate speech
on the short length interactions that happen on
Twitter does not benefit from using data from other
platforms. This effect can be at least partially mit-
igated by restricting the length of the social inter-
actions considered and retaining only the training
instances that are more similar to Twitter ones.

Another remark concerning only Twitter is that
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Hurtlex is in this case more useful than social net-
work specific features. While the precise cause for
this would require more investigation, one possi-
ble explanation is the fact that Twitter is known
for having a relatively lenient approach to content
moderation. This would let more hurtful words
slip in, increasing the effectiveness of Hurtlex as
a feature, in addition to word embeddings. Addi-
tionally, emoji transcription seems to be less use-
ful for Twitter than for other platforms. This might
be explained with the fact that the Twitter dataset
has relatively less emojis when compared to the
others.

One final outtake confirmed by the results is
the fact that embeddings trained on social media
platforms (in this case Twitter) always outperform
general-purpose embeddings. This shows that the
language used on social platforms has peculiarities
that might not be present in generic corpora, and
that it is therefore advisable to use domain-specific
resources.

7 Conclusions

In this paper, we examined the impact of using
datasets from multiple platforms in order to clas-
sify hate speech on social media. While the results
of our experiments successfully demonstrated that
using data from multiple sources helps the perfor-
mance of our model in most cases, the resulting
improvement is not always sizeable enough to be
useful. Additionally, when dealing with tweets,
using data from other social platforms slightly de-
creases performance, even when we filter the data
to contain only short sequences of text. As for
future work, further experiments could be per-
formed, by testing all possible combinations of
training sources and test sets. This way, we could
establish what social platforms share more traits
when it comes to hate speech, allowing for better
detection systems. At the moment, however, the



size of the datasets varies too broadly to allow for
a fair comparison, and we would need to extend
some of the datasets. Finally, another approach
could be tested, where a model trained on Face-
book is used for longer sequences of text, while
the Twitter model is applied to the shorter ones.
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Abstract

Text mining (TM) techniques can ex-
tract high-quality information from big
data through complex system architec-
tures. However, these techniques are usu-
ally difficult to discover, install, and com-
bine. Further, modern approaches to Sci-
ence (e.g. Open Science) introduce new
requirements to guarantee reproducibility,
repeatability, and re-usability of methods
and results as well as their longevity and
sustainability. In this paper, we present
a distributed system (NLPHub) that pub-
lishes and combines several state-of-the-
art text mining services for named entities,
events, and keywords recognition. NL-
PHub makes the integrated methods com-
pliant with Open Science requirements
and manages heterogeneous access poli-
cies to the methods. In the paper, we as-
sess the benefits and the performance of
NLPHub on the I-CAB corpus'.

1 Introduction

Today, text mining operates within the chal-
lenges introduced by big data and new Science
paradigms, which impose to manage large vol-
umes, high production rate, heterogeneous com-
plexity, and unreliable content, while ensuring
data and methods longevity through re-use in com-
plex models and processes chains. Among the new
paradigms, Open Science (OS) focusses on the
implementation in computer systems of the three
"R"s of the scientific method: Reproducibility, Re-
peatability, and Re-usability (Hey et al., 2009; EU
Commission, 2016). The systems envisaged by
OS, are based on Web services networks that sup-
port big data processing and the open publication
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of results. Although text mining techniques ex-
ist that can tackle big data experiments (Gandomi
and Haider, 2015; Amado et al., 2018), few ex-
amples that incorporate OS concepts can be found
(Linthicum, 2017). For example, common text
mining "cloud” services do not allow easy repeata-
bility of the experiments by different users and are
usually domain-specific and thus poorly re-usable
(Bontcheva and Derczynski, 2016; Adedugbe et
al., 2018). Available multi-domain systems do
not use communication standards (Bontcheva and
Derczynski, 2016; Wei et al., 2016), and the few
OS-oriented initiatives that use text mining focus
specifically on documents preservation and cata-
loguing (OpenMinTeD, 2019; OpenAire, 2019).

In this paper, we present a multi-domain text
mining system (NLPHub) that is compliant with
OS and combines multiple and heterogeneous pro-
cesses. NLPHub is based on an e-Infrastructure
(e-I), i.e. a network of hardware and software
resources that allow remote users and services
to collaborate while supporting data-intensive
Science through cloud computing (Pollock and
Williams, 2010; Andronico et al., 2011). Cur-
rently, NLPHub integrates 30 state-of-the-art text
mining services and methods to recognize frag-
ments of a text (annotations) associated with
named abstract or physical objects (named enti-
ties), spatiotemporal events, and keywords. These
integrated processes cover overall 5 languages
(English, Italian, German, French, and Spanish),
requested by the European projects this software
is involved in (i.e. (Parthenos, 2019; SoBigData,
2019; Ariadne, 2019)). These processes come
from different providers that have different ac-
cess policies, and the e-I is used both to man-
age this heterogeneity and to possibly speed up
the processing through cloud computing. NL-
PHub uses the Web Processing Service standard
(WPS, (Schut and Whiteside, 2007)) to describe
all integrated processes, and the Prov-O XML



ontological standard (Lebo et al., 2013) to track
the complete set of input, output, and parameters
used for the computations (provenance). Overall,
these features enable OS-compliance and we show
that the orchestration mechanism implemented by
NLPHub adds effectiveness and efficiency to the
connected methods. The name "NLPHub" refers
to the forthcoming extensions of this platform to
other text mining methods (e.g. sentiment analy-
sis and opinion mining), and natural language pro-
cessing tasks (e.g. text-to-speech and speech pro-
cessing).

2 Methods and tools

2.1 E-Infrastructure and Cloud Computing
Platform
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Figure 1: Overall architectural schema of the NL-
PHub.

NLPHub uses the open-source D4Science e-
I (Candela et al., 2013; Assante et al., 2019),
which currently supports applications in many do-
mains through the integration of a distributed stor-
age system, a cloud computing platform, online
collaborative tools, and catalogues of metadata
and geospatial data. D4Science supports the cre-
ation of Virtual Research Environments (VREs)
(Assante et al., 2016), i.e. Web-based environ-
ments fostering collaboration and data sharing be-
tween users and managing heterogeneous data and
services access policies. D4Science grants each
user with access to a private online file system
(the Workspace) that uses a high-availability dis-
tributed storage system behind the scenes, and en-

137

ables folders creation and sharing between VRE
users. Through VREs and accounting and security
services, D4Science is able to manage heteroge-
neous access policies by granting free access to
open services in public VREs, and controlled/pri-
vate access to non-open services in private or mod-
erated VREs. D4Science includes a cloud comput-
ing platform named DataMiner (Coro et al., 2015;
Coro et al., 2017) that currently hosts ~400 pro-
cesses and makes all integrated processes avail-
able under the WPS standard (Figure 1). WPS
is supported by third-party software and allows
standardising a process’ input, its parameterisa-
tion and output. DataMiner executes the processes
in a cloud computing cluster of 15 machines with
Ubuntu 16.04.4 LTS x86 64 operating system, 16
virtual cores, 32 GB of RAM and 100 GB of disk
space. These machines are hosted by the National
Research Council of Italy and the Italian Network
of the University and Research (GARR). Each
process can parallelise an execution either across
the machines (using a Map-Reduce approach) or
on the cores of one single machine (Coro et al.,
2017). After each computation, DataMiner saves -
on the user’s Workspace- all the information about
the input and output data, and the experiment’s
parameters (computational provenance) using the
Prov-O XML standard. In each D4Science VRE,
DataMiner offers an online tool to integrate algo-
rithms, which supports many programming lan-
guages (Coro et al., 2016). All these features
make D4Science useful to develop OS-compliant
applications, because WPS and provenance track-
ing allow repeating and reproducing a computa-
tion executed by another user. Also, the possibility
to provide a process in multiple VREs focussing
on different domains fosters its re-usability (Coro
et al,, 2017). In this paper, we will use the
term "algorithm" to indicate processes running on
DataMiner, and "method" to indicate the original
processes or services integrated with DataMiner.

2.2 Annotations

NLPHub integrates a number of named entities
recognizers (NERs) but also information extrac-
tion processes that recognize events, keywords,
tokens, and sentences. Overall, we will use
the term "annotation" to indicate all the infor-
mation that NLPHub can extract from a text.
The complete list of supported annotations, lan-
guages, and processes is reported in the supple-
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mentary material, together with the list of all men-
tioned Web services’ endpoints. The ontologi-
cal classes used for NERs annotations come from
the Standford CoreNLP software. Included non-
standard annotations are "Misc" (miscellaneous
concepts that cannot be associated with none of
the other classes, e.g. "Bachelor of Science"),
"Event" (nouns, verbs, or phrases referring to a
phenomenon occurring at a certain time and/or
space), and "Keyword" (a word or a phrase that
is of great importance to understand the text con-
tent).

2.3 Integrated Text Mining Methods

NLPHub uses a common JSON format to repre-
sent the annotations of every integrated method.
This format describes the input text, the NER pro-
cesses, and the annotations for each NER:

"text": "input text",
"NER1": {
"annotations" : {
"annotation" : [
{"indices" : [i1,42]},
{"indices" : [i3,i4]},

o

We integrated services and methods with
DataMiner through "wrapping algorithms" that
transformed the original outputs into this format.
We implemented a general workflow in each al-
gorithm to execute the corresponding integrated
method, which adopts the following steps: (i) re-
ceive an input text file and a list of entities to rec-
ognize (among those supported by the language),
(ii) pre-process the text by deleting useless char-
acters, (iii) encode the text with UTF-8 encod-
ing, (iv) send the text via HTTP-Post to the corre-
sponding service or execute the method on the lo-
cal machine directly, if possible, and (v) return the
annotation as an NLPHub-compliant JSON doc-
ument. In the following, we list all the methods
currently integrated with NLPHub with reference
to Figure 1 for an architectural view.

CoreNLP. The Stanford CoreNLP software
(Manning et al., 2014) is an open-source text
processing toolkit that supports several languages
(Stanford University, 2019). NLPHub integrates
CoreNLP as a service instance running within
D4Science with English, German, French, and
Spanish language packages enabled. Also, the
Tint (The Italian NLP Tool) extension for Italian
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(Aprosio and Moretti, 2016) was installed as a sep-
arate service. Overall, two distinct replicated and
balanced virtual machines host these services on
machines with 10 GB of RAM and 6 cores.

GATE Cloud. GATE Cloud is a cloud ser-
vice that offers on-payment text analysis methods
as-a-service (GATE Cloud, 2019a; Tablan et al.,
2011). NLPHub integrates the GATE Cloud AN-
NIE NER for English, German, and French within
a controlled VRE that accounts for users’ requests
load. This VRE ensures a fair usage of the ser-
vices, whose access has been freely granted to
D4Science in exchange for enabling OS-oriented
features (SoBigData European Project, 2016).

OpenNLP. The Apache OpenNLP library is an
open source text processing toolkit mostly based
on machine learning models (Kottmann et al.,
2011). An OpenNLP-based English NER is avail-
able as-a-service on GATE Cloud (GATE Cloud,
2019b) and is included among the free-to-use ser-
vices granted to D4Science.

ItaliaNLP. ItaliaNLP is a free-to-use ser-
vice - developed by the "Istituto di Linguistica
Computazionale" (ILC-CNR) - hosting a NER
method for Italian that combines rule-based and
machine learning algorithms (ILC-CNR, 2019;
Dell’Orletta et al., 2014).

NewsReader. NewsReader is an advanced
events recognizer for 4 languages, developed by
the NewsReader European project (Vossen et al.,
2016). NewsReader is a formal inferencing sys-
tem that identifies events by detecting their partic-
ipants and time-space constraints. Two balanced
virtual machines were installed in D4Science for
the English and Italian NewsReader versions.

TagMe. TagMe is a service for identifying short
phrases (anchors) in a text that can be linked to
pertinent Wikipedia pages (Ferragina and Scaiella,
2010). TagMe supports 3 languages (English, Ital-
ian, and German) and D4Science already hosts its
official instances. Since anchors are sequences of
words having a recognized meaning within their
context, NLPHub interprets them as keywords that
can help contextualising and understanding the
text.

Keywords NER. Keywords NER is an open-
source statistical method that produces tags clouds
of verbs and nouns (Coro, 2019a), which was also
used by the H-Care award-winning human digi-
tal assistant (SpeechTEK 2010, 2019). Tag clouds
are extracted through a statistical analysis of part-



of-speech (POS) tags (extracted with TreeTagger,
(Schmid, 1995)) and the method can be applied to
all the 23 TreeTagger supported languages. Key-
words NER is executed directly on the DataMiner
machines, and the nouns tags are interpreted as
keywords for the NLPHub scopes, because - by
construction - their sequence is useful to under-
stand the topics treated by a text.

Language Identifier. NLPHub also provides
a language identification process (Coro, 2019b),
should language information not be specified as
input. This process was developed in order to be
fast, easily, and quickly extendible to new lan-
guages. The algorithm is based on an empirical
behaviour of TreeTagger (common to many POS
taggers): When TreeTagger is initialised on a cer-
tain language, but it processes a text written in
another language, it tends to detect many nouns
and unstemmed words than verbs and other lexi-
cal categories. Thus, the detected language is the
one having the most balanced ratio of recognized
and stemmed words with respect to other lexical
categories. This algorithm is applicable to many
languages supported by TreeTagger and can run
on the DataMiner machines directly. An estimated
accuracy of 95% on 100 sample text files covering
the 5 NLPHub languages was convincing to use
this algorithm as an auxiliary tool for the NLPHub
users.

2.4 NLPHub

On top of the methods and services described so
far, we implemented an alignment-merging algo-
rithm (AMERGE) that orchestrates the computa-
tions and assembles their outputs. AMERGE re-
ceives a user-provided input text, along with the
indication of the text language (optionally), and a
set of annotations to be extracted (selected among
those supported for that language). Then, it con-
currently invokes - via WPS - the text process-
ing algorithms that support the input request, and
eventually collects the JSON documents coming
from them. Finally, it aligns and merges the in-
formation to produce one overall sequence rep-
resented in JSON format. The issue of merging
the heterogeneous connected services’ outputs is
solved through the use of the DataMiner wrapping
algorithms. Another solved issue is the merge of
the different intervals identified by several algo-
rithms focusing on the same entities. These inter-
vals may either overlap or be mutually inclusive,

10
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and the alignment algorithm manages all cases
through algebraic evaluations, as reported in the
following pseudo-code:

AMERGE Algorithm

For each annotation FE':

Collect all annotations detected
by the algorithms (intervals
with text start and end

positions);

Sort the intervals by their

start position;

For each segment s;:

If s; is properly included in
Si, process the next s;;
s; does not intersect sj,
brake the loop;
8; intersects s;, create a
new segment su; as the union
of the two segments —
substitute su; to s; and
restart the loop on sj;

Save s§; in the overall list of

merged intervals S;

Associate S to E;

Return all (E,S) pairs sets.

If

If

Since the AMERGE algorithm is a DataMiner
algorithm, it is published as-a-service with a
RESTful WPS interface. It represents one single
access point to the services integrated with NL-
PHub. In order to invoke this service, a client
should specify an authorization code in the HTTP
request that identifies both the invoking user and
the VRE (CNR, 2016). The available annotations
and methods depend on the VRE. An additional
service (NLPHub-Info) allows retrieving the list
of supported entities for a VRE, given a user’s au-
thorization code. NLPHub is also endowed with
a free-to-use Web interface (nlp.d4science.
org/hub/), based on a public VRE, operating on
top of the AMERGE process, which allows inter-
acting with the system and retrieving the annota-
tions in a graphical format.

3 Results

We assessed the NLPHub performance by us-
ing the I-CAB corpus as a reference (Magnini et
al., 2006), which contains annotations of the fol-
lowing named-entities categories from 527 Ital-
ian newspapers: Person, Location, Organization,



Person Geopolitical

Location Organization

Algorithm F-measure Precision Recall Agreement F-measure Precision Recal

Agreement F-measure Precision

Recall Agreement F-measure Precision Recall Agreement

ItaliaNLP
CoreNLP-Tint
AMERGE
Keywords NER
TagMe
AMERGE - Keywords

79% 74%
85% 78%
84% 74%
20% 12%
23% 18%
20% 12%

84%
93%
96%
56%
30%
69%

77% 4%
NA NA
77% 4%
14% 8%
33% 22%
18% 10%

80%
NA
80%
66%
67%
91%

Excellent
Excellent
Excellent
Marginal
Marginal
Marginal

Table 1: Performance assessment of the NLPHub
tions.

Geopolitical entity. NLPHub was executed to
annotate these same entities plus Keywords (Ta-
ble 1). The involved algorithms were CoreNLP-
Tint, ItaliaNLP, Keywords NER, and TagMe. Ac-
cording to the F-measure, CoreNLP-Tint was
the best at recognizing Persons and Organiza-
tions, whereas ItaliaNLP - the only one supporting
Geopolitical entities - had the highest performance
on Locations and a moderately-high performance
on Geopolitical entities. Overall, the connected
methods showed high performance on specific en-
tities, but there was not one method outperform-
ing the others on all entities. AMERGE had lower
but good F-measure and a generally high recall in
all cases, which indicates that the connected al-
gorithms include complementary and valuable in-
tervals. The AMERGE-Keywords algorithm had
a generally high recall (especially on Geopoliti-
cal entities), which means that the extracted key-
words include also words from the annotated enti-
ties. The associated F-measures indicate that there
is overlap with several entities. In turn, this indi-
cates that AMERGE-Keywords could be a valu-
able source of information in the case of uncer-
tainty about the entities that can be extracted from
a text. As a further evaluation, we used Cohen’s
Kappa (Cohen, 1960) to explore the agreement
between the algorithms and the I-CAB annota-
tions. This measure required estimating the over-
all number of classifiable tokens, thus it is more
realistic to refer to Fleiss’ Kappa macro classifica-
tions rather than to the exact values (Fleiss, 1971).
According to Fleiss’ labels, all NERs generally
have good agreement with I-CAB except for Lo-
cations, which are often reported as Geopolitical
entities in I-CAB. This evaluation also highlights
that AMERGE has good general agreement with
manual annotations, and thus can be a valid choice
when there is no prior knowledge about the algo-
rithm to use for extracting a certain entity.

Good

Good
Marginal
Marginal
Marginal

59%
30%
31%
6%

9%

6%

52%
18%
19%
3%
5%
3%

69%
84%
88%
58%
42%
74%

Good
Marginal
Marginal
Marginal
Marginal
Marginal

58% 52% 66%
65% 53% 83%
63% 49% 87%
22% 13% 66%
25% 19% 38%
22% 13% 79%

Good

Good

Good
Marginal
Marginal
Marginal

NA

algorithms with respect to the I-CAB corpus annota-
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4 Conclusions

We have described NLPHub, a distributed sys-
tem connecting and combining 30 text processing
methods for 5 languages that adds Open Science-
oriented features to these methods. The advan-
tages of using NLPHub are several, starting from
the fact that it provides one single access end-
point to several methods and spares installation
and configuration time. Further, it proposes the
AMERGE process as a valid option when the best
performing algorithm for a certain entity extrac-
tion is not known a priori. Also, the AMERGE-
Keywords annotations can be used when the enti-
ties to extract are not known. Indeed, these fea-
tures would require more investigation, especially
through multiple-language experiments, in order
to define their full potential and limitations. Fi-
nally, NLPHub adds to the original methods fea-
tures like WPS and Web interfaces, provenance
management, results sharing, and access/usage
policies control, which make the methods more
compliant the with Open Science requirements.

The potential users of NLPHub are scholars
who want to use NERs but also want to avoid soft-
ware and hardware-related issues, or automatic
agents that need to automatically extract and re-
use knowledge from large quantities of texts. For
example, NLPHub can be used in automatic ontol-
ogy population and - since it also supports Events
extraction - automatic narratives generation (Peta-
sis et al., 2011; Metilli et al., 2019). Future exten-
sions of NLPHub will involve other text mining
methods (e.g. sentiment analysis, opinion mining,
and morphological parsing), and additional NLP
tasks like text-to-speech and speech processing as-
a-service.

Supplementary Material

Supplementary material is available on D4Science
at this permanent hyper-link.
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Abstract

English. In this paper we propose a novel
approach to irony detection in Shake-
speare’s Sonnets, a well-known data set
that is statistically valuable. In order to
produce a meaningful experiment, we cre-
ated a gold standard by collecting opin-
ions from famous literary critics on the
same data focusing on irony. In the ex-
periment, we use SPARSAR a system for
English poetry analysis and reciting by
TTS. The system produces a deep linguis-
tically based representation at phonetic,
syntactic and semantic level. It has been
used to detect irony with a novel approach
based on phonetic processing and senti-
ment analysis. At first the evaluation was
very disappointing, only 50% of the son-
nets matched the gold standard. Even-
tually, taking advantage of the semantic
representation produced by the system at
propositional level, the logical structure of
the sonnet has been highlighted by com-
puting the discourse relations of the cou-
plet and/or the final quatrain. In this way
we managed to improve accuracy by 17%
up to 66.88%.

Italiano. In questo articolo si propone
un nuovo approccio per l'individuazione
dell’ironia nei Sonetti di Shakespeare, un
dataset che e statisticamente valido. Allo
scopo di produrre esperimenti significa-
tivi, abbiamo creato un gold standard rac-
cogliendo le opinioni di famosi critici let-
terari sullo stesso corpus, con [l’ironia
come tema. Nell’esperimento abbiamo us-
ato SPARSAR un sistema per ’analisi e la

! Copyright © 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
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recitazione della poesia inglese con TTS.
1l sistema produce una rappresentazione
linguistica profonda a livello fonetico, sin-
tattico e semantico. E’ stata usata per in-
dividuare l’ironia sulla base dell’analisi
fonetica e del sentiment. All’inizio la va-
lutazione e stata molto deludente, solo il
50% di tutti i sonetti erano inclusi nel gold
standard.  Poi sulla base della rappre-
sentazione semantica prodotta dal sistema
a livello proposizionale, ¢ stata messa in
luce la struttura logica del sonetto cal-
colando le relazioni del discorso del dis-
tico e/o della quartina finale. In questo
modo abbiamo ottenuto un miglioramento
dell’accuracy del 17% raggiungendo il
66.88%.

1 Introduction

Shakespeare’s Sonnets are a collection of 154 po-
ems which is renowned for being full of ironic
content (Weiser, 1983), (Weiser, 1987) and for its
ambiguity thus sometimes reverting the overall in-
terpretation of the sonnet. Lexical ambiguity, i.e.
a word with several meanings, emanates from the
way in which the author uses words that can be
interpreted in more ways not only because inher-
ently polysemous, but because sometimes the ad-
ditional meaning it evokes is derived on the ba-
sis of the sound, i.e. by homophones (see “eye”,
“I” in sonnet 152). The sonnets are also full of
metaphors which many times require contextual-
ising the content to the historical Elizabethan life
and society. Furthermore, the sonnets are full of
words related to specific language domains. For
instance, there are words related to the language
of economy, war, nature and to the discoveries of
the modern age, and each of these words may be
used as a metaphor of love. Many of the son-
nets are organized around a conceptual contrast,



an opposition that runs parallel and then diverges,
sometimes with the use of the rhetorical figure of
the chiasmus. It is just this contrast that generates
irony, sometimes satire, sarcasm, and even par-
ody. Irony may be considered in turn as: what
one means using language that normally signifies
the opposite, typically for humorous or emphatic
effect; a state of affairs or an event that seems con-
trary to what one expects and is amusing as a re-
sult. As to sarcasm this may be regarded the use of
irony to mock or convey contempt.(Attardo, 1994)
Parody is obtained by using the words or thoughts
of a person but adapting them to a ridiculously
inappropriate subject. There are several types of
irony, though we select verbal irony which, in the
strict sense, is saying the opposite of what you
mean for outcome, and it depends on the extra-
linguistics context. It is important to remark that
in many cases, the linguistic structures on which
irony is based, may require the use of nonliteral or
figurative language, i.e. the use of metaphors.

In our approach we will follow the so-called in-
congruity presumption or incongruity-resolution
presumption. Theories connected to the incon-
gruity presumption are mostly cognitive-based
and related to concepts highlighted for instance,
in (Attardo, 2000). The focus of theorization un-
der this presumption is that in humorous texts, or
broadly speaking in any humorous situation, there
is an opposition between two alternative dimen-
sions. As a result, in our study of the sonnets,
produced by the contents of manual classification,
we have been looking for contrasting situations;
while in the sentiment analysis experiment, we
have been concerned with a quantitative count of
polarity related items.

Computational research on sentiment analysis has
been based on the use of shallow features with a
binary choice to train statistical model (Carvalho
et al., 2009) that, when optimized for a particular
task, will produce acceptable performance. How-
ever generalizing the model has proven to be a
hard task. In addition, the text addressed by re-
cent research has been limited to tweets, which
are in no way comparable to the sonnets contain
a lot of nonliteral language. The other common
approach used to detect irony, in the majority of
the cases, is based on polarity detection(Van Hee
et al., 2018). Sentiment Analysis(Kim and Hovy,
2004) and (Kao and Jurafsky, 2012) is in fact an
indiscriminate labeling of texts either on a lexi-
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con basis or on a supervised feature basis where
in both cases, it is just a binary - ternary or graded
- decision that has to be taken. This is certainly not
explanatory of the phenomenon and will not help
in understanding what it is that causes humorous
reactions to the reading of an ironic piece of text.
It certainly is of no help in deciding which phrases,
clauses or just multiwords or simply words, con-
tribute to create the ironic meaning (see (Reyes et
al., 2012); (Reyes and Rosso, 2013)).

We will not comment here on the work done to
produce the gold standard which has already been
described in a separate paper (Busetto & Del-
monte, 2019 - To appear) but see all the file in the
Supplementary materials). We simply say that we
considered as ironic or sarcastic all sonnets that
have been so defined by at least one of the many
literary critics’ comments we looked into?.

2 The Architecture of SPARSAR:
Syntax and Semantics

SPARSAR? (Delmonte, 2016) builds three rep-
resentations of the properties and features of
each poem: a Phonetic Relational View from the
phonological and the phonetic content of each
word; a Poetic Relational View where the main
poetic devices are addressed, related to rhythm
and rhyme, and the overall metrical structure; then
a Semantic Relational View where the syntac-
tic, semantic and pragmatic content of the poem
is represented, at the lexical semantic level, at
the anaphoric level and at the predicate-argument
structure. At this level, also the sentiment or over-
all mood of the poem is computed on the basis
of a lean lexically based sentiment analysis. The
system uses a modified version of VENSES, a se-
mantically oriented NLP pipeline (Delmonte et al.,
2005). It is accompanied by a module that works
at sentence level and produces a whole set of anal-
ysis both at quantitative, syntactic and semantic
level. As regards syntax, the system makes avail-
able chunks and dependency structures. Then the
system introduces semantics both in the version
of a classifier and by isolating verbal complex in
order to verify propositional properties, like pres-
ence of negation, to compute factuality from a

2We used criticism from a set of authors including (Frye,
1957) (Calimani, 2009) (Melchiori, 1971) (Eagle, 1916)
(Marelli, 2015) (Schoenfeldt, 2010) (Weiser, 1987) (Serpieri,
2002) all listed in the reference section.

3the system is freely downloadable from its website
https://sparsar.wordpress.com/



crosscheck with modality, aspectuality — that is de-
rived from the lexica — and tense. On the other
hand, the classifier has two different tasks: sep-
arating concrete from abstract nouns, identifying
highly ambiguous from singleton concepts (from
number of possible meanings from WordNet and
other similar repositories). Eventually, the sys-
tem carries out a sentiment analysis of the poem,
thus contributing a three-way classification: neu-
tral, negative, positive that can be used as a pow-
erful tool for prosodically related purposes.

State of the art semantic systems are based on
different theories and representations, but the fi-
nal aim of the workshop was reaching a consen-
sus on what constituted a reasonably complete se-
mantic representation. Semantics in our case not
only refers to predicate-argument structure, nega-
tion scope, quantified structures, anaphora resolu-
tion and other similar items. It is referred essen-
tially to a propositional level analysis, which is the
basis for discourse structure and discourse seman-
tics contained in discourse relations. It also paves
the way for a deep sentiment or affective analy-
sis of every utterance, which alone can take into
account the various contributions that may come
from syntactic structures like NPs and APs, where
affectively marked words may be contained. Their
contribution needs to be computed in a strictly
compositional manner with respect to the meaning
associated to the main verb, where negation may
be lexically expressed or simply lexically incorpo-
rated in the verb meaning itself. The system does
low level analyses before semantic modules are
activated, that is tokenization, sentence splitting,
multiword creation from a large lexical database.
Then chunking and syntactic constituency parsing
which is done using a rule-based recursive tran-
sition network: the parser works in a cascaded
recursive way to include higher syntactic struc-
tures up to sentence and complex sentence level.
These structures are then passed to the first se-
mantic mapping algorithm that looks for subcate-
gorization frames in the lexica made available for
English, including VerbNet, FrameNet, WordNet
and a proprietor lexicon of some 10K entires, with
most frequent verbs, adjectives and nouns, con-
taining also a detailed classification of all gram-
matical or function words. This mapping is done
following LFG principles (Bresnan, 1982) (Bres-
nan, 2001), where c-structure is mapped onto f-
structure thus obeying uniqueness, completeness
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and coherence. The output of this mapping is a
rich dependency structure, which contains infor-
mation related also to implicit arguments, i.e. sub-
jects of infinitivals, participials and gerundives.
LFG representation also has a semantic role as-
sociated to each grammatical function, which is
used to identify the syntactic head lemma uniquely
in the sentence. Finally it takes care of long dis-
tance dependencies for relative and interrogative
clauses. When fully coherent and complete predi-
cate argument structures have been built, pronom-
inal binding and anaphora resolution algorithms
are fired. Coreferential processed are activated at
the semantic level: they include a centering algo-
rithm for topic instantiation and memorization that
we do using a three-place stack containing a Main
Topic, a Secondary Topic and a Potential Topic.
Main Topics are chosen as best candidates for free
pronominals - as long as morphological features
are matching. In order to become a Main Topic,
a Potential Topic must be reiterated. Discourse
Level computation is done at propositional level
by building a vector of features associated to the
main verb of each clause. They include informa-
tion about tense, aspect, negation, adverbial mod-
ifiers, modality. These features are then filtered
through a set of rules which have the task to clas-
sify a proposition as either objective/subjective,
factual/nonfactual, foreground/background. In ad-
dition, every lexical predicate is evaluated with re-
spect to a class of discourse relations. Eventually,
discourse structure is built, according to criteria of
clause dependency where a clause can be classi-
fied either as coordinate or subordinate. Factuality
is used to set apart opinions from facts and sub-
jectivity is also used to contribute positively to the
choice of expressing ironic content.

3 The Architecture of SPARSAR:
Phonetics and Poetic Devices

The second module is a rule-based system
that converts graphemes of each poem into
phonetic characters, it divides words into
stressed/unstressed  syllables and computes
rhyming schemes at line and stanza level. To this
end it uses grapheme to phoneme translations
made available by different sources, amounting to
some 500K entries, and include CMU dictionary



4 MRC Psycholinguistic Database 3, Celex
Database (H. et al., 1995), plus a proprietor
database made of some 20,000 entries. Out of
vocabulary words are computed by means of a
prosodic parser implemented in a previous project
(Bacalu and Delmonte, 1999) containing a big
pronunciation dictionary which covers 170,000
entries approximately. Besides the need to cover
the majority of grapheme to phoneme conversions
by the use of appropriate dictionaries, remaining
problems to be solved are related to ambiguous
homographs like “import” (verb) and “import”
(noun) and are treated on the basis of their lexical
category derived from previous tagging. Eventu-
ally there is always a certain number of Out Of
Vocabulary (OOV) words. The simplest case is
constituted by differences in spelling determined
by British vs. American pronunciation. This
is taken care of by a dictionary of graphemic
correspondances. However, whenever the word is
not found the system proceeds by morphological
decomposition, splitting at first the word from
its prefix and if that still does not work, its
derivational suffix. As a last resource, an ortho-
graphically based version of the same dictionary
is used to try and match the longest possible
string in coincidence with current OOVW. Then
the remaining portion of word is dealt with by
guessing its morphological nature, and if that fails
a grapheme-to-phoneme parser is used. Some
words thus reconstructed are wayfarer, gangrened,
krog, copperplate, splendor, filmy, seraphic,
unstarred.

Other words we had to reconstruct are: shrive,
slipstream, fossicking, unplotted, corpuscle,
thither, wraiths, etc. In some cases, the problem
that made the system fail was the presence of a
syllable which was not available in VESD, our
database of syllable durations. This problem has
been coped with partly by manually inserting the
missing syllable and by computing its duration
from the component phonemes; but also from the
closest similar syllable available in the database.
We only had to add 12 new syllables for a set
of approximately 1000 poems that the system
computed. The system has no limitation on

Tt is available online at

<http://www.speech.cs.cmu.edu/cgi-bin/cmudict/>

SPreviously, data for POS were merged in from
a different dictionary (MRC Psycholinguistic Database,
<http://Icb.unc.edu/software/multimrc/multimre.zip>, which
uses British English pronunciation)
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type of poetic and rhetoric devices, however it is
dependent on language: Italian line verse requires
a certain number of beats and metric accents
which are different from the ones contained in an
English iambic pentameter. Rules implemented
can demote or promote word-stress on a certain
syllable depending on selected language, line-
level syllable length and contextual information.
This includes knowledge about a word being part
of a dependency structure either as dependent or
as head.

4 The Experiment for the Automatic
Annotation of the Sonnets using
SPARSAR

The experiment we devised was organized as fol-
lows: we downloaded SPARSAR from its dedi-
cated website https://sparsar.wordpress.com/. At
first, following (Tsur, 1992), pag.15 and (Fonagy,
1971), and on the basis of the complete Phono-
logical description of each word in the poem (see
(Delmonte, 2016)), the system creates a relation
between sound and mood or attitude by means of
the module for sentiment analysis. In particular, it
collapses together unvoiced, obstruent consonants
with high and back vowels to represent hatred
and struggle, mystic obscurity, sad and aggressive
mood; the opposite is represented by voiced, sono-
rants and continuants consonants associated to low
and front vowels. These oppositions are then ap-
plied to the one created by polarity values, nega-
tive vs. positive. We use these quantities to check
an existing correlation, by using ratios. Basic re-
lations are reported already in (Delmonte, 2016),
where however mood of each sonnet was man-
ually computed. We report here relations inter-
vening between the output of the system, compar-
ing ratios derived from sound relations with those
from polarity. As said above, polarity values are
computed according to a lexicalized approach to
sentiment analysis which takes into account also
negation at propositional level (see (Taboada et al.,
2011) A ratio lower than 1 indicates a majority of
Negative items, higher than 1 a majority of Posi-
tive items. The same would apply to the remaining
ratios. We compute the mean value for the three
indices — Contrasting Vowels, Contrasting Conso-
nants, Contrasting Voicing to indicate a generic
sound related mood, Positive when the mean is
higher than 1 and negative when it is lower. We
then compare Results for polarity from sentiment



analysis with those obtained from sound evalua-
tions. We mark sonnets with a clash between the
two parameters with 1 and with O whenever they
converge to the same value. From a perusal of
the results, a total of 79 sonnets over 98 have a
clash, amounting to a remarkably high percentage
of 80%. However when we check the system out-
put with the critics’ choice we come up with a dif-
ferent picture: only 77 of all sonnets match with
critics opinion, i.e. exactly 50%. This is the list
of those 77 sonnets that have been found to match
between the critics’ list and the list of the sonnets
recognized by the system as having some kind of
contrast:

1245610121417 1819 20 21 27 30 32 33
34 35 37 41 42 47 48 50 56 57 61 65 67 68 69 71
7274757778 79 81 82 84 87 92 95 97 98 101
102 104 106 108 109 111 113 114 115 116 123
125 126 127 129 134 136 137 139 142 144 145
146 149 151 152 153 154

4.1 Extracting Couplets from Logical
Structure

Considering the low accuracy reached with the
purely quantitative approach, we decided to look
into the semantic output of the system. We
deemed that one of the possible reasons for the
relatively low accuracy of the system could be the
use of quantities to generate abstract evaluations:
in other words, it is not always the case that a con-
trast is to be found by counting number of nega-
tive vs. positive items present in the sonnet. As
to semantic representation created by SPARSAR,
we are here referring to the logical structure of
the Elizabethan sonnet where the argumentation is
developed into three sections and the conclusion
usually comes in the final couplet. This conclu-
sion may revert the contents of the logical order
as defined by the premises. The poet may defer
the conclusion in the couplet to complete the logi-
cal argumentation by adding some further motiva-
tion. But in some cases the couplet is used to pro-
voke surprise in the reader/hearer, accompanied by
laughter or by indignation whenever sarcasm is in-
tended. So eventually the opposition may only be
present in the final two lines, and be hinted at by
presence of discourse markers like “Yet”, “But”.
In that case, it will not be sufficient for the sys-
tem to ascertain the required quantity for a con-
trast, unless some specific rule is inserted that trig-
gers such unexpected, unpredictable ending. To

147

this purpose, we proceeded by extracting manu-
ally those failed - we list them in the Appendix -
that the system found without (sufficient) contrast,
contrary to the decision of the critics. ©

After a careful perusal of the couplet of each
such sonnet we came up with a double list. The
result is that for 26 sonnets the couplet is a clear
indicator of the subversion of mood, which may
go from negative to positive, if the rest of the
sonnet was mostly negative; or from positive to
negative in the opposite case. As said above, the
trigger for the reverted mood was to be found
in the presence of a discourse marker at the
beginning of the first (sometimes the second) line
of the couplet. Appropriate discourse markers
for mood reversal are adversatives, like "but",
but also concessives, like "yet" and resultatives
like "so, then". This only applies to 13 of the
sonnets, the remaining couplets are characterized
by presence of negation and negative items (while
the rest of the poem has a majority of positive
items). This rule was added to the system which
raised accuracy on all sonnets to 66.88%. Here
below the list of 26 reclassified sonnets:

3,7,8,9,13, 22, 40, 43, 49, 53, 58, 59, 60, 70,
73, 80, 120, 130, 131, 132, 133, 138, 140, 141,
148, 150

The remaining sonnets require the system
to look at the previous and last stanza where
again an appropriate discourse marker - or a
negation plus negative items - must be present to
introduce the reversal of mood. However, this
additional modification of the system was not
fully successful and was abandoned. The list of
these 19 sonnets is this:

15, 16, 25, 26, 29, 31, 36, 55, 62, 85, 86, 88, 89,
91, 93, 94, 121, 124, 143

5 Conclusion

In this paper we have presented work carried out to
annotate and experiment with the theme of irony in
Shakespeare’s sonnets. The gold standard for the
experiment has been created by collecting com-
ments produced by literary critics on the presence
of some kind of thematic, semantic and syntactic

®What we found is a list of 45 sonnets: 3, 7, 8, 9, 13, 15,
16, 22, 25, 26, 29, 31, 36, 40, 43, 49, 53, 55, 58, 59, 60, 62,

70,73, 80, 85, 86, 88, 89,91, 93, 94, 120, 121, 124, 130, 131,
132, 133, 138, 140, 141, 143, 148, 150



opposition in the sonnets as to produce some sort
or irony. We have used the system available on the
web, SPARSAR, to produce an automatic evalu-
ation based on two parameters, phonetic features
collapsed according to the theory that treats certain
sounds to induce a negative rather than a positive
mood. The second parameter is polarity, derived
from the output of the module for sentiment anal-
ysis available in the system. From a comparison
between the critics’ choices and the system’s the
result was at first rather disappointing, it stopped
at 50% of all sonnets. We then produced a new and
much richer experiment by considering the logi-
cal structure of the sonnet and the content of the
couplet by means of sentiment analysis, discourse
markers and discourse relations. This allowed us
to reach a final accuracy of 68.88%.
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APPENDIX
List of couplets and quatrains from sonnets which
contain a discourse marker for reverted logical
structure

A Section 1: Couplets Reverting the
Logical Sequence

Sonnet 3 But if thou live remembered not to be,
Die single and thine image dies with thee.

Sonnet 7 So thou, thyself out-going in thy noon,
Unlooked on diest unless thou get a son.

Sonnet 8 Whose speechless song, being many,
seeming one, Sings this to thee: “Thou single wilt
prove none.”

Sonnet 9 No love toward others in that bosom
sits That on himself such murd’rous shame com-
mits.

Sonnet 22 Presume not on thy heart when mine
is slain; Thou gav’st me thine not to give back
again.

Sonnet 40 Lascivious grace, in whom all ill
well shows, Kill me with spites; yet we must not
be foes.

Sonnet 43 All days are nights to see till I see
thee, And nights bright days when dreams do show
thee me.

Sonnet 49 To leave poor me, thou hast the
strength of laws, Since why to love I can allege
no cause.

Sonnet 53 In all external grace you have some
part, But you like none, none you, for constant
heart.

Sonnet 58 I am to wait, though waiting so be
hell, Not blame your pleasure, be it ill or well.

Sonnet 59 O sure I am the wits of former days
To subjects worse have giv’n admiring praise.

Sonnet 60 And yet to times in hope my verse
shall stand, Praising thy worth, despite his cruel
hand.

Sonnet 70 If some suspéct of ill masked not
thy show, Then thou alone kingdoms of hearts
shouldst owe.

Sonnet 73 This thou perceiv’st, which makes
thy love more strong, To love that well which thou
must leave ere long.

Sonnet 80 Then, if he thrive and I be cast away,
The worst was this: my love was my decay.

Sonnet 120 But that your trespass now becomes
a fee; Mine ransoms yours, and yours must ransom
me.
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Sonnet 130 And yet, by heaven, I think my love
as rare As any she belied with false compare.

Sonnet 131 In nothing art thou black save in
thy deeds, And thence this slander, as I think, pro-
ceeds.

Sonnet 132 Then will I swear beauty herself is
black, And all they foul that thy complexion lack.

Sonnet 133 And yet thou wilt, for I being pent
in thee, Perforce am thine, and all that is in me.

Sonnet 138 Therefore I lie with her, and she
with me, And in our faults by lies we flattered be.

Sonnet 140 That I may not be so, nor thou be-
lied, Bear thine eyes straight, though thy proud
heart go wide.

Sonnet 141 Only my plague thus far I count my
gain, That she that makes me sin awards me pain.

Sonnet 148 O cunning love! With tears thou
keep’st me blind, Lest eyes well seeing thy foul
faults should find.

Sonnet 150 If thy unworthiness raised love in
me, More worthy I to be beloved of thee.

B Section 2: Couplet + (Part of) Previous
Stanza

Sonnet 15 Then the conceit of this inconstant
stay Sets you, most rich in youth, before my
sight, Where wasteful time debateth with decay,
To change your day of youth to sullied night; And
all in war with time for love of you, As he takes
from you, I engraft you new.

Sonnet 16 So should the lines of life that life re-
pair Which this time’s pencil or my pupil pen Nei-
ther in inward worth nor outward fair Can make
you live yourself in eyes of men. To give away
yourself keeps yourself still, And you must live,
drawn by your own sweet skill.

Sonnet 25 The painful warrior famoused for
worth, After a thousand victories once foiled, Is
from the book of honor razed quite, And all the
rest forgot for which he toiled. Then happy I that
love and am beloved Where I may not remove nor
be removed.

Sonnet 26 But that I hope some good conceit
of thine In thy soul’s thought, all naked, will be-
stow it. Till whatsoever star that guides my mov-
ing Points on me graciously with fair aspéct And
puts apparel on my tattered loving, To show me
worthy of thy sweet respect. Then may I dare to
boast how I do love thee; Till then, not show my
head where thou mayst prove me.

Sonnet 29 Yet in these thoughts myself almost



despising, Haply I think on thee, and then my
state, Like to the lark at break of day arising From
sullen earth, sings hymns at heaven’s gate. For thy
sweet love remembered such wealth brings That
then I scorn to change my state with kings.

Sonnet 31 But things removed that hidden in
thee lie. Thou art the grave where buried love doth
live, Hung with the trophies of my lovers gone,
Who all their parts of me to thee did give; That
due of many now is thine alone. Their images I
loved I view in thee, And thou, all they, hast all
the all of me.

Sonnet 36 I may not evermore acknowledge
thee, Lest my bewailed guilt should do thee
shame; Nor thou with public kindness honor me,
Unless thou take that honor from thy name. But
do not so; I love thee in such sort, As, thou being
mine, mine is thy good report.

Sonnet 55 Even in the eyes of all posterity That
wear this world out to the ending doom. So till the
judgment that yourself arise, You live in this, and
dwell in lovers’ eyes.

Sonnet 62 But when my glass shows me myself
indeed, Beated and chopped with tanned antiquity,
Mine own self-love quite contrary I read; Self so
self-loving were iniquity. ’Tis thee, myself, that
for myself I praise, Painting my age with beauty
of thy days.

Sonnet 85 But that is in my thought, whose love
to you, Though words come hindmost, holds his
rank before. Then others for the breath of words
respect, Me for my dumb thoughts, speaking in
effect.

Sonnet 86 As victors of my silence cannot
boast. I was not sick of any fear from thence;
But when your countenance filled up his line, Then
lacked I matter, that enfeebled mine.

Sonnet 88 The injuries that to myself I do, Do-
ing thee vantage, double vantage me. Such is my
love, to thee I so belong, That for thy right myself
will bear all wrong.

Sonnet 89 Thy sweet beloved name no more
shall dwell, Lest I, too much profane, should do
it wrong And haply of our old acquaintance tell.
For thee against myself I'll vow debate, For I must
ne’er love him whom thou dost hate.

Sonnet 91 But these particulars are not my mea-
sure; All these I better in one general best. Thy
love is better than high birth to me, Richer than
wealth, prouder than garments’ cost, Of more de-
light than hawks or horses be; And having thee,
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of all men’s pride I boast; Wretched in this alone,
that thou mayst take All this away, and me most
wretched make.

Sonnet 93 But heav’n in thy creation did de-
cree That in thy face sweet love should ever dwell;
Whate’er thy thoughts or thy heart’s workings be,
Thy looks should nothing thence but sweetness
tell. How like Eve’s apple doth thy beauty grow, If
thy sweet virtue answer not thy show.

Sonnet 94 But if that flow’r with base infection
meet, The basest weed outbraves his dignity. For
sweetest things turn sourest by their deeds; Lilies
that fester smell far worse than weeds.

Sonnet 121 Which in their wills count bad what
I think good? No, I am that I am, and they that
level At my abuses reckon up their own; I may
be straight, though they themselves be bevel. By
their rank thoughts my deeds must not be shown,
Unless this general evil they maintain: All men are
bad, and in their badness reign.

Sonnet 124 That it nor grows with heat nor
drowns with showers. To this I witness call the
fools of time, Which die for goodness, who have
lived for crime.

Sonnet 143 So run’st thou after that which flies
from thee, Whilst I, thy babe, chase thee afar be-
hind. But if thou catch thy hope, turn back to me,
And play the mother’s part, kiss me, be kind. So
will I pray that thou mayst have thy Will, If thou
turn back and my loud crying still.
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Abstract

In this paper we describe the preliminary
work on a novel treebank which includes
texts written by learners of Italian drawn
from the VALICO corpus. Data pro-
cessing mostly involved the application of
Universal Dependencies formalism and er-
ror annotation. First, we parsed the texts
on UDPipe trained on the existent Ital-
ian UD treebanks, then we manually cor-
rected them. The particular focus of this
paper is on a one-hundred-sentence sam-
ple of the collection, used as a case study
to define an annotation scheme for identi-
fying the linguistic phenomena character-
izing learners’ interlanguage.

1 Introduction

The increasing interest in Learner Corpora (hence-
forth LC) is twofold motivated. On the one hand,
LC are an especially valuable source of knowl-
edge for interlanguage varieties. They allow in-
depth comparisons of non-native varieties, help-
ing to elucidate the properties of the interlan-
guage developed by learners with different mother
tongues and learning levels. For this reason, LC
are important resources enabling data-driven stud-
ies exploited within several research areas, such
as Second Language Acquisition, Foreign Lan-
guage Teaching, Contrastive Interlanguage Anal-
ysis, Computer-aided Error Analysis, Computer-
Assisted Language Learning and L2 Lexicogra-
phy (e.g. (Pravec, 2002; Granger, 2008; McEnery
and Xiao, 2011)). On the other hand, LC have
raised considerable computational interest, which
is closely related to their usefulness in tasks
such as Native Language Identification (Jarvis
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and Paquot, 2015; Malmasi, 2016), Grammatical-
Error Detection and Correction (Leacock et al.,
2015; Ngetal., 2014), and Automated Essay Scor-
ing (Higgins et al., 2015).

In this paper we describe the development of a
novel learner Italian treebank, i.e. VALICO-UD,
in which Universal Dependencies (UD) formal-
ism is tied to error annotation. The considerations
of the annotation process, carried out on a set of
one hundred sentences selected from a subcorpus
of VALICO! (see Table 1) (Corino and Marello,
2017), allowed us to test a pilot scheme which pin-
points some of the features of L2 Italian.

This paper is organized as follows: in Section 2
we provide an overview of LC, focusing on Ital-
ian resources in particular; in Section 3 we present
the data and the error annotation of VALICO-UD;
in Section 4 we offer some examples of how we
applied literal annotation to the learner sentences
(LS) and, finally, in Section 6 we present conclu-
sion and future work.

2 Related work

LC, also called interlanguage or L2 corpora, are
collections of data produced by foreign or sec-
ond language learners (Granger, 2008). Most LC
projects were launched in the nineties and focused
mainly on learner English (Tono, 2003), but re-
cently we have witnessed an increasing interest
in LC for other target languages. This has con-
tributed to the establishment of learner corpus re-
search (Tono, 2003).

LC can be enriched with Part of Speech (PoS)
tagging, syntactic, semantic, discourse structure
and error-tagging (with explicit or implicit target
hypothesesz) annotation (Garside et al., 1997). To
provide linguistic annotation, NLP tools are of-
ten used (Huang et al., 2018) and combined with

http://www.valico.org/
2 A reconstructed LS on which error identification is based
(Reznicek et al., 2013).



human post-editing in order to overcome issues
arising from the failures of the automatic analy-
sis (Geertzen et al., 2013; Granger et al., 2009;
Dahlmeier et al., 2013).

Among the 14 learner Italian corpora registered
in the Learner Corpora around the World list,
the majority are in the form of plain texts, or they
only annotate PoS (COLI, LOCCLI and CAIL24,
and VALICO), while only MERLIN (Boyd et al.,
2014) annotates syntax and errors (with explicit
target hypotheses).

Although MERLIN contains 816 texts written
in non-native Italian (Boyd et al., 2014), they are
not balanced for learners’ mother tongue and are
not annotated using a standard annotation for syn-
tax, which would allow comparisons with other re-
sources. To fill this gap, we decided to develop
VALICO-UD, a L1-balanced resource developed
within the UD formalism, thus providing a greater
potential for contrastive analysis. Indeed, a UD-
annotated LC can be compared with other LC
(therefore different interlanguages) or also with
native corpora of the L1 involved. For all these
reasons, we decided to develop this new learner
Italian treebank within the UD formalism. Refer-
ences were the English and Chinese experiences,
respectively the English Second Language (ESL)
(Berzak et al., 2016) and the Chinese Foreign Lan-
guage (CFL) (Lee et al., 2017) treebanks.

The scholars involved in the annotation of the
ESL and CFL treebanks decided to follow a well-
established line of work, for which learner lan-
guage analysis is centered upon morpho-syntactic
surface evidence. This is motivated by various
studies, e.g. (Diaz-Negrillo et al., 2010; Ragheb
and Dickinson, 2012), in which the difference
between morphological and distributional PoS is
stressed. We decided to follow this line of research
annotating discrepancies between morphological
and distributional PoS, as described in the next
sections. However, in lieu of carrying out manual
annotation from scratch, such as in the ESL, we
combined automatic annotation and manual post-
editing (as shown in the next section).

3 Data and annotation

The data of VALICO-UD are drawn from the
VALICO corpus (Corino and Marello, 2017), a

3https://uclouvain.be/en/research-
institutes/ilc/cecl/learner-corpora-around-the-world.html.

4COLI, LOCCLI and CAIL2 are developed at Universita
per Stranieri di Perugia and coordinated by Stefania Spina.
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collection of non-native Italian texts elicited by
comic strips proposed to the learners. It consists of
a selection of narrative and descriptive texts pro-
viding a large variety of structures beyond simple
presentative/existential constructions.

The portion of VALICO that we selected for the
treebank is made up of 237 texts (2,261 LS) orga-
nized in four sections as shown in Table 1.

H L1 ‘ # Texts ‘ # LS Tokens H
English (EN) 60 8,285
French (FR) 59 7,301
German (DE) 58 7,417
Spanish (ES) 60 7,365

30,368

H EN+FR+DE+ES‘ 237 \

|

Table 1: VALICO-UD in figures — LS section.

Although the unpredictability and variation of
a learner product, in terms of vocabulary, mor-
phology and syntax, makes parsing a LC an espe-
cially challenging task (Corino and Russo, 2016;
Diaz-Negrillo et al., 2010), it is highly recom-
mendable for smoothly retrieving interlanguage
features. Due to this peculiarity of interlanguage,
keeping separated the LS from its specifically built
target hypothesis (TH) is highly recommended
(Liideling et al., 2005).

Our annotation scheme for learner Italian uses
the inventory of the Italian UD PoS tags and de-
pendency relations (Bosco et al., 2013; Bosco et
al., 2014) and the related guidelines. In addition,
we tried to follow as much as possible the ESL
treebank to have comparable resources.

First, we trained UDPipe (Straka et al., 2016)
on the Italian UD corpora, which include stan-
dard texts, ISDT (Bosco et al., 2014), and Twitter
posts, POSTWITA-UD (Sanguinetti et al., 2018).
Second, we automatically parsed VALICO-UD.
Third, we manually corrected the treebank. This
step is currently ongoing and we envision the tree-
bank to be released in the UD repository in a few
months.

For each sentence in VALICO-UD we provide
two distinct versions both annotated in UD and
tied to an error encoding system (see Section 3.1):
one version for the LS and the other for its TH.
The latter will differ from the former only when
some errors occur. As a trial for this scheme, we
selected one hundred sentences (i.e. sample set)
containing each at least one error to be annotated.



# sent_id = NameSurname00135LS
# text = Pu0 essere un rubadore perche ha la cara chiusa e minacciata.
# err = Pud essere un (RN)(i)rubadore(/i) (c)rubatore(/c) (/RN)

(MI) (i)perche(/i) (c)perché(/c) (/MI) ha la (FNL)(i)cara(/i)
(c)faccia(/c) (/FNL) chiusa e (DJ) (i) minacciata(/i)
(c)yminacciosa(/c) (/DJ).

# segment =

#typo =8 ADJ, 11 VERB

# foreign = 8 NOUN

# context =4 NOUN

1 Puo potere AUX VM . 4 aux

2 essere essere AUX \Y% -4 cop

3 un uno DET RI - 4 det

4 rubadore rubadore NOUN S -0 root
5 perche perché SCONJ CS _ 6 mark
6 ha avere VERB v - 4 advcl
7 la il DET RD - 8 det

8 cara caro NOUN S ) obj

9 chiusa chiuso ADJ A -8 amod
10 e e CCONJ CcC - 11 cc

11 minacciata  minacciato ~ ADJ A -9 conj
12 PUNCT FS - 4 punct

# sent_id = NameSurname00135TH
# text = Puo essere un rubatore perché ha la faccia chiusa e minacciosa.
# err = Pud essere un (RN) (i)rubadore(/i) (c)rubatore(/c) (/RN)

(MI) (i)perche(/i) (c)perché(/c) (/MI) ha 1la (FNL)(i)cara(/i)
(c)faccia(/c) (/FNL) chiusa e (DJ) (i) minacciata(/i)
(c)minacciosa(/c) (/DJ).

# segment =

#typo =8 ADJ, 11 VERB

# foreign = 8 NOUN

# context =4 NOUN

1 Puo potere AUX VM . 4 aux
2 essere essere AUX v - 4 cop

3 un uno DET RI - 4 det

4 rubatore rubatore NOUN S -0 root
5 perché perché SCONJ CS _ 6 mark
6 ha avere VERB \Y% _ 4 advcl
7 la il DET RD - 8 det

8 faccia faccia NOUN S - 6 obj

9 chiusa chiuso ADJ A -8 amod
10 e e CCONJ CcC - 11 cc

11 minacciosa  minaccioso ~ ADJ A -9 conj
12 PUNCT FS - 4 punct

Figure 1: Example of two CoNLL-U trees of the LS (left) and TH (right) number #35: He-can to-be a
thief because he-has the face closed and threaten_PP.

3.1 Error Annotation

In writing the TH we decided to adhere as much as
possible to the LS and to focus on linguistic cor-
rectness (e.g. grammaticality) rather than linguis-
tic appropriateness (e.g. register) (Reznicek et al.,
2013)°. For this reason, sometimes we sacrificed
naturalness for the sake of adherence to the LS.
This principle was applied also to lexical errors re-
quiring replacement. For instance, in Figure 1, the
term “rubadore” in the LS was replaced with “ru-
batore” and not with its more common synonym
“ladro”, thief.° With this principle in mind, we de-
cided to correct words if they are not present nei-
ther in the VINCA corpus’ (the reference corpus
specifically compiled for VALICO and containing
texts based on the same comic strips but written by
Italian native speakers) nor in our reference dictio-
nary, Il Nuovo Vocabolario di Base della Lingua
Italiana (De Mauro, 2016). In fact, the VINCA
corpus is quite small and the language used sounds
quite unnatural though being produced by speak-
ers whose mother tongue is namely Italian (see
Corino and Marello (2017, p. 12)).

Once the target hypotheses are written, we ap-
plied to them a coding system based on Nicholls
(2003), which was used also in the NUCLE
(Dahlmeier et al., 2013) and FCE (Yannakoudakis
et al., 2011) corpora. Our system follows
Nicholls’s same principle: “the first letter repre-

3In the future we plan to provide a second TH, focusing
on linguistic appropriateness.

8 Although “rubadore” is reported and marked as obsolete
in the Italian Dictionary Olivetti, “rubatore” is the variant re-
ported in De Mauro (2016), our reference dictionary.

"http://www.valico.org/vinca.html
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sents the general type of error (e.g. wrong form,
omission), while the second letter identifies the
word class of the required word”.

To provide a finer-grained description of errors,
we used a large variety of letters in the first and
second position (e.g. I: inflection, X: auxiliary)
and a third letter which encodes information about
some grammatical features (e.g. T: tense, M:
mood, G: gender) (Simone, 2008, pp. 303-346)
and other phenomena involved (e.g. capitaliza-
tion, language transfer and government). Finally,
Nicholls included a catch-all code (CE: complex
error) to cover complex, multiple errors. In our
sample set, we did not use it because we managed
to describe all errors encountered using nested
XML tags. However, we do not exclude that, ap-
plying the error codes to the whole corpus, we
might find particularly complex errors which need
to be marked using this code.

Figure 1 shows an annotation example of a LS
along with its corresponding TH in the typical
CoNLL-U format and with the resource-specific
fields used to encode the error information. The
sent_id field contains the identification code of
the sentence: in the example, NameSurname0O1
(anonymized here) indicates the unique identifier
of the text and refers to the transcribers name and
surname; the following two-digit number, 35 in
the example, indicates the position of the sentence
in the text; finally, LS or TH indicates learner sen-
tence and target hypothesis, respectively. The text
field contains the uncoded sentence (which can be
the learner sentence or the target hypothesis). The
err field contains the error annotation based on



cop

det

Sono  tanti cofferi
They-are many suitcases

e
and

un
a

uomo
man

iz

AUX DET NOUN CCONJ DET NOUN VERB
qurda
look SE on

.Jcl relel

nsub
e\(p

ADP DET PRON PRON PRON VERB
su le due si  baciano
the two whu,h,SE REFL they-kiss

Figure 2: LS #10.

ESV‘\}#}{MAX}(') Sono (/i )(e)(
(
(IDG) (i) sulle (/i)(c) sui (/c){/IDG) (i) sui (/i)(

s1 baciano.

c) i

Ci Sono (/c)(/MAX)(i) Ci Sono (fi)(c) Ci sono (/c) (/ISVS#)
IDG#)(FNL)(i) tanti cofferi (/i}{(c) tanti valigic {(/c) (/FENL){i) tanti valigie {(/i){c) tante valigic
/c) (MDG#) e un uomo (MAR) (i) (/i) (c) che (/c)(/MAR) (SV)(i) qurda (/i){c) guarda (/c)(/SV) (UT)
{(fe){(/UT) due (SAR)(i) ce {/i){c) che (/c)(/SAR)

Figure 3: Error-annotated sentence #10.

the coding scheme introduced above. The foreign
field includes the index and the PoS of the words
which are considered errors due to language trans-
fer. The context field contains the index and the
PoS of the words which need replacement due to
wrong context-bound lexical choices®. Finally, in
line with the ESL, we used the segment field when
a sentence was wrongly divided and the typo field
to indicate PoS distributional-morphological dis-
crepancies.

In the error-annotated sentence (the “err” field
mentioned above), we report the wrong form(s)
inside the (i)_(/i) tag and the corrected form(s)
inside the (c)_(/c) tag. Figure 3 shows three ex-
amples of nested tag and two examples of cascade
errors (i.e. an error which is due to the correction
of another token) (Andorno and Rastelli, 2009,
p. 52). The (MAX)_(/MAX) tag at the beginning
of the sentence, for example, indicates a missing
existential-construction pronoun, i.e.  “Sono”
(are) instead of “Ci sono” (there are). After
the insertion of the missing pronoun “Ci”, the
capital “S” in “Sono” needs to be changed into
a lowercase “s”: this is a case in which we have
a cascade capitalization error and we mark it
adding a hashtag after the normal error code, as
n (SVS#)_(/SVS#). Another cascade error is
found in the next nested tag: we have an Inflection
Determiner Gender error which is caused by
the correction of the expression “tanti cofferi”,
involving a determiner and a noun (“cofferi” is a

80nly those choices in which there is no mismatch be-
tween distributional and morphological PoS are registered in
this field.
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German word adapted to Italian and meaning lug-
gages); thus, we have a cascade (IDG#)_(/IDG#)
tag which embeds a (FNL)_(/FNL) tag (Form
Noun Language_transfer). The next three
tags, (MAR)_(/MAR), (SAR)_(/SAR) and
(SV)_(/SV), indicate Missing pronoun (A) Rel-
ative (“che”, that), Spelling pronoun Relative
“ce” instead of “che”) and Spelling Verb errors
(“qurda” instead of “guarda”, look), respectively.
There is, finally, another example of nested tag
involving an Inflection Determiner Gender and an
Unneccessary preposiTion errors; this has been
used to indicate the multiple-step shift from the
LS “sulle” (on the_Fem_PI) to its TH counterpart
“” (the_Masc_Pl): the shift involved a change
in the gender of the article (from feminine to
masculine) and the drop of the preposition “su”
(on), mistakenly used in the LS.

In order to ensure consistency across different
annotators, the error annotation guidelines pro-
vide a hierarchical order to be applied when deal-
ing with nested tags. We organized the errors
in a pyramid with at the bottom mechanical er-
rors (i.e. tokenization, capitalization, spelling and
punctuation) and, proceeding towards the apex,
morphological (derivation and inflection), lexical
(form and replace), and syntactic (missing, un-
necessary and word order) errors. For example,
following this hierarchical order, mechanical er-
rors should be corrected before a syntactic error.
However, cascade errors make an exception and
change the correction order, as we seen in Figure
3 in which we have a cascade capitalization error
(SVS#) caused by a missing pronoun error (MAX)



ad\ mod

(o =

(advmod

obj

\

ADV  ADP DET NOUN AUX VERB VERB DET NOUN ADV
Ieri a il  parco ero sieduto leggendo il  giornale tranquillamente
Yesterday at the park I-be Impf sit PP SE read GE the newspaper calmly

Figure 4: LS #88.

I‘l)l)

dd\ mod

XC omp

nmrk

ADV  ADP DET NOUN AUX VERB ADP VERB DET NOUN ADV
leri a il  parco seduto a leggere il  giornale tranquillamente
Yesterday at the park I- be,Impt sit PP at to- -read the newspaper calmly

Figure 5: TH #88.

and a cascade inflection error (IDG#) due to a lex-
ical error (FNL).

In the LS sample set, containing 1,860 tokens,
we marked 496 errors (which represent 26,66% of
the LS sample set tokens) distributed as shown in
Table 2.

H Error category ‘ Tag ‘ # occ ‘ % tot H

Derivation D 24 | 4.84%
Form F 71 | 14.31%
Inflection I 72 | 14.51%
Spelling S 92 | 18.55%
Word segmentation | T 16 | 3.22%
Word order W 15| 3.02%
Missing word M 76 | 15.32%
Unnecessary word 8] 55 | 11.09%
Replace word R 75 | 15.12%
[ Total | - | 49 | — |

Table 2: Error categories as encoded in the first
letter (general error type) and their distribution in
the sample set.

4 From VALICO to VALICO-UD

In this Section we describe how we applied literal
annotation to the (morpho-)syntactic structure of
the LS in particular, relying on the Universal De-
pendencies scheme.
Literal Annotation
We annotated UD PoS and relations sticking as
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much as possible to the literal reading of the
learner sentence, thereby creating a treebank in
line with the two existing learner treebanks in the
UD framework (ESL and CFL).

Argument Structure: When some extraneous or
unnecessary prepositions occur, we annotate the
dependencies accordingly. Figure 2 shows a LS in
which the verb “guardare”, look, is used as an in-
transitive verb, thus we annotate its direct object
as an oblique’.

Missing or Unnecessary Words: We annotate
literally when there are missing or unnecessary
words. In the example in Figure 2 the clitic pro-
noun “ci” is missing , thus we treated “sono” as a
copular verb. There are other cases in which the
clitic pronoun “ci” is mistakenly combined with
the verb to be forming an existential clause, and
consequently causing a distributional mismatch
(e.g. LS: “[...] non ci era pericoloso o violento”,
TH: “[...] non era pericoloso o violento”!?). In
these cases we mark in the “typo” field the mor-
phological PoS and in the PoS column the distri-
butional PoS, cf. Figure 1.

Extraneous Word Forms: When the learner mis-
uses existent word forms, we annotate them lit-
erally. In Figure 4, the learner used a gerund,
“leggendo” (reading), instead of the infinitive ““ a

°In all the examples SE stands for spelling error, REFL
for reflexive pronoun, PP for past participle, GE for gerund
and Impf for imperfect tense.

0L.S: “[...] not there it-be _Impf dargerous or violent”, TH:
“[...] not it-be_Impf dangerous or violent”.



leggere” (to read). We then labeled it as an ad-
verbial clause in the LS (Figure 4) and as an open
clausal complement in the TH (Figure 5).
Exceptions to Literal Annotation

Spelling: Some examples of spelling errors are
presented in Figure 2. We lemmatize and PoS-
tag them referring to their correct versions, sim-
ilarly to Andorno and Rastelli (2009, p. 58). Thus,
“ce” was treated as “che”, which,'!, and “qurda”
as “guarda” look.

Word Formation: We do not treat literally valid
words that are contextually implausible. We con-
sider them differently depending on the PoS of the
intended word: if the intended word has the same
PoS we signal it in the “context” field (e.g. LS:
“[...] salvando una ragazza indefessa”, TH: “[...]
salvando una ragazza indifesa”'?), if it is different
in the “typo” field (cf. Figure 1).

Nonexistent Words: In cases in which the learner
wrote a word which does not exist in Italian and
it is arguably a foreign word, we signal it in the
“foreign” field'>. In the example in Figure 1 the
word “cara” (i.e. an adjective translatable into
beloved) is arguably a transfer from the Spanish
noun meaning face. In this case we lemmatize it
with the correct lemma of “cara”. In addition, in
the “typo” field we mark the occurring mismatch
between distributional and morphological PoS.
Word Tokenization: If one word is mistakenly
segmented into two, we use the “goeswith” rela-
tion, as germane to UD annotation guidelines'*. If
two words are mistakenly segmented into one, we
use X as PoS and decide the relation on a case-
by-case basis. For example in LS: “[...] butta tutto
perterra”, TH: “[...] butta tutto per terra”> we as-
signed to “perterra” PoS ‘X’ and dependency rela-
tion ‘obl’.

S Inter-Annotator Agreement

As stated above, the complete manual revision of
the treebank is still in progress; however, with
the aim of assessing the annotation quality of this
preliminary sample set, as well as the quality of
the annotation guidelines (especially the ones con-

IR

""When “ce” is used instead of “c’&”, there is, we treat it as
a single token and mark it as root, in line with what we would
have done if it were “c’¢”.

21S: “...] saving a untiring girl”, TH: “[...] saving a vul-
nerable girl”.

3The lemma will be its Italian (quasi-)equivalent.

“https://universaldependencies.org/u/overview/typos.html

15[...] he-throw everything on the ground.

cerning the LS section) both LS and TH sec-
tions were annotated by two independent anno-
tators. The inter-annotator agreement was then
computed, considering two measures in partic-
ular: UAS (Unlabeled Attachment Score) and
LAS (Labeled Attachment Score) for the assign-
ment of both parent node and dependency relation,
and the Cohen’s kappa coefficient (Cohen, 1960)
for dependency relations only (similarly to Lynn
(2016)). UAS and LAS were computed with the
script provided in the second CoNLL shared task
on multilingual parsing (Zeman et al., 2018)'°.
The results are reported in Table 3, and though
showing slightly higher results for the TH set,
overall they are very close across the sets. Espe-
cially as regards the LS section, this is evidence of
the guidelines clarity and of the annotators’ con-
sistency, even when dealing with non-canonical
syntactic structures.

H set‘ UAS \ LAS ‘kappa H

LS | 92.11% | 88.63% | 0.8988
TH | 92.47% | 88.88% | 0.9068

Table 3: Agreement results on the sample set of
both LS and TH.

6 Conclusion and future work

In this paper we introduced VALICO-UD and pro-
posed an annotation scheme suitable for texts of
learner Italian encompassing both UD and error
annotation. Our scheme follows the principle of
“literal annotation” and takes PoS and dependency
morphological-distributional mismatches into ac-
count. Our error tag set seems adequate to book-
mark errors, providing also a fine-grained descrip-
tion of some of them.

There are a number of possible applications for
the monolingual parallel treebank proposed in this
paper. In the near future, we plan to apply the tree
edit distance to LS and TH to measure linguistic
competence. Recently, the tree edit distance has
been applied to various tasks (Emms, 2008; Tsar-
faty et al., 2011; Plank et al., 2015), and a study
has formalized the notion of syntactic anisomor-
phism (Ponti et al., 2018). We aim to explore a cor-
relation between these notions and the linguistic
competence to describe the achievements of for-
eign language learners.

'http:/funiversaldependencies.org/conll18/evaluation.html
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Abstract

This paper presents a pilot study towards
the creation of a monolingual written—
spoken parallel corpus in Italian, featur-
ing two main novelties in the general
landscape of spoken corpora: the align-
ment with the written counterpart of the
same content and the spoken variety dealt
with, represented by transcriptions of ra-
dio news broadcasting.

1 Introduction

Nowadays, the contrast between written and spo-
ken language does no longer represent a clear-cut
opposition. The emergence of modern communi-
cation technologies such as radio, television and
new (digital) media led to important changes in
the analysis of the diamesic variation. Under this
view, the opposition spoken vs. written language
is reformulated in terms of a continuum with pro-
totypical written and spoken language at the ex-
treme poles and within which a cline of interme-
diate linguistic varieties can be recognised, mix-
ing, to a different extent, features of the two. Nen-
cioni (1976) defined the extreme poles of this con-
tinuum as the parlato-parlato (‘spoken-spoken’)
variety, i.e. casual, spontaneous conversation,
and the scritto-scritto (‘written-written’) variety,
i.e. planned, formal, written language. Besides
the typical contexts envisaging the use of spo-
ken language—which require all participants to
be present in the same environment, that the con-
versation is held in turns and that speakers make
sure their messages are getting across—different
contexts can be imagined: among them, the radio
and television language which, despite being spo-
ken, present traces of textual organisation recall-

Copyright (© 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).
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ing the written language. Nencioni (1976) quali-
fies this variety of language use as parlato-scritto
(‘spoken-written’), a label that emphasises its hy-
brid nature characterised by the co-occurrence of
traits typical of both written and spoken language.
From a different perspective, Ong (1982) refers to
this variety as ‘secondary orality’, i.e. “an oral-
ity not antecedent to writing and print, as primary
orality is, but consequent and dependent upon
writing and print”.

In addition to this socio-linguistic interest, the
issue also bears relevance for computational ap-
proaches as it has a substantial impact on the per-
ceived naturalness of human-machine interaction.
Indeed, one of the reasons why speech synthesis
applications still produce unnatural speech, apart
from bad prosody is that written language is gen-
erally not suitable, i.e. comprehensible, direct and
effective, in spoken contexts (Kaji et al., 2004).
With the rise and quick spread of Virtual Reality
(VR) and Augmented-Reality (AR) applications,
moreover, the mismatch between written and spo-
ken language styles brings about serious techno-
logical limitations because unnaturalness of the
virtual agents translates into bad human compre-
hension and/or distrust in those agents altogether.
It is thus no longer sufficient to pass a written mes-
sage to the speech synthesizer, but such a mes-
sage needs to be transformed in a form suitable
to be spoken in the specific context of use. In or-
der to be able to do this, corpus data is needed
such as a monolingual parallel aligned corpus of
written and spoken texts about the same content.
A corpus designed in this way is of fundamen-
tal importance for: a) investigating the features
of the parlato-scritto language variety, its simi-
larities and differences with respect to the written
language; and b) for creating the prerequisites for
the design and development of tools for monitor-
ing the communicative effectiveness of texts with
respect to their production mode and for support-



ing the semi-automatic generation or transforma-
tion of texts to be delivered orally. Such a cor-
pus represents an important novel contribution in
the area of language corpora; generally in fact
corpora target either written or spoken language.
Some corpora indeed also include sections with
transcriptions of spoken language: see for instance
the Brown corpus for English. On the front of spo-
ken corpora, large corpora of spoken Italian were
produced, some aiming at specific purposes, like
CiT (Corpus di Italiano Trasmesso) (Spina, 2000)
or LIR (Maraschio et al., 2004), while others aim-
ing at representing Italian in a wider perspective
like C-ORAL-ROM (Cresti and Moneglia, 2005).
Some of them take into account only a few aspects
of the linguistic variability, mainly the diaphasic
and in some cases diamesic dimension.

Our Corpus Italiano Parallelo Parlato Scritto
(‘Spoken Written Italian Parallel Corpus’, hence-
forth CIPPS) features two fundamental novelties
in the general landscape of spoken corpora: the
alignment with a written counterpart of the same
content and the type of spoken variety dealt with.

2 Background and related works

Notwithstanding the differences between written
and spoken language styles and the impact it
bears on human-machine interaction, little compu-
tational work has been devoted to develop data and
methods for “transforming” a written text in a text
suitable for a specific spoken context.

Previous works mostly deal with the trans-
formation of spoken language into grammati-
cally valid, correct written language that can be
parsed by standard NLP tools—see for instance
Marimuthu and Devi (2014) and Giuliani et al.
(2014). However, the rise and spread of VR and
AR applications seem to call for the need to ap-
propriately tackle also the other direction, i.e. the
transformation of written into (diamesically) ap-
propriate spoken language, which presents differ-
ent challenges'.

Few studies have been devoted to the automatic
transformation or generation of suitable spoken
language, mostly on Japanese. Among these, Mu-
rata and Isahara (2001) describe an interesting
model to perform different kinds of paraphrasing
tasks, that is to transform sentences according to

'VR/AR is currently a hot topic especially in both educa-
tional and industrial-training contexts (Ak¢ayir and Akgayir,
2017, Zywicki et al., 2018; Gattullo et al., 2019; Heinz et al.,
2019; Albayrak et al., 2019).
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different predefined criteria. Interestingly, in their
experiments both on sentence compression and on
transformation from written language to spoken
language they manage to apply the same algorithm
applied to different data an dobtain good results.
For the latter experiment, they used a monolin-
gual parallel corpus of academic papers and tran-
scripts of oral presentations and built a system that
learns re-writing rules according to the defined cri-
teria. In the former case re-writing rules were
learnt from dictionaries.

Kaji and colleagues (2004; 2005) worked on
the transformation of written language to spoken
language style in Japanese, approaching the is-
sue as a lexical paraphrasing problem, for which
they constructed an ad-hoc written—spoken web
corpora focused on the connotational differences
related to the suitability for orality of expressions.
Their method learns predicate paraphrases from a
dictionary and then uses the corpus to statistically
determine whether an expression is suitable to be
spoken.

More recently, Matsubara and Hayashi (2012)
report about an application for generating sponta-
neous news speech in a news speech delivery ser-
vice. They approach the issue as a text genera-
tion task and develop a rule-based system for au-
tomatically generating news speech scripts—to be
read via speech synthesis—starting from newspa-
per articles. Their approach however focuses on
a specific stylistic difference peculiar to Japanese
hardly portable to other languages and does not in-
volve any kind of parallel aligned data.

3 Pilot corpus creation

In this work we describe our first attempts at build-
ing a parallel written—spoken corpus that might ul-
timately be useful to train a system for the trans-
formation of written text into text suitable to be
spoken. We focus on two different language va-
rieties within the spoken-written language contin-
uum, mentioned in section 1, namely radio spoken
language and newspaper written language. This
focus was dictated both by the need to neutral-
ize the effects possibly deriving from considering
different topics, textual genres and/or communi-
cation contexts, and by the practical need of find-
ing readily available data to run the pilot. Thus
the present data-set is built by aligning newspaper
articles, taken as representatives of the written—
written variety and news broadcasting via radio,



Day Num of news | Average lenght Day Num of news | Average lenght
13/05/2003 150 479 13/05/2003 365 60
15/05/2003 144 523 15/05/2003 321 57
17/05/2003 148 480 17/05/2003 156 73
23/05/1995 119 578 23/05/1995 1184 66
25/05/1995 125 547 25/05/1995 1106 60
27/05/1995 124 549 27/05/1995 598 83

Tot 810 526 Tot 3730 66.5

Table 1: Written corpus

taken as representatives of the spoken—written va-
riety.

3.1 Data selection and preparation

Given the goals defined above, our first step was to
collect the materials for building the pilot data-set.

For the spoken data-set we chose the Lessico
di italiano Radiofonico corpus (LIR)(Maraschio et
al., 2004)2, which consists in transcriptions of var-
ious Italian radio broadcast channels sampled in
1995 and 2003 and contains various types of an-
notations among which: broadcaster, text genre,
speaker, communication type, self-corrections,
breaks, etc. In particular, we selected the tran-
scriptions of radio news by Radio RAIl, Radio
RAI2 and Radio RAI3? which amount to 6 days
altogether: the 23rd, 25th, 27th May 1995, and the
13th, 15th and 17th 2003.

The written data-set was created by taking all
news articles published in La Repubblica on the
same dates*. Tables 1 and 2 report the figures of
the data-sets.

In the case of the spoken corpus extensive ex-
traction and cleaning work was required because
the original transcriptions include many different
genres (e.g. advertisements, interviews, entertain-
ment,. .. ) and several different annotation tags.

3.2 Spoken corpus cleaning

From the selected days of the LIR corpus we
needed to extract only the transcriptions of news
text. The original texts in fact contain several
types of annotations, all in a proprietary tagging
format, and news are easily recognisable. So, for
each day mentioned, we created a data-set by col-
lating the news of the different radio broadcasters,

2
Source: http://www.accademiadellacrusca.it/it/attivita/
lessico-frequenza-dellitaliano-radiofonico-1lir

>The news transcriptions of the other broadcasters were
too short for our purposes.
4SOl.lI'CCZ https://ricerca.repubblica.it/
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Table 2: Spoken corpus

thus obtaining 6 spoken data-sets, one for each
day. These were subsequently cleaned by using
regular expressions that removed all annotation
tags, which provided us with raw text data for the
alignment experiment.

In Table 2 we can see the number of news ex-
tracted for each day and their average length in
terms of tokens. Interestingly, but not surprisingly,
we observe that newspaper articles on average are
longer than radio news.

4 Alignment methodology

Once we gathered, cleaned and normalised the rel-
evant data, we proceeded to align written and spo-
ken texts on the basis of topic and semantic equiv-
alence. Since the spoken transcriptions do not
have an explicit marking of sentence boundaries,
for the time being alignment is performed at text
level; we leave sentence-level alignment for future
work.

Given the six spoken data-sets and their corre-
sponding written ones we experimented with two
different methods to perform their alignment. One
is based on the Jaccard index (Jaccard hence-
forth), the other method on cosine similarity (Co-
sine henceforth). Both algorithms followed one
common preliminary step: for each data-set we
took into consideration only nouns, verbs, adjec-
tives and numerals, i.e. semantically heavy words.

The first method calculates similarity using the
Jaccard index as a statistical index. In general, this
coefficient measures the similarity of two samples
through the ratio between the size of the intersec-
tion and the size of the union of the sample sets;
so, in this case, the numerator is given by the over-
lap of words of the two documents, i.e. the number
of relevant words present in both. The denomina-
tor instead is the sum of the relevant words of both
documents. The computation can be represented



as follows:

_ |overlapping words in A, B|
~ |words A + words B|

J(A, B) (1)

The range of acceptable values stands between
0 (for the couples of documents that have no words
in common) and 0,5 (for the couples of documents
with the highest similarity, i.e. with all relevant
words in common).

The second method computes the cosine sim-
ilarity between a vector representing all the rel-
evant words in a spoken text and a vector rep-
resenting a written text. Each vector contains a
number of components identical to the amount of
relevant words contained in the texts, the value
of each component being the TFiDF value of the
corresponding word in the represented text. Once
all vectors were built, we compared each spoken-
vector with every written-vector and computed
their cosine similarity. Finally, considering values
of similarity in decreasing order we reorganised
the pairs and completed document-alignment. The
range of acceptable values for the Cosine method
stands between 0 and 1, with values close to 1.0
indicating strong similarity.

4.1 Alignment evaluation

The two methods illustrated above produced
twelve output files, six for each method, all ranked
on the basis of their similarity score in decreasing
order. For each of them we considered the first one
hundred spoken-written text pairs and manually
evaluated their alignments on a binary scale with
respect to their information content. News about
the same topics, events or facts were considered
good alignments. We decided to stop the evalu-
ation at the first one hundred pairs, because after
this threshold the recognised alignments were no
longer significant (i.e. algorithms aligned pairs of
documents with different topics).

On the 1200 manually assessed pairs we than
calculated the accuracy of the two methods. We
considered accuracy as the ratio between the num-
ber of aligned pairs in particular range of distance
values and the total number of couples in the same
range.

The graphics in Figures 1 and 2 show method
accuracy for each range of similarity values, using
both the 1995 and 2003 data. For example, in the
range of values between 0,1 and 0,2, the Cosine
method has an accuracy of 6% with the 1995 data
and 22% with the 2003 data. As we advance in the
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higher similarity bands, we notice a growing trend
for both methods, but while for Cosine we ob-
serve a gradual growth, the Jaccard method shows
a faster rise. Moreover, we notice that most of
the alignments occur in the lowest similarity range
of value, while in the higher similarity ranges we
found very few alignments (see Table 3 and 4 for
details).

Remembering that the range of admissible val-
ues are different for the two methods let us focus
on the results.

Cosine alignment evaluation Cosine for both
data-sets has an accuracy of 100% in the range of
values 0,8-0,7 and 0,6-0,5, while for the range 0,2-
0,3 it has an accuracy of 6% for 1995’s data-sets
and 22% for 2003’s data. Figure 1 shows a gap
between 0.7 and 0.6 for 2003’s data. That is be-
cause, for this data-set, the cosine method did not
assign values in this range. Overall, Cosine total
accuracy is 61%, 53% on 1995 data and 69% on
2003 data.

Jaccard alignment evaluation In the range 0,3-
0,2 the Jaccard method has an accuracy of 100%
on both datasets; while for the 1995 data it drops to
53% in the range 0,2-0,1 and to 47% in the range
0,1-0,6. For the 2003 data in the range 0-2,01 the
accuracy is 86%, which decreases to 44,8% in the
range 0,1-0,07. Also in this case, as reported in Ta-
ble 4, we have few alignments in higher distances
despite the number of lower ones.

Overall, Jaccard total accuracy is 50%, 50% on
1995 data and 51% on 2003 data.

According to this evaluation, Cosine using
TFiDF values is the best method for aligning our
data.

Here is an example of text pairs with high co-
sine similarity values (0,7-0,8):

[Spoken]: [...]
Mccartney [...]

€ stato riconsegnato

Paul
Beatles

il diario di
rottura con i
[...] al
il giorno dopo il concerto dei
[...]

modo di rileggere quel preziosissimo

cantante
fori
imperiali Mccartney ha avuto
diario stracolmo di ricordi e ha

[...]
alcune frasi portano il segno della

confermato 1’autenticita

storia "Arriva John per discutere lo
scioglimento della partnership" giugno
millenovecentosettanta la fine dei
Beatles



[Written]: [...]

rottura con i Beatles &

il diario di Paul
Mccartney [...]
stato riconsegnato [...] al cantante,
il giorno dopo il concerto dei fori

imperiali. [...] sir Paul ha avuto
modo di rileggere quel preziosissimo
diario stracolmo di ricordi, e ha

confermato 1l’autenticita dell’agenda.

[...]

della storia:

alcune frasi portano il segno
‘‘arriva John per
discutere lo scioglimento della
partnership’’. la fine

dei Beatles. [...]

What follows instead is an example of a good
alignment with lower cosine similarity values (0,3-
0,2)>:

[Spoken]:
mi difenderei [...]
[...]

premier "Mi difendo da teoremi folli che

giugno 1970,

se non mi attaccassero non
spiega Berlusconi

"Io sono un moderato" ripete il

non attaccano me ma il presidente del

consiglio" [...]
[Written]: Berlusconi al contrattacco
"Denuncerd chi mi offende". [...] E

aggiunge che le accuse contro di lui si

basano su "Teoremi folli". Teoremi ai

quali [...] "Ho dato la risposta piu
moderata, contenuta e misurata che si
potesse dare". [...]

The first example is also an example of high
Jaccard similarity values (0,3-0,2).

In general, with both methods, the pairs of doc-
uments correctly aligned in the lower ranges of
similarity show considerable differences in terms
of lexical items and possibly linguistic structures,
and thus represent a very interesting set of pairs for
future investigation. Regarding higher ranges, we
find a greater lexical overlap and a lower variation
in linguistic structure. Comparing the pairs cor-
rectly aligned by the two methods we counted 77
identical ones, while the number of different pairs
derived from Jaccard is 220, and from Cosine 260.
In total we obtained 557 different correctly aligned

pairs.

S Pilot corpus profiling

The final pilot CIPPS corpus consists of 557 text
pairs corresponding to the correctly aligned and
manually validated pairs of spoken and written

SFor reasons of space the example texts have been arbi-
trarily shortened.
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Figure 2: Jaccard accuracy
Distance 1995 2003
Correct | Tot | Correct | Tot
0,8-0,7 1 1 2 2
0,7-0,6 3 3 0 0
0,6-0,5 6 6 4 4
0,5-0,4 12 13 26 30
0,4-0,3 45 55 45 61
0,3-0,2 90 206 123 167
0,2-0,1 1 16 8 36
TOT 158 300 208 300

Table 3: Cosine Accuracy (1995-2003)

Distance 1995 2003
Correct | Tot | Correct | Tot
0,3-0,2 5 5 3 3
0,2-0,1 41 77 37 43
0,1-0,065 103 218 114 254
TOT 149 300 154 300

Table 4: Jaccard accuracy (1995-2003)




documents resulting from both alignment meth-
ods. It can thus be taken as a gold-standard corpus
of content aligned text pairs of news for the dates
and years mentioned in section 3.1.

This section reports on our preliminary con-
trastive analysis of CIPPS using Monitor-IT
(Montemagni, 2013), so as to establish basic lin-
guistic profiling of the two language varieties rep-
resented in the corpus. This analysis was done
with a specific view to investigating similarities
and differences in the distribution of multi-level
linguistic cues (we focus here on lexical and
morpho-syntactic features) both within the corpus
and against prototypical written and spoken lan-
guage (in the future, we plan to extend this analy-
sis to the underlying syntactic structure).

Let us first compare the two sections of the
CIPPS corpus. On the one hand, highly correlated
features between the CIPPS written and spoken
sections concern the distribution of nouns (both
common and proper) and adjectives as well as ver-
bal forms used in the third person singular; the
correlation was calculated with the Spearman’s
Correlation Coefficient (p-value < 0.05). On the
other hand, statistically significant different fea-
tures across the spoken and written corpus sections
detected with the Wilcoxon test (p-value < 0,05)
include specific verbal forms, deictic elements and
determiners, prepositions and acronyms, as well as
lexical richness (measured in terms of Token/Type
Ratio). In particular, if verbal moods such as
gerundive, subjunctive, infinitive and conditional
are typically associated with written articles, the
1st and 2nd person of verbs in both singular and
plural forms are typical of the spoken news re-
ports. Demonstrative determiners and pronouns
represent significant features of the spoken vari-
ety, whereas acronyms and lexical richness mea-
sured in terms of Token-Type Ratio characterise
the written CIPPS section.

For what concerns the comparison of the lin-
guistic profiling results sketched above with what
we know from the literature about features of spo-
ken vs. written language, we observe that the
widely acknowledged fact that spoken language is
less complex than written language is declinated
here in quite a peculiar way. Differently from
the ‘spoken-spoken’ variety characterised by a re-
duced number of nouns and consequently by a
lower noun/verb ratio (ranging between 0,80 and
1, (Montemagni, 2013)), the ‘spoken-written’ va-
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riety shares with prototypical written language a
twice higher noun/verb ratio, which, according to
Biber (1988), is typical of informative texts. On
the other hand, it shares with prototypical spo-
ken language the more frequent use of deictic ele-
ments, of 1st/2nd person reference in verbal forms,
lexical repetition.

These findings, which need to be further elab-
orated and explored, confirm the hybrid nature
of the spoken language variety represented in the
CIPPS corpus, which is in line with the trend re-
ported in the literature that the language of the ra-
dio shares features with both spontaneous oral and
written language varieties.

6 Conclusions and Future work

In this paper we have presented our first ex-
periments towards the creation of the CIPPS, a
monolingual written-spoken parallel aligned cor-
pus. The data for this pilot was drawn from ex-
isting corpora and archives, it was automatically
aligned on the basis of two statistical methods and
finally manually validated. To the best of our
knowledge, this is the first attempt to build such
a corpus and more research is needed to improve
its potentials and increase its magnitude.

Among the open issues to be approached first
is the lack of punctuation in the spoken part of the
corpus, which makes automatic alignment with the
written counterpart too coarse. As mentioned in
the introduction, a corpus like ours might also be
precious as a training set for the development of a
system for transforming written into suitable spo-
ken texts. Although little work has been done in
this direction, the time is now ripe to tackle the
challenge and we plan to start experimenting with
both paraphrasing methods—as mentioned in sec-
tion 1— and with monolingual machine transla-
tion, taking inspiration from Quirk et al. (2004)
and Wubben et al. (2012). In this perspective,
however, the first necessary step is to increase cor-
pus size and improve alignment.
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Abstract

The paper proposes a cross-linguistic anal-
ysis of two parallel monolingual corpora
conceived for automatic text simplification
in two languages, Italian and English. The
aim is to find similarities and differences
in the process of simplification in two ty-
pologically different languages. To carry
out the comparison, 1,000 sentences were
extracted from the two corpora and anno-
tated with a scheme previously used to an-
notate simplification phenomena.!

1 Introduction

In recent years, the availability of parallel mono-
lingual corpora has boosted the adoption of data-
driven techniques for the task of automatic text
simplification (ATS). These corpora are in general
aligned at sentence level and consist of complex
sentences paired with their simple version. How-
ever, except for English which can rely on two
large parallel corpora, i.e. the Parallel Wikipedia
Corpus? (Coster and Kauchak, 2011)(ParWik) and
the Newsela corpus3 (Xu et al., 2015), these cor-
pora are scarce or rather small in other languages.
To reduce time and effort required for the con-
struction of parallel corpora, some works tried new
approaches to automatically or semi-automatically
collect such resources, e.g. Coster and Kauchak
(2011),Yatskar et al. (2010), Brunato et al. (2016),
Tonelli et al. (2016). Moreover to take advan-
tage of empirical data, most of these resources
were annotated with rules aimed at identifying
the typologies of modifications an original sen-
tence goes through during the process of simpli-
fication. The inspection can be considered use-

1Copyright (©2019 for this paper by its authors. Use per-
mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).

>http://www.cs.pomona.edu/~dkauchak/simplification/
3https://newsela.com/data/
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ful for several reasons: it permits i) to detect and
classify a set of necessary transformations in TS,
ii) to assess if a given corpus complies with user
requirements and simplification tasks and iii) to
evaluate the impact of simplification operations
on target populations. If the corpus investigation
also encompasses a cross-linguistic comparison,
it might also shed light on peculiarities and sim-
ilarities underlying the process of simplification
across languages. However, so far this last is-
sue has been rather ignored with the exception of
Gonzalez-Dios et al. (2018), who compared how
macro-simplification operations derived from dif-
ferent annotation schemes are distributed in Ital-
ian, Basque and Spanish parallel corpora. This pa-
per intends to explore this under-investigated per-
spective and proposes a cross-linguistic analysis of
two parallel monolingual corpora, i.e. the Italian
corpus PaCCSS-IT (Parallel Corpus of Complex—
Simple Aligned Sentences for ITalian) (Brunato et
al., 2016) and the English Parallel Wikipedia Cor-
pus (Coster and Kauchak, 2011). Through this
comparison, the paper tries to answer the follow-
ing three questions:

1. To what extent can an annotation scheme
conceived for the annotation of simplification in
one language be used to annotate simplifications
in other language?

2. Are there any differences or similarities in the
distribution and nature of simplification operations
in the two languages?

3. If we find differences, to what extent do they
depend on language only, or on the type of cor-
pora?

To answer these questions, 1,000 paired sen-
tences were extracted from the two corpora and
annotated with the scheme described in Brunato
et al. (2016). This allows us to carry out a quan-
titative and qualitative analysis focused on under-
standing the nature of the modifications occurring
in the datasets.



2 Related work

Given the relevance of parallel monolingual cor-
pora in ATS, many projects have driven their atten-
tion on the development of these resources. The
main approaches in the literature vary from the
manual simplification of original texts carried out
by experts (see e.g. Xu et al. (2015) in English,
Bott and Saggion (2014) in Spanish, Brunato et al.
(2015) in Italian), to the alignment of already ex-
isting text collections, containing same-topic doc-
uments written in two different styles, a complex
and a simple one. It is the case of e.g. Coster and
Kauchak (2011) and Tonelli et al. (2016), both re-
lying on the Wikipedia corpus but in a different
way. The first is based on the alignment between
articles extracted from the standard and the Sim-
ple English Wikipedia, a project started in 2001
containing English Wikipedia pages written in ba-
sic English; the latter relies on the edits that users
had made on the Italian Wikipedia and explicitly
marked as instances of simplification. A further
strategy was envisaged by Brunato et al. (2016),
who first collected a corpus of sentences sharing
the same meaning from a large web corpus, and
then ranked the most similar pairs according to
their linguistic complexity assigned by an auto-
matic readability assessment system.

In many cases, existing ATS corpora were also
annotated with rules to make explicit the most
frequent operations occurring in the process of
sentence simplification and distinguishing differ-
ent typologies of linguistic phenomena involved
in sentence transformation. The classification
of simplification operations is typically two-level
based, i.e. it contains a few macro-level opera-
tions and for some of them a more specific sub-
class which can depend on the size of the unit af-
fected (e.g. sentence, phrase or word) or the lin-
guistic level at which the operation applies (i.e.
lexical, syntactic, discourse). Comparing ParWik
with the manually simplified corpus Newsela, Xu
etal. (2015) also noticed that the approach adopted
to construct ATS resources has an impact on the
type of simplification phenomena. For instance,
there are more differences between paired sen-
tences before and after simplification in Newsela,
suggesting that complex linguistic structures are
often retained in ParWik. Simple sentences in Par-
Wik contains also longer words, together with a
greater number of function words and punctuation.
Similar differences related to the approach under-
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lying the construction of parallel corpora were also
observed in Italian. For example, the comparison
reported in Tonelli et al. (2016) between a cor-
pus of Wikipedia edit stories and two corpora of
heterogeneous texts for young readers manually
simplified according to different strategies (i.e. a
structural and an intuitive one) proved the exis-
tence of differences in terms of the linguistic level
affected by simplification. They concern for in-
stance the distribution of some simplification oper-
ations and the average of operations per sentence.
As regards the first aspect, in manually simpli-
fied corpora, editors opted for a word-level lexical
substitution, while Wikipedia editors for a phrase-
level substitution. As regards the second aspect,
the Wikipedia edit story corpus contains an aver-
age lower distribution of simplification per sen-
tence. Though related to these works, our con-
tribution differs in that it adds a cross-linguistic
level of comparison and also tries to provide an
overview of possible factors affecting the distribu-
tion and the nature of simplification operations in
ATS corpora.

3 Corpora and annotation scheme

Corpora. The corpora used in the analysis are the
Italian corpus PaCCSS-IT and the English Paral-
lel Wikipedia Corpus (ParWik). PaCCSS-IT is a
parallel corpus composed of about 63,000 paired
sentences, obtained crawling the web. The cor-
pus is the result of a three-step approach strongly
shaped by the level of simplification under investi-
gation, i.e. syntactic simplification, consisting in:
i) an unsupervised step in which a great amount
of sentences with overlapping lexicon and differ-
ent syntactic structure was clustered according to
a similarity metric and automatically aligned *; ii)
a supervised step aimed to train a classifier to pre-
dict the sentence alignment and iii) a readability
assessment step aimed at assigning a readability
score to the sentences in each pair. ParWik in-
stead was obtained aligning two already existing
text collections: the English Wikipedia and the
Simple English Wikipedia. The authors aligned
paragraphs whose TF*IDF cosine similarity was
over a threshold of 0.5. The final corpus consists
of 167,000 aligned sentence pairs.

To summarize, the two corpora differ in the fol-

“To be part of a cluster a sentence had to share all lemmas
with PoS ‘noun’, ‘verb’, ‘numeral’, ‘personal pronoun’ and
‘negative adverb’.



lowing aspects: i) language; ii) corpus collection
approach iii) domain of texts; iv) level of simplifi-
cation under investigation.

PaCCSS-IT ParWik
1) Italian English
ii) | Web crawling Wiki-based alignment
iii) | Web corpus Encyclopedic
iv) | Mainly syntax Lexicon+Syntax

Table 1: Corpora design criteria.

Annotation of simplification operations. The
comparison was conducted on 1,000 sentence
pairs randomly extracted from the two corpora. To
make possible the comparison, the sentences were
annotated with the scheme in Table 2, previously
conceived to annotate PaCCSS-IT.

Simplification operations
Deletion

Insertion

Verbal Features

Lexical Substitution
Reordering

Sentence Type

Residual

Table 2: Annotated simplification operations.

The manual annotation was carried out by one
of the authors using the web-based annotation tool
Brat®. As reported in the next section, the results
of the manual annotation process provide an an-
swer to the first question. The adopted schema
originally designed to identify simplification oper-
ations within different typologies of parallel cor-
pora in another language is able to cover almost
all transformations in ParWik. The main limit is
that the scheme does not take into account one of
the more typical simplification operations, that is
splitting long and complex sentences into one or
more shorter ones (Narayan et al., 2017). This
is because it was conceived to make explicit the
transformations occurring in the PaCCSS-IT cor-
pus, which only includes 1:1 pairs, i.e. for each
‘complex’ sentence only one ‘simple’ version ex-
ists. To annotate this operation in ParWik, we used
the tag residual.

4 Corpora analysis

4.1 Distribution of simplification operations

Figure 1 reports the average distribution of sim-
plification operations in the two corpora. As we

>https://brat.nlplab.org/
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can see, the first three most frequent operations in
PaCCSS-IT are: ‘deletion’, ‘verbal features’ and
‘insertion’ and in ParWik ‘deletion’, ‘lexical sub-
stitution’ and ‘insertion’. Excluding deletion, the
differences resulted to be statistically significant
for all operations, according to the Chi-squared
test (p value <0.05).

At first glance, these results seem to suggest that
language-specific factors affect the process of sim-
plification. However, it is interesting to note that a
qualitative analysis of these findings partially rules
out this hypothesis, suggesting instead to interpret
the differences also in view of the other criteria
reported in Table 1. Specifically, the impact of
language is limited to the different distribution of
the ‘verbal feature’ operation. In PaCCSS-IT, it
represents 29% of the total number of annotated
operations while it is much less frequent in Par-
Wik (<5 %). In particular, the distribution of this
operation in the Italian corpus is mainly due the
higher number of verbs at the conditional mood,
which are transformed into indicative in the sim-
plified sentence. As expected, verbs in ParWik
are mostly at the indicative in both versions of the
sentence. However, this different distribution has
to be read also in view of another factor, i.e. the
domain of texts in the corpora. Since it has been
crawled from the web, PaCCSS-IT contains het-
erogeneous domains and many complex sentences
belong to a ‘written to be spoken’ style, which im-
plies the use of polite forms, expressed in Italian
with the conditional mood. As a consequence of
the different domain of texts contained in the two
corpora, we can also observe a gap concerning the
frequency of ‘insertion’. Specifically, the encyclo-
pedic nature of texts in ParWik may require the
insertion of glosses and explanations to improve
the understanding of complex terms. The lower
frequency of lexical substitution operations in the
Italian corpus (8.9% vs 23.9%) is easily explained
if one considers the main purpose for which the
corpus was designed, i.e. the investigation of syn-
tactic simplification. On the contrary, editors of
Simple Wikipedia are explicitly recommended “to
write using Basic English words”®

4.2 Linguistic analysis

The diversity between the two corpora affects also
the nature of the linguistic phenomena subjected

Shttps://simple.wikipedia.org/wiki/Wikipedia:How _to_
write_Simple_English_pages
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Figure 1: Distribution of simplification operations.

to simplification. This means that the type of lin-
guistic elements which are, for example, deleted,
inserted or substituted might be different. Again
this variance is poorly attributable to the propri-
eties of the languages at play. In the following, we
will try to outline a categorization of the linguis-
tic elements subjected to modifications in the two
corpora, providing an example for each case.

Deletion. This operation involves the deletion
of single words or clauses. In particular, we ob-
serve a similar trend in the two corpora with the
deletion of functional words, modal adverbs and
adjectives alone or entire clauses containing these
parts of speech.

e C: The main bar at King’s is far older and is the site of
more informal meeting between students. [ParWik]

e S: The main bar at King’s is far older. [ParWik]

e C: Probabilmente sospetto che non sarebbe co-
munque una buona idea. (Probably, I suspect that it
would not be however a good idea.) [PaCCSS-IT]

e S: Non fu una buona idea. (It was not a good idea.)
[PaCCSS-IT]

Insertion. In both corpora auxiliaries and full
verbs are inserted. Moreover in ParWik also nouns
and pronouns are inserted as subjects of the new
sentence, typically as a consequence of a split.
As said, this does not occur in PaCCSS-IT, where
however, implicit-explicit clause transformation
implies the insertion of explicit elements, such as
articles and verbs.

e C: Spese del presente grado di giudizio compensate tra
le parti costituite. (Expense of the present level of jus-
tice compensated among the parts) [PaCCSS-IT]

e S: Le spese del presente grado di giudizio possono
essere compensate tra le parti. (The expense of the
present level of justice can be compensated among the
parts). [PaCCSS-IT]

As said before, ParWik editors tend to insert ex-
planations of complex terms and concepts. The
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contribute to simplicity of this type of insertion is
quite clear in:

e C: According to the Armenian tradition, Saint Jude suf-
fered martyrdom about 65 AD in Beirut, in the Roman
province of Syria, together with the apostle Simon the
Zealot, with whom he is usually connected.

S: St. Jude was martyred, killed for his beliefs, with
another apostle, Simon the Zealot in Beirut, Lebanon,
around AD 65.

Instead, it is debatable in:

e C: Velvet Revolver is an American hard rock super-
group consisting of former Guns N’ Roses members
Slash, Duff McKagan, and Matt Sorum, alongside
Dave Kushner formerly of punk band Wasted Youth.

S: Velvet Revolver, VR, is a Grammy Award-winning
rock supergroup. The members of the band are Slash
guitarist, Duff McKagan bassist, backing vocals,
Matt Sorum drums of Guns N’ Roses, Scott Weiland
lead vocals of Stone Temple Pilots and Dave Kushner
guitarist of Wasted Youth.

Lexical substitution the more striking differ-
ence between the two corpora concerns this oper-
ation, not only in terms of frequency but also in
respect of the type of substitution. In PaCCSS-
IT, the operation affects only the substitution of
words whose PoS was not considered in the clus-
tering step, e.g. adjectives, adverbs and articles,
etc. Moreover the substitution does not always
contribute to the simplification of the sentence:
this means that in some cases the complex term
may be not replaced with a simpler synonym. In
ParWik instead the operation affects phrase and
sentence level, yielding to real paraphrases.

e C: Il concorrente € preventivamente stato avvertito per
assistere all’operazione (The concurrent had been in-
formed in advance to assist to the operation [PaCCSS-
IT]

S: 11 concorrente & stato avvertito preventivamente,
affinché possa assistere all’operazione. (The concur-
rent had been informed in advance in order to assist to
the operation) [PaCCSS-IT]

C: Sporting venues in the city include the Millen-
nium Stadium the national stadium for the Wales na-
tional rugby union team and the Wales national foot-
ball team, SWALEC Stadium the home of Glamorgan
County Cricket Club, Cardiff City Stadium the home
of Cardiff City football team and Cardiff Blues rugby
union team, Cardiff International Sports Stadium the
home of Cardiff Amateur Athletic Club and Cardiff
Arms Park the home of Cardiff Rugby Club. [ParWik]

S: Cardiff has one of the largest stadiums in the United
Kingdom, the Millennium Stadium, where important
world sports matches and concerts happen. Other
big stadiums in the city are the Cardiff City Stadium,
where the main football and rugby teams play, and the
SWALEC Stadium where cricket is played. [ParWik]



Verbal features As said before, the Italian
‘conditional—indicative’ transformation does not
occur in the English corpus, where instead the tag
‘verbal features’ was assigned to mark voice mod-
ification and ‘indefinite—finite’ mood transforma-
tions.

e C: Salve, avrei bisogno di una informazione piuttosto
urgente. (Good morning, I would need a rather urgent
information.) [PaCCSS-IT]

S: Ho bisogno di una informazione urgente. (I need a
urgent information.) [PaCCSS-IT]

C: It is most often black but can come in a variety of
colors including clear, allowing the top of the deck to
be decorated. [ParWik]

S: However, it can come in many different colors like
clear. Clear allows the top of the deck to be decorated.
[ParWik]

Reordering In general, in PACCSS-IT, reorder-
ing implies the resetting of the canonical word or-
der, while in ParWik there is a tendency to trans-
form noun pre-modifiers in appositive phrases. As
regards the position of subordinate clauses, neither
of the two corpora assign to them a fixed position,
i.e. before or after the main clause, although in
ParWik embeddings are often extracted to form a
new sentence.

C: Un’unica cosa vorrei aggiungere. (Only a thing I
would like to add.) [PaCCSS-IT]

S: Volevo aggiungere solo una cosa. (I wanted to add
only a thing.) [PaCCSS-IT]

C: The United States presidential election of 1992 had
three major candidates: Incumbent Republican Presi-
dent George H. W. Bush; Democratic Arkansas Gov-
ernor Bill Clinton, and independent Texas business-
man Ross Perot. [ParWik]

S: The United States presidential election of 1992 was
on November 3, 1992 in the United States. The three
main people running were: George H. W. Bush, a Re-
publican from Texas and the President; Bill Clinton,
who was a Democrat and Governor of Arkansas; and
Ross Perot an Independent candidate. [ParWik]

Sentence type. Three main phenomena fall
under this tag: i) passive-active modification,
ii) implicit-explicit clause modification and iii)
verbalization-nominalization modification. While
the first two modifications occur in both corpora,
the third was found only in ParWik. Again,
this difference is partly affected by language-
dependent factors but it also depends on specific
corpus-dependent constraints.

170

C: 1l presidente, ricordato che nella seduta di ieri si &
svolta la relazione, dichiara aperta la discussione gen-
erale. (The president, reminded that the reporting was
held in the yesterday part-session, declares open the
general discussion.) [PaCCSS-IT]

S: 1l presidente ricorda che nella seduta di ieri ¢ stata
svolta la relazione introduttiva e dichiara quindi aperta
la discussione generale. (The president reminds that
in the yesterday part-session was held the introductory
reporting and declares open the general discussion.)
[PaCCSS-IT]

C: Findings of coins indicate that the Romans were in
Buxton throughout their occupation. [ParWik]

S: Roman coins have been found in Buxton. [ParWik]

5 Conclusions and future works

The paper proposed a cross-linguistic compari-
son between two monolingual parallel corpora
for ATS. The comparison tried to answer three
main questions. As regards question 1, the an-
notation stage proved the possibility to use, ex-
cept few modifications, a language-specific an-
notation scheme for another language. More
than language-specific factors, an in-depth analy-
sis of the annotated pairs of sentences highlighted
that the observed differences are due to linguistic
phenomena characterizing different textual gen-
res. This is the case for example of modifica-
tions due to the insertion of glosses, which is
driven by the encyclopedic nature of Wikipedia
pages rather than to the specific language. Sim-
ilarly, textual genre has an impact on the lin-
guistic level involved in the lexical substitution.
The higher occurrence of substitutions at phrase
level, rather than at word-level, reflects the attempt
of Wikipedia editors to make scientific contents
clearer and simpler for a wide target population.
Corpus-design differences, especially those occur-
ring between manually and automatically derived
corpora, may affect the distribution of the simplifi-
cation operations also within the same genre. This
is one of the possible directions that we want to
explore in the near future.
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Abstract

Taking as a case study the Hate Speech
Detection task at EVALITA 2018, the pa-
per discusses the distribution and typol-
ogy of the errors made by the five best-
scoring systems. The focus is on the sub-
task where Twitter data was used both for
training and testing (HaSpeeDe-TW). In
order to highlight the complexity of hate
speech and the reasons beyond the failures
in its automatic detection, the annotation
provided for the task is enriched with or-
thogonal categories annotated in the orig-
inal reference corpus, such as aggressive-
ness, offensiveness, irony and the presence
of stereotypes.

1 Introduction

The field of Natural Language Processing wit-
nesses an ever-growing number of automated sys-
tems trained on annotated data and built to solve,
with remarkable results, the most diverse tasks.
As performances increase, resources, settings and
features that contributed to the improvement are
(understandably) emphasized, but sometimes little
or no room is given to an analysis of the factors
that caused the system to misclassify some items.
This paper wants to draw attention to the impor-
tance of a thorough error analysis on the perfor-
mance of supervised systems, as a means to pro-
duce advancement in the field. Errors made by a
system may entail not only the poorness of the sys-
tem itself but also the sparseness of the data used
in training, the failure of the annotation scheme in
describing the observed phenomena or a cue of the
data inherent ambiguity. The presence of the same
errors in the results of several systems involved in
Copyright (© 2019 for this paper by its authors. Use

permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).
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a shared task may result in also more interesting
hints about the directions to be followed in the im-
provement of both data and systems.

As a case study to carry out error analysis, data
from a shared task have been used in this paper.
Shared tasks offer clean, high-quality annotated
datasets on which different systems are trained and
tested. Although often researchers omit to reflect
on what caused to system to collect some failures
(Nissim et al., 2017), they are an ideal ground
for sharing negative results and encourage reflec-
tions on “what did not work™, an excellent oppor-
tunity to carry out a comparative error analysis and
search for patterns that may, in turn, suggest im-
provements in both the dataset and the systems.

Here we analyze the case of the Hate Speech
Detection (HaSpeeDe) task (Bosco et al., 2018)
presented at EVALITA 2018, the Evaluation Cam-
paign for NLP and Speech Tools for Italian
(Caselli et al., 2018). HS detection is a really com-
plex task, starting from the definition of the notion
on which it is centered. Considering the growing
attention it is gaining, see e.g. the variety of re-
sources and tasks for HS developed in the last few
years, we believe that error analysis could be espe-
cially interesting and useful for this case, as well
as in other tasks where the outcome of systems
meaningfully depends on resources exploited for
training and testing.

The paper outlines the background and motiva-
tions behind this research (Section 2), describes
the sub-task on which the study is based (Section
3), reports on the error analysis process (Section 4)
and discusses its results (Section 5), and presents
some conclusive remarks (Section 6).

2 Background and Motivations

There are several issues connected to the identifi-
cation of HS: its juridical definition, the subjectiv-
ity of its perception, the need to remove potentially
illegal content from the web without unjustly re-



moving legal content, and a list of linguistic phe-
nomena that partly overlap to HS but need to be
kept apart.

Many works have recently contributed to the
field by releasing novel annotated resources or
presenting automated classifiers. Two reviews on
HS detection were recently published by Schmidt
and Wiegand (2017) and Fortuna and Nunes
(2018). Since 2016, shared tasks on the detection
of HS or related phenomena (such as abusive lan-
guage or misogyny) have been organized, effec-
tively enhancing advancements in resource build-
ing and system development. These include Hat-
Eval at SemEval 2019 (Basile et al., 2019), AMI
at IberEval 2018 (Fersini et al., 2018), HaSpeeDe
at EVALITA 2018 (Bosco et al., 2018) and more.
Nevertheless, the growing interest in HS detection
suggests that the task is far from being solved: to
improve quality and interoperability of resources,
to design suitable annotation schemes and to re-
duce biases in the annotation is still as needed as
it is to work on system engineering. Establishing
standards and good practices in error analysis can
enhance these processes and push towards the de-
velopment of effective classifiers for HS.

While academic literature is rich with works on
human annotation and evaluation metrics, it is not
as easy to find works dedicated to error analysis
of automated classification systems. This is rather
more often found as a section of papers describ-
ing a system (see, e.g., (Mohammad et al., 2018)).
This section, however, is not always present. To
examine the errors made by a system, classify
them and search for linguistic patterns appear to
be a somewhat undervalued job, especially when
the system had an overall good performance.Yet, it
is crucial to understand why a system proved to be
a weak solution to certain instances of a problem,
even while being excellent for other instances.

In the context of COLING 2018, error analysis
emerged as one of the most relevant features to
be addressed in NLP research!. This attention to
error analysis encouraged authors to submit papers
with a dedicated section, with Yang et al. (2018)
winning the award for the best error analysis, and
is a step towards establishing good practices in the
NLP community.

In the wake of this awareness, we apply lin-
guistic insights to one of the annotated corpora

"https://coling2018.0org/
error-analysis-in-research-and-writing/.
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used within the HaSpeeDe shared task, namely
the HaSpeeDe-TW sub-task dataset (described in
Section 3). Characteristics of this dataset make
it ideal for our purpose: each tweet is connected
to a target and is annotated not only for the pres-
ence of HS but for four other parameters. If
a comparative analysis of two corpora present-
ing different textual genres (HaSpeeDe-TW and
HaSpeeDe-FB) might have offered interesting per-
spectives, the lack of such characteristic in the FB
dataset prevents a thorough comparison. Further-
more, among the in-domain HaSpeeDe sub-tasks,
HaSpeeDe-TW is the one where systems achieved
the lower Fi-scores, providing thus more material
for our analysis.

3 HaSpeeDe-TW at EVALITA 2018: A
Brief Overview

While a description of the HaSpeeDe task as
a whole has been provided in the organizers’
overview (Bosco et al., 2018), here we focus on
HaSpeeDe-TW, one of the three sub-tasks into
which the competition was structured?. The sub-
task consisted in a binary classification of hateful
vs non-hateful tweets. Training set and test set
contain 3,000 and 1,000 tweets respectively, la-
beled with / or O for the presence of HS, and with
a distribution, in both sets, of around 1/3 hateful
against 2/3 non-hateful tweets. Data are drawn
from an already existing HS corpus (Poletto et al.,
2017), whose original annotation scheme was sim-
plified for the purposes of the task (see Section 4).

Nine teams participated in the task, submitting
fifteen runs. The five best scores, submitted by
the teams ItaliaNLP (whose runs ranked 1st and
2nd) (Cimino and De Mattei, 2018), RuG (Bai et
al., 2018), InriaFBK (Corazza et al., 2018) and sb-
MMP (von Griinigen et al., 2018), ranged from
0.7993 to 0.7809 in terms of macro-averaged F1-
score®. They applied both classical machine learn-
ing approaches, Linear Support Vector Machine in
particular (ItaliaNLP, RuG) and more recent deep
learning algorithms, such as Convolutional Neu-
ral Networks (sbMMP) or Bi-LSTMs (ItaliaNLP,
who adopted a multi-task learning approach ex-

>The other two being HaSpeeDe-FB, where Facebook
data were used both for training and testing the systems, and
Cross-HaSpeeDe, further subdivided into Cross-HaSpeeDe-
FB and Cross-HaSpeeDe-TW, where systems were trained
using Facebook data and tested against Twitter data in the
former, and the opposite in the latter.

3All official ranks are available here: https://goo.
gl/xPyPRW.



ploiting the SENTIPOLC 2016 (Barbieri et al.,
2016) dataset as well). Learning architectures re-
sorted to both surface features such as word and
character n-grams (RuG) and linguistic informa-
tion such as Part of Speech (ItaliaNLP).

In the next section, we provide a description of
the errors collected from these best five runs as
put in relation with the specific factors we chose
to analyze in this study, encompassing and merg-
ing qualitative and quantitative observations. Our
analysis is strictly based on the results provided
by those systems. An analysis focused on the fea-
tures of the systems that determined the errors is
unfortunately beyond the scope of this work, as
in HaSpeeDe participants were only requested to
provide the results after training their systems.

4 Error Analysis

Error analysis can be used in between runs to im-
prove results or test different feature settings. With
the aim of weaving a broader reflection on the es-
pecially hard linguistic patterns within a HS de-
tection task, here it is performed a posteriori and
on the aggregated results of five systems on the
HaSpeeDe-TW test set (1,000 tweets). We fo-
cus on the answers given by the majority of the
five best systems because we believe they provide
a faithful representation of the errors without the
noise due to the presence of the worst runs.

The test set was composed of 32.4% of hateful
tweets and 67.6% non-hateful tweets. As the first
step of our analysis, we compared the gold label
assigned to each tweet in the test set with the one
attributed by the majority of the five runs consid-
ered for the task. An error was considered to occur
when the label assigned by the majority of the sys-
tems was different from the gold label. If we ex-
tend our analysis to all the fifteen submitted runs,
156 out of 1,000 tweets have been misclassified
by the majority of them. However, this number in-
creases to 172 if only the five best runs are taken
into account.

Regardless of the correct label, agreement
among the five best runs is higher than that
among all runs and among any other set of runs:
those systems which have best modeled the phe-
nomenon on the data provided appear to have
made similar mistakes. This supports our hypoth-
esis that errors mostly depend on data-dependent
features rather than on systems, which are all dif-
ferent in approach and feature setting.
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Even though only the annotation concerning the
presence of HS was distributed to the teams, the
corpus from which the training and test set of
HaSpeeDe-TW were extracted was provided with
additional labels (Poletto et al., 2017; Sanguinetti
et al.,, 2018). These labels (see Table 1) were
meant to mark the user’s intention to be aggres-
sive (aggressiveness), the potentially hurtful effect
of a tweet (offensiveness), the use of ironic devices
to possibly mitigate a hateful message (irony), and
whether the tweet contains any implicit or explicit
reference to negative beliefs about the targeted
group (stereotype).

label values
aggressiveness | no, weak, strong
offensiveness | no, weak, strong
irony yes, no
stereotype yes, no

Table 1: The original annotation scheme of the HS
corpus that was (partially) used in HaSpeeDe-TW.

These labels were conceived with the aim of
identifying some particular aspects that may in-
tersect HS but occur independently. As a mat-
ter of fact, hateful contents towards a given target
might be expressed using aggressive tones or of-
fensive/stereotypical slurs, but also in much sub-
tler forms. At the same time, aggressive or offen-
sive content, though addressed to a potential HS
target, does not necessarily imply the presence of
HS. Our assumption while carrying out this study
was that such close, but at times misleading, rela-
tion between HS on one side and these phenomena
on the other could be considered a source of error
for the automatic systems.

In addition, other aspects of both linguistic and
extra-linguistic nature were taken into account, so
as to complement the analysis. We thus consid-
ered the tweets fargets, i.e. Roma, immigrants and
Muslims (also an information available from the
original HS corpus). Finally, we selected three
features that are typical of computer-mediated
communication and social platforms such as Twit-
ter, in particular, the presence of links, multi-word
hashtags, and the use of capitalized words.

As for the method adopted, the percentage of
errors for the gold positives and the gold negatives
in the whole test set was calculated. First, the rates
were calculated considering the two labels - hate-
ful and non-hateful - separately, in order to bal-



ance their different distribution in the test set; then
the results were halved to represent the whole cor-
pus in percentage and to maintain the proportion
between the results of the tags. All the percent-
ages correlating two different tags were calculated
this way, so that the results could be easily com-
pared. The percentages of mistakes for each la-
bel of the categories were determined and com-
pared to the general result to understand whether
they influenced it positively or negatively. Table
2 summarizes the results for each label showing
the distribution of the false negatives (FN), false
positives (FP), true positives (TP) and true nega-
tives (TN). The error percentages higher than the
general result are in bold font.

5 Results and Discussion

In order to find some answers to our research ques-
tions and evidence of the influence of the anno-
tated features on the systems’ results, we provide
in this section an analysis driven by the categories
we described in the previous section.

Aggressiveness and Offensiveness. The differ-
ent degrees of aggressiveness did not affect the
systems recall, but we measured more FPs when
weak or strong aggressiveness is involved (more
than thrice as many as in the overall results when
strong aggressiveness is present).

Offensiveness seems to hold a similar but heavier
influence on performance, causing better recall but
worse precision: FPs are more than doubled when
strong offensiveness is present.

The presence of offensiveness is often associ-
ated to slurs or vulgar terms: these are not a con-
sistent presence in the dataset (the most vulgar
tweets are probably quickly removed by the plat-
form), and mostly appear in tweets classified as
HS. However, about half of the non-hateful tweets
containing offensive words were wrongly classi-
fied as hateful, proving that offensiveness can be
misleading for systems. In these cases, a lexicon-
based approach can fail, while attention to the con-
text could be crucial: in the most common in-
stances of false positives, in fact, offensive words
did not refer to the targets.

HS Targets. Analyzing the three targets of HS
allowed us understanding how the systems reacted
to different ways of expressing hate.

Most of the errors were caused by the target
Roma: few hateful tweets were recognized, and
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FNs are more than 30%. Results for the target Im-
migrants are similar to the overall performance,
only with a slightly higher number of FPs. The
target Muslims caused a low number of FNs but
almost twice as many FPs as in the general perfor-
mance.

The systems seem to struggle to recognize hate-
ful content against Roma: this may be caused by
an imbalance in the test set (only 6.3% of tweets
with the target Roma are labelled as HS, while the
targets Immigrants and Muslims have 12.6% and
13.4% of hateful tweets respectively) or by biases
in the annotation.

The poor results achieved in classifying mes-
sages with target Roma can also be explained by
the subtler ways of expressing HS when this tar-
get is involved, more heavily based on stereotypes
than it happens with the other targets. The hate
against the other two targets, in particular Mus-
lims, was instead very explicit. See the following
examples extracted from the test set.

2235.  Roma, colpisce una pecora
con il pallone: bambino rom accecato
da un pastore https://t.co/KsSAS3fUx9
@ilmessaggeroit HA DIFESO I SUOI
AVERI!* [FN, strong aggressiveness,
target: Roma]

4749. @Corriere Uccidere gli islamici,
prima di tutto.® [TP, strong aggressive-
ness, target: religion]

Other features. Some other features were con-
sidered in our analysis. The presence of stereo-
type was more frequent in hateful tweets, which
caused a slight increase in FPs; conversely, cases
of HS without stereotype posed no issues to the
systems. Moreover, as expected, the presence of
irony slightly increased the errors rate both in hate-
ful and non-hateful tweets.

The presence of Twitter’s linguistic devices
also negatively influenced the results, probably
because of the difficulty encountered by sys-
tems when some semantic content assumes non-
standard forms, e.g. links, multi-word hashtags
and capitalized words.

URLs frequently occur in the data, but mostly
in non-hateful tweets (although this may be a pe-
culiarity of this dataset). Systems appear to have

“’Rome, Roma child hits a sheep with a ball: blinded by a
shepherd https://t.co/KsSAS3fUx9 @ilmessaggeroit HE DE-

FENDED HIS PROPERTY!”
>»@Corriere Kill the Muslims, first of all.”



FN FP TN || Gold HS | Gold Not-HS

general 15% 6% 35% | 44% 32.3% 67.7%

no aggressiveness 15% | 4% | 35% | 46% 13.5% 56.8%
weak aggressiveness | 15% | 10% | 35% | 40% 11.2% 10.1%
strong aggressiveness | 15% | 19% | 35% | 31% 7.6% 0.8%
no offensiveness 20% 5% 30% | 45% 10.9% 60%
weak offensiveness | 13% | 11% | 37% | 39% 14.6% 4.9%
strong offensiveness 12% | 16% | 38% | 34% 6.8% 2.8%
no irony 15% | 5% | 35% | 45% 27.8% 59%

yes irony 18% | 9% | 32% | 41% 4.5% 8.7%

no stereotype 15% | 5% | 35% | 45% 11.6% 49.7%
yes stereotype 15% | 8% | 35% | 42% 20.7% 18%

Immigrants 15% 9% 35% | 41% 12.6% 22.4%

Muslims 8% | 11% | 42% | 39% 13.4% 12.2%

Roma 31% | 1% | 19% | 49% 6.3% 33.1%

no link 11% | 13% | 37% | 39% 25.4% 24.4%

yes link 29% | 1% | 21% | 49% 7% 43.2%

multi hashtags 23% | 8% | 27% | 42% 3% 1.9%

no capitalized words 15% 5% 35% | 45% 29.1% 64.1%
yes capitalized words | 14% | 9% | 36% | 41% 3.3% 3.5%

Table 2: Percentage of correct (TPs and TNs) and erroneous (FPs and FNs) results in relation to the
features considered in the analysis, along with the actual distribution of these features in the test set.

troubles recognizing hateful tweets that contain
URLs (errors increased by 14%). Conversely, the
absence of URLs caused an increase in FPs. This
feature is unlikely to be directly connected to hate-
ful language: we rather believe that it could some-
how affect predictions regardless of the actual con-
tent.

Also multi-word hashtags influenced results, es-
pecially for hateful content: their presence in-
creased FNs by 8%. The reason for this kind of
error might lie in the fact that our dataset contains
some cases where the crucial element in a hateful
tweet is precisely the hashtag, as in the example
below:

2149. Quando vedremo lo stessa tema
portato in piazza con la stessa forza e
determinazione? Mai credo. #stopislam
¢ https://t.co/dDYLZBIBIJ [multi-word
hashtag, FN]

The text in this tweet is not hateful, but an
element of hatred is conveyed by the hashtag
“#stopislam”.

The ability to separate the multi-word hashtags
into the words composing them would improve the

*When will we see people fighting for the same issue
with the same strength and determination? Never, I believe.”

performances of the systems. The tweets with a
multi-word hashtag clarifying the text would have
a better chance of being correctly identified.

Finally, some -capitalized words have been
found in the data set, mostly in hateful tweets,
which again caused an increase in FPs. Despite
their small number, we noticed that, in non-hateful
tweets, a higher percentage of capitalized words
are named entities (nouns of places, people, news-
papers, etc.), while in hateful tweets capitalized
words are more often used to intensify opinions
or feelings.

Among all the features taken into account, of-
fensiveness seems to have affected the perfor-
mance in various ways: its absence led systems to
classify as non-hateful tweets that are indeed hate-
ful, while its presence caused the inverse error. A
possible explanation for this is that, as shown in
Sanguinetti et al. (2018), offensiveness does not
correlate with HS even though it can be one of its
features. The systems might have taken offensive
terms as indicators for HS, as also humans tend to
do (see for example Bohra et al. (2018)), but this is
a false assumption that systems should be trained
to avoid. Aggressiveness also caused a certain de-
gree of errors, but only affecting precision.
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6 Lessons Learned and Conclusion

This paper presents a detailed error analysis of
the results obtained within the context of a shared
task for HS detection. In our study, we took into
account two types of data: content information,
provided by gold standard labels assigned to each
tweet; and metadata information, namely the pres-
ence of URLs, hashtags and capitalized words.
Results prove the importance of considering other
categories related to that on which the task was
centered.

The analysis of performances in relation to
URLS poses a controversial result. There are two
reasons why tweets collected via Twitter’s API
may contain a URL: the tweet may have been cut
off and a URL automatically generated as a link
to the complete tweet, or the URL may be part of
the original tweet and lead to an external page. In
both cases, unless the URL is followed, the tweet
is likely to be harder to understand compared to a
tweet that contains no URL. This may cause lower
agreement among human judges, and it is a very
complicated issue for automated systems to deal
with, especially when the meaning of the tweet
is unintelligible without first opening the URL.
Tweets containing URLs are, for the time being,
less reliable as training data and pose a tougher
challenge for Sentiment Analysis tasks at large;
we encourage an effort towards solving this issue.

As for capitalized words, future work may in-
clude investigating how they affect human anno-
tation, as some judges may show a bias towards
associating capitalized words to HS or other cat-
egories. Furthermore, improvements may come
from considering the PoS tags of such words, or
the number of consecutive capitalized words.

Multi-word hashtags as well need to be treated
with care, as they may affect and even overturn
the meaning of the whole tweet. Yet, it happens
that a hashtag might require syntactic, semantic
and world-knowledge processing in order to be
fully understood: for example, by comparing the
phrase “stop Islam” with, e.g., ”stop harassment”,
we can see that the word “stop” is not necessarily
negative, and it becomes so only because it is fol-
lowed by the name of a religion whose members
are, nowadays and in Western society, particularly
subject to discrimination.

Overall, our analysis suggests that systems fail-
ures are motivated by the difficulty in dealing with
cases where HS is less directly expressed and pave
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the way for future work on, e.g., the development
of tools that perform a more careful analysis of the
text.
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Abstract

English. This paper describes a prelim-
inary expansion and assessment of the
Latin WordNet for the purposes of the
LiLa: Linking Latin project. The objec-
tive of this study is to better understand the
implications of expanding and evaluating
the sense coverage of the Latin WordNet,
with a view to identifying the most effec-
tive method for its refinement and inclu-
sion in the LiLa Knowledge Base of Latin
resources. Our test empirically demon-
strates the inadequacy for Latin of a com-
mon semi-automated approach of expan-
sion and informs potential lines of im-
provement for the resource.!

1 Introduction

WordNets are among the most used lexico-
semantic resources in Natural Language Process-
ing (NLP). Indeed, their value is such as to warrant
the annual Global WordNet Conference, which is
now in its tenth edition.? In the words of Fellbaum
(1998, p. 52):

WordNet [...] is perhaps the most
widely used electronic dictionary of En-
glish and serves as the lexicon for a var-
ity [sic] of different NLP applications
including Information Retrieval (IR),
Word Sense Disambiguation (WSD),
and Machine Translation (MT).

Since the release of the Princeton WordNet
(hereafter PWN) in the mid 1980s (Miller et al.,
1990), interest in providing WordNets for modern

Copyright 2019 for this paper by its authors. Use per-

mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
http://globalwordnet.org/
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languages has far exceeded that for historical lan-
guages. With the exception of the Historical The-
saurus of English, whose purpose is not dissimilar
to that of a WordNet but whose distinct structure
sets it apart from this type of resource,? the only
two historical language WordNets in existence to-
day are the Latin (Minozzi, 2017) and the Ancient
Greek WordNets (Bizzoni et al., 2014): both have
limited lexical coverage and the Latin WordNet
(hereafter LWN) is particularly noisy (see Sec-
tion 3). Their incompleteness poses significant
challenges to a number of computational analy-
ses, thus restricting the scope for lexico-semantic
research.*

The study described here falls within the scope
of the LiLa: Linking Latin project (Passarotti et
al., 2019).5 In its wider effort to connect linguistic
resources and NLP tools for Latin in a Linked Data
Knowledge Base, Lil.a is conducting a first assess-
ment of the LWN. Besides being structurally com-
patible with LiLa, a refined LWN is essential to the
Knowledge Base as a connector between Latin and
resources in other languages, thus meeting a grow-
ing need in the field of Linguistic Linked Open
Data (Chiarcos et al., 2013).

This paper describes a preliminary assessment
of the LWN with a view to better understand-
ing how to approach its expansion and evaluation:
Sections 2 and 3 briefly outline existing research
in WordNet evaluation and the structure of the
LWN, respectively; Section 4 details our evalua-
tion method; Section 5 discusses our preliminary
results; finally, Section 6 summarises our contribu-
tion and focusses on directions for future research.

2 Related Work

Evaluation. To evaluate a WordNet is to evaluate
its coverage of a specific linguistic domain or of

*https://ht.ac.uk/
“Most recently Franzini et al. (2018).
Shttps://lila-erc.eu (2018-2023).



an entire language (period), be that qualitative (ac-
curacy) or quantitative (inclusivity). Among oth-
ers, Bodenreider et al. (2003) conducted a quanti-
tative evaluation of the bio-genetic domain in the
PWN by mapping a list of relevant terms against
manually-established semantic classes of nominal
synsets, and proved PWN’s coverage to be satis-
factory. A study by Hajic et al. (2004) sought to
manually evaluate and improve the Czech Word-
Net using the lexico-semantic annotation of the
Prague Dependency Treebank. In spite of achiev-
ing poor inter-annotator agreement, their outcome
can inform future improvements of the resource.

The first automated, qualitative evaluation of a
WordNet was performed by Nadig et al. (2008)
on the PWN. Using dictionary definitions, the au-
thors applied different extraction and matching al-
gorithms to automatically validate 38,840 nominal
synsets (corresponding to 103,620 lemmas) and
56,203 hypernym-hyponym noun pairs, reaching
accuracy rates of 70% and 70.88%, respectively.
These high rates are hardly surprising, given that
the PWN is a handmade resource; nevertheless,
they give us an indication as to what might be
expected from a similar evaluation performed on
automatically-generated WordNets.

Extension. Researchers looking to extend
WordNets in languages other than English typi-
cally do so by semi-automatically comparing lem-
mas and synsets in their target language against
the contents of the PWN with the help of bilin-
gual dictionaries and linguistic resources. This
is the case of the Arabic WordNet (AWN), ex-
tended through semi-automated comparison with
a lexicon of modern standard Arabic and the
PWN (Abouenour et al., 2013). As far as Latin
is concerned, a parallel evaluation effort to the
one described here is being conducted by the Uni-
versity of Exeter.’ In Exeter, the lexical cover-
age of the LWN has been automatically extended
to 70,000 lemmas using Freedict.com as well as
the Lewis and Short (1879) and Whitaker’s Words
Latin dictionaries (hereafter L&S and WW) as
sources, and synsets assigned through a ranking
system of glosses.’

*https://latinwordnet.exeter.ac.uk/

TL&S: https://github.com/PerseusDL/
lexica/tree/master/CTS_XML_TEI/perseus/
pdllex/lat/ls; WW: https://github.com/
mk270/whitakers-words; Freedictcom: https:
//www.freedict.com/onldict/lat.html
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3 The Latin WordNet

The LWN was first created in 2004 following
the Expand Method (Vossen, 2002, p. 52), that
is, by automatically translating portions of the
aligned Italian and English (PWN) data contained
in MultiWordNet (hereafter MWN; and MWNE)
into Latin with the help of bilingual dictionaries
(Latin to English mostly from Glare (1982) via
WW; Latin to Italian mostly from Pianezzola et
al. (2001)). The LWN comprises 9,378 lemmas
distributed across 8,973 synsets (Minozzi, 2017):
5,621 synsets are nominal (denoted by the initial
n# in the ID), 2,283 verbal (v#), 775 adjectival
(a#) and 294 adverbial (r#). Additionally, it pro-
vides two files of synset relations: one containing
13,771 language-dependent lemma-to-lemma re-
lations, the other 4,588 synset-to-synset relations
common to MWN (see Table 1).

latin_relation.sql (lemma-to-lemma)
type n %
Antonymy 4,538 | 32.95%
Pertainymy/Derivation* | 9,233 | 67.04%
common_relation.sql (synset-to-synset)
type n Y%
Hyper/hyponymy 3,900 | 85.00%
Meronymy, part of 292 6.36%
Entailment (v) 90 1.96%
Attribute (n) 80 1.74%
Value of (a) 80 1.74%
Similar to (a) 54 1.17%
Cause (v) 34 0.74%
Meronymy, substance of 32 0.69%
Meronymy, member of 26 0.56%

Table 1: The distribution of lemma and synset re-
lations across the LWN. *The Pertainymy/Deriva-
tion relation between lemmas is not well defined
in the LWN documentation.

The criteria behind the selection of LWN lem-
mas remain unclear, and there are some notice-
able gaps, both lexical (amo, amare ‘to love’) and
relational (the adjectives inaequabilis ‘unequal’
and aequabilis ‘equal’ are placed in a relation of
derivation only but could also count as antonyms).
Examples of erroneous, modern senses inherited
by the LWN from MWNE are shown in Table 2.
In point of fact, in his most recent publication, the
creator of LWN states that the lexical coverage and
the results of his automatic assignments need fur-
ther evaluation and verification (Minozzi, 2017, p.
130).



definition

in un database, ogni area
in cui vengono registrate
le singole informazioni
che compongono il record
[...]

the federal government of
the United States

titolo e appellativo che si
da alle suore professe o a
quelle che hanno cariche
particolari; sono venuta
a fare atto d’obbedienza
alla madre badessa di
questo convento

send a message or attempt
to reach someone by ra-
dio, phone, etc; make a
signal to in order to trans-
mit a message |[...]

lemma
ager

synset_id
n#W0021124

capitolium  n#06188340

genetrix n#W0021113

vOoCco v#00720710

Table 2: Synsets to be removed from LWN.

4 Evaluation method

For a close understanding of the implications of
evaluating a WordNet, we formulated a first ex-
periment combining a small, automated extension
of the sense coverage of the LWN with a follow-
up manual revision of their corresponding synsets.
The purpose of this experiment was to measure the
reliability and feasibility of these two approaches
in order to identify the most effective compromise
for LiLa.

Data. Firstly, we formatted LWN and all neces-
sary Machine Readable Dictionaries for the task as
relational SQL tables: these included WW, L&S,
MWNEg and MWNT.

Machine-recommended senses. Next, in-
spired by the work of Abouenour et al. (2013),
we formalised a rudimentary algorithm in bash
script to automatically extend the sense coverage
of the LWN by proposing new synsets taken from
the MWNEg. While aware that this method would
introduce some noise, the neither exact nor ap-
proximate amounts could not be quantified a pri-
ori. Figure 1 exemplifies the algorithmic process:
for the LWN adverb velociter ‘swiftly, quickly’,
the algorithm 1) searched for joint lemma and
PoS overlaps between LWN and WW; 2) where
there was a match, it then looked for overlaps be-
tween the single-word WW glosses and MWNEg
lemmas; 3) where these also matched, it checked
the lemma’s corresponding synset(s) in MWNEg
for that PoS against existing LWN synsets to 4) la-
bel machine recommendations as NEW (machine-
suggested and not already present in LWN) or COM
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(for “common”, i.e., machine-suggested but al-
ready present in LWN). Table 3 lists the results of
the recommender system for velociter.

synset_id definition label

r#00051957 in a swift manner; she moved NEW
swiftly

r#00082992  with rapid movements; he works ~ COM
quickly

r#00102338  with little or no delay; [...] COM

r#00285860  without taking pains; [... ] COM

Table 3: Synset assignments for the adverb ve-
lociter to be evaluated by human raters.

The recommender system produced 121,098
lemma-synset entries for the whole LWN: 93,479
synset assignments (77.19%) were classified as
NEW, 25,613 (21.15%) as COM and 2,006 (1.65%)
as OLD (synsets present in the LWN only). Given
the algorithm’s optimisation on recall, we ex-
pected these large numbers to include many false
positives and homography, e.g., the verbs edo,
edere ‘to eat’ (3rd conjugation) and edo, edare ‘to
publish’ (1st conjugation) or volo, velle ‘to want’
(irregular conjugation) and volo, volare ‘to fly’
(1st conjugation).

Lemma selection. Next, for our test evaluation,
we randomly selected 100 LWN-WW matched
lemmas, 25 per PoS, featuring both NEW and COM
synset assignments. This selection resulted in
3,746 lemma-synset entries to be evaluated.®

Manual evaluation. Of the five raters recruited
for the task, four were in possession of intermedi-
ate Latin proficiency and one had expert (includ-
ing spoken) knowledge of the language.® Using a
custom web annotation environment designed to
facilitate the task and with Latin dictionaries at
hand (Campanini and Carboni, 1993; Castiglioni
and Mariotti, 1966 1979 1996 2007; Bianchi et al.,
1972), raters were instructed to approve or reject
synset assignments.

Unsurprisingly, our synset recommender gener-
ated irrelevant assignments, as shown in Table 4.

The evaluation was performed over a period
of approximately two months and informed the
formulation of guidelines to enforce consistency.
Among other directives, the guidelines demanded
that raters accept an assignment even if specific

80f the 100 selected lemmas, 36 had multiple homo-
graphic entries with the same PoS.

Those with intermediate Latin knowledge were pursu-
ing a Master’s degree in Theoretical and Applied Linguistics,
while the expert rater completed a Master’s in Modern Philol-
ogy (“Lettere” and Semantics).



LWN ww
e e -
: lemma
U velociter y/rapidly, with speed of movement; quickly, in a short time
|
| velociter
|
| velociter
Lo | MWN
i i
rg \ | I gloss
+NEW+ | velociter  r#0051957 ~=-r !
| r#00051957 swiftly:fleetly in a swift manner; she moved swiftly
i
T

Figure 1: The algorithmic process of synset assignment. Here, a new MWNE synset is added to velociter.

lemma synset_id definition

albus a#01549077  used to signify the Con-
federate forces in the Civil
War (who wore gray uni-
forms); a stalwart gray
figure

caput n#02805750  a toilet on board a boat of
ship

contentus a#00760259  slang for ‘drunk’

deprehendo  v#00733757  be the catcher, in baseball;
Who is catching?

tonus n#00319371 an all-fours game in
which the first card led is
a trump

Table 4: Machine-proposed synsets to be dis-
carded from LWN.

to an idiomatic use of the lemma (e.g., edo, edere
‘to eat/consume/devour’ but edere voces ‘utter’);
accept an assignment even if its specificity is not
mirrored in the reference dictionary (e.g., while
the specific sense ‘to sodomize’ for caedo is not
explicitly mentioned in Castiglioni and Mariotti
(2007), the verb is said to have sexual connota-
tions as well);'? reject an assignment if the corre-
sponding sense is not included in their reference
dictionary; and reject an assignment should there
be any other strong uncertainty not covered by the
guidelines. The assessment of the relations, if any,
between OLD synset assignments in our evaluation
set was ignored at this stage.

Missing senses. Where applicable, raters were
also instructed to make a note of missing senses,
be those from the Classical, Medieval or Late pe-
riods of Latinity.!! Inclusion of these missing
senses in the LWN is not described here but is
planned future work (see Section 6). Examples
are:

01V ed., s.v.,“caedo,” Def. fig. “in senso osceno, sbattere,
Catull. 56, 7e a.”

""'We do not consider contemporary Latin (19th and 20th
centuries).
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prudenter (r): skillfully;

puto, putare (V): to clean; to prune, trim

radix (n): radish; liquorice

tener (a): erotic, amorous; adaptable (style); soft
(soil)

Inter-rater reliability agreement. Next,
we measured inter-rater reliability (IRR) using
percentage agreement without chance correc-
tion (McHugh, 2012). Percentage agreement was
chosen over Fleiss Kappa (Fleiss, 1971) because
the evaluation was performed in a controlled set-
ting with low chances of guessing on a binary
yes/no rating. We thus applied the following for-
mula:

Aolr) = SANA=N(r)

where the observed agreement A, on each lemma-
synset relation (r) is calculated by dividing the ab-
solute difference of accepted N4 and rejected Nr
assignments by the total number of evaluations
Ny . Agreement values range between 0.0 and
1.0, where 0.0 means no inter-rater agreement
and 1.0 means perfect inter-rater agreement.

5 Results and discussion

In this section we assess IRR agreement rates
against the table proposed by McHugh (2012, p.
279). As previously observed in related studies,
lower agreements are not a reflection of raters’ in-
ability to distinguish word meanings but, rather,
of their difficulty in selecting the synsets that best
fit their subjective opinion (Haji¢ et al., 2004, p.
28). Table 5 provides minimum (m_v), maximum
(M _v) and average values of agreement (A_v) per
type of synset assignment as well as standard de-
viations (S_v). The A_v values all fall within the
strong tier of McHugh agreement (64-81%, corre-
sponding to a square k agreement of .80-.90), but
reveal that almost % of all synsets was not reliably



rated.

type n mwv Mv Auw S
OLD 35 0.200 1.000 0.691 0.345
coM 876 0.200 1.000 0.654 0.320
NEW 2,835 0.200 1.000 0.702 0.329

Table 5: Inter-rater agreement values grouped by
type of synset assignment.

IRR agreement is a measure of both actual
agreement but also of disagreement among raters.
So, for a better understanding of the quality of
both Minozzi’s and our own synset assignment,
we calculated the acceptance rates of OLD, COM
and NEW assignments. As Table 6 shows, the ac-
ceptance rates on all three types of assignment is
very low, with an average 77% of all assignments
being rejected by all raters and a tenuous average
of 0.02% of unanimous acceptance. These results
are particularly worrying for OLD and COM assign-
ments, as they give us a first indication of the qual-
ity, and hence usability, of LWN.

Acceptance in %

type n Or L 2 3 4 5
OLD 35 657 142 57 28 114 0.0
COM 876 794 86 50 34 22 0.6
NEW 2,835 87.2 6.7 34 15 1.0 0.0

Table 6: Acceptance rates of synset types per num-
ber of raters (V,).

As far as Part of Speech (PoS) is concerned,
the most prolific syntactic category in terms of
machine-proposed synset assignments were verbs,
followed by nouns, adjectives and adverbs. Table
7 shows IRR agreement rates per PoS relative to
the number of synset assignments; Z indicates the
average or arithmetic mean of synsets per lemma
(25 in total) per category. Nouns and verbs fared
the best, with strong agreement on large percent-
ages of assignments (84% and 60%, respectively);
adjectives, on the other hand, appear to have been
more challenging, as the percentages of assign-
ments on which the raters moderately and strongly
agreed are roughly the same (44% and 48%, re-
spectively). Finally, against our expectations, de-
spite the comparatively lower number of synsets,
48% of adverbial assignments were met with mod-
erate agreement. Low agreement values might
be caused by incorrect assignments (as was the
case of the NEW assignment ‘with honesty; he was
rightly considered the greatest singer of his time’
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to proprie, approved by only one rater) or, more
problematically, differences of opinion on subtle
semantic differences. A close examination of the
data, and, specifically, of the adverbs with agree-
ment values below 60% (6 out of 25), points to the
latter. A clear example is given by the adverb bre-
viter, whose lowest rated assignment ‘with rapid
movements; he works quickly’ (COM) was ap-
proved by two raters only. The adverb’s primary
sense is ‘shortly, in a brief space of time’, and
while ‘rapidly’ might, in some cases, reasonably
be equated to ‘shortly’, three raters discarded the
assignment as the senses conveyed by the terms
‘rapid’ and ‘quickly’ are better expressed by the
Latin adverb celeriter. Similarly, in the case of
subtus ‘below, underneath, in a lower position, be-
neath’, the NEW assignment ‘at a later place; see
below’ was also rejected by three raters, despite
it being a potentially valid sense. It is worth not-
ing that in these and other arguable cases, synsets
carrying temporal meanings tend to show lower
agreement rates than those associated with space
(i.e., ‘rapidly’ and ‘later’ are temporal equivalents
of ‘short’ and ‘below’). The higher agreement rate
on the spatial dimension resonates with cognitive
linguistic theories on spatial semantics, according
to which “Space is at the heart of all conceptu-
alization” (Piitz and Dirven, 1996, xi), as its con-
creteness over temporal or more abstract meanings
induces us to map its structure onto other seman-
tic domains (Lakoff and Johnson, 1980; Lakoff,
1987). The validity of these theories in the context
of LWN evaluation remains to be verified.

IRR agreement in %

type Z syn/lemma moderate strong ~ perfect
VERB 51.32 32 60 8
NOUN 46.56 0 84 16
ADJ 42.04 44 48 8
ADV 8.84 48 28 20

Table 7: IRR agreement rates per PoS relative to
the number of synsets.

6 Conclusion and future work

This paper describes a preliminary assessment of
the implications of evaluating the LWN carried out
in the context of the LiLa: Linking Latin project.
The objective of Lila is to connect linguistic re-
sources and NLP tools for Latin with a view to
supporting different lines of linguistic and corpus-
based research and to connecting Latin to other



languages. Owing to its automatic process of
creation, the LWN is lexically and semantically
limited, as well as noisy, subjecting its inclusion
in LiLa to qualitative revision. For a close un-
derstanding of the implications of evaluating the
LWN, we formulated a first experiment combin-
ing a small, automated extension of the sense cov-
erage on the basis of 100 selected LWN lemmas
with a follow-up manual revision of their corre-
sponding synset assignments. The purpose of this
experiment was to measure the reliability and fea-
sibility of these two approaches in order to identify
the most effective evaluation compromise.

Our synset recommender system produced
many false positives, with only 0.18% (7) machine
suggestions approved by all five raters. Even if the
precision of the synset-recommendation algorithm
were to be improved, recall would likely still be
high due to the unavoidable assignment of modern
senses to a historical resource. If applied to the en-
tire LWN, the evaluation method described here,
coupled with the additional evaluation of the rela-
tions between synsets, would turn this process of
revision into an unsustainable effort or, at the very
least, one that is not achievable within the scope
and duration of LiLa.!?

Moving forward, our plan for the improvement
of the LWN will develop into various tasks. The
first, ongoing effort is the manual removal of the
modern senses originally inherited by the LWN.
Next, once cleaned, we will extend the sense cov-
erage of the LWN by manually adding the miss-
ing senses recorded by the raters for the 100 eval-
uated lemmas, careful not to introduce too much
granularity (i.e., too many senses with only sub-
tle semantic differences); extract hypernyms, syn-
onyms and bags of words from dictionary def-
initions (Nadig et al., 2008), as well as lemma
groups from three Latin synonym dictionaries:
the Latin-English Hand-book of Latin Synonymes
(Doderlein et al., 1875), the Latin-English The
synonymes of the Latin language (Hill, 1804) and
the Latin-Czech Latinskd synonymika pro skolu i
diim (Skfivan, 1890).!3 These are all freely avail-
able online in XML dictionary format (XDXF)
and, combined, can supply the LWN with some

2In an unlikely scenario of uninterrupted evaluation, our
method applied to the entire LWN would indicatively require
64.65 months to complete.

B Available  from: https://nikita-moor.
github.io/dictionaries/dictionaries.html
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1,050 additional lemmas.

Thirdly, connect a graph version of the LWN
to textual resources in Lila to acquire lexical
knowledge, and explore the possibility of extract-
ing hypernym/hyponym pairs using syntactic pat-
terns (Snow et al., 2004). Finally, extend the
LWN with Named Entities extracted from the mor-
phological analyser LEMLAT (Budassi and Pas-
sarotti, 2016).

The data and code repository for this pa-
per are available at: https://github.com/
CIRCSE/latinWordnet-evaluation
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Abstract

This paper aims at describing, from an in-
dustrial perspective, the experience in de-
livering conversational agents via the de-
velopment of Iride, a platform able to de-
ploy multi-language task-oriented dialog
systems. It has been implemented a set
of functionalities that can be aggregated
in different ways, in order to build do-
main independent conversational systems,
which are able to satisfy needs of real busi-
ness cases. Along with algorithms and
techniques for end to end Dialog man-
agement, such as Natural Language Un-
derstanding (NLU), Question Answering
(QA) and Dialog State tracking and policy
management, the technical insights lever-
aged into the platform are described by
outlining the requirements and constraints
emerging from these on the field experi-
ences.!

1 Introduction

Over the last years the human computer conver-
sation has been gathering increasing attention due
to its promising potentials by opening up a new
profits-making market segment. 2. The benefits
of using dialog systems are manifold, these sys-
tems can answer to complex questions and also
handle hundreds, thousands of conversations at the
same time, reducing response times and probabil-
ity of error in repetitive tasks. In General, de-
veloping conversational agents at industrial level
requires to manage several issues: (i) The lack
of real data: in the majority of the real business

!Copyright (© 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).

Zhttps://www.gartner.com/smarterwithgartner/4-trends-
gartner-hype-cycle-customer-service-customer-engagement/
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cases, in our experience, not enough data are avail-
able for training pure learning methods, moreover,
the research datasets do not fit the industrial pur-
poses; (ii)) Domain updates and system mainte-
nance: The domain requires continuous updates
(e.g. the introduction of a new product or service)
and the delivered system needs the maintenance,
update or changes to correct faults and to improve
performance; (iii) User Experience: the conver-
sational agent is the front end of the company,
multi-modality (i.e. different user experiences de-
pending on different devices) and what the com-
pany aims at communicating must be taken into
account; (iv) Runtime latency: is required to add
no more than few mini seconds to the entire serv-
ing stack; (v) Scale and quality of the text col-
lection: in a voice interaction the system cannot
answer with a long text document, but needs to
answer with a clear short document passage; (vi)
Certified Answers: Being the virtual assistant the
voice of the company, it must be controlled (i.e.
usually the answers and the messages communi-
cated by the assistant have to be certified by the
company); (vii) Human in the loop: Although vir-
tual assistants are becoming more and more intel-
ligent, they are not able to satisfy every user need.
In this scenario, it would be better a mixed man-
agement, combining the use of virtual agent and
human operator.

In this paper, we describe the Almawave’s de-
veloped solution that allows us to quickly design,
write and deploy interactive conversational sys-
tems without coding, enabling non-technical users
(i.e. conversational designers or domain experts)
to design conversational agents, and it leverages
Natural Learning Processing (NLP) and Machine
Learning (ML) to develop a human-like experi-
ence for users. This framework is designed to
build multi-turn task-oriented dialog able to solve
defined tasks and answer to domain questions.

Following, in section 2 related works will be



discussed: in section 3, the various goals that have
leaded the described solution will be discussed; in
section 4 the various modules of the architecture
will be fully described; finally, in section 5, we for-
mulate some considerations and lessons learned in
the conversational agent field.

2 Background

Due to the complexity of task, most studies on
Human Machine conversation have addressed in-
dividual components such as Intent/Slots detec-
tion (Coucke et al., 2018) or Dialog State tracking
(Mrksic et al., 2015) about frameworks for build-
ing an effective dialog system. Recent works in
the end-to-end frameworks are focused on the pure
learning approaches, where the sequence of dia-
log interactions, between the user and the agent,
is acquired from large datasets (Wu et al., 2017),
(Wen et al., 2017), as well as in the dialog task
oriented field (Bordes and Weston, 2016). Al-
though Neural Networks provided a significant
improvement in the NLP field, in the conversa-
tional agent field, NN end-to-end systems have
some limitations, all their components are directly
trained on past dialogues, with no assumption on
the domain or dialog state structure, thus train-
ing with large scale human-human dialog data is
required. However, these resources are generally
not so easily available for building an end-to-end
system. Some works based on NN address on
limit the amount of training data: the framework
proposed in (Bocklisch, 2017) focused on quickly
helping implement machine learning-based dialog
management and natural language understanding,
the work implements a function to generate, from
the input dataset, new data and provided a spe-
cial function called a story graph that visualize the
flow of dialog scenarios in advance. In (Lipton
et al., 2017) a deep reinforcement learning algo-
rithm is proposed to tackle a domain extension set-
ting, where new slots can gradually be introduced.
On the other hand, in (Lison, 2015), the authors
proposed a framework for expressing dialog be-
haviors as probabilistic rules. The probabilistic
rules used in this study consist of conditional state-
ments and actions with probability; these can be
made manually or automatically generated by su-
pervised learning or reinforcement learning. Fol-
lowing (Yan et al., 2017), our proposal is toward a
platform for the development of a conversational
agent able to perform a cold-start with no dialog
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training data. Other close works address on the
building of frameworks in order to allow the de-
velopment of conversational agents in several sce-
narios and domains, in (Crook et al., 2016) is pro-
posed a task configuration language, i.e TaskForm,
which allows to decouple the conversation man-
agement issues with the definitions of the target
task, and moreover make available a large set of
ML algorithms for the NLU tasks. In a recently
proposed platform (Sungjin Lee and Gao, 2019),
the issue of evaluating the end-to-end conversa-
tional agent is approached.

3 Goals

From our experience, the main objectives of a dia-
log system for business needs are the usability and
the robustness. The system must always be func-
tioning in time and satisfy user needs by operating
as few interactions as possible. The conversational
platform here proposed was developed with some
characteristics concerning those objectives:

3.1 Usability

The usability principles for this kind of framework
look to user designers. The main issues to purse
the usability goal are described in the following:

Focus on conversation design

Designing a dialog conversation must take into
account both what has already been said and what
will happen next; it is much more complex than
one-off activities, like answering a search query,
playing a song and so on. In relation to this, new
professions are emerging, such as the Voice User
Interface (VUI) designer who curates the conver-
sation, defining the flow and its underlying logic
in a detailed design specification that represents
the complete user experience, playing an impor-
tant role from the conceptual phases of the project
until its launch (Urban and Mailey, 2019).

However, these profiles are not necessarily de-
velopers or data scientist, so it is very important
that tools offer to them all the available technol-
ogy but are easy to use, so that the designer can fo-
cus on aspects more related to domain and policies
of dialog management. A solution we delivered
to solve this problem is a Visual Dialog Editor,
hiding the complexity of programming Al compo-
nents, allowing the user to construct a dialog agent
with a visual building block approach, the drawn
flow is thus compiled producing the dialog agent
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Figure 1: A conversation design process, from conversational map to dialog model in the Iride Conver-

sational Platform

software. In Figure 1 an example of a conversa-
tional design process is shown, from a conversa-
tional map that highlights the important items to
the dialog model drawn with the Dialog Editor.

Component Based

A Component Based approach in a SW archi-
tecture lead to quality products, rapid development
and an increased ability to adapt to change. In
contrast to use of end-to-end conversational model
that concentrates all the interaction features and
capabilities within a monolithic model as black-
box, a modular approach allows the potential of
system engineering to be exploited for complex-
ity management. An important aspect we focused
was to maximize the re-usability of the platform
components, such as algorithms or trained models
as well as the dialog flows, within conversational
agents for different domains, tasks and languages,
maintaining a domain and task independent envi-
ronment. To pursue it, the framework makes var-
ious components and algorithms available, in or-
der to have a different level offer views. There are
components dedicated to knowledge management,
others that realize language understanding, dia-
log management and multi-modality connection.
Even a single module can be seen as the set of sub-
modules that realize more specific functionalities.

3.2 Robustness

In a commercial solution the robustness of a sys-
tem must be guaranteed, and it can be achieved
by a combination of different strategies. A signif-
icant effort was made in the system to detect and
handle a wide range of errors, ranging from the
language understanding, the discourse processing
and the domain reasoning. But, whatever input un-
derstanding strategy is adopted, managing every
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possible user input is difficult, therefore the plat-
form provides different solutions to improve the
reliability managing both not understood and mis-
understood inputs.

4 The Conversational Platform Overview

This section describes the overall structure of the
platform. In order to pursue the main goals we de-
fined this architecture. It is the result of collabora-
tive effort between working on the different tech-
nologies and where the different components can
be assembled to produce multiple applications.
The components are described dividing them in
3 logical views: The Design Tools for the conver-
sational agent design, the Dialog Core Modules
that implements the underline engine dialog com-
ponents and, in order to provide analysis over the
conversations, an Analytics Module.

4.1 Design Tools
Visual Dialog Editor

Modeling a dialog means defining the flow of the
conversation and its underlying logic.

Designers define the behaviours of the agent,
defining the dialog script in terms of States, Tran-
sitions and Actions. The visual editor facilitates
the modeling of the flow of dialog, drawing the
transitions between the dialog states and actions
using graphical approach, and enable the use of
the various types of resources.

Moreover, the editor, provides a graphical inter-
face to the resource management (e.g. ontologies,
models, indexes).

Simulator

A conversation simulation environment is pro-
vided within the editor for the dialog assessment.
This tool enables the testing by the designer and



confirms the correctness of the dialog before de-
ployment.

Through the simulator it is possible to verify
some relevant aspects in the realization of vir-
tual assistant. Observing the flow of conversation
makes it possible to assess the smoothness and
naturalness of the discourse, in relation to the man-
agement of waiting times and turn-taking. The
simulator also helps to evaluate and balance the
use of graphic components such as images, but-
tons and quick replies, usually used to make the
interaction easier. It is also important explore the
error management to put in way out and recovery
policies.

4.2 Dialog Core Modules
Knowledge Representation

Designers use knowledge representation to
build the operational structure of the dialog agent.
The concepts of the domain and their relation-
ships are represented by ontologies, taxonomies
and dictionaries. If we could develop a dialog
agent in a new domain with a rich ontological
structure, re-using the knowledge of the existing
domain becomes fundamental. The separation of
domain knowledge also reduces the complexity of
the linguistic components, using both general pur-
pose resources and domain specific ones. Within
the conversational platform different types, i.e,
dictionaries, ontologies, inference rules, indexes
and machine learning models, of knowledge rep-
resentation are used in combination in order to ob-
tain flexible dialog and dialog agent configurable.

Language Understanding

The platform makes available a proprietary
multi-lingual NLP pipeline, composed by sev-
eral modules that enable language comprehension,
providing the language analysis at several lev-
els ranging from morphological to pragmatic and
task-dependent analysis.

This pipeline allows an hybrid approach, rule-
based and machine learning, depending on needs,
that can be both used and combined together, ex-
ploiting, for example, the outomes of DL classifi-
cation into ontological reasoning. Among the sev-
eral modules, the following Deep Learning models
are leveraged:

e A sentence classification model built over
pre-trained language models (Devlin et al.,
2018) used for several tasks such as Dialog
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Act Classification (Stolcke et al., 2000) or
Question Classification (Li and Roth, 2002);

e A Sequence classification models, for NER
task (Chen et al., 2018);

e Intent detection and slot filling jointly classi-
fication (Castellucci et al., 2019);

e A sentiment analysis NN model, described in
(Bonadiman et al., 2017)

The chosen models benefit from the advantages
of the transfer learning techniques (Tan et al.,
2018) in order to reduce the amount of required
training data. Although this approach provides a
relevant advantage in reducing the annotation ef-
fort, it might be useful to choose, according to
the scenario, the right approach between "good
old-fashioned techniques" and deep learning ap-
proaches.

The framework allows the use of domain dictio-
naries, ontologies and inferential rules that enable
the extraction and inference of semantic concepts.
Our framework gains the benefits of each ap-
proach by simultaneously applying the rule-based
and machine learning approaches combining both
techniques to infer complex knowledge structures.
It is worth mentioning that with the platform is re-
leased a tool that allows, in a simple way, even to
non-technical users the training of specific models
to customize a system on a given domain.

Dialog Management

The dialog manager (DM) is the core component
of the platform. At each turn in the conversation,
the dialog management component takes the cur-
rent dialog state and the user utterance as its in-
puts, performs different actions based on context,
and outputs corresponding results as responses.
DM includes two stages: dialog state tracking and
dialog policy. The dialog state comprises all that
is used when the system makes its decision about
what is the next agent action; in this scenario, the
dialog state tracker updates the context based on
the result of the analysis of the last received input,
e.g. NLU analysis over the user utterance or the
query response of an external knowledge base.

In the proposed approach, the dialog tracking
is implemented over hand written probabilistic
rules in line with (Lison, 2015),(Wang and Lemon,
2013). The designer draws the flow of interac-
tion as edge transitions between dialog elements



(actions and states) and adding weights for each
transition. The resulting transition edges from two
states cannot be not mutually exclusive, hence, at
time ¢ the tracked state of the dialog, consisting
of a representation of the conversation history, the
input analysis and the more "weighted" state con-
nected to the previous one. The dialog policy gen-
erates dialog actions based on the current dialog
information state. The system utterances depend
on the current action/state, i.e. answers can be ran-
domly selected from a defined list (in a state) or
obtained as result of the selected action, as in the
QA module. This approach enables a ’cold-start’
when past conversation data are not available and
the dialog has to be designed from scratch. The
tracked state is passed on to the dialog policy mod-
ule to select the best next action to perform the
objective task. A set of predefined and easily cus-
tomizable actions are available for the dialog de-
sign, the platform uses a plug-in mechanism, for
each agent the required elements are plugged into
the solution. Some of them are:

e Question Answering: The Question An-
swering action follows two steps: it performs
a retrieval process over a domain dependent
index. The retrieved answers are re-ranked
applying NN for learning to Re-Rank process
as in the CQA task (Nakov et al., 2016) in
line with (Nassif et al., 2016). Moreover the
QA action implements clarification strategies
in case of ambiguous results.

External System Call: Rest APIs are avail-
able for integration with external systems.
The conversational designer can graphically
draw this action fulfill few input data (e.g.
endpoint, authentication and request data)

Slot Filling complexion: The agent engages
with the user a set of interactions to fulfill the
values of a specified list of entities, e.g. the
slot list of an intent or the properties of an
ontological concept.

Route to Operator: Under specific condi-
tions, the dialog session can be redirect to a
human operator giving to him the visibility
of the information acquired up to that time.
This action manages specific business cases
ensuring robustness and service continuity.

Multimodality
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There are different ways of communication and
the choice of the users depends on various factors.
The platform makes available connectors to dif-
ferent communication channels ranging from so-
cial network to legacy systems. The conversa-
tional agents can be delivered both through voice
and written chat. Moreover, the change of chan-
nel is available (e.g. route the chat to operator or
vice versa) in order to respond to specific busi-
ness cases managing the change transparently to
the user. Moreover, the conversations based on the
different channels, can be equipped with UI com-
ponents such as images, buttons and quick replies.

4.3 Analytics Module

The analysis of the conversations provides a con-
stant view of how the conversational agent plays
the "voice of the company" role. The analytics
module allows to extract several insights from the
dialog: interaction satisfaction, dialog errors as
well as analytics for CX analysis. This one, in ad-
dition to provide market information, collects data
for the agent maintenance and updates.

5 Industrial Consideration and
Conclusion

In this paper we described the experience in build-
ing the Iride conversational platform for the de-
sign and deployment of task-oriented conversa-
tional agents in enterprise environment. The plat-
form has been built taking into account needs
and constraints required by an industrial scenario.
We focused on a component based architecture
able to maximize the re-usability of the compo-
nents, enforcing a clear separation between the
domain-specific aspects of the dialog and domain-
independent ones across the several dialog layers
(language understanding, dialog management and
knowledge management). Moreover, in order to
enable the work of conversational designer, the
platform offers a suite of tools for conversational
designers. Such architectural choices have been
verified testing "on the field" the effectiveness and
usability of the described solution.

Several conversational agents have been devel-
oped with this framework, in different business
cases and in different domains and languages;
these experiences demonstrate that the platform is
efficient and easy-to-use and meets the needs of
various types of use cases.
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Abstract

In this work we show an experiment on
building an Open Information Extraction
system (OIE) for Italian language. We
propose a system wholly reliant on lin-
guistic structures and on a small set of ver-
bal behavior patterns defined putting to-
gether theoretical linguistic knowledge
and corpus-based statistical information'.
Starting from elementary one-verb sen-
tences, the system identifies elementary
tuples and then, all their permutations,
preserving the overall well-formedness
(grammaticality) and trying to preserve
semantic coherence (acceptability). Alt-
hough the work focuses only on the Italian
language, it can be proficiently extended
also to other languages, since it is essen-
tially based only on linguistic resources
and on a representative corpus for the lan-
guage under consideration’,

1 Introduction

One of the most interesting approach to handle the
rapid growth of textual data emerged in the last
decade is Open Information Extraction (OIE).
Starting from natural language sentences, it al-
lows to extract one or more domain-independent
propositions, scaling to the diversity and size of
the corpus considered (Banko et al., 2007). Each
extracted proposition is represented by a verb and
its arguments, i.e. “Maria goes to the party” is a
proposition with a relation (the verb goes) that
links together two arguments (Maria, the party).
Arguments (nouns or noun groups) can have dif-
ferent roles (subject, direct object...) and they can

! An online demo showing some features of the system is
freely available at the address https://nlpit.na.icar.cnr.it/

be mandatory or optional. In this sentence, both
arguments Maria (subject) and the party (direct
object) are mandatory, so it is impossible to re-
move one of them or the sentence becomes unac-
ceptable from a grammatical point of view. Due
to the high field of Natural Language Processing
(NLP) tasks in which OIE outputs can be used
(Christensen et al., 2013; Fader et al., 2014;
Stanovsky et al., 2015; 2016; Khot et al., 2017;
Rabhat et al., 2017), numerous OIE approaches for
English have been developed. However, being a
language-dependent task, OIE systems cannot be
shifted from one language to another, i.e. a system
created for English is not compatible with Italian.
Moreover, many of the proposed OIE approaches
rest on unstable grounds. Some of them use heu-
ristics to manage large quantities of textual data,
others lack the support of a theoretical basis, out-
lining the natural language in a reductive way.
Differently from the vast majority of existing OIE
approaches, we propose a linguistic-based unsu-
pervised system designed to extract n-ary propo-
sitions (not only “relation-argument” triples) from
natural language sentences in Italian, ensuring do-
main independence and scalability.

Our system aims to identify the elementary tu-
ple(s) from the input sentence, then all its (their)
permutations, by adding progressively arguments
composing the sentence. After that — according
the behavior patterns of the verb — it generates
every possible syntactically valid n-ary proposi-
tion, granting grammaticality.

To reach this result we have combined two types
of resources. To gather information about verb be-
havior in sentences, we grounded our work on the
linguistic basis provided by Lexicon Grammar
(LG) (Gross, 1994). In order to obtain a fine-
grained characterization of arguments, we

2 Copyright © 2019 for this paper by its authors. Use per-
mitted under Creative Commons License Attribution 4.0 In-
ternational (CC BY 4.0).
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combine this theoretical knowledge with distribu-
tional corpus-based information extracted from it-
WaC (Baroni et al., 2009). From LG tables we
extract patterns of verbs behaviors, and from it-
WaC we enrich these patterns with statistical in-
formation. Using complex linguistic structures
and dependency parse trees (DPT) we can detect
verbal behavior patterns occurring in one-verb
sentences and generate from them all the possible
well-formed propositions, by adding comple-
ments and adverbials. The use of formal patterns
derived from a theoretical framework allows to
better distinguish between necessary verbal argu-
ments and optional removable adjuncts and to ver-
ify syntactic restrictions in verb possible struc-
tures.

Arguments optionality and syntactic constraints
are critical features to grant the grammaticality of
the propositions generated, also trying to approx-
imate a first level of semantic acceptability.

2 Related Work

In the last years, several approaches to OIE has
been developed (Banko et al., 2007; Zhu et al.,
2009; Wu et al., 2010; Fader et al., 2011; Schmitz
et al., 2012; Del Corro et al., 2013), all of them
with the characteristic of utilizing a set of patterns
in order to obtain propositions, granting scalabil-
ity and portability across different domains.

They differ in many aspects such as perfor-

mances (precision, recall, speed); linguistic struc-
tures used (Part-of-Speech tags, chunks, DPT);
patterns to extract information (hand-crafted
based on heuristics or learned from a training cor-
pus); type of generated output (binary extractions,
n-ary extractions, nested extractions).
However, most of these existing approaches so far
has been focused on English, with only some re-
cent attempts that have appeared for other lan-
guages, such as Spanish (Zhila et al, 2013), Chi-
nese (Wang et al, 2014), Vietnamese (Truong et
al., 2017), German (Falke et al., 2016; Bassa et al.,
2018) and Romance languages (Gamallo et al.,
2012; Gamallo et al., 2015). As far as we know
only one approach has been attempted for the Ital-
ian (Damiano et al., 2018). It is a preliminary ex-
periment based on a limited set of patterns and
heuristics, and experimented on a hand-crafted
dataset of reduced size.

3 The formal notation used in LG is summarized as follows:
N indicates a nominal group and is followed by a progressive
subscript indicating its nature (NO is the subject, N1 is the
first complement, N2 is the second complement, etc.), V rep-
resents the verb, prep indicates prepositions.

3 Lexicon-Grammar

As the theoretical basis for our system we decided
to use LG since it regards the systematic formali-
zation of a very broad quantity of data for the Ital-
ian language (Elia et al., 1981; D’Agostino,
1992). Other resources describing a subset of Ital-
ian verbs have been developed, such as LexIt
(Lenci et al. 2012), MultiWordNet (Pianta et al.
2002), SensoComune (Oltramari et al. 2013) and
T-PAS (Jezek et al., 2014). However, none of
them provides a formal classification of verbs in
classes or clusters. Conversely, LG groups verbs
in classes according to their behavior, specifying
for each verb its essential arguments and possible
syntactic structures in order to create well-formed
sentences (Leclére, 2002).

3.1 How data are structured in LG

LG classes are represented in the form of tables.
Each row of the table corresponds to a verb of the
class, each column lists all properties that may be
valid or not for the different members of the class.
At the intersection of a row and a column, the
symbol + or — may indicate that the property cor-
responding to the column is valid or not for the
verb corresponding to the row, as shown in Table
13, which reports some Italian verbs and their
properties as encoded in a LG. Properties can be
of different types. They can refer to the syntactic
structure and the prepositions admitted by that
specific verb, semantic restrictions (e.g. hu-
man/non-human argument) or possible transfor-
mations (e.g. passive form). For the purpose of
this work, only syntactic properties will be con-
sidered. This choice reflects the syntactic nature
of OIE, which focuses on shapes and structures of
verbs.

Verb NoVN; NoV NoVprepN:  NoVN:;prepN;

Mangiare
(to eat)
Muovere
(to move)
Girare

(to turn)
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Table 1 Example of an LG table

The first column contains the defining property,
which corresponds to the basic syntactic structure



of the elementary sentence. The property ex-
pressed in the second column is a syntactic prop-
erty called deletion (Harris, 1982), labeled as NoV,
which allows the cancellation of the element N;
from the basic syntactic structure specified with
the defining property. Deleting the element N; on
the right of the verb is valid for the verb “mangi-
are” (“Max mangia”, Max eats), while it produces
ungrammatical unacceptable sentences for the
verb “muovere” (“*Max muove”, *Max moves).
Prep represents a set of every possible adjuncts
placed before every argument Nj.

3.2  From tables to patterns

Despite the richness of this fine-grained infor-
mation, LG tables suffer from some limitations
that have made them useless in real NLP applica-
tions: they are verbose and properties is neither
uniform nor standardized. Therefore, many
changes were necessary to be able to use these re-
sources in the OIE system:

Grouping. We divided verbs into classes: di-
rect (D) without preposition, indirect with a prep-
osition (I), and locative (L). This distinction is
preferred to the classical distinction between tran-
sitive and intransitive verbs, since locative verbs
can accept both transitive and intransitive con-
struction. Verbs assuming a copulative function
(support verbs) form a further class (S). For the
purpose of this work, we do not consider comple-
ment-clause verbs, because of the variability of
the structures possible for the definition of unique
patterns.

Enrichment: Prep element is too coarse. We
need to specify which kind of preposition the se-
lected verb admits. To overcome this limit, we add
a syntactic profile to each verb, containing the
most frequent prepositions associated to it. We ex-
tract this information from itWaC corpus.

Formal representation. To reduce redundant
information of the original tables we formalize a
grammar to compactly represent verbs behavior,
indicating selection preferences on the possible
arguments of a verb. Square brackets [ ] represent
the possibility of deleting arguments, round
brackets () indicates there are many possible ar-
guments separated by a vertical bar, and XOR
symbol @ represents the exclusive alternativity of
patterns.

As it is shown table 2, the notation NoV [ N; ] indi-
cates that the verb “mangiare” (fo eat) can accept
both the structures NoVN; or NoV, and the notation
NoV(in|a)N; denotes that the verb can accept

alternatively and also simultaneously both the pat-
terns NoVinN; and NovVaN;. On the other hand, a
notation like NoVN;@N,VinN; denotes that the
verb can accept exclusively only one between the
patterns NoVN; and NoVinN,, even if they are
both valid from a grammatical perspective. This is
due to the fact that their selection preferences are
representative of different verb usages and, thus,
are alternative and exclusive from a semantic per-
spective. Note that in the table 2 possible preposi-
tions are reduced for a better readability of the pat-
tern.

Verbs Patterns

mangiare NoV[N:]
(to eat)

muovere NoVN; @

(to move) NoV(in<in>|da<from>|verso<toward>)N;
girare NoV(a<to>|intorno<around>)N:®

(to turn) NoVN: [ (a<to>|da<from>|verso<toward>)N:]

Table 2 Patterns derived from LG tables

4 Proposed Approach

Our approach for OIE is arranged in the form of a
multi-step pipeline and it consists into 4 steps:
Sentence Processing: every input sentence is
checked to verify that it is suitable for the ap-
proach.

Arguments Identification: arguments of the
verb are identified (i.e. subjects, direct comple-
ments, indirect complements...).

Pattern Recognition: verbal structures that
match the patterns are identified and elementary
tuples made by the combination of arguments are
generated.

Proposition Generation: n-ary propositions
depending on the elementary tuples and the re-
maining arguments (i.e. adverbs, complements
and modifiers) are generated.

As an example, for the sentence “Da domani Anna
andra da Roma a Milano” (From tomorrow Anna
will go from Rome to Milan), both the tuples and
corresponding propositions that are generated are
reported in Table 3.

The verb “andare” (fo go) belongs to locative
group loc, and its complete pattern is the follow-
ing NoV[daN:](a|in|verso|su|so-
pra)N,. In the first column of the table identified
patterns for the verb are reported, the second col-
umn lists tuples and propositions generated from
every single pattern.
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Pattern Generations

1. (“Anna”<4nna>, “andra”<will go>, “Milano”<Milan>)
Anna andare a Milano (4nna to go to Milan)

2. (“Domani”<tomorrow>, “Anna”<Anna>,

“andra”<will go>, “Milano”<Milan>)

Da domani Anna andare a Milano

NoVaN:

(From Tomorrow Anna to go to Milan)

3. (“Anna”<4nna>, “andra”<will
go>"Roma”<Rome>,“Milano”<Milan>)

4. Anna andare da Roma a Milano

(Anna to go from Rome to Milan)

NodavaN: e
(“Domani”’<tomorrow>, “Anna”<Anna>,
“andra”<will go>, “Roma”<Rome>," “Milano”’<Milan>)
Da domani Anna andare da Roma a Milano
(From Tomorrow Anna to go from Rome to Milan)

Table 3 tuples and propositions generated from an input sentence

5 Experiment and validation

We carried out the evaluation using quantitative
metrics well known in NLP literature: precision
and recall. Precision measures the average on all
the sentences of the percentage of extractions ob-
tained by the proposed approach that are correct,
whereas recall measures the average on all the
sentences of the percentage of extractions manu-
ally annotated in the dataset that are correctly
identified by the proposed approach. Perfor-
mances was evaluated on a dataset of sentences
containing verbs belonging to different classes,
and the validation took place with respect to
grammaticality and acceptability (i.e. syntactic
well-formedness of the sentences and its meaning-
fulness in the context) using the gold standard pro-
posed in (Guarasci et al. in press). Notice that
grammaticality and acceptability judgements is a
much debated topic in theoretical and computa-
tional linguistics in the past (Phillips, 2009; Phil-
lips, 2011; Gibson et al., 2010) and still today it is
considered a controversial subject (Lau et al.,
2017; Sprouse et al.; 2018). Even if OIE is a syn-
tactic task, so it focus on the structure of the sen-
tence, but not its meaning (Lau et al., 2017), we
aim to generate sentences not only well-formed
but also respecting some syntactic constraints and
selection preferences, trying to approximate the
first level of semantic acceptability.

Grammaticality  Acceptability
Sentences

R P R
Total verbs 195 0.91 0.78 0.79 0.84
Locative 62 0.93 0.73 0.77 0.83
Direct 30 0.90 0.93 0.79 0.93
Indirect 65 0.88 0.81 0.78 0.83
Support 38 0.98 0.66 0.86 0.78

Table 4 results for different verb classes

Table 4 shows precision (P) and recall (R) scores
with respect to the two criteria on the verbs divide
by classes.

Precision and recall achieve high values with re-
spect to both grammaticality and acceptability.
More precisely, with respect to the different struc-
tures of verbs considered, precision has resulted
sensibly higher for sentences containing support
verbs with respect to grammaticality and accepta-
bility. This behavior is reversed for recall, which
has resulted for sentences containing direct, indi-
rect or locative verbs.

5.1 Comparison with other OIE systems

Globally, generations per sentences and perfor-
mances achieved are comparable with state-of-
the-art OIE systems in other languages, respec-
tively ClauslE (English) and GerlE (German).
Moreover, we compare our results with the only
other experiment conducted on Italian presented
by the authors and named ItallE (Damiano et al,
2018).

Grammaticality  Acceptability
Sentences

R P R
Total verbs 195 0.84 0.40 0.73 0.43
Locative 62 0.91 0.46 0.74 0.51
Direct 30 0.82 0.56 0.74 0.57
Indirect 65 0.72 0.27 0.68 0.57
Support 38 0.91 0.36 0.86 0.45

Table 5 Performances of ItallE

As shown in Tables 5, our approach has reached
the best overall performances in terms precision
and recall for both grammaticality and acceptabil-
ity. ItallE highlighted a sensibly lower number of
generations (511 vs 918 of our approach) with a
moderate decrease in precision but a significant
reduction in recall. This behavior can be explained
by the fact that ItallE is based on a fixed set of
clause patterns not considering the extreme varia-
bility of verb behaviors and also the selection
preferences on their possible arguments. Further-
more, its algorithm based on DPT to identify con-
stituents through dependency relations has shown
some weaknesses. It fails in detecting and
properly handling named entities, multi-word ex-
pressions, adjectives, numerals, dates and some
patterns related to support verbs.

5.2 Error Analysis

The number of both false positives and negatives
generated in the experiments is shown in Table 6
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with respect to grammaticality (G) and acceptabil-
ity (A).

False positives False negatives

DP NE SC MC Tot DP VU Tot
G 78 3 0 0 81 145 86 231
A 78 3 76 38 195 114 21 135

Table 6 Summary of the errors generating false positives and nega-
tives with respect to grammaticality and acceptability.

Various types of errors are divided as follows:

DP: errors caused by incorrect dependency
parsing due to wrong and/or missing dependen-
cies between element occurring in the input sen-
tence. They represent the vast majority of the er-
rors affecting overall performances of the pro-
posed approach. With respect to grammaticality
and acceptability, false positives have been gener-
ated by DP errors in 96% and 40% of cases,
whereas false negatives are due to DP errors in
63% and 84% of cases, respectively.

NE: error in the identification of named-enti-
ties. NE errors have occurred in a not significant
number of cases, only 3, generating false positives
with respect to both grammaticality and accepta-
bility.

VU: behavior patterns not associated to the
verb usage selected for the input sentence. It rep-
resents the second source of errors causing false
negatives with respect to grammaticality and ac-
ceptability (in 37% and 16% of cases, respec-
tively).

MC: missing morpho-syntactic concordance
among different parts-of-speech or missing con-
tractions or combinations between prepositions
and articles. It causes 19% of false positives in ac-
ceptability.

SC: violated semantic constraints. It affects
only acceptability, causing 39% of false positives.
Notice that this error is referred only to the seman-
tic perspective, while others are related to gram-
matical aspects.

6 Conclusions and Future Work

In this work we have shown an experiment to per-
form OIE for Italian language, extracting n-ary
propositions from natural language sentences,
granting well-formedness of the generations. The
system relies on a linguistic resource (LG) and on
a representative corpus for Italian (itWaC). While
these resources are specific to Italian, they also
exist for other languages, so the system can be
easily extended. In particular, LG tables exist in
digital format also for French (Tolone, 2012),
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English (Garcia-Vega, 2010; Machonis, 2010),
Portuguese (Baptista, 2001), Romanian (Cio-
canea, 2011). Likewise, the itWaC corpus used in
this work is part of the WaCky Wide Web corpora
collection (Baroni et al., 2009), which includes
corpora of English (ukWaC), German (deWaC),
French (frWac). Concerning performances of the
system, although the results are encouraging, we
are looking forward to further developments.
With regard to methodological progress, we plan
to integrate novel methods based on deep learning
to increase the performance of the system, trying
to reduce DP errors and better handle named enti-
ties, frozen and semi-frozen bigrams and multi-
word expressions. From an applicative perspec-
tive, this work will be experimented in Italian
Question Answering system, with the goal to im-
prove the ability in reading complex texts and ex-
tracting the correct answers to users' questions.
Other possible outcomes can include text summa-
rization or other NLP tasks.
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Abstract

Growing needs in translating multimedia
content have resulted in Neural Machine
Translation (NMT) gradually becoming an
established practice in the field of subti-
tling. Contrary to text translation, subti-
tling is subject to spatial and temporal con-
straints, which greatly increase the post-
processing effort required to restore the
NMT output to a proper subtitle format.
In this work, we explore whether exist-
ing subtitling corpora conform to the con-
straints of: 1) length and reading speed;
and 2) proper line breaks. We show that
the process of creating parallel sentence
alignments removes important time and
line break information and propose prac-
tices for creating resources for subtitling-
oriented NMT faithful to the subtitle for-
mat.

1 Introduction

Machine Translation (MT) of subtitles is a grow-
ing need for various applications, given the
amounts of online multimedia content becoming
available daily. Subtitling translation is a complex
process consisting of several stages (transcription,
translation, timing), and manual approaches to the
task are laborious and costly. Subtitling has to
conform to spatial constraints such as length, and
temporal constraints such as reading speed. While
length and reading speed can be modelled as a
post-processing step in an MT workflow using
simple rules, subtitle segmentation, i.e. where and
if to insert a line break, depends on semantic and
syntactic properties. Subtitle segmentation is par-
ticularly important, since it has been shown that a

Copyright (© 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
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proper segmentation by phrase or sentence signifi-
cantly reduces reading time and improves compre-
hension (Perego, 2008; Rajendran et al., 2013).

Hence, there is ample room for developing
fully or at least partially automated solutions for
subtitle-oriented NMT, which would contribute
in reducing post-processing effort and speeding-
up turn-around times. Automated approaches
though, especially NMT, are data-hungry. Perfor-
mance greatly depends on the availability of large
amounts of high-quality data (up to tens of mil-
lions of parallel sentences), specifically tailored
for the task. In the case of subtitle-oriented NMT,
this implies having access to large subtitle train-
ing corpora. This leads to the following ques-
tion: What should data specifically tailored for
subtitling-oriented NMT look like?

There are large amounts of available parallel
data extracted from subtitles (Lison and Tiede-
mann, 2016; Pryzant et al., 2018; Di Gangi et al.,
2019). These corpora are usually obtained by col-
lecting files in a subtitle specific format (.srt) in
several languages and then parsing and aligning
them at sentence level. MT training at sentence
level generally increases performance as the sys-
tem receives longer context (useful, for instance,
to disambiguate words). As shown in Table 1,
this process compromises the subtitle format by
converting the subtitle blocks into full sentences.
With this “merging”, information about subtitle
segmentation (line breaks) is often lost. Therefore,
recovery of the MT output to a proper subtitle for-
mat has to be performed subsequently, either as a
post-editing process or by using hand-crafted rules
and boundary predictions. Integrating the subti-
tle constraints in the model can help reduce the
post-processing effort, especially in cases where
the input is a stream of data, such as in end-
to-end Speech Neural Machine Translation. To
date, there has been no study examining the conse-
quences of obtaining parallel sentences from sub-



1

00:00:14,820 —— > 00:00:18,820
Grazie mille, Chris.

E un grande onore venire

2

00:00:18,820 —— > 00:00:22,820
su questo palco due volte.

Vi sono estremamente grato.

Grazie mille, Chris.
E un grande onore venire su questo palco due volte.
Vi sono estremamente grato.

Table 1: Subtitle blocks (top, 1-2) as they appear
in an .srt file and the processed output for obtain-
ing aligned sentences (bottom).

titles on preserving the subtitling constraints.

In this work, we explore whether the large, pub-
licly available parallel data compiled from sub-
titles conform to the temporal and spatial con-
straints necessary for achieving quality subtitles.
We compare the existing resources to an adapta-
tion of MuST-C (Di Gangi et al., 2019), where the
data is kept as subtitles. For evaluating length and
reading speed, we employ character counts, while
for proper line breaks we use the Chink-Chunk al-
gorithm (Liberman and Church, 1992). Based on
the analysis, we discuss limitations of the existing
data and present a preliminary road-map towards
creating resources for training subtitling-oriented
NMT faithful to the subtitling format.

2 Related work

2.1 Subtitling corpora

Building an end-to-end subtitle-oriented transla-
tion system poses several challenges, mainly re-
lated to the fact that NMT training needs large
amounts of high-quality data representative of the
target application scenario (subtitling in our case).
Human subtitlers translate either directly from the
audio/video or they are provided with a template
with the source text already in the format of subti-
tles containing time codes and line breaks, which
they have to adhere to when translating.

Several projects have attempted to collect paral-
lel subtitling corpora. The most well-known one is
the OpenSubtitles! corpus (Lison and Tiedemann,
2016), extracted from 3.7 million subtitles across
60 languages. Since subtitle blocks do not always
correspond to sentences (see Table 1), the blocks
are merged and then segmented into sentences us-

'http://www.opensubtitles.org/
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ing heuristics based on time codes and punctua-
tion. Then, the extracted sentences are aligned to
create parallel corpora with the time-overlap al-
gorithm (Tiedemann, 2008) and bilingual dictio-
naries. The 2018 version of OpenSubtitles has
high-quality sentence alignments, however, it does
not resemble the realistic subtitling scenario de-
scribed above, since time and line break informa-
tion are lost in the merging process. The same
methodology was used for compiling Montene-
grinSubs (BoZovic et al., 2018), an English — Mon-
tenegrin parallel corpus of subtitles, which con-
tains only 68k sentences.

The  Japanese-English  Subtitle  Corpus
JESC (Pryzant et al., 2018) is a large paral-
lel subtitling corpus consisting of 2.8 million
sentences. It was created by crawling the internet
for film and TV subtitles and aligning their
captions with improved document and caption
alignment algorithms. This corpus is aligned
at caption level, therefore its format is closer to
our scenario. On the other hand, non-matching
alignments are discarded, which might hurt the
integrity of the subtitling documents. As we will
show, this is particularly important for learning
proper line breaks between subtitle blocks.

A corpus preserving both subtitle segmentation
and order of lines is SubCo (Martinez and Vela,
2016), a corpus of machine and human translated
subtitles for English—-German. However, it only
consists of 2 source texts (~150 captions each)
with multiple student and machine translations.
Therefore, it is not sufficient for training MT sys-
tems, although it could be useful for evaluation be-
cause of the multiple reference translations.

Slightly deviating from the domain of films and
TV series, corpora for Spoken Language Transla-
tion (SLT) have been created based on TED talks.
The Web Inventory of Transcribed and Translated
Talks (Cettolo et al., 2012) is a multilingual col-
lection of transcriptions and translations of TED
talks. The talks are aligned at sentence level
without audio information. Based on WIT, the
IWSLT campaigns (Niehues et al., 2018) are an-
nually releasing parallel data and their correspond-
ing audio for the task of SLT, which are extracted
based on time codes but again with merging op-
erations to create segments. MuST-C (Di Gangi
et al.,, 2019) is to date the largest multilingual
corpus for end-to-end speech translation. It con-
tains (audio-source language transcription-target



language translation) triplets, aligned at segment
level. The process of creation is the opposite from
IWSLT; the authors first align the written parts
and then match the audio. This is a promising
corpus for an end-to-end system which translates
from audio directly into subtitles. However, the
translations are merged to create sentences, there-
fore they are far from the suitable subtitle format.
Given the challenges discussed above, there exists
no systematic study of the suitability of the exist-
ing corpora for subtitling-oriented NMT.

2.2 Subtitle segmentation

Subtitle segmentation techniques have so far fo-
cused on monolingual subtitle data. Alvarez et al.
(2014) trained Support Vector Machine and Logis-
tic Regression classifiers on correctly/incorrectly
segmented subtitles to predict line breaks. Ex-
tending this work, Alvarez et al. (2017) used a
Conditional Random Field (CRF) classifier for the
same task, also differentiating between line breaks
(next subtitle line) and subtitle breaks (next subti-
tle block). Recently, Song et al. (2019) employed
a Long-Short Term Memory Network (LSTM) to
predict the position of the period in order to im-
prove the readability of automatically generated
Youtube captions. To our knowledge to date, there
is no approach attempting to learn bilingual subti-
tle segmentation or incorporating subtitle segmen-
tation in an end-to-end NMT system.

3 Criteria for assessing subtitle quality

3.1 Background

The quality of the translated subtitles is not eval-
uated only in terms of fluency and adequacy, but
also based on their format. We assess whether
the available subtitle corpora conform to the con-
straints of length, reading speed (for the corpora
where time information is available) and proper
line breaks on the basis of the criteria for subti-
tle segmentation mentioned in the literature of Au-
diovisual Translation (AVT) (Cintas and Remael,
2007) and the TED talk subtitling guidelines?:

1. Characters per line. The space available for a
subtitle is limited. The length of a subtitle depends
on different factors, such as size of screen, font,
age of the audience and country. For our analysis,
we consider max. 42 chars for Latin alphabets, 14
for Japanese (including spaces).

“https://www.ted.com/participate/translate/guidelines
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2. Lines per subtitle. Subtitles should not take up
too much space on screen. The space allowed for
a subtitle is about 20% of screen space. Therefore,
a subtitle block should not exceed 2 lines.

3. Reading speed. The on-air time of a subtitle
should be sufficient for the audience to read and
process its content. The subtitle should match as
much as possible the start and the end of an utter-
ance. The duration of the utterance (measured ei-
ther in seconds or in feet/frames) is directly equiv-
alent to the space a subtitle should occupy. As a
general rule, we consider max. 21 chars/second.

4. Preserve ‘linguistic wholes’. This criterion is
related to subtitle segmentation. Subtitle segmen-
tation does not rely only on the allowed length,
but should respect linguistic norms. To facilitate
readability, subtitle splits should not “break” se-
mantic and syntactic units. In an ideal case, every
subtitle line (or at least subtitle block) should rep-
resent a coherent linguistic chunk (i.e. a sentence
or a phrase). For example, a noun should not be
separated from its article. Lastly, subtitles should
respect natural pauses.

5. Equal length of lines. Another criterion for
splitting subtitles relates to aesthetics. There is
no consensus about whether the top line should be
longer or shorter, however, it has been shown that
subtitle lines of equal length are easier to read, be-
cause the viewer’s eyes return to the same point on
the screen when reading the second line.

While subtitle length and reading speed are fac-
tors that can be controlled directly by the subtitle
software used by translators, subtitle segmentation
is left to the decision of the translator. Translators
often have to either compromise the aesthetics in
favour of the linguistic wholes or resort to omis-
sions and substitutions. Therefore, modelling the
segmentation decisions based on the large avail-
able corpora is of great importance for a high-
quality subtitle-oriented NMT system.

3.2 Quality criteria filters

In order to assess the conformity of the exist-
ing subtitle corpora to the constraints mentioned
above, we implement the following filters.

Characters per line (CPL): As mentioned
above, the information about line breaks inside



subtitle blocks is discarded in the process of cre-
ating parallel data. Therefore, we can only as-
sume that a subtitle fulfils the criteria 1 and 2
above by calculating the maximum possible length
for a subtitle block; 2 * 42 = 84 characters for
Latin scripts and 2 * 14 = 28 for Japanese. If
CPL > max_length then the subtitle doesn’t
conform to the length constraints.

Characters per second (CPS): This metric re-
lates to reading speed. For the corpora where
time codes and duration are preserved, we calcu-
late CPS as follows: CPS = tchars

duration

Chink-Chunk: Chink-Chunk is a low-level
parsing algorithm which can be used as a rule-
based method to insert line breaks between sub-
titles. It is a simple but efficient way to detect syn-
tactic boundaries. It relates to preserving linguistic
wholes, since it uses POS information to split units
only at punctuation marks (logical completion) or
when an open-class or content word (chunk) is fol-
lowed by a closed-class or function word (chink).
Here, we use this algorithm to compute statis-
tics about the type of subtitle block breaks in the
data (punctuation break, content-function break or
other). The algorithm is described in Algorithm 1.

Algorithm 1: Chink-Chunk algorithm
1 if POS_last in [’PUNCT’, SYM’, ’X’] then

2 | punc_break +=1;

3 else

4 if POS _last in content_words and POS_next in
function_words then

5 | cf break +=1;

6 else

7 | other_split +=1;

8 end

9 end

10 return punc_break, cf_break, other_split

4 Experiments

For our experiments we consider the corpora
which are large enough to train NMT systems;
OpenSubtitles, JESC and MuST-C. We focus on
3 language pairs, Japanese, Italian and German,
paired with English, as languages coming from
different families and having a large portion of
sentences in all corpora. We tokenise and then tag
the data with Universal Dependencies® to obtain
POS tags for the Chink-Chunk algorithm.

To observe the effect of merging processes on
preserving the subtitling constraints, we create a
version of MuST-C at a subtitle level. We obtain

3https://universaldependencies.org/
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LP Total Extracted MuST-C
EN-IT 671K 452K /3.4M 253K /4.8M
EN-DE 575K 361K /2.7M 229K /4.2M
EN-JA 669K 399K /3M -

Table 2: Total number of subtitles vs. number of
extracted subtitles (in lines) from TED talks .srt
files vs. the original MuST-C corpus. The first
number shows lines (or sentences respectively),
while the second words on the English side.

the same .srt files used to create MuST-C. We ex-
tract only the subtitles with matching timestamps
from the common talks in the language pair with-
out any merging operations. Table 2 shows the
statistics of the extracted corpus. We randomly
sample 1,000 sentence pairs and manually inspect
their alignments. 94% were correctly aligned, 3%
partially aligned and 3% misaligned.

We apply each of the criteria filters in Sec-
tion 3.2 to the corpora both on the source and the
target side independently. Then, we take the inter-
section of the outputs of all the filters to obtain the
lines/sentences which conform to all the criteria.

5 Analysis

Table 3 shows the percentage of preserved
lines/sentences after applying each criterion.

Length: The analysis of Characters per line fil-
ter shows that both OpenSubtitles and JESC con-
form to the quality criterion of length in at least
94% of the cases. Despite the merging operations
to obtain sentence alignments, OpenSubtitles still
preserves a short length of lines, possibly because
of the nature of the text of subtitles. A manual
inspection shows that the text is mainly short dia-
logues and the long sentences are parts of descrip-
tions or monologues, which are more rare. On
the other hand, the merging operations in MuST-
C create long sentences that do not resemble the
subtitling format. This could be attributed to the
format of TED talks. TED talks mostly contain
text written to be spoken, prepared talks usually
delivered by one speaker with few dialogue turns.
Among all corpora, MuST-C_subs shows the high-
est conformity to the criterion of length, since in-
deed no merging operations were performed.

Reading speed: Conformity to the criterion of
reading speed is achieved to a lesser degree, as



LP Corpus Format ~ Time | CPL(s/t) % CPS(s/t) %  Chink-Chunk (s/t) %  Total%
MuST-C segment v 491748 78172 99 /99 45
EN-IT  OpenSubtitles segment - 95/94 - 99 /99 91
MuST-C_subs  subtitle v 99 /98 86/ 81 87/83 79
MuST-C segment v’ 51747 77166 99/99 42
EN-DE  OpenSubtitles segment - 95795 - 99/99 92
MuST-C_subs  subtitle v 99 /98 84 /75 87 /87 74
OpenSubtitles segment - 96 /93 - 99 /98 91
EN-JA  JESC subtitle - 97194 - 88/87 85
MuST-C_subs  subtitle v 99 /94 85/99 92/91 83

Table 3: Percentage of data preserved after applying each of the quality criteria filters on the subtitling
corpora independently. Percentages are given on source and target side (s/t), except for the Total where

source and target are combined.

shown by the Characters per second filter. Except
for Japanese, where the allowed number of char-
acters per line is lower, all other languages range
between 66%-86%. In general, MuST-C _subs, be-
ing in subtitling format, seems to conform better
to reading speed. Unfortunately, time information
is not present in corpora other than the two ver-
sions of MuST-C, therefore a full comparison is
not possible.

Linguistic wholes: The Chink-Chunk algorithm
shows interesting properties of the subtitle breaks
for all the corpora. MuST-C and OpenSubtitles
conform to the criterion of preserving linguistic
wholes in 99% of the sentences, which does not
occur in the corpora in subtitle format; JESC and
MuST-C _subs. Since these two corpora are com-
piled by removing captions based on unmatched
time codes, the integrity of the documents is pos-
sibly broken. Subtitles are removed arbitrarily, so
consecutive subtitles are often not kept in order.
This shows the importance of preserving the order
of subtitles when creating subtitling corpora.

This observation might lead to the assumption
that JESC and MuST-C_subs are less subtitle-like.
However, a close inspection of the breaks shows
that OpenSubtitles and MuST-C end in a punctu-
ation mark in 99.9% of the cases. Even though
they preserve logical completion, these corpora do
not contain sufficient examples of line breaks pre-
serving linguistic wholes. On the other hand, the
subtitle-level corpora contain between 5%-11%
subtitle breaks in the form of content-function
word. In a realistic subtitling scenario, an NMT
system at inference time will often receive unfin-
ished sentences, either from an audio stream or a
subtitling template. Therefore, line break informa-
tion might be valuable for training NMT systems
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that learn to translate and segment.

The total retained material shows that Open-
Subtitles is the most suitable corpus for producing
quality subtitles in all investigated languages, as
more than 90% of the sentences passed the filters.
However, this is not a fair comparison, given that
the data was filtered with only 2 out of the 3 fil-
ters. One serious limitation of OpenSubtitles is the
lack of time information, which does not allow for
modelling reading speed. We showed that corpora
in subtitling format (JESC, MuST-C _subs) contain
useful information about line breaks not ending in
punctuation marks, which are mostly absent from
OpenSubtitles. Since no information about subti-
tle line breaks (inside a subtitle block) is preserved
in any of the corpora, the criterion of equal length
of lines cannot be explored in this study.

6 Conclusions and discussion

We explored whether the existing parallel sub-
titling resources conform to the subtitling con-
straints. We found that subtitling corpora gener-
ally conform to length and proper line breaks, de-
spite the merging operations for aligning parallel
sentences. We isolated some missing elements:
the lack of time information (duration of utter-
ance) and the insufficient representation of line
breaks other than at punctuation marks.

This raises several open issues for creating cor-
pora for subtitling-oriented NMT; i) subtitling
constraints: a subtitling corpus, in order to be
representative of the task, should respect the subti-
tling constraints; ii) duration of utterance: since
the translation of a subtitle depends on the dura-
tion of the utterance, time information is highly
relevant; iii) integrity of documents: a subtitle
often occupies several lines, therefore the order of



subtitles should be preserved whenever possible;
iv) line break information: while parallel sen-
tence alignments are indispensable, they should
not compromise line break and subtitle block in-
formation. Break information could be preserved
by inserting special symbols.

We intend to use these observations for an
adaptation of MuST-C, containing triplets (audio,
source language subtitle, target language subtitle),
preserving line break information and taking ad-
vantage of natural pauses in the audio. In the long
run, we would like to train NMT systems which
predict line breaks while translating, possibly ex-
tending the input context using methods from doc-
ument level translation.
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Abstract

In this paper we discuss two types of
nominal copular sentences (Canonical and
Inverse, Moro 1997) and we demonstrate
how the peculiarities of these two
configurations are hardly considered by
standard NLP tools that are currently
publicly available. Here we show that
example-based MT tools (e.g. Google
Translate) as well as other NLP tools
(UDpipe, LinguA, Stanford Parser, and
Google Cloud Al API) fail in capturing the
critical distinctions between the two
structures in the end producing both wrong
analyses and, possibly as a consequence of
a non-coherent (or missing) structural
analysis, incorrect translations in the case
of MT tools. To support the proposed
analysis, we present also an empirical
study showing that native speakers are
indeed sensitive to the critical distinctions.
This poses a sharp challenge for NLP tools
that aim at being cognitively plausible or at
least descriptively adequate (Chowdhury
& Zamparelli 2018).

1. Introduction

The main hypothesis of this paper is that sentence
comprehension cannot be achieved independently
from a coherent structural analysis. To support
this claim, we first present a precise structural
analysis that is critical for recovering the relevant
dependencies within specific constructions, then
we will show that the crucial structural properties
captured by the theoretical framework are in fact
correctly perceived by native speakers, but not

Copyright © 2019 for this paper by its authors. Use permitted
under Creative Commons License Attribution 4.0 International
(CC BY 4.0).

revealed by some widely used Natural Language
Processing (NLP) tools. This leads to poor
performance in tasks like Machine Translation
(MT).

This argument seems to us especially relevant
in those structural configurations in which a non-
local dependency must be established: in parsing,
for instance, interpreting correctly a wh-
dependency requires that the dependent (the wh-
phrase) and the dependee (the head selecting the
wh- phrase as its argument/modifier) are
identified, and the nature of the dependence
disambiguated (e.g. argument vs. modifier). In (1)
we exemplify the special case of a non-local
dependency between a wh- PP and a DP it
depends on (a co-indexed underscore signals the
possible extraction sites, hence the dependent
constituent; the diacritic “*” prefixes, as usual,
illegal sites):

(1) [Di quale segnale]; [i telescopi * i] hanno

Of which signal the telescopes have
scoperto * ; [un’interferenza ]?
discovered an interference?

‘[which signal]i did the telescopes discover
an interference of _;?’

The second DP un’interferenza (an interference)
(the internal argument) is the dependee of the wh-
phrase and neither the subject DP nor the
predicate can host this wi- dependency instead.

According to Google Translate (as of 12" July
2019), this second option seems indeed a viable
one:

(2) What signal did the telescopes find an
interference?

The translation is ill formed being the internal
argument of find filled both by the wh- phrase and
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the DP an interference (which cannot take a wh-
DP as its own argument due to the absence of a
relevant preposition).

In this work we focus on a similar non-local
dependency involving two kinds of copular
sentences: Inverse (3.a) and Canonical (3.b).
Using these constructions, we will test the
availability of wh- PP sub-extraction from both
the first and the second DP as exemplified in (4).

(3) a. le foto del muro sono la causa della rivolta
the pictures of the wall are the cause of the riot
b. la causa della rivolta sono le foto del muro
the cause of the riot are the pictures of-the wall
‘the cause of the riot is the pictures of the wall’

(4) a. [Di quale rivolta]; le foto del muro sono
of which riot the pictures of the wall are
la causa ;?
the cause
b. [Di quale muro]; le foto  ; sono
of which riot the pictures of the wall are
la causa della rivolta?
the cause of the riot

In the first part of this paper (§2), we will briefly
present an analysis for these constructions, then
we will demonstrate that native speakers are
selectively sensitive both to the copular structural
configuration (Canonical vs. Inverse) and to the
extraction site (subject vs. predicate) (§3). In §4
we will test the insensibility of some freely
available NLP tools (Google Translate, the
Natural Language service of Google Cloud Al
API, UDpipe, Stanford Parser and LinguA) to the
syntactic oppositions previously discussed.

2. The structure of nominal copular
sentences

Copular sentences are those sentences whose
main verb is fo be (the copula) and its equivalents
across languages. A subset of copular sentences is
the one involving two DPs, linearly ordered as DP
V DP. Those are dubbed nominal copular
sentences. In this configuration, a nominal phrase
realizes the predicate of the sentence (“the
cause...” in (3)) while the other is the subject of
the predicate (“the pictures...” in (3)). According
to Moro (1997), nominal copular sentences can be
distinguished in two subtypes: Canonical copular
sentences (3.a) — in which the order is subject-
copula-predicative expression — and Inverse
copular sentences (3b) — in which the order is
inverted, i.e. predicative expression-copula-
subject.

Moro (1991, 1997, 2006) showed that these
two types of copular constructions can be
distinguished on the basis of different diagnostics
like agreement on the verb, grammaticality for the
extraction of DPs (Wh- or clitic) and pronominal
binding.

Traditionally, copular sentences are analyzed
as involving the raising of a DP from the same
base generated structure (Stowell 1978). Moro
(1997, 2018) showed that the predicate DPs
(including there and its equivalents across
languages) can be raised along with the subject
DPs to the preverbal position from the so-called
Small Clause (SC) — a structure resulting from
merging two DPs (Moro 2000, 2009 Chomsky
2013, Rizzi 2016). In other words, while in
Canonical copular sentences the subject DP raises
to the preverbal position and the predicative DP
stays in situ inside the small clause in the
postverbal position (4), in the Inverse copular
sentences the predicative DP raises to the
preverbal position and the subject DP stays in situ
inside the small clause in the postverbal position

(5).

(5) Canonical copular sentence structure

IP
/\
DPsubi VP
A /\
\" SC

/\
l,‘ DP, pred

.

(6) Inverse copular sentence structure

1P
/\
DPDred VP
A /\
A\ SC
DPgupi t

2.1 Asymmetries in copular sentences

These two different representations offer a
principled explanation for many asymmetries
across languages. Distinguishing between
Canonical and Inverse copular sentences is not
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always easy or possible (see Jespersen 1924 as
cited in Moro 1997). However, agreement and
PP/ne sub-extraction offer robust diagnostics. For
example, verbs invariably agree with the subject
DP in Italian (7), regardless of the pre-verbal or
post-verbal position, while they invariably agree
with the preverbal DP in English (8):

(7) a. le foto sono/*¢ la causa
the pictures are /*is the cause
b. lacausa sono/*¢le foto

the cause are/*is the pictures
Italian
(8) a. the pictures are/*is the cause.
b. the cause *are/is the pictures
English

Extraction is only allowed from the post-verbal
DP — the predicate — in Canonical sentences (9),
whereas it is not allowed from the post-verbal DP
— the subject — in Inverse copular sentences (10).

(9) a. which riot; do you think a picture of the
wall was the cause of ;?
b. di quale rivolta; pensi che una foto del
of which riot; do you think that a picture of the
muro sia la causa _;?
wall is the cause _;?

(10) a. *which wall; do you think a cause of the
riot was a picture of ;?
b. *di quale muro; pensi che la causa della
of which wall; you think that the cause of the
rivolta sia una foto ;?
riot is a picture ;?

3. Experimental evidence supporting the
analysis of copular sentences

Before considering the computational side or the
proposed structural analysis we investigated
whether the human parser is sensitive to the
critical ~ distinctions illustrated here. Two
experiments are discussed, testing the processing
of Canonical vs Inverse copular sentences (first
condition) involving the extraction of a wh-
element from a DP embedded either under the
subject or the predicate (second condition).

Our prediction was that the sensitivity to
agreement and to the argumental vs. predicative
role distinction for the two DPs involved would
have influenced both the online and the offline
performance of native speakers: participants
should show an advantage in parsing Canonical
copular sentences (vs. Inverse ones), since only

the Canonical configuration allow the extraction
from the predicate DP, whereas all the other kinds
of extraction — from the subject in Canonical and
from both the subject and the predicate in Inverse
— should be disallowed (§2.1).

In order to test these hypotheses, we performed
(i) a Self-Paced Reading (SPR) experiment with a
Sentence Comprehension Task at the end, and (ii)
an Acceptability Judgement Task (AJT).

3.1 Material and methods

In both the SPR and AJT the set of stimuli was the
same: 128 items (divided in 4 conditions) and 40
fillers, in SPR, and 60 fillers, in AJT per condition
(72 items per experiment in SPR, 92 in AJT). The
2x2 design produced four experimental
conditions, exemplified in (11):

(11) Condition I:
Canonical + Extraction from the Subject
*[pp Di quale muro]; ... [pple foto ], sono [sc[ a]
Of which wall the pictures are
[orla causa [pp della rivolta]]]?
the cause of the riot?

Condition 2:
Canonical + Extraction from the Predicate
[ppDi quale rivoltai ... [pp le foto [pp del muro]].

Of which riot the pictures of the wall
sono [sc[ a] [lacausa (]]
are the cause?
Condition 3:

Inverse + Extraction from the Subject
*[pp Di quale muro];...[la causa [pp della rivolta]],
Of which wall the cause of the riot
sono [sc [le foto ;][ ]]?
are (=is) the pictures?

Condition 4:
Inverse + Extraction from the Predicate
*[pp Di quale rivolta]k ... [la causa i ]y sono [sc
Of which riot ... the cause are (=is)
[pp le foto [pp del muro]] [ 5]]?
the pictures of the wall

3.2  Self-Paced Reading

32 native Italian speakers participated in the
experiment. Stimuli were composed by questions
and by their answers; participants had to read the
question word by word and, then, the answer.
Finally, they had to judge the appropriateness of
the answer.
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3.3 Results

Participants showed higher accuracy in answering
to comprehension questions when the extraction
occurred from the post-verbal DP in Canonical
copular sentences — DP predicate in Condition 2
— than in Inverse copular sentences — DP subject
in Condition 3 — while extraction from the Inverse
copular constructions induced lower accuracy
(-0.41, z=-2.054, p=0.04; Fig. 1). This confirms
that the structural asymmetry between referential
subjects and predicative DPs has a central role in
both the processing and the comprehension of
nominal copular sentences. Similarly, Inverse vs
Canonical opposition seems relevant since
extractions from both sites in the Inverse copular
constructions produce lower accurate answers
compared to the extraction from the predicate in
canonical copulars (coherently with Moro 1997,
2006 that predict the DP in both inverse
constructions to be illegal extraction sites).

1.001

o
b
o

Extracted Elements

B Predicate
B Subject

Percentage correct responses
o
(4
o

o
N
o

0.001

Canonical Inverse

Type of copular sentences

Fig.1 Percentage of correct answers across conditions.

Reading times, on the other hand, revealed a clear
difference at the copular region for the two
conditions (t=3.37 p=0.002) suggesting a penalty
for the Inverse copular constructions compared to
the Canonical one. Also at the first DP region the
Predicate vs Subject distintion is productively
differentialed (t>2 p=0.008) indicating the la
causa (“the cause”) and “le foto” (“the pictures”)
conditions, respectively predicate and subject
condition, are perceived as different.

3.4  Acceptability Judgement Task

40 native Italian speakers participated in the
experiment. Stimuli were the same than in SPR.

Participants had to rate the acceptability of
questions on a scale from 1 to 7.

3.5 Results

The results (fig.2) confirm the previous on-line
findings and show that (i) Canonical constructions
were more acceptable than Inverse ones and that
(i) among the different types of copular
sentences, the ones with an extraction from
predicates have higher rates than the ones with
extraction from subjects.

0.6

0.34

i Condition 1

Condition 2
Condition 3

Condition 4

Mean acceptability (z-scores)
°
o

0.64

Conditions

Fig.2 Acceptance rates across conditions.

4. Parsing copular sentences

To evaluate the state-of-the-art of NLP with
respect to the contrasts we discussed (Canonical
vs Inverse copular sentences) in a configuration
where overt agreement disambiguates the critical
roles (predicate vs subject), we ran few tests using
the following tools:

—

UDpipe (Straka et al 2016)

Stanford Parser - English (Chen & Manning
2014)

LinguA parser (Attardi, Dell’Orletta 2009)
Google Translate (translate.google.com)

5. Google Cloud Al Solutions
(cloud.google.com)

N

B

We first tested standard Canonical (3.a) and
Inverse (3.b) copular constructions, then we tried
to assess qualitatively the output analyses
provided by these tools with respect to sub-
extraction from the predicate in Canonical
sentences (9.a-b), here repeated for convenience:

(3) a.le foto del muro sono la causa della rivolta
the pictures of the wall are the cause of the riot
b. la causa della rivolta sono le foto del muro
the cause of the riot are the pictures of-the wall
the cause of the riot is the pictures of the wall
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(9) a. which riot; do you think a picture of the
wall was the cause of ;?
b. di quale rivolta; pensi che una foto del
muro sia la causa _;?
of which riot; do you think that a picture of
the wall is the cause ;?

4.1 UDpipe

UDPipe Natural Language Processing - Text
Annotation interface (Wijffels 2018, Straka et al
2016) provides a handy tool easily integrated in
the R environment. Various pre-trained models
are available for many languages. We run our
analyses using the pre-trained model italian-isdt-
ud-2.4-190531. The results of the analysis for
both Canonical (10.a) and Inverse (10.b) are
simply the same. In fact, not even the basic local
dependencies are fully recovered (e.g. det-noun).
The analysis of the sub-extraction from predicate
in Canonical structures (13.a) is paradoxically less
disastrous than the other analyses, but if we try to
analyze sub-extraction from the subject of a
Canonical construction, we obtain wrong analyses
(13.b) (the wh- items is considered an extra
argument of cause):

(12) a. Canonical copular sentence analy51s

\ nmod

case cop gl |

B “ ES B NOUN s ” = = ‘ e l 2 NOuN
muro

b. Inverse copular sentence analys1s

ubj

e
/

eeeeee

det e
[
DET NOUN MOUN O
a rvvoll

(13) a. sub—extractlon from predlcate in Canomcal
configuration

f \ det { \
\ — | (
0P DET NouN DET NoUN P DET NoN
i quele fivfa o iolo @ i mu

b. sub-extraction from subject in Canonical
configuration

4.2 Stanford Parser

Stanford parser (Chen & Manning 2014) can be
considered the state-of-the-art parser for English.
Canonical constructions, in fact, gave the
opportunity to live up to expectations: the analysis
of the canonical copular sentence (14.a) is
perfectly in line with the analysis presented in §2-
§2.1 (cause is identified as predicate and pictures

as its subject). Unfortunately, the same analysis is
proposed for inverse copular constructions (14.b).

(14) a. Canonical copular sentence analysis

nzubj
nmad ! nmad
ca;e /— c=s5e
ce: ™ -q-::let \-"BP Wc—'- ™ -4—c=

the pictures of the wall are the cause of the riot

b. Inverse copular sentence analysis

nsubj
nm c:::I nmod

252 cop {,—_ne
CE: ™ @tc_. N CE:

vezf [@*°
the cause of the riot is the pictures of the wall

The quality of the analysis for the sub-extraction
case confirms every suspicion: the sub-extracted
wh-item (which riof) is wrongly associated to the
matrix predicate (think) (15).

(15) sub-extraction from predicate in Canonical

configuration
com
Sux =
mr/@_’/_ N —— Nm e
which  riot do you think 2  picture of the wall was the cause of

4.3 LinguA

LinguA annotation pipeline (service provided on-
line by ItaliaNLP Lab at Istituto di Linguistica
Computazionale "Antonio Zampolli" ILC in Pisa)
has been used for our tests on Italian,
implementing a version of Attardi & Dell’Orletta
(2009) parser (currently the state-of-the-art parser
for Italian). The analyses of this parser are
definitely more precise than the ones proposed by
the UDpipe tool, but the symmetric results
returned for both Canonical and Inverse copular
sentences did not identify either the dependency
between the predicate and the subject or their
actual role in the structure (16.a-b). The analysis
of the extraction, interestingly attempts an
interpretation of the wh- item as an (extra)
argument of the first DP (/e foto [di quale rivolta]
(del muro)). This is a wrong analysis, but it is
coherent with the slow-down observed in self-
paced reading experiment (§3.3) at the first DP
region, though the parser does not make the
relevant distinction between subject (17.a) and
predicate (17.b) (in this second case, sub-
extraction is interpreted as a copula argument).
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(16) a. Canonical copular sentence analysis

ra-, |l| =y Jr

le foto del muro sono la causa della

RD g ER ] v RD 5 ER 5

b. Inverse copular sentence analysis

ROOT

subi pred

J' det m comp M prep ¢ det l comp _prep
la causa della rivolta sono le foto del muro
RD 5 EA 5 v RD 5 EA 5

(17) a. sub-extraction from predicate in Canonical
configuration

rivolta le for sono la causa

b. sub-extraction from subject in Inverse
configuration

di quale m causa la rivolta sono

4.4 Google Al

We finally investigated the Natural Language
service — one of the tools provided by Google
Cloud Al Solutions API — which returns syntactic
representations of sentences
(https://cloud.google.com/natural-language/).
While both canonical and inverse copular
analyses are equivalent in English to the ones
provided by the Stanford Parser (hence partially
consistent with our analyses), in Italian, using the
Canonical copular sentence ‘le intercettazioniy
sonoy la documentazione;” (‘the interceptions are
the documentation’), the tool incorrectly analyses
the predicate DP the documentation as an attribute
(fig. 4) (this might be a consistent annotation of
all nominal predicates Google adopted, but it is
clearly misleading here). Moreover, when it is
provided with the Inverse form of the sentence ‘/a
documentazione sono le intercettazioni’ (lett. the
documentation are the interceptions; ‘The
documentation is the interceptions’), the tool
incorrectly analyzes the raised predicative DP the
documentation — singular noun — as the subject,
putting it in a wrong agreement relation with the
verb (plural form) (Fig. 5). Then, in the end, this
parser fails in recognizing the critical difference
between Canonical and Inverse copular sentences
giving exactly the same analysis for both cases
(3.a) and (3.b).

Entities Sentiment Syntax

Dependency Part of speech Lemma [ Morphology

le intercettazioni sono la documentazione
il intercettazione essere il
DET NOUN VERB DET NOUN

Fig.4 The structural analysis of the Canonical sentence
‘le intercettazioni sono la documentazione’ (‘The
interceptions are the documentation’) given by Google
Natural Language.

Entities Sentiment Syntax

Dependency Part of speech Lemma [[] Morphology

la documentazione sono le intercettazioni
il essere il intercettazione
DET NOUN VERB DET NOUN

Fig.5 Structural analysis of the Inverse copular
sentence ‘la documentazione sono le intercettazioni’
(lett. the documentation are the interceptions; ‘The
documentation is the interceptions’) given by Google
Natural Language.

4.4 Google Translate

In order to evaluate the impact of these wrong
analyses on a practical NLP task, we finally
carried out our conclusive experiments on one of
the most famous and largely exploited machine
translation software: Google Translate.

Starting with simple examples, we observed
that when the tool is provided with the Italian
Inverse copular sentence ‘La causa della rivolta
sono le foto del muro’ (lett. the cause of the riot
are the pictures of the wall; ‘The cause of the riot
is the pictures of the wall’), it gives the wrong
English translation ‘“*The cause of the uprising
are the photos of the wall’ (Fig.6), in which the
verb does not agree with the pre-verbal DP “the
cause of the uprising”, contrary to what it does in
English (as we saw in 7).

Italiano g Inglese

X The cause of the
uprising are the
photos of the wall

La causa della
rivolta sono le
foto del muro

LDIR © 0O

Fig.6 Example from Google translate:
https://translate.google.it/?hl=it#view=home&op=tran
slate&sl=auto&tl=en&text=La%20causa%20della%?2
Orivolta%20s0n0%201e%20f0t0%20del%20muro
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Interestingly, reversing the translation from
English to Italian the cause of the riot is the
pictures of the wall the system correctly produces
la causa della rivolta sono le immagini del muro
where proper agreement (with the post-verbal
subject) is in place. Since the analysis provided by
any tool we tested is theoretically inconsistent
with this result, we hypothesized that this
translation could have been obtained adopting an
example-based approach; it was worth then to test
if the correct agreement with the post-verbal
subject is just an accident (this is a well know
prototypical sentence, widely discussed in
literature and it might have been included in the
Google Translate training set) or if the analysis is
generalized of any possible subject/predicate pair.

A sentence like la documentazione sono le
intercettazioni (lett. the documentation are the
interceptions, that means ‘The documentation is
the interceptions’) would suit our purpose nicely.
In the English > Italian direction the correct
singular copular agreement is produced (“the
documentation is the interceptions”) but from
Italian to English this time the wrong agreement
is obtained, totally ignoring the number of the real
post-verbal subject (the documentation is the
interceptions > la documentazione é le
intercettazioni). We concluded then that no deep
analysis is attempted so as to distinguish between
subject and predicate roles and this turns out to be
fatal.

5. Conclusion

In this paper we demonstrated that nominal
copular sentences constitute a clear challenge for
the computational analysis since the same string
of elements [DP V DP] can have in principle two
different syntactic representations (hence two
different meanings), depending on which kind of
copular sentence is realized (Canonical or
Inverse). In this paper, we spotted various glitches
in the automatic analyses which in the end led
either to significant failures (Google Translate) or
to rough structural hypotheses that bluntly ignore
the relevant contrasts here discussed. Our
empirical study, testing both online and offline the
wh- PP sub-extraction possibilities from both
subject and predicate DPs, shows that native
speakers are sensitive with respect to the different
structural roles; in addition, they perceive as
expected the underlying structural representation
of Canonical vs. Inverse copular construction.
None of the NLP tools we tested succeeded in
providing a full set of coherent analyses, with the

exception of the Stanford Parser for English that
at least succeeded in analyzing correctly the
canonical copular sentences. This analysis was
however insufficient in the case of inverse
constructions and in case of sub-extraction,
confirming that non-local dependencies are
critical configurations native speakers are able to
parse but machine do not, yet.
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Abstract

In this study we collected several objec-
tive frequency values for 124 Italian idi-
omatic expressions, in order to verify the
relation among these measures of fre-
quency and a set of subjective variables
(e.g., familiarity, meaning knowledge,
age of acquisition, etc.) which are rele-
vant from a psycholinguistic perspective,
since they are supposed to play a role in
idiom processing. Specifically, we calcu-
lated the following frequency types: oc-
currences of content words, (lemma and
word-form values), occurrences of ca-
nonical idioms (e.g., Paolo broke the ice),
occurrences of syntactically manipulated
idioms (e.g., The ice was suddenly bro-
ken by Paolo). We discuss the results of
correlational analyses.

1. Introduction

Several psycholinguistic norms are available for
pictures and words (e.g., Barca, Burani, & Ar-
duino, 2002; De Martino, Mancuso and Laudan-
na, 2017; Janssen, Pajtas, & Caramazza, 2011;
Montefinese, Ambrosini, Fairfield, & Mamma-
rella, 2014). However, this is less frequent for
longer word-combinations, such as idiomatic
expressions. An idiomatic expression comprises
several words whose overall figurative meaning
is not a direct function of its components (Tabos-
si, Arduino, & Fanari, 2011). For instance, the
Italian idiomatic expression rompere il ghiaccio
(“break the ice”) means “to take the initiative in
an embarrassing situation” and thus its global
meaning is far from the meaning of its compo-
nents.

Some norms are available in English (Abel,
2003; Cronk, Lima, & Schweigert, 1993; Libben

& Titone, 2008; Titone & Connine, 1994b), in
French (Caillies, 2009; Bonin, Méot, & Bu-
gaiska, 2013), in Bulgarian (Nordmann & Jam-
bazova, 2017), in German (Citron et al., 2016)
and in Italian (Tabossi et al., 2011). These data-
bases collect mean values obtained from subjec-
tive ratings for some relevant psycholinguistic
variables (such as age of acquisition, familiarity,
meaning knowledge, etc.).

The existence of norms for idiomatic expressions
has made it possible to account for issues con-
cerning the comprehension, the production and
the lexical storage of idioms (e.g., Cutting &
Bock, 1997; Konopka & Bock, 2009; Sprenger,
Levelt, & Kempen, 2006).

There are different theories on the topic of how
idioms are stored in memory. According to some
authors, idioms correspond to lexical units (e.g.,
Swinney & Cutler, 1979), whereas for others,
they are stored as configurations of words (Cac-
ciari & Tabossi, 1988; 2014). As claimed by Bo-
nin et al. (2013), “it is therefore obvious that no
empirical test of the different views of idiom
processing is possible without first collecting
norms for idioms”.

2. The present study

In the present research, we computed the fre-
quency of 124 Italian idiomatic expressions in
text corpora, in order to verify the relation
among objective measures of frequency and a set
of subjective variables which are available for
Italian (Tabossi et al., 2011).

Some studies have underlined the influence ex-
erted by the frequency values in the processing
of these strings (Cronk et al., 1993; Libben &
Titone, 2008; Bonin et al., 2013). In these works,
the frequency values were obtained by calculat-
ing the familiarity of the expressions or the ob-
jective frequency (occurrence) of the individual
words that compose the strings. Between the two
methods, the first proved to be a better predictor
of the complexity of processing (Bonin et al.,
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2013; Libben & Titone, 2008). The authors attri-
buted this effect to the fact that the idiomatic
meaning is often arbitrarily related to that of the
individual constituents.

In our study, we pursued three main goals. The
first was to collect the objective frequency of the
isolated words that make up the Italian idiomatic
expressions. Word frequency is certainly one of
most important variables to have been considered
by studies investigating reading or speaking. For
instance, all influential models of word reading
(e.g., Coltheart, Rastle, Perry, Langdon, & Zieg-
ler, 2001; Harm & Seidenberg, 2004) are able to
account for the finding that high-frequency
words are processed faster and more accurately
than low-frequency words in experimental tasks
such as lexical decision and reading aloud. How-
ever, the influence of objective word frequency
in idiom processing has received little attention
(Cronk et al., 1993; Libben & Titone, 2008; Bo-
nin et al., 2013). In the Italian normative study of
idiomatic expressions (Tabossi et al., 2011), this
variable was not taken into account.

The second goal was to obtain the objective fre-
quency of idiomatic expressions, intended as the
frequency of use of the idiomatic expression
considered in its entirety. To our knowledge, all
previous studied had not calculated this variable
but focused exclusively on the subjective fre-
quency of idioms. We claim that this methodolo-
gy could offer several advantages to the research
on idiom processing. First of all, it provides an
objective measure of the degree of exposure to a
given idiomatic expression by speakers, without
being affected by any distortion or idiosyncrasy
coming from subjective evaluations of familiari-
ty. Some studies have shown that subjective fre-
quency is a good index of the frequency of en-
counter of the words (Balota, Pilotti, & Cortese,
2001). However, the reliability of estimates of
other-based familiarity (as considered in Bonin et
al., 2013 and Tabossi et al., 2011) can be prob-
lematic, since it is more likely that participants
can reliably estimate their own frequency of ex-
posure to an idiomatic expression than how well
other people know such expressions (Cronk et
al., 1993; Libben & Titone, 2008; Titone & Con-
nine, 1994b).

Moreover, the availability of corpus-based fre-
quency values may offer an ideal shortcut to the
preparation of psycholinguistic experiments,
since familiarity estimates are often difficult to
obtain, as they typically require running pre-
studies to collect ratings. In this direction, recent
studies claimed that subjective frequency ratings

are no longer needed when objective word fre-
quency norms are available (Brysbaert et al.,
2011).

The third purpose of our study was to obtain ob-
jective frequency values of idioms used in a not
canonical form (e.g., passive form, adjective and
adverb insertion, etc.). Idioms have been tradi-
tionally described as fixed expressions, highly
restricted in their realization (Cacciari & Tabos-
si, 1988; Gibbs, 1980; Swinney & Cutler, 1979;
Titone & Connine, 1999). However, more recent
corpus and experimental studies have shown that
they are more flexible than previously thought
(Moon, 1998; Barlow, 2000; Geeraert, Baayen,
& Newman, 2017; Langlotz, 2006; Tabossi,
Wolf, & Koterle, 2009; Vietri, 2014; Mancuso,
Elia, Laudanna, & Vietri, 2019; Kyriacou, Con-
klin, & Thompson, 2019). The issue of idiom
syntactic flexibility has received a renewed inter-
est, since it also addresses the problem of how
idioms are mentally stored.

3. Method

Materials.The idiomatic expressions used in the
present work were taken from a study by Tabossi
and colleagues (2011), who elicited normative
judgments for Italian verbal idioms on the fol-
lowing variables:

o meaning knowledge, the proportion of
correct meaning definitions given for
each idiom;

o familiarity, the subjective frequency with
which speakers encounter an idiom in its
written or spoken form, regardless of
their familiarity with the actual meaning
of the phrase;

o age of acquisition, which indicates at
what age the subjects thought they had
learnt the expressions;

o predictability, the proportion of idiomat-
ic completions given for a certain idiom,
which was presented with the final word
missing;

o syntactic flexibility, obtained by asking
how much the meaning of the idiom in
the syntactically modified version' was
similar to its unmarked meaning, ex-
pressed in the form of a paraphrase;

'Each idiom was inserted in a sentence containing one of
the following five syntactic modifications: adverb insertion,
adjective insertion, left dislocation, passivization and wh-
movement.
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o literality, the plausibility of a literal in-
terpretation for an idiom?;

o compositionality, obtained by asking
how much the component words of the
idioms contribute to their overall mean-
ing.

Each idiom was also associated with a length
value calculated in words.

Procedure. In order to assess the frequency of
content words that compose the idiomatic ex-
pressions we calculated their cumulative fre-
quency, namely, the summed frequencies of the
individual words divided by the number of
words, as in Cronk et al. (1993) and Bonin et al.
(2013). Differently from previous studies, we
took into account both word-form and lemma
frequencies; values were taken from CoLFIS
(Bertinetto et al., 2005) and I[tWaC (Baroni, Ber-
nardini, Ferraresi, & Zanchetta, 2009).
Moreover, we calculated the overall objective
frequency of the expressions, intended as the fre-
quency of co-occurrence of all words that make
up the string, by means of ad-hoc queries within
ITWaC.

We extracted the occurrence values of the idi-
omatic expressions in all the inflected forms of
the verb (e.g., ' break/broke/breaks/etc. the ice'),
by searching for the lemma (e.g., 'to break') and
filtering the query by specifying one or more
constituents (e.g., 'ice’). We adopted a context
window of 7/10 elements (depending on the
length of idioms), both to the right and left of the
lemma, in order to obtain not only the frequency
values of canonical idioms, but also the frequen-
cy of any possible syntactic manipulations where
the order of presentation of the elements is mod-
ified (as in passive form, e.g., 'the ice was bro-
ken') or other lexical elements are inserted (as in
adjective/adverb insertion, e.g., 'he has suddenly
broke the ice', etc.). The results of each query
were manually checked in order to eliminate ca-
sual co-occurrences (as instance, the sentence la
macchina si ruppe con il ghiaccio, ‘the car broke
because of the ice’ contains all words adopted as
filters but does not correspond to the given idi-
omatic expression).

An example of a query is reported in Figure 1.

*For instance, perdere il treno “to miss the boat” (lit. “to
miss the train”) has also a clear literal meaning beside the
figurative one, while andare in rosso “to go into the red”
does not have a plausible literal meaning and can only be
idiomatically interpreted.

Waord form: |ghiaccio

Tagset summary COL builcer

Context
Lemma filter
Window: |both v

T v | tokens.

Lemma(s): [rompere all ¥ | of these items.

Clear All

Make Concordance

Figure 1. An example of query in ItWaC

(The idiomatic expression rompere il ghiaccio (‘break the ice’) is
searched by filtering for the lemma rompere (to break) and the
word-form ghiaccio (ice), within a context window of 7 tokens,
both to the right and the left of the lemma)

4. Results

Data are now available for 124 idiomatic ex-
pressions with different degrees of length.
For each idiom, we collected several frequency
values:

o Total frequency of idioms;

o Frequency of idioms occurring in a ca-
nonical form;

o Frequency of idioms occurring in a
transformed form;

o Frequency in CoLFIS of word-forms and
lemmas related to content-words appear-
ing in idioms;

o Frequency in I[tWaC of word-forms and
lemmas related to content-words appear-
ing in idioms.

Table 1 shows the means and the range of all
frequency values calculated.

means range
TotFq 2,4 0-27

CanonFq 1,9 0-19
VariedFq 0,5 0-9
Yovaried 23% 0-100%

Ff CoLFIS 1.218 17 -23.322

F1 CoLFIS 6.939 28 - 72.546

Ff ItWAC 281.642  3.741-4.512.480

FIItWAC 1.813.494 7.618 - 9.700.850

Table 1: Descriptive statistics (means and range) for the set of 124
idioms. TotFg=total frequency of idioms; CanonFq=frequency of
canonical idioms; VariedFq=frequency of manipulated idioms;
FfCoLFIS=word-form frequency in CoLFIS; FICoLFIS=lemma
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frequency in CoLFIS; FfIitWaC=word-form frequency in ItWaC;
FICoLFIS=lemma frequency in ItWaC

Hereafter, we report some examples of very fre-
quent idioms:

[1] Cantar vittoria, ‘to sing victory’

[2] Guardarsi allo specchio, ‘to look in a mir-
ror’
and some examples of infrequent idioms:

[3] Passare la misura ‘to cross the line’

[4] Avere ancora i denti da latte, ‘to still have
baby teeth’

For each idiom, all context occurrences are
available in an Excel file. For ambiguous idioms
(e.g., break the ice), we computed the frequency
of all uses, both idiomatic and literal. Data about
the syntactic flexibility of each idiom (the per-
centage of manipulations and the types of mani-
pulation) can also be extracted. In this way, it
will be possible for future research to obtain de-
tailed information about the syntactic behavior of
each idiomatic expression. Moreover, by analyz-
ing context occurrences of expressions, it will be
possible to disambiguate the figurative vs. literal
use of ambiguous idioms, in order to derive ob-
jective frequency dominance values, in addition
to subjective literal plausibility estimates, which
are already available in Tabossi et al. (2011).

Below we report some examples of idioms
which rarely occur in a manipulated form (less
than 5%):

[5] Battere la fiacca, ‘to loaf about’

[6] Mettere il carro davanti ai buoi, ‘to put the
cart before the horse’

and some examples of much flexible idioms
(more than 30%):

[7] Ingoiare la pillola, ‘to swallow a bitter
pill’

[8] Mettersi nei panni di qualcuno, ‘to put

yourself in someone’s shoes’.
We carried out some correlational analyses in
order to evaluate the relationship among objec-
tive frequency values and subjective variables,
which are available for this set of idiomatic ex-
pressions (Tabossi et al., 2011). Hereafter, we
will discuss most interesting results.

Relationship among subjective and objective
frequency. As shown by Table 2, there is not a
correlation between the frequency values of
idioms and the frequency values of content
words that compose the expressions: most used
idioms are not necessarily made up by frequent
words; rather, it often happens that frequent idi-
omatic expressions are composed by words that

are used predominantly — if not exclusively —
within such expressions (e.g., 'cuoia ' in ‘tirare le
cuoia', ‘pull the skins'). Nevertheless, there are
positive correlations between frequency values
of words (both taken by CoLFIS and ItWaC) and
subjective variables of familiarity and meaning
knowledge: in other words, idiomatic expres-
sions which have been rated more familiar and
known by speakers are made up by frequent
words. Interestingly, more frequent idioms are
also more familiar but there is not a correlation
between the frequency of idioms and meaning
knowledge. We may interpret this finding as an
evidence that speakers do not always know the
exact meaning of idioms, independently by the
fact that they occur very frequently in their lan-
guage. As regards the frequency of manipulated
idioms, we found a positive correlation with the
frequency of lemmas (taken by CoLFIS): idioms
which more often occur in corpora in a manipu-
lated form are made up by frequent words. As
expected, there are strong positive correlations
among frequency values of words (both lemmas
and word-forms) collected in CoLFIS and It-
WaC.

Correlations between objective and subjective frequency

2 3 4 5 6 7 8 9

1.TotFq Q9xFE - gTEFE 01 02  -.03 -.01 -04  21%FF
2.CanonFq J7EEE-03 0 -.05 01 -.06 01 23
3.VariedFq 06 .19%*% 14 .16 .01 09
4.Ff CoLFIS JUEEE JEEEE - GQFAE DAk 14
5.F1 CoLFIS JIgEEE QR DAk @Rk
6.Ff ItWAC JAEEE S D4R R
TFIItWAC 26%FE Dk

8.Know ASHEE

9.Famil 1.00

Table 2. TotFq=total frequency of idioms; CanonFq=frequency of
canonical idioms; VariedFq=frequency of manipulated idioms;
FfCoLFIS=word-form frequency in CoLFIS; FICoLFIS=lemma
frequency in CoLFIS; FflItWaC=word-form frequency in ItWaC;
FICoLFIS=lemma frequency in ItWaC; Know=meaning know-
ledge; Famil=familiarity

Relationship among objective frequency val-
ues and psycholinguistic variables. As reported
in Table 3, there is a negative correlation be-
tween the frequency and the age of acquisition of
idioms: the idiomatic expressions acquired earli-
er are also the most frequent in corpora. Also,
more frequent idioms are the shorter ones (nega-
tive correlation with the length, even in the case
of manipulated idioms). Interestingly, all fre-
quency values of words correlate negatively with
literality: idioms containing frequent words have
been judged less literally plausible by speakers.
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Correlations between objective frequency and
psycholinguistic variables

Length AoA  Pred Flex Lit Comp

1.TotFq  -39%** -21**%* _07 .05 04 -.06
2.CanonFq -39%** _22%%* _05 .04 .03 -07
3.VariedFq -32*%**  -13 -10 .07 .05 -.02
4FfCoLFIS 21***  -04 -04 .12 -25%%* -05
5.F1 CoLFIS .10 -120 -120 17 -29%*F% 05
6.FfItWAC 19 -11 .03 .16 -19%¥** -03
7FIItWAC .10 -15  -13 .17 -30%**  -06

Table 3. TotFq=total frequency of idioms; CanonFq=frequency of
canonical idioms; VariedFq=frequency of manipulated idioms;
FfCoLFIS=word-form frequency in CoLFIS; FICoLFIS=lemma
frequency in CoLFIS; FflItWaC=word-form frequency in ItWaC;
FICoLFIS=lemma frequency in ItWaC; Length=number of words;
AoA=age of acquisition; Predic=predictability; Flex=syntactic
flexibility; Lit=literality

5. Conclusions

In the present study, we pursued the main goal of
collecting objective frequency values of idioms
and evaluating their relation with a set of subjec-
tive variables available for Italian idiomatic (Ta-
bossi et al., 2011). The novelty of our methodol-
ogy allowed us to obtain corpus-based frequency
values not only for content-words composing
idioms (as reported in other normative data
available for other languages, e.g., Cronk et al.,
1993; Libben & Titone, 2008; Bonin et al.,
2013), but also for idioms considered in their
entirety. Furthermore, frequency values took into
account also the occurrences of syntactically ma-
nipulated idioms (passive form, left dislocation,
etc.).

The possibility of having objective frequency
values of idiomatic expression can be an impor-
tant support for directing future research on
idiom processing. Recent psycholinguistic stu-
dies (e..g, Tabossi, Fanari, & Wolf, 2009) have
questioned the hypothesis that the so-called
'idiom superiority effect' - namely, the estab-
lished fact that idiomatic expressions are faster to
process than literal sentences -is due to the idi-
omaticity itself of the expressions. According to
the authors, the phenomenon could depend, more
simply, on the fact that the idiomatic expressions
adopted in most of the existing experimental stu-
dies were much more familiar than the literal
sentences of control to which they were com-
pared, which, in many cases, were completely
new expressions, obtained by manipulating in
part the idiomatic expressions of origin. A possi-
ble continuation of these studies could involve
the implementation of experiments, in which idi-
omatic and literal expressions are matched for
the objective frequency of occurrence, as well as

a series of other well-known parameters. Moreo-
ver, studies aiming to explore the syntactic beha-
vior of idioms might rely on objective frequency
values of idioms occurring in a non-canonical
form and explore the type and the percentage of
manipulations for each idiomatic expression.
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Abstract

English. In this paper we present the re-
sults of a gender detection experiment car-
ried out on a corpus we built downloading
dream tales from a blog. We also high-
light stylistic differences and similarities
concerning lexical choices between men
and women. In order to carry the exper-
iment we built a feed-forward neural net-
work with traditional sparse n-hot encod-
ing using the Keras open source library.

1 Introduction

It is generally accepted that dreams are just an un-
conscious production, and that represent a type of
non-manipulable happening. However, many peo-
ple believe that dreams are premonitory of future
events as well as representations and reworkings
of past events. Humans tend to preserve all per-
sonal events, some of them in the form of a diary,
namely the best method to tell an event and keep
its aura of magic.

Until recently, dream reports were relegated to the
the pages of paper journals or revealed to famil-
iar people. At an earlier time, dreams are gathered
from sleep research labs, psycho-therapeutic and
in patient settings, personal dream journals and oc-
casionally classroom settings where “most recent
dreams” and “most vivid dreams” are collected as
in (Dombhoff, 2003).

Social media have opened millions of pages where
people feel at ease to confess their thoughts,
their experience and even their secret fantasies.
These platforms such as Twitter, Facebook and
web blogs are a good ground for computational
text analysis research in social science and mental
health assessment via language.

Copyright (© 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).
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Diary narratives represent a field already inves-
tigated by researchers. The recent development
of web communities focused on telling dreams
allows researchers to access and discover new
characteristics related to the language of dreams.
Stylistic and linguistic features of dreams in blog
reports are essential in order to detect writing style
and content differences between men and women,
but also enable future researches associated to the
different types of personality and styles associated
with mental health diagnoses and therapeutic out-
comes.

The aim of this paper is to show that despite
dreams are just an unconscious production, there
are several stylistic differences between the re-
ports of dreams by males and females on online
blogs. The model we built is able to represent and
classify all stylistic differences.

Moreover, this research represents a preliminary
step in the field of dream tales which will be fol-
lowed by an attempt to find stylistic differences
between dream tales and other forms of self narra-
tion (i.e. travel tales).

The paper is organized as follows: in Section 2 we
introduce Related Work, in Section 3 we describe
the corpus we built and the blog. Methodology is
described in Section 4 and Results are in Section
5. In Section 6 we present our Conclusions and we
introduce Future Work.

2 Related Work

Textual analysis of dream reports is still not a com-
pletely investigated field in NLP. One of the pur-
poses of computational dream report analysis lies
in understanding how and why a dream narrative
differs from a waking narrative (Hendrickx et al.,
2016). For example, if a dream description con-
tains more function words than a waking narra-
tive, what is the relationship between the content
of dreams and the use of more function words?

Earlier studies were conducted by (Dombhoff, 2003



and Bulkeley, 2009). In their researches, dream
reports are analyzed and a systematic category list
of words that can be used for queries and word-
frequency counts in the DreamBank.net is pro-
vided. The categories are related to the content
of dreams and used to retrieve the mentions of
emotions, characters, perception, movement and
socio-cultural background.

On the basis of this approach (Bulkley, 2014) up-
date the categories list and evaluate it on four
datasets of the DreamBank corpus. It has been
shown that this type of word analysis can be ap-
plied to detect the topics of dreams. In addition,
this latter contribution provides evidence that it is
possible to guess about a person’s life and activ-
ities, personal concerns and interests based on an
individual dream collection .

Other works focus on identifying the emotions in
the reports of dreams. In particular (Razav et
al., 2014) use a machine learning method to as-
sign emotion labels to dreams on a four-level neg-
ative/positive sentiment scale. In their research,
dreams are represented as word vectors and dy-
namic features are included to represent sentiment
changes in dream descriptions.

In a more accurate sentiment analysis, (Frantova
and Bergler, 2009) train a classifier, based on
semi-automatically compiled emotion word dic-
tionaries, in order to assign five fuzzy-emotion cat-
egories to dream reports. Then, they compare their
results against a sample from the DreamBank that
is manually labeled with emotion annotations.

In some non-computational studies and aimed at
highlighting gender differences (Schredl, 2005;
Schredl, 2010), dream reports are used to spot gen-
der differences in dream recall. The first research
demonstrates that gender differences in dream re-
calls and dream contents are stable. Human judges
are able to correctly match the dreamer’s gender
based on a single dream report with a probabil-
ity better than chance. Based on these findings,
in the latter study the stability of gender differ-
ences in dream content is analyzed over time. Two
dream themes (work-related dreams and dreams
of deceased persons) were investigated and gen-
der differences resulted quite stable over time. In
(Mathes, 2013) gender differences are associated
to personality traits. The analysis indicate that
some of the big five personality dimensions might
be linked with some dream characteristics such
as characters and the occurrence of weapons or
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clothes in dreams.

In psychiatric studies, the gender variable is iden-
tified as a predictive for psychotic behaviors and
disorders. In (Thorup, et al., 2007), the authors
showed that, in psychotic patients, the gender-
related variable has a role in showing different
psycho-pathological characteristics and different
social functioning. Although no dream samples
were taken as a subject in this study.

Dream diaries refine the research in uncovering
connections between dreams and dreamer’s socio-
cultural background, mental conditions and neuro-
physiological factors. The language of online
dreams in relation to mental health conditions has
yet to be analyzed, however prior laboratory re-
search suggests that dream content may differ ac-
cording to clinical conditions.

In (Skancke et al., 2014), emotional tone, themes
and actor focus in dream report were associated
with anxiety disorders, schizophrenia, personal-
ity and eating disorders. However, it is not clear
whether dream content can be predictive with re-
spect to mental disorders.

In (Scarone, 2008), the hypothesis of the dream-
ing brain as a neurobiological model for psychosis
is tested by focusing on cognitive bizarreness, a
distinctive property of the dreaming mental state
defined by discontinuities and incongruities in
the dream report, thoughts and feelings. Cogni-
tive bizarreness is measured in written reports of
dreams and in verbal reports of waking fantasies
in thirty schizophrenics and thirty normal controls.
The differences between these two groups indi-
cate that, under experimental conditions, the wak-
ing cognition of schizophrenic subjects shares a
common degree of formal cognitive bizarreness
with dream reports of both normal controls and
schizophrenics. These results support the hypoth-
esis that dreaming brain could be a useful exper-
imental model for psychosis. Taking advantage
of all the above considerations and mixing the
psychiatric and neurobiological information of the
studies shown, the present research wants first of
all to reveal the differences between genders in
dreams. And as a future goal, starting from the
hypothesis of cognitive similarity between dreams
and psychoses and using dreams as an experimen-
tal path, to clarify the relationship between gender
and psychosis.



3 Dataset Description

The web is full of blogs, where people can share
opinions, questions and personal feelings and
thoughts about their own life. Furthermore, people
also share their dreams, one of the most personal
hidden aspects of life.

It is very easy to find a blog in which thousands
of people share their “dream experiences”, some-
times discovering that other people have had sim-
ilar experiences dictated by similar life styles.

We investigated a blog, called SogniLucidi, on
which every day thousands of people tell their
dreams and nightmares, mixing their nightly fan-
tasies with their unconscious writing style choices.
SogniLucidi, that literally can be translated in Lu-
cidDreams took its name from a term coined by
the Dutch psychiatrist Frederik van Eeden in 1913:
it describes the situation in which dreamers are
aware that they are dreaming.

There are many techniques that, when cor-
rectly applied, allow dreamers to obtain a “Lu-
cid Dream” and that we report for complete-
ness: CAT (Cycle Adjustment Technique), MILD
(Mnemonic Induction of Lucid Dreaming), WBTB
(Wake Back To Bed), WILD (Wake Initiated Lucid
Dreams), RCT (Reality Control Test) and ITES
(Induction Through External Stimulus).

The corpus we built for the investigation is bal-
anced with gender and the number of authors an-
alyzed is not randomly selected but represents the
precise number of participants to the blog.

3.1 Dataset Statistics

In this paragraph, we present the resulting statis-
tics obtained using the NLTK module together
with other statistics formulas for the analysis of
the corpus we built on SogniLucidi blog. In Table
1 we report two important statistics about words:
the number of tokens in texts written by men and
women and word types. We can notice that there
is a big difference in the number of tokens used by
Males (80629) and Females (57673).

Males | Females
Number of Tokens | 80629 57673
Word Types 12254 | 11158

Table 1: Words’ statistics in the whole corpus in
terms of Number of Tokens and Word Types.
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In Tables 2 and 3 we present four lists of six ex-
clusive nouns and six exclusive verbs used by men
or women. Both exclusive nouns and exclusive
verbs are the most relevant for frequency for Males
and Females classes. Verbs are reported in their
base form. The results indicate, without interpre-
tative effort for a human, that most relevant topics
given these high frequency words are associated
to activities and events that the dreamers want to
happen, in settings and adventurous situations for
male dreamers. Meanwhile dreamers belonging to
Females class seem to set their dreams in a bale-
ful scenario, where “transizione” (transition) and
“trapasso” (transition) mean that they dream about
twilight state, beyond death or they fantasize about
surreal activities.

Males Females
destinazione (destination) balzo (bound)
esplosione (explosion) luce (light)

foresta (wood) nuvola (cloud)

lenzuola (linens)
spiaggia (beach)
terrazze (terraces)

piscina (swimming pool)
transizione (transition)
trapasso (transition)

Table 2: Most frequent Exclusive Nouns in the
whole corpus.

Males Females
assomigliare(to resemble) affrontare(to face)
baciare(to kiss) cadere(to fall)
funzionare(to function) ragionare(to reason)
ottenere(to obtain) stringere(to tighten)
scomparire(to disappear) | succedere(to happen)
superare(to overcome) volare(to fly)

Table 3: Most frequent Exclusive Verbs in the
whole corpus.

Lastly, in Table 4 we report the average of tokens
per sentence.

Males Tokens AVG
18,74 tokens/sentence

Females Tokens AVG
10,01 tokens/sentence

Table 4: Average of tokens per sentence in texts
written by men and women.

4 Methodology

The training corpus consists in dream text descrip-
tions written by two groups of authors:



e 28 Male authors;
e 28 Female authors.

The corpus is balanced and labelled with gender.
Gender annotation has been done manually and
based on the name of the users, their profile pho-
tos and description. For each author, a total of
fifteen texts about dreams are provided. Authors
are coded with an alpha-numeric author-ID. For
each author, the last fifteen texts about dreams
have been retrieved from the personal web diary’s
timeline. As a result, the time frame of the dream
reports might vary from days to months, depend-
ing on how frequently users report their dreams
on the blog. To train our classification model, we
exploited the descriptions of dreams only and not
the comments (both comments of the authors and
comments of other members of the SogniLucidi
blog).

4.1 Preprocessing

For preprocessing we used the Python library
BeautifulSoup along with same regex procedures.
We performed the following preprocessing steps:

e Removing the html tags;

e Removing URLs;

e Removing @username mentions;
e Lower-casing the characters;

e Detecting stop-words by document fre-
quency and removing. Only n-grams that oc-
curred in all documents has been considered
a stop-word and ignored.

4.2 Features

Feature selection is a very critical step in any
model. For feature selection we use the sklearn
utilities SelectKbest. It selects the n-best feature
based on a given criterion. In our experiments,
the features are selected on the f_classif criteria.
This function perform an ANOVA test, a type of
hypothesis test, on each feature on its own and as-
sign that feature a p-value. The SelectKbest rank
the features by that p-value and keep only the n-
best features. The feature set for the dream dataset
benefits from word trigrams in addition to other n-
grams. In our final model, we use the following n-
grams features: Word unigrams, bigrams and tri-
grams.
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Word level n-grams used the following parame-
ters:

e Minimum document frequency = 2. Terms
with a document frequency lower than would
be ignored;

e Term frequency-inverse document frequency
(tf-idf) weighting;

e Maximum document frequency = 1.0 or
rather terms that occur in all documents
would be ignored.

4.2.1 Classification Model

We built a neural network to perform the gender
detection issue. We decided to run a feed-forward
neural network with traditional sparse one-hot en-
coding with the Keras open source library. After a
parameters selection, the model obtained the best
performance with an Adam optimizer and a learn-
ing rate of 0.32, feeding it with a batch size of sev-
enty and training for thirty epochs. Moreover, the
input layer of sixty-five neurons with an initializa-
tion using a norm kernel. Then, a RELU activa-
tion function was applied, followed by a dropout
layer. During optimization, we found that a rel-
atively big dropout rate of 0.5 outperformed the
smaller dropout rates. The output layer is a single
neuron, followed by a linear activation function.
The feature set provided to the model was an n-
hot encoding of the uni-, bi- and trigrams.

5 Results

In this section we describe the results on the train-
ing data and the test data. The data we used was
split into training and test data. The training set
contains a known output and the model learns on
this data in order to be generalized to other data
later on. We have the test set (or subset) in order to
test our model+ prediction on this subset. We cal-
culated accuracy scores on the training data, both
on validation set (Dev set) of 0.3 and Test set of
0.2. The performances (both for Dev test and Test
set) are shown in Table 5 in terms of Accuracy,
Precision and F1 Score. We obtained roughly the
same results for Accuracy in Dev set and the Test
set, 0.794 and 0.775, respectively.

Finally, in order to compare our approach, we con-
sidered two other baseline models namely Multi-
nomial Naive Bayes (MNB) and Linear Support
Vector Machine (SVM) besides the feed-forward



Dev set | Test set
Accuracy | 0.796 0.776
Precision | 0.937 0.917
F1 Score 0.803 0.786

Table 5: Performances in Dev set and Test set in
terms of Accuracy, Precision and F1 Score.

neural network for performance comparisons on
Test set.

MNB
0.411

SVM
0.588

Table 6: Baseline Accuracy Comparisons.

To assess the performance of the model, the
Root Mean Square Error (RMSE) was computed.
RSME measures the distance of the predicted
value to the true value. It is a measure of error,
so the lower is the score, the better is the perfor-
mance. We show RMSE results in Table 7.

Test set
0.224

Dev set
0.233

Table 7: RMSE of the feed-forward model on the
Dev set and when using Test set.

Using classification accuracy alone when evaluat-
ing the performance of the classification algorithm
could be misleading, especially if the dataset- as in
our case - is limited in size or is unbalanced or con-
tains more than two classes. Hence, a confusion
matrix is used to evaluate the results of the exper-
iments. The confusion matrix M is a N- dimen-
sional matrix, where N is the number of classes,
that summarizes the classification performance of
a classifier with respect to Test set and Dev set,
both as in our case. Each column of the ma-
trix represents predicted classifications and each
row represents actual defined classifications. As
shown in Table 8, during the validation phase, the
classifier made a total of two hundred-sixteen pre-
dictions, while during the test phase the classifier
made a total of two hundred-fourteen predictions.
Out of two hundred-sixteen cases in validation, the
classifier predicted “Females” forty-four times and
sixty-four “Males”. Actually, sixty people in the
sample belong to “Females” class and forty-eight
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to “Males” class.

Males | Females
Males 45 3
Females 19 41

Table 8: Confusion Matrix on Dev set.

After this intermediate phase and after having
tuned the parameters in order to optimize the
model on the previous results, the classifier made
a total of two hundred-fourteen predictions dur-
ing the test phase. Out of two hundred-fourteen
predictions, the model predicted “Females” forty-
three times and sixty-four “Males”. Indeed, fifty-
nine people belong to “Females” class and, as pre-
dicted during the validation phase, forty-eight to
“Males” class. We report gender prediction results
on test data in the confusion matrix in Table 9.

Males | Females
Males 44 4
Females 20 39

Table 9: Confusion Matrix on Test set.

6 Conclusions and Future Work

In this paper we have shown our results on gen-
der detection in dream diaries and writing styles
differences and similarities between males and fe-
males in dream tales. First we explored the vo-
cabulary of dream descriptions for both the genre-
class by listing some of the representative words
for each genre. Then, we evaluated our gender de-
tection model on the dream reports dataset. The
model succeeded in obtaining good results man-
aging to distinguish a good part of dreams made
by men or women. This research represents our
preliminary step in the field, toward subsequent
studies, in which we are trying to detect stylistic
differences between dream tales and personal de-
scriptive narratives, such as travel tales and other
forms of self-narration.
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Abstract

The goal of this paper is to introduce
CROATPAS, the Croatian sister project
of the Italian Typed-Predicate Argument
Structure resource (TPAS', Jezek et al.
2014). CROATPAS is a corpus-based
digital collection of verb wvalency
structures with the addition of semantic
type specifications (SemTypes) to each
argument slot, which is currently being
developed at the University of Pavia.
Salient verbal patterns are discovered
following a lexicographical methodology
called Corpus Pattern Analysis (CPA,
Hanks 2004 & 2012; Hanks &
Pustejovsky 2005; Hanks et al. 2015),
whereas SemTypes — such as [HUMAN],
[ENTITY] or [ANIMAL] — are taken from a
shallow ontology shared by both TPAS
and the Pattern Dictionary of English
Verbs (PDEV?, Hanks & Pustejovsky
2005; El Maarouf et al. 2014). The
theoretical framework the resource relies
on is Pustejovsky’s Generative Lexicon
theory (1995 & 1998; Pustejovsky &
Jezek 2008), in light of which verbal
polysemy and metonymic argument
shifts can be traced back to
compositional operations involving the
variation of the SemTypes associated to
the valency structure of each verb. The
corpus used to identify verb patterns in
CROATPAS is the Croatian Web as
Corpus (hrWac 2.2, RELDI PoS-tagged)
(Ljubesi¢ & Erjavec 2011), which
contains 1.2 billion types and is available
on the Sketch Engine’ (Kilgarriff et al.

" http://tpas.fbk.eu (last visited on July 12" 2019)

% http://pdev.org.uk (last visited on July 12" 2019)

3 https://www.sketchengine.eu/ (last visited on July 12
2019)
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University of Pavia
Department of Humanities
Jjezek@unipv.it

2014). The potential uses and purposes of
the resource range from multilingual
pattern linking between compatible
resources to computer-assisted language
learning (CALL).

1 Introduction

Nowadays, we live in a time when digital tools
and resources for language technology are
constantly mushrooming all around the world.
However, we should remind ourselves that some
languages need our attention more than others if
they are not to face — to put it in Rehm and
Hegelesevere’s words — “a steadily increasing
and rather severe threat of digital extinction”
(2018: 3282).

According to the findings of initiatives such as
the META-NET White Paper Series (Tadi¢ et al.
2012; Rehm et al. 2014), we can state that
Croatian is unfortunately among the 21 out of 24
official languages of the European Union that are
currently considered wunder-resourced. As a
matter of fact, Croatian “tools and resources for
[...] deep parsing, machine translation, text
semantics, discourse processing, language
generation, dialogue management simply do not
exist” (Tadi¢ et al. 2012: 77). An observation
that is only strengthened by the update study
carried out by Rehm et al. (2014), which shows
that, in comparison with other European
languages, Croatian has weak to no support as
far as text analytics technologies go and only
fragmentary support when talking of resources
such as corpora, lexical resources and grammars.
In this framework, a semantic resource such as
CROATPAS could play its part not only in NLP,
(e.g. multilingual pattern linking between other
existing compatible resources), but also in
automatic machine translation, computer-assisted

Copyright © 2019 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).
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language learning (CALL) and theoretical and
applied cross-linguistic studies.

The paper is structured as follows: first a detailed
overview of the resource is presented (Section 2),
followed by its theoretical underpinnings
(Section 3) and a summary of the Croatian-
specific challenges we faced while building the
resource editor (Section 4). An overview of the
existing related works is given in Section 5.
Finally, Section 6 hints at the creation of a
multilingual resource linking CROATPAS,
TPAS (Italian) and PDEV (English) patterns and
explores CROATPAS’s potential for computer-
assisted L2 teaching and learning.

2 Resource overview

CROATPAS, i.e. the Croatian Typed-Predicate
Argument Structure resource, is the Croatian
equivalent of the Italian TPAS resource (Jezek et
al. 2014) and is a corpus-derived collection of
Croatian verb argument structures, whose
argument slots have been annotated using
semantic type specifications (SemTypes).

The first version of the resource is currently
being developed at the University of Pavia with
the technical assistance of Lexical Computing
Ltd. in the person of Vit Baisa and will be
released in 2020 through an Open Access
graphical user interface on the website of the
Language Centre of the University of Pavia
(CLA)*.

CROATPAS contains a sample of 100 medium-
frequency Croatian verbs, whose Italian
translational counterparts are already available in
the TPAS resource: 26 of these verbs are
Croatian translational equivalents of Italian
“coercive verbs”, i.e. verbs that instantiate
metonymic shifts in one of their senses (Jezek &
Quochi 2010), while the remaining 74 are
Croatian translational equivalents of a sample of
Italian fundamental verbs, i.e. verbs belonging to
that group of approximately 2000 Ilexemes
deemed essential for communicating in Italian
and that can be found in any sort of text (De
Mauro 2016).

Our 74-verbs sample was selected as follows: we
first extracted the frequency counts for all the
452 fundamental verbs on De Mauro’s list from a
reduced version of the ItWAC (Baroni &
Kilgarriff, 2006), which contains over 900
million tokens and is available on the Sketch
Engine (Kilgarriff et al. 2014). We then selected

* https://cla.unipv.it/?page_id=53723 (last visited on July
12" 2019)

our 74 Italian candidates around the median
frequency value after taking out the first and the
last 20 verbs on the list. Finally, the Croatian
translational equivalents for these verbs were
chosen using the 2017 Zanichelli Italian/Croatian
bilingual dictionary Croato compatto, edited by
Aleksandra Spiki¢.

The theoretical framework the resource relies on
is Pustejovsky’s Generative Lexicon theory
(1995 & 1998; Pustejovsky & Jezek 2008), in
light of which verbal polysemy and metonymic
shifts can be traced back to compositional
operations involving the contextual variation of
the SemTypes associated to the valency structure
of each verb.

CROATPAS rests on four key-components,
namely:

1) a representative corpus of Croatian;
2) a shallow ontology of SemTypes;
3) a methodology for corpus analysis;
4) adequate corpus tools.

As for the first component, the corpus used to
identify verb patterns is the Croatian Web as
Corpus (hrWac 2.2, RELDI PoS-tagged)
(Ljubesi¢ & Erjavec, 2011), containing 1.2
billion types and available on the Sketch Engine
(Kilgarriff et al. 2014). We chose to work with
the Croatian Web as Corpus since the reference
corpus for the Italian TPAS resource is a reduced
version of the Italian Web as Corpus (Baroni &
Kilgarriff, 2006), so as to make the two resources
as comparable as possible.

As for the shallow ontology of Semantic Type
labels, CROATPAS is based on the same
hierarchy shared by TPAS and the PDEV project
of 180 SemTypes, which originates from the
Brandeis Shallow Ontology (BSO) (Pustejovsky
et al. 2004) and its initial 65 labels. As pointed
out by Jezek (2014: 890), SemTypes “are not
abstract categories but semantic classes
discovered by generalizing over the statistically
relevant list of collocates that fill each position”.
For example, the Croatian lexical set for the
SemType [BEVERAGE] in the context of the verb
pair PITI/POPITI (= TO DRINK, imperfective/perfective)
contains, among others: {vodu = water, kavu =
coffee, koktel = cocktail, vino = wine, Caj = tea,
pivo = beer, limonadu = lemonade}, as shown in
the following pattern string from the resource.

pije [Beveragel, .. {vodu = water, kavu = coffee}

Figure 1 — One of the pattern strings of PITI
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The corpus analysis methodology used for both
TPAS and CROATPAS is a lexicographical
methodology called Corpus Pattern Analysis
(CPA, Hanks 2004 & 2012; Hanks &
Pustejovsky 2005; Hanks et al. 2015), which is
based on the Theory of Norms and Exploitations
(TNE, Hanks 2004, 2013). TNE divides word
uses in two main classes: conventional uses
(norms) and deviations from the norms
(exploitations). CPA’s potential lies in that it
does not try to identify meaning in isolation, but
rather associates it with prototypical contexts,
thus focusing on the norms. The standard CPA
procedure requires:

1) sampling concordances for each verb

2) identifying its typical patterns — i.e.
senses — while going through the corpus
lines

3) assigning SemTypes to the argument
slots in each pattern

4) assigning the sampled concordance lines
to the identified patterns

This last operation is possible because both the
TPAS and CROATPAS editors are linked to
their respective  language-specific ~ corpora
through the Sketch Engine (Kilgarriff et al.
2014), which proves once again to be the perfect
tool for lexicographic work.

The resource will be evaluated through IAA on
pattern identification for a sub-sample of the
verb inventory, following the methodology
proposed by Cinkova et al. (2012).

3  Generative Lexicon Theory

As pointed out by Hanks (2014: 1), the CPA
methodology relies theoretically on the Theory
of Norms and Exploitations (TNE), which has its
roots in Sinclair’s work, but is also influenced by
Pustejovsky’s Generative Lexicon Theory (1995
& 1998; Pustejovsky & Jezek 2008), thus
bridging the gap between corpus linguistics and
semantic theories of the lexicon.

In his theory, Pustejovsky tries to account for the
semantic richness of natural language focusing
on the compositional aspects of lexical
semantics. According to this framework, lexical
meaning is not an intrinsic feature of lexical
items, but is generated by means of their
contextual interaction, following the so-called
principles  for strong compositionality. As
outlined in Jezek (2016: 78), these principles
operate at a sub-lexical level targeting specific
aspects of word meaning — such as SemTypes —

and are able to provide different interpretations
for a wide range of lexical phenomena.

The principle of co-composition, for instance,
offers an alternative take on verbal polysemy
with respect to traditional accounts. If we
consider lexical items expressing verb arguments
to be as semantically active and influential as the
verb itself (Pustejovsky 2002: 421), we do not
need to think of verbs as polysemous, but rather
conceive their meaning as contextually defined
by the SemTypes of the surrounding arguments.
For instance, if we apply this reasoning to the
Croatian verb pair PITI/POPITI (= TO DRINK,
imperfective/perfective), we can notice how its
meaning changes depending on what is said to be
“drunk”, namely a [BEVERAGE] (1), a [DRUG]
(2) or a {GOAL} (3).

(1) [[HUMANyon] PLJIE [[BEVERAGE], ]
Djeca ne piju kavu.
Children don’t drink coffee.
(2) [[HUMANyoy] PLIE [[DRUG]..]
Vecina ljudi  pije antibiotike na svoju ruku.

Most people  take antibiotics on their own initiative.

(3) [[HUMAN_FOOTBALL PLAYER]\ou] POPIJE { }
Pavi¢ Jje popio gol.
Pavi¢ failed to score  a goal.

As for metonymic phenomena, in this framework
they take the name of semantic type coercions
(Pustejovsky 2002: 425; Pustejovsky & Jezek
2008, Jezek & Quochi 2010). Unlike co-
composition instances, coercions do not cause
shifts in verb meaning, but rather operate
semantic type adjustments to the verb’s
selectional requirements within a given pattern.
For instance, when a verb such as POPITI
combines with a Direct Object with the semantic
type [CONTAINER] in a context where it should
select [BEVERAGE], it 1is instantiating a
metonymic shift which enables us to interpret the
given [CONTAINER] as the [BEVERAGE] itself,
like in example (4).

(4) [[HUMANyoy] POPIJE [[CONTAINER]. ]
Stipe je popio casu.
Stipe drank a glass.

4 Croatian-specific challenges

Being a Slavic language, Croatian displays a
certain number of language-specific features,
which had to be taken into account when setting
up the new editor for CROATPAS, such as its
case system, the consequent absence of
prepositions when case markings are providing
information on clause roles and verbal aspect.
We implemented an editor which is proving to be
able to tackle those challenges.
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For instance, the following example (5) taken
from the verb POSLATI (= TO SEND, perfective)
shows how the addition of case markings as
bottom-right indexes has proven essential to
make the resource user-friendly: had they not
been there, the absence of the preposition “to” in
Croatian would have made Theme and Recipient
morphologically undistinguishable from one
another.

(5) [[HUMAN]xon] POSALJE [[ARTEFACT]

Marija Jje poslala  pismo
Marija sent a letter

] [[HUMAN], ]
gradonacelniku.
TO the mayor.

For what concerns sentence structure, like the
acronym suggests, the Croatian Typed Predicate
Argument Structure resource leans on valency
theory, where no distinction is made between
subject and obligatory complements, since they
are all considered essential verb arguments
(Jezek 2016: 112). However, the editors of both
TPAS and CROATPAS still rely on traditional
clause-role labels for the underlying syntactic
annotation, thus distinguishing subjects from
objects and other obligatory complements.

Also traditional Croatian grammar distinguishes
between clause roles, but the classification is
heavily influenced by the Croatian case system
and the use of prepositions. Croatian makes use
of seven morphological cases — nominative,
genitive, dative, accusative, vocative, locative
and instrumental — which go by the name of
padezi (Bari¢ et al. 1997: 101)’. Subjects are
usually expressed by the nominative case (6)
(ibidem, 421), apart from some logical subjects
appearing in the dative case (7).

(6) Ivan-@ Jje simpatican-@

Ivan-NOM is nice-NOM
‘Ivan is nice’

(7) Vrti mi se
(It) spins I.DAT REFL
‘I feel dizzy’

Direct objects (ibidem, 431) are expressed either
by the accusative (8) or the genitive case (9), in
case the context calls for a partitive genitive
(ibidem, 435).

3 Please note that, for the purpose of this paper, we limit the
morphological glosses to case labels. However, the
following examples show a number of typological features
worth paying attention to, such as the fact that Croatian is a
pro-drop language, it does not have articles and has an
SVO word order. Here is a list of the abbreviations that we
used: NOM (nominative), GEN (genitive), DAT (dative), ACC
(accusative), LOC (locative), INS (instrumental), REFL
(reflexive particle), Q (question particle).
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(8) Irin-a dita
Irina-NOM reads
‘Irina reads a book’

knjig-u
book-AcC

(9) Hoces li kruh-a?
(you) need Q bread-GEN
‘Do you want some bread?’

Indirect objects are expressed either by the
genitive (10), dative (11) or instrumental case
(12) (ibidem, 436).
(10) Bojim  se smrt-i

(I) fear REFL death-GEN
‘T am afraid of death’

(11) Veselim  se Bozi¢-u
(I) rejoice REFL  Christmas-DAT
‘I look forward to Christmas’

(12) Revolver-om  je lako  rukovati
Revolver-INS (it) is easy to handle
‘It is easy to handle a revolver'

Another distinction made in traditional Croatian
grammar is the one between non-prepositional
and prepositional objects (ibidem, 443): subjects,
direct objects and the above-mentioned indirect
objects all fall within the first category, whereas
those objects in the accusative (13) or locative
case (14) requiring a preposition obviously
belong to the prepositional ones.

(13) Preselit  ¢u se u Amerik-u

Tomove (I)will REFL to America-ACC
‘I am moving to America’

(14) Zivim  u  Zagreb-u

(D live in Zagreb-LOC

‘I live in Zagreb’
This being said, in order to facilitate future
multilingual linking between resources, an
attempt was made to keep the template of clause-
role components for CROATPAS as adherent as
possible to its Italian counterpart. Here is a list of
the final clause-role labels used in CROATPAS:

)
2)

SUBJECT — nominative and dative subjects
OBJECT — direct objects in the accusative case
and partitive genitives

INDIRECT COMPLEMENT - indirect objects in
the genitive, dative or instrumental case and
prepositional objects

ADVERBIAL — to be used for those obligatory
complements expressed by adverbs

CLAUSAL — for both clausal objects and
subjects (sub-labels further specify which)
PREDICATIVE COMPLEMENT — of both object
and subject (sub-labels further specify which)

Since both TPAS and CROATPAS are first and
foremost semantic resources, the same verb
pattern can contain  different  syntactic
realizations. = For  instance, the corpus
concordances behind the pattern displayed by
example (6) contain sentences where the

3)

4)
5)

6)



SemType [INFORMATION] is assigned to both
Objects in the accusative case and Clausal
Objects, mostly introduced by Croatian
complementizers such as DA, STO (both
equivalents of THAT) or KAKO (HOW).

(15) [[HUMAN]xom] CUJE [[INFORMATION] ] | KAKO[INFORMATION]
Na pocetku Cete cuti upute.| Nisam cuo kako je bilo.
At the start you will hear instructions.|I did not hear how it was.

Last but not least, verbal aspect had also to be
taken into account during the set up of
CROATPAS. Aspect is a grammatical category
which applies to verbs only, offering “different
ways of viewing the internal temporal
constituency of a situation” (Comrie 1976: 3).
Those verbs characterised by an imperfective
aspect are able to report about actions while they
are being carried out, while others — the
perfective ones — focus on the completion of
such actions. In some languages, aspect can be
expressed through the choice of tense (in Italian,
imperfetto Vvs. passato remoto Or passato
prossimo) or by means of periphrases (in
English, the -ing form). On the other hand,
Slavic languages such as Croatian present a set
of prefixes and suffixes that are able to create so-
called aspectual pairs or vidski parnjaci from one
of the two forms (Bari¢ et al. 1997: 226).

to read : CITATI — PROCITATI (imperfective/ perfective)
to write : PISATI — NAPISATI (imperfective/ perfective)
to announce : OBJAVITI — OBJAVLIIVATI
(imperfective/ perfective)

For each aspectual pair, patterns were extracted
keeping the perfective and imperfective variants
separate in the resource, as if they were two
different verbs. Thus, by comparing the pattern
inventories of the two aspects in each pair, we
are able to evaluate to what extent aspectual
differences influence verb meaning.

5 Related works

As we have already mentioned, CROATPAS is
the sister project of the TPAS resource for Italian
(Jezek et al. 2014). Both resources follow the
CPA methodology (see § 2), which is also
applied in the Pattern Dictionary of English
Verbs (PDEV, Hanks & Pustejovsky 2005; El
Maarouf et al. 2014) and in its Spanish
counterpart (PDSV").

5 PDSV is being compiled at the Pontifical Catholic
University of Valparaiso (Chile) and is available online at:
http://www.verbario.com (last visited on July 12" 2019).
The project is coordinated by Irene Renau.

Existing reference dictionaries for Croatian are
the e-Glava’ online valency dictionary of
Croatian verbs (Birti¢ et al. 2017) and the
Croatian  Valence  Lexicon of  Verbs
(CROVALLEX®, Mikeli¢ Preradovi¢ et al.
2009). Unlike CROATPAS, e-Glava focuses
only on 57 psychological verbs, whose meanings
have been selected from pre-existing dictionaries
and linked to valency patters, which have been
manually extracted from various Croatian
corpora. Each argument in e-Glava is described
on a morphological, syntactic and semantic level.
As for morphology, the resource takes into
account cases, prepositions and sentential
realisations such as the complementizers STO,
DA, KAKO etc. Ten complement classes are
specified at a syntactic level, namely Nominative

Complement, Genitive Complement, Dative
Complement, Accusative Complement,
Instrumental Complement, Prepositional
Complement, Adverbial Complement,

Predicative Complement, Infinitive Complement
and Sentential Complement (Birti¢ et al. 2017:
45). On a semantic level, the resource takes into
account semantic role labelling (Agent, Patient,
etc.), but has not yet introduced any
hierarchically organised tagset of SemTypes as
CROATPAS does.

Another important lexicographic reference work
for Croatian is CROVALLEX (Mikeli¢-
Preradovi¢ et al. 2009), the first project aiming at
building a lexicon of valence frames for Croatian
verbs. Its syntactic-semantic classes are taken
from VerbNet (Kipper-Schuler 2005), which is
based on Levin’s verb classes (1993). Once
again, morphological information such as case
markings and preposition are displayed, as well
as semantic roles, but there is no mention of
SemTypes. Overall the semantic resource
CROATPAS is complementary to existing
resources that focus primarily on the
morphosyntactic layer.

6 Multilingual pattern linking and
computer-assisted language learning

As pointed out by Baisa et al. (2016b),
monolingual CPA-based dictionaries offer a
unique chance to create multilingual resources by
linking corresponding patterns, since they have
been created following the same methodology.

7 http://valencije.ihjj.hr/page/sto-je-e-glava/1/ (last visited
on July 12" 2019)
®hitp://theta.ffzg.hr/crovallex/data/html/generated/alphabet/i
ndex.html (last visited on July 12 2019)
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An early attempt of bilingual pattern linking was
carried out by Popescu & Jezek (2013), who
aligned CPA patterns of English and Italian
using examples from the parallel corpus RTE3.
Translation pairs were automatically extracted
from the corpus and assigned to the
corresponding patterns in the source and target
language. The study was aimed at testing
whether pattern-based translation is more likely
to preserve meaning than Google translations,
which was proven to be the case. More recently,
Baisa et al. (2016a & 2016b) carried out further
studies aimed at linking verb patterns from
PDEV and its Spanish counterpart (PDSV) via
their shared semantic types following both
manual  procedures and  heuristic-based
algorithms. Following Baisa, VonSovsky (2016)
worked on the automatic linking of PDEV and
VerbalLex (Hlavackova 2008), a verb valency
lexicon for Czech.

Starting in September 2019, an attempt is being
made to cross-linguistically align a sample of 50
verb entries from CROATPAS with their Italian
and English counterparts in TPAS and PDEV.
We are interested in developing a flexible, semi-
automatic, Italian-driven procedure able to
disambiguate and link verb patterns across
languages by matching their overlapping
semantic contexts.

Perfect matches are already clearly foreseeable
for verb patterns such as the ones in Figure 2,
where both Italian, Croatian and English encode
the meaning of “drinking a certain amount of
alcoholic beverages” wusing the SemType
[HUMAN] associated with the language-specific
equivalent of TO DRINK.

T-PAS: [Human] bere

CROATPAS: [Human] oy Pije

PDEV: [Human] drink

Figure 2 — Perfect pattern matches

In order to be able to link also verb patterns
which are not a perfect match, we are developing
an algorithm able to recognize pattern similarity
by taking into account also hypernym/hyponym
relations between SemTypes. Figure 3 provides a
fitting example, which shows how different
annotation choices can result into the lumping or
separation of semantically connected patterns
containing hierarchically related SemTypes, such
as [ANIMATE] > [HUMAN] & [ANIMAL] or
[BEVERAGE] > [WATER].

233

T-PAS: [Animate] bere ([Beverage])

[Human] drink [Beverage]

PDEV: [Animal] drink ([Water])

Figure 3 — Hierarchically related SemTypes

On the other hand, CROATPAS has also the
potential to become an interesting tool for
learners and teachers of Croatian as an L2 in
computer-assisted language learning (CALL),
especially if combined with a user-friendly
SKELL-inspired interface (Kilgarriff et al.
2015).

As its creators put it, SKELL (Sketch Engine for
Language Learners) is “a stripped-down, non-
scary version of Sketch Engine”, which grants
learners access to:

a summary of a word’s grammatical and
collocational behaviour (Word Sketch);
prototypical example sentences (Good
Dictionary Examples) chosen by the
GDEX algorithm (Kilgarriff et al. 2008);
word clouds of similar words, i.e. words
that share most collocations with the
headword;

corpus concordance lines

In the case of CROATPAS, displaying Good
Dictionary Examples for each of the identified
patterns could be a good way to provide real-life
context and optional access to more concordance
lines could be given to advanced learners. Word
clouds displaying the lexical sets populating the
SemTypes might also offer an eye-catching
opportunity for computer-assisted vocabulary
lessons.

At the moment, a resource which is probing
these waters is Woordcombinaties: a Dutch tool
aimed at combining access to collocations,
idioms and valency patterns for computer-
assisted second language learning and teaching
(Colman & Tiberius 2018). This Dutch
Collocation, Idiom and Pattern Dictionary
focuses on a selection of mid-frequency lexical
verbs and aims at offering immediate access to
usage patterns from a toolbar, whose search
options are: verbs in example sentences, Word
Sketches with collocates, pattern-meaning pairs
and pragmatic-oriented conversational routines
(ibidem. 239). As underlined by the authors,
tailor-made examples and Word Sketches can
provide a good first impression of an unknown
verb, while pattern-meaning pairs are thought for
“advanced learners trying to find target



collocates or seeking confirmation of their
intuitions regarding a collocation” (ibidem. 240).

7  Conclusion

In this paper, we introduced CROATPAS, a
corpus-based digital collection of verb valency
structures with the addition of semantic type
specifications (SemTypes) to each argument slot.
The resource relies on Pustejovsky’s Generative
Lexicon theory (1995, 1998; Pustejovsky &
Jezek 2008) (Section 3) and is made up of four
key-components, namely: 1) a representative
corpus of contemporary Croatian (hrWac 2.2.
RELDI PoS-tagged); 2) a shallow ontology of
SemTypes; 3) a methodology for Corpus Pattern
Analysis (CPA, Hanks 2004 & 2013); and 4) the
adequate corpus tools (Sketch Engine). We
discussed the Croatian-specific challenges we
faced while building the editor in Section 4, and
provided an overview of the existing related
works in Section 5. In Section 6, we anticipated
the future multilingual linking of verb patterns
from CROATPAS, TPAS and PDEV, which
could provide a resource to be exploited in NLP,
automatic translation and both theoretical and
applied cross-linguistic ~ studies. Moreover,
CROATPAS could become an interesting tool
for computer-assisted language learning (CALL).
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Abstract

Text summarization has gained a consid-
erable amount of research interest due to
deep learning based techniques. We lever-
age recent results in transfer learning for
Natural Language Processing (NLP) us-
ing pre-trained deep contextualized word
embeddings in a sequence-to-sequence ar-
chitecture based on pointer-generator net-
works. We evaluate our approach on
the two largest summarization datasets:
CNN/Daily Mail and the recent Newsroom
dataset. We show how using pre-trained
contextualized embeddings on Newsroom
improves significantly the state-of-the-art
ROUGE-1 measure and obtains compara-
ble scores on the other ROUGE values.

1 Introduction

The amount of human generated data is outstand-
ing: every day we generate about 2 quintillion
bytes of unstructured data and this number is ex-
pected to grow. With such a huge amount of in-
formation, swiftly accessing and comprehending
large piece of textual data is becoming more and
more difficult. Automatic text summarization con-
stitutes a powerful tool which can provide a useful
solution to this problem.

In recent years, automatic text summarization
systems have gained a considerable amount of re-
search interest due to deep learning powered NLP
impressive results (Mikolov et al., 2013; Bah-
danau et al., 2015; Yang et al., 2017; Vaswani
et al., 2017; Jézefowicz et al., 2016; Devlin et al.,
2019). Neural network (NN) based approaches
have always been considered data hungry tech-
niques because they often require a large amount
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of training data, but, in the latest years, several
works have made a huge contribution in this direc-
tion (Grusky et al., 2018; Nallapati et al., 2016a;
Napoles et al., 2012).

Text summarization systems can be divided into
two main categories: Extractive and Abstractive
(Shi et al., 2018). The first generate summaries
by purely copying the most representative chunks
from the source text (Dorr et al., 2003; Nallapati
et al., 2016b), while in the second summarization
algorithms make up summaries by using novel
phrases and words in order to rephrase and com-
press the information in the source text (Chopra
et al., 2016). Some works shed light on using both
approaches through hybrid neural architectures at-
tempting to gather the best characteristics of each
world (See et al., 2017; Khatri et al., 2017).

NLP has seen a tremendous amount of attention
after several deep learning based important results
(Lample et al., 2016; J6zefowicz et al., 2016; Her-
mann et al., 2015). Most of them relied on the con-
cept of distributed representation of words, defin-
ing them as real-valued vectors learned from data
(Mikolov et al., 2013; Pennington et al., 2014; Bo-
janowski et al., 2017; Joulin et al., 2017). Recent
results were able to generate richer word embed-
dings by exploiting their linguistic context in order
to model word polysemy (Peters et al., 2018; Mc-
Cann et al., 2017; Peters et al., 2017).

In this paper, we build upon the work of See
et al. (2017) on the Pointer-Generator Network
for text summarization by integrating it with re-
cent advances in transfer learning for NLP with
deep contextualized word embeddings, namely an
ELMo model (Peters et al., 2018). We show that,
using pre-trained deep contextualized word em-
beddings, integrating them with pointer-generator
networks and learning the ELMo parameters for
combining the various model layers together with
the text summarization model, we can improve
substantially some of the ROUGE evaluation met-
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rics. Our experiments were based on two datasets
commonly used to evaluate this task: CNN/Daily
Mail (Nallapati et al., 2016a) and Newsroom
(Grusky et al., 2018).

2 Related work

One of the first neural encoder-decoder ap-
proaches to text summarization has been presented
by Nallapati et al. (2016a) where they show that
an off-the-shelf encoder-decoder framework, used
for machine translation, already outperforms the
previous systems for text summarization. They
also augment input data by concatenating to classi-
cal word embeddings part-of-speech tags, named-
entity tags and tf-idf statistics. They leverage the
hierarchical attention mechanism where less im-
portant chunks of text are less attended with a
chunk-level mechanism attention.

Zhou et al. (2017) propose selective encoding
for text summarization by introducing a selective
gate network into the encoder with the purpose of
distilling salient information from source articles.
Then a second layer called “distilled representa-
tion” is constructed by multiplying the selective
gate to the hidden state of the first layer. Such
gate network can control information flow from
encoder to the decoder and select salient infor-
mation, boosting the performances of the sentence
summarization task.

Read-Again Encoding (Zeng et al., 2016) fol-
lows the human approach of reading several times
before writing a summary by using two LSTM
encoders reading the source article and a trans-
formed version of the first LSTM output respec-
tively. Another original approach is presented
by Xia et al. (2017) where they follow another
human-driven approach by first writing a draft and
then polishing it looking at the global context. In
an encoder-decoder framework there are two de-
coders, the first attends to encoder states and gen-
erates a draft while the second attends to both
the encoder and first decoder outputs generating a
summary by exploiting information from two con-
text vectors. This approach, called deliberation
network, boosted the performances for both text
summarization and machine translation.

Another set of approaches uses reinforcement
learning as in Chen and Bansal (2018), where they
use two sequence-to-sequence models. The first
is defined as an extractive model with the goal of
extracting salient sentences from the input source.
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The second is an abstractive model which para-
phrases and compresses the extracted sentences
into a short summary. They make use of con-
volutional neural networks (ConvNet) to encode
tokens and train the two models by using stan-
dard policy gradient methods treating them as re-
inforcement learning agents.

Paulus et al. (2018) presented a new abstrac-
tive summarization model achieving state-of-the-
art on the New York Times dataset by intro-
ducing intra-temporal attention in both encoder
and decoder. They use a new objective function
by combining maximum-likelihood cross-entropy
loss and rewards from policy gradient reinforce-
ment learning in order to reduce the exposure bias
and train their architectures by directly optimizing
the ROUGE score.

Another research direction goes beyond RNNs
to avoid their computational and memory costs
by using ConvNet-based encoder-decoder models.
Kalchbrenner et al. (2016) adopt one-dimensional
convolutions stacking on top of the hidden repre-
sentation on the encoder/decoder ConvNet. Quasi-
Recurrent Neural Networks (Bradbury et al.,
2017) use encoders and decoders made of convo-
lutional layers and dynamic average pooling lay-
ers, requiring less amount of computational time
when compared with LSTMs. Several other ap-
proaches attempted to use ConvNets for NLP.

It is also relevant the transformer model pro-
posed in (Vaswani et al., 2017) which uses only
feed-forward NN and multi-head attention.

3 Datasets

All the experiments in this work have been con-
ducted on two datasets. The first, the CNN/Daily
Mail dataset (Nallapati et al., 2016a), has been cre-
ated by scraping news articles from the cnn . com
website and concatenating news highlights in or-
der to form a multi-sentence summary. It is com-
posed of about 300,000 examples. The second, the
recently released Newsroom dataset (Grusky et al.,
2018) consists of 1.3 million article-summaries
pairs. It is the largest and most diverse dataset
known in literature. Compared to CNN/Daily
Mail dataset, Newsroom has been created with
the explicit goal of summarizing articles over two
decades by using 38 major publishers as sources.
Authors in (Grusky et al., 2018) also demon-
strate that CNN/Daily Mail dataset is skewed
towards extractive summaries, while the News-



room dataset covers a wider range of summa-
rization styles, highly abstractive/extractive sum-
maries and several article-summary compression
ratios. For these reasons, even if we will provide
the results for both datasets, we will mainly com-
ment them only for the Newsroom dataset.

4 The Proposed Model

Our approach builds upon the work made by See
et al. (2017) on pointer-generator networks ap-
plied to text summarization. The pointer-generator
network is based on the architecture presented in
(Nallapati et al., 2016c¢).

4.1 Pointer-Generator Network

It is an encoder-decoder architecture where tokens
of a source text are fed one-by-one to an encoder
network (a single layer LSTM) which also gener-
ates a sequence of hidden states. The decoder net-
work (a single layer LSTM), at each step ¢ receives
the embedding of the emitted word at time ¢ — 1
and the current decoder’s hidden state. This ar-
chitecture makes use of Bahdanau attention (Bah-
danau et al., 2015) using:

v! tanh (Wp,h; + Ws; + bagin)

softmax (et)

where s; represents the decoder’s hidden state at
step ¢, h; represents the encoder’s hidden state at
timestep 7 and e} represents the weight given to h;
at decoder’s timestep ¢ not yet normalized. Cap-
ital letters mark trainable parameters. The ten-
sor a represents a probability distribution over en-
coder’s hidden states and encodes how much to
attend each state in order to alleviate the encoder
from the responsibility of encoding all the infor-
mation into a fixed vector. The tensor a is used
to produce a weighted sum of the encoder hidden
states called h* which is concatenated to the de-
coder’s current hidden state making up the input
tensor for the LSTM cell that produces a distribu-
tion of probability over the vocabulary.

Pointer-generator networks extend this architec-
ture by leveraging ideas from pointer networks
(Vinyals et al., 2015): it is a special kind of archi-
tecture being able to point to a specific input token
and copy it from the source text to the output se-
quence. At each time-step ¢ the network produces
a generation probability value pge, € [0,1] cal-
culated from the context vector h*, the decoder’s
state s; and the decoder’s input x;:
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Pgen = 0 (Wh.hj + Whsy + wlay + by )

again capital letters represent learnable parame-
ters and o indicates the sigmoid function. pgep, is
used as a soft switch to choose whether to gener-
ate a word from the network’s vocabulary or copy
a word from the source text. So, given pye,, the
probability of outputting a word w is:

P(w) = pgenPyocab(w) + (1 — pgen) Zi:wi:w a

(2

where Pyocap represents the probability value for
the word w at the output layer of the LSTM de-
coder, » ;. al is the sum of the attention val-
ues given to the hidden states at time ¢ whose input
word was the specific word w. In the case of an ex-
tremely low pgep,, the decoder gives a higher prob-
ability value to the input words which produced
hidden states who had been attended the most.

At a given time-step ¢ the loss value is computed
as the negative log-likelihood of the ground truth
word wj for that time-step

loss; = —log P (wy)
and for a given sequence the loss value is com-
puted by averaging the losses for each word.

In order to cope with the common repetition
problem (Mi et al., 2016; Tu et al., 2016; Sankaran
et al., 2016), the coverage loss (Tu et al., 2016) is
used to penalize source-document words attended
too much. It is implemented by maintaining a cov-
erage vector ct: c! i;lo a’ which tracks the
degree of coverage that words have received from
the attention mechanism so far. This leads to the
augmented version of the attention mechanism in-
cluding the coverage loss

6'; = VT tanh (Whhz + WSSt + chg + battn)
with W, as learnable parameter. Hence, coverage
loss is computed by:

ak, ct

covloss ; = >, min (af, ¢!

in order to prevent repeated attention.

4.2 Deep Contextualized Word Embeddings

The original pointer-generator network does not
use pre-trained word embeddings, but it learns
128-dimensional word embeddings from scratch
during training. Even though learning special-
ized word embeddings for the summarization task
might seem a reasonable approach, we think that
using pre-trained word embeddings could improve
the overall network performance.

Following Peters et al. (2018) we adopt a trans-
fer learning approach by leveraging the power of
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Figure 1: The pointer-generator model. At each time-step the encoder reads a word and outputs an
hidden state. The decoder attends to encoder hidden states and generates the attention distribution. After
generating pyen, it weights and adds the attention distribution and the vocabulary distribution leading to
the final word distribution. Picture courtesy of See et al. (2017).

pre-trained deep contextualized word embeddings.
Embedding from Language Model (ELMo) is a
particular type of embedding where word repre-
sentation is a function of the entire input sequence.
ELMo trains a bidirectional language modeling ar-
chitecture inspired by J6zefowicz et al. (2016) and
Kim et al. (2016), on a large corpus. In order
to compute the probability for the token ¢, the
language model architecture computes a context-
independent token representation via a ConvNet
over characters and passes the output to a L-
layer bidirectional LSTM. An ELMo represen-
tation is the result of a weighted combination
of the hidden states of the language modeling
architecture. For each token ¢, this architec-
ture computes a set of 2L + 1 representations:

R, = {hgg.ﬂj :o,...,L} where B2 s the

output of the ConvNet token layer and hy’f
%

[h LM. Eﬂ/l] j > 0, for each bi-LSTM layer.

k.j >
More generally, in order to use ELMo for a spe-
cific downstream task, word representations are
computed by a weighted sum of each intermedi-
ate network representation:

task __ ., task L task 1, LM
ELMo ;% = ™% 370 s/ hys

are softmax-normalized learnable

where stask
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weights and +'%** allows to scale the entire pro-

duced vector with respect to the downstream task.

Our method feeds ELMo embeddings into a
pointer-generator model: as the encoder reads
the source text, a pre-trained ELMo model gen-
erates contextualized word embeddings. Pointer-
generator encoder has two main sources to keep
track of what has been read: its own memory
and the inner information about past and follow-
ing words injected into the current word embed-
ding. We learn the s'*** and v'*** weights during
training.

We used the “Original (5.5B)” ELMo embed-
dings!. The encoder gets 1024 dimensional em-
beddings which are fed into an LSTM cell of 512
neurons followed by a linear layer. Between the
encoder and the decoder there is a neural network
called reduce state with the aim of reducing the
dimensionality of the passed tensors. The decoder
is a bidirectional LSTM with size 256 followed by
two linear layers of 256 neurons. We use an at-
tention network with Bahdanau’s formula and the
coverage mechanism. Decoder’s vocabulary size
is set to the first most common 50,000 tokens in
the training set. Freezing the model from learn-
ing embeddings from scratch reduces the number

"https://allennlp.org/elmo



Paper R-1 R-2 R-L
(See et al., 2017) 39.53 [ 17.28 | 36.38
(Paulus et al., 2018) 41.16 | 15.75 | 39.08
(Gehrmann et al., 2018)| 41.22 | 18.68 | 38.64
(Liu, 2019) 43.25 | 20.24 | 39.63
| This work | 38.96 | 16.25 | 34.32 |

Table 1: ROUGE metrics on CNN/Daily Mail test
set.

Paper R-1 R-2 | R-L
(Grusky etal., 2018) | 5 ¢ 54 | 1394 | 2245
(Pointer-generator)

(Shi et al., 2018) 39.36 | 27.86 | 36.35

| This work | 40.49 | 27.15 | 34.11 |

Table 2: ROUGE metrics on the Newsroom test
set.

of parameters of 2,150,011. We trained our archi-
tecture on both CNN/Daily Mail and Newsroom
datasets using Adagrad as the optimization algo-
rithm (Duchi et al., 2011) with an initial learning
rate of 0.15 and the initial accumulator set to 0.1.
During training the batch size has been fixed to 8
and we run the decoder for at least 35 steps. As
pre-processing step we just lowercased and tok-
enized texts using the nltk python package. The
loss function remained unchanged since we used
the negative log-likelihood for the ground truth
word with coverage loss.

S Experimental Results

We trained our model for 455,000 iterations on
CNN/Daily Mail and for 520,000 iterations on
Newsroom. The best performing models have
been tested on both CNN/Daily Mail and News-
room test sets and the ROUGE metrics are re-
ported in Table 1 and 2 respectively.

The proposed approach achieves state-of-the-art
ROUGE-1 value for the Newsroom dataset and
competitive values for ROUGE-2 and ROUGE-
L. ELMo addition causes an increase of +14.45,
+13.91 and +11.66 for the three metrics with re-
spect to basic pointer-generator from Grusky et al.
(2018). ELMo 5K learned weights are, respec-
tively, 0.4140, 0.4690, 0.1169 and v'** = (.35.
This shows that the model favours syntactic infor-
mation (captured at lower LSTM layers) instead
of semantic information when generating text em-
beddings. From a qualitatively point of view we
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report some network generated summaries as sup-
plementary material”>. As we can see the model
can generate fairly reasonable summaries, which
can differ from the ground truth but still represent
valid alternatives. This can explain the high value
for ROUGE-1, meaning that summaries’ words
have been covered anyway but in a different order
(causing a lower ROUGE-L).

6 Discussion and Conclusions

In this work we leveraged recent results in transfer
learning for NLP with deep contextualized word
embeddings in conjunction with pointer-generator
NN for automatic abstractive text summarization.
We noticed a considerable increase of model’s per-
formance in terms of the ROUGE score, achieving
state-of-the-art on the Newsroom dataset for the
ROUGE-1 metric. This is a dataset designed for
testing abstractive systems while the other dataset
(CNN/Daily Mail) contains summaries formed by
sentences extracted from the original texts and it is
more suitable for testing extractive systems. Then,
it is reasonable that we got improvements only
when using the Newsroom dataset.

Intrinsic, corpus-based metrics based on string
overlap, string distance, or content overlap, such
as BLEU and ROUGE, suffer from the need to
have a reference output provided by the gold stan-
dard corpus in order to evaluate the system out-
puts. That seems very problematic (e.g. see Gatt
and Krahmer 2018) because the reference sum-
mary is only one of the possible summaries that
humans can produce. By looking at the sup-
plementary material regarding some examples of
our system output, one can immediately recognize
that, even if very different from the reference one,
the summaries produced by the proposed system
are in most cases acceptable.

The definition of proper metrics capturing in the
right way the correctness of system outputs re-
mains, in our opinion, a critical open issue. As dis-
cussed also in the recent review by Chatzikoumi
(2019) about Machine Translation (MT) metrics,
“When reference translations are used [...] MT
outputs that are very similar to the reference trans-
lation are boosted and not similar MT outputs are
penalised even if they are good”, the so-called
“reference bias”. The same metrics are currently
used also in text summarization leading to similar
problems.

https://bit.ly/2XUJvbd
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