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Preface: General Chair

Welcome to the 12th Conference of the European Chapter of the Association for Computational
Linguistics—EACL 2009. This is the largest ever EACL in terms of the number of papers being
presented. There are also ten workshops, four tutorials, a demos session and a student research workshop.
I hope that you will enjoy this full and diverse programme.

This is the first time that an EACL conference that is not held jointly with ACL has had a General Chair.
Having a General Chair is the EACL Board’s strategy for ensuring continuity in the organisation of their
conferences, now that the triennial EACLs are not synchronised with the biennial changes to personnel
on the board. My job as General Chair is to liaise between the organising team and the EACL board, and
to offer advice when needed. What an easy job it has been! And that is thanks wholly to the fantastic
people who have done all the hard work to make this conference happen. I could not have asked for a
better team of people. I would like to thank them all.

First, the Programme Committee, chaired by Claire Gardent and Joakim Nivre, attracted a record number
of submissions. Thanks to their efforts, we have our largest ever main programme. I am very excited
by the sheer breadth of topics and methodologies that are to be presented at this conference. It was a
total pleasure to deal with the Programme Chairs — Joakim especially often offered me valuable advice
on many matters concerning the conference, particularly electronic publication. I can’t thank Claire and
Joakim enough for all they have done to make this EACL conference a success. I would also like to
thank Ann Copestake and Franciska de Jong for agreeing to be the keynote speakers.

For the first time, the three ACL conferences coordinated the call for workshop proposals. This gave
proposers more flexibility in choosing the location for their workshops. The Workshop Chairs for EACL,
Miriam Butt and Steve Clark, coordinated with the workshop chairs for NAACL 2009 and ACL 2009 in
reviewing all the workshop proposals. This coordination inevitably makes the task more complex. But
the whole process ran very smoothly thanks to their careful and diligent work. I’'m very grateful to Steve
and Miriam for putting together a very exciting and broad workshop programme for EACL.

As is traditional, the student research workshop was organised by the student members of the EACL
board — Vera Demberg, Yanjun Ma and Nils Reiter. Their job is very demanding; they essentially do
everything that programme chairs do, only on a slightly smaller scale. They issued the call, organised
a fantastic team of reviewers, assigned papers, coordinated and mediated among reviewers, and finally
constructed a schedule consisting of four parallel sessions. They did a brilliant job, and with very little
help from me. I owe them a huge debt of thanks.

The Tutorial Chairs, Emiel Krahmer and David Weir, could be viewed as victims of their own success!
Their efforts to attract tutorial proposals produced a record number of submissions; many more excellent
proposals than we could accommodate. We have a very strong programme of four tutorials, and I thank
the tutorials team for all their careful and thoughtful work.

The task of producing both the electronic and hard copy versions of the conference materials has become
extremely complex as the conference has increased in size and diversity. The Publications Chairs, Kemal
Oflazer and David Schlangen, somehow make it look easy. Thanks to them and Ion Androutsopoulous,
the member of the local organising team who liaised with them, we have all the materials delivered on
time and in good order.

In these depressing economic times, being a Sponsorship Chair is a challenging task, and for the most
part a thankless one. This year, for the first time, the three ACL conferences coordinated applications for
sponsorship funds. This allowed companies to sponsor ACL, EACL and NAACL in one package. The
Sponsorship Chairs are Josef van Genabith and Philipp Koehn for Europe, Hitoshi Isahara and Kim-Teng
Lua for Asia, and Nicolas Nikolov for the US. They issued hundreds of applications to companies all
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over the world. While sponsorship income is generally lower than in previous years, I am convinced it
would be much lower still, if they had not coordinated their efforts this way, and done such a thorough
job of asking everyone and anyone for money. I am really grateful to them.

We received a record number of submissions to the demos session, making it necessary for the Demos
Chair, Jorn Kreutel, to recruit additional reviewers at the last minute. I would like to thank him for
overcoming the reviewing problems so quickly and efficiently, and thank also the team of reviewers for
doing such a great job.

I would also like to thank Priscilla Rassmussen, who has been a very valuable source of information and
advice for me over the last 3 years. I have really appreciated her thoughtful suggestions and her help in
keeping me informed about ACL protocols.

Last, but definitely not least, the local organising team have been nothing short of spectacular. The
Local Chair, Vangelis Karkaletsis, has been working for over two years on an overwhelming number of
tasks, ranging from finding the conference venue and liaising with its management, through dealing with
special dietary requirements, to acquiring local sponsorship. Vangelis has always been accessible to me,
to other members of the organising team, and to delegates. I simply don’t know where he gets his energy
from, but I wish he could bottle it and sell it. Thanks to him, my job as General Chair has been stress
free. I owe him a huge debt.

Vangelis has been backed by the Co-chairs Stelios Piperidis and Ion Androutsopoulos. Stelios also has
boundless energy and his effortless charm makes him very effective at persuading people to part with
money (what an asset!). I am particularly impressed with the achievements of Vangelis and Stelios
in attracting local sponsors, achieving their sponsorship targets even in the current financial climate.
Ion’s responsibilities have centred largely on publications and publicity, in particular liaising with the
Publications Chairs. In spite of the sheer complexity of the task, thanks to him everything has run
smoothly. Ion’s careful attention to detail has been a really valuable asset on many fronts. The Local
Chair and Co-chairs have been backed up by a strong team of local organisers; there are just too many
of them for me to thank individually here. I have always felt that the conference has been in excellent
hands; every member of the local organising team is highly competent, unflappable, and professional to
the last. I thank them all.

We have also received unwavering support from the academic institutions to which our three local co-
chairs belong: NCSR Demokritos, Athens University of Economics and Business, and the Institute for
Language and Speech Processing. These institutions have subsidised expenses directly that are associated
with secretarial work and the travel costs of invited speakers and tutors. They have also provided all sorts
of support that are essentially hidden costs, in administration, publicity, web design and maintenance,
and much much more. This conference simply wouldn’t happen without this help, and I thank them all.

I very much hope that EACL 2009 offers you the opportunity to engage in stimulating debate with fellow
researchers in computational linguisitcs. And I hope to see you again next year in Uppsala at the jointly
held meeting with ACL.

Alex Lascarides
General Chair
March 2009
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Preface: Program Chairs

We are delighted to present you with this volume containing the papers accepted for presentation at
the 12th Conference of the European Chapter of the Association for Computational Linguistics, held in
Athens, Greece, from March 30" till April 3" 2009.

EACL 2009 received yet another record-breaking number of submissions, with 360 valid submissions
against 264 for EACL 2006 and 181 for EACL 2003. Thanks to the new policy adopted by EACL
regarding modes of presentation, we were nonetheless able to accept 100 papers (of which 2 were
later withdrawn), achieving a healthy acceptance rate of 28% against only 20% in 2006 and 27% in
2003. Indeed, in 2009, the EACL conference will renew its format by having the main conference
papers presented either as regular talks or as posters, with posters getting both a ten-minute quick-fire
presentation in a thematic session and a one-hour discussion period in a traditional poster session. EACL
2009 will thus feature 41 posters and 57 talks, all with equal status in terms of quality and appearance
in the proceedings. Not only does this move towards a balanced mix of traditional talks, quick-fire
presentations and poster sessions allow us to maintain a reasonable acceptance rate, we also believe that
it will increase interaction between researchers and contribute to a more lively scientific exchange.

The increased number of submissions naturally comes with an increased reviewing load and we are
greatly indebted to the 11 area chairs who recruited 449 reviewers and managed the reviewing process in
their areas. Each paper submission was reviewed by three reviewers, who were furthermore encouraged
to discuss any divergences they might have, and the papers in each area were ranked by the area chair.
The final selection was made by the program co-chairs after an independent check of all reviews and
discussions with the area chairs.

In addition to the main conference program, EACL 2009 will feature the now traditional Student
Research Workshop, 10 workshops, 4 tutorials and a demo session with 18 presentations. We are also
fortunate to have Ann Copestake, University of Cambridge, and Franciska de Jong, University of Twente,
as invited speakers. Ann Copestake will speak about “Slacker semantics: why superficiality, dependency
and avoidance of commitment can be the right way to go” and Franciska de Jong will discuss “NLP and
the humanities: the revival of an old liaison.”

An event of this size is a highly collaborative effort and we are grateful to all those who helped us
construct the main conference program: the authors for submitting their research results; the reviewers
for delivering their reviews and discussing them whenever there was some disagreement; and the area
chairs for managing the review process in their area.

Thanks are due to the START people, Rich Gerber and Paolo Gai, for responding to questions quickly
and for modifying START whenever this was needed, and to the local organizing committee chairs,
Vangelis Karkaletsis, lon Androutsopoulos and Stelios Piperidis, for their patient cooperation with us
over many organisational issues. We are also grateful to the Student Research Workshop chairs, Vera
Demberg, Yanjun Ma and Nils Reiter, and to the NAACL HLT program chairs, Michael Collins, Lucy
Vanderwende, Doug Oard and Shri Narayanan, for smooth collaboration in the handling of double
submissions.

Finally, we are indebted to the General Chair, Alex Lascarides, for her lively guidance and support
throughout the whole process, and to the two Publication Chairs, David Schlangen and Kemal Oflazer,
for putting together the conference proceedings.

Wishing you a very enjoyable time at EACL 2009!

Claire Gardent and Joakim Nivre
EACL 2009 Program Chairs
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Abstract

This paper discusses computational com-
positional semantics from the perspective
of grammar engineering, in the light of ex-
perience with the use of Minimal Recur-
sion Semantics in DELPH-IN grammars.
The relationship between argument index-
ation and semantic role labelling is ex-
plored and a semantic dependency nota-
tion (DMRS) is introduced.

1 Introduction

The aim of this paper is to discuss work on com-
positional semantics from the perspective of gram-
mar engineering, which I will take here as the de-
velopment of (explicitly) linguistically-motivated
computational grammars. The paper was written
to accompany an invited talk: it is intended to pro-
vide background and further details for those parts
of the talk which are not covered in previous pub-
lications. It consists of an brief introduction to our
approach to computational compositional seman-
tics, followed by details of two contrasting topics
which illustrate the grammar engineering perspec-
tive. The first of these is argument indexing and its
relationship to semantic role labelling, the second
is semantic dependency structure.

Standard linguistic approaches to compositional
semantics require adaptation for use in broad-
coverage computational processing. Although
some of the adaptations are relatively trivial, oth-
ers have involved considerable experimentation by
various groups of computational linguists. Per-
haps the most important principle is that semantic
representations should be a good match for syn-
tax, in the sense of capturing all and only the in-
formation available from syntax and productive
morphology, while nevertheless abstracting over
semantically-irrelevant idiosyncratic detail. Com-
pared to much of the linguistics literature, our
analyses are relatively superficial, but this is essen-
tially because the broad-coverage computational

approach prevents us from over-committing on the
basis of the information available from the syntax.
One reflection of this are the formal techniques
for scope underspecification which have been de-
veloped in computational linguistics. The im-
plementational perspective, especially when com-
bined with a requirement that grammars can be
used for generation as well as parsing, also forces
attention to details which are routinely ignored in
theoretical linguistic studies. This is particularly
true when there are interactions between phenom-
ena which are generally studied separately. Fi-
nally, our need to produce usable systems disal-
lows some appeals to pragmatics, especially those
where analyses are radically underspecified to al-
low for syntactic and morphological effects found
only in highly marked contexts.!

In a less high-minded vein, sometimes it is right
to be a slacker: life (or at least, project funding) is
too short to implement all ideas within a grammar
in their full theoretical glory. Often there is an easy
alternative which conveys the necessary informa-
tion to a consumer of the semantic representations.
Without this, grammars would never stabilise.

Here I will concentrate on discussing work
which has used Minimal Recursion Semantics
(MRS: Copestake et al. (2005)) or Robust Min-
imal Recursion Semantics (RMRS: Copestake
(2003)). The (R)MRS approach has been adopted
as a common framework for the DELPH-IN ini-
tiative (Deep Linguistic Processing with HPSG:
http://www.delph-in.net) and the work dis-
cussed here has been done by and in collaboration
with researchers involved in DELPH-IN.

The programme of developing computational
compositional semantics has a large number of
aspects. It is important that the semantics
has a logically-sound interpretation (e.g., Koller
and Lascarides (2009), Thater (2007)), is cross-

"For instance, we cannot afford to underspecify number
on nouns because of examples such as The hash browns is
getting angry (from Pollard and Sag (1994) p.85).
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linguistically adequate (e.g., Bender (2008)) and
is compatible with generation (e.g., Carroll et al.
(1999), Carroll and Oepen (2005)). Ideally, we
want support for shallow as well as deep syn-
tactic analysis (which was the reason for devel-
oping RMRS), enrichment by deeper analysis (in-
cluding lexical semantics and anaphora resolution,
both the subject of ongoing work), and (robust) in-
ference. The motivation for the development of
dependency-style representations (including De-
pendency MRS (DMRS) discussed in §4) has been
to improve ease of use for consumers of the repre-
sentation and human annotators, as well as use in
statistical ranking of analyses/realisations (Fujita
et al. (2007), Oepen and Lgnning (2006)). Inte-
gration with distributional semantic techniques is
also of interest.

The belated ‘introduction’ to MRS in Copestake
et al. (2005) primarily covered formal represen-
tation of complete utterances. Copestake (2007a)
described uses of (R)MRS in applications. Copes-
take et al. (2001) and Copestake (2007b) concern
the algebra for composition. What I want to do
here is to concentrate on less abstract issues in
the syntax-semantics interface. I will discuss two
cases where the grammar engineering perspective
is important and where there are some conclusions
about compositional semantics which are relevant
beyond DELPH-IN. The first, argument indexing
(83), is a relatively clear case in which the con-
straints imposed by grammar engineering have a
significant effect on choice between plausible al-
ternatives. I have chosen to talk about this both
because of its relationship with the currently pop-
ular task of semantic role labelling and because
the DELPH-IN approach is now fairly stable af-
ter a quite considerable degree of experimentation.
What I am reporting is thus a perspective on work
done primarily by Flickinger within the English
Resource Grammar (ERG: Flickinger (2000)) and
by Bender in the context of the Grammar Matrix
(Bender et al., 2002), though I've been involved in
many of the discussions. The second main topic
(84) is new work on a semantic dependency rep-
resentation which can be derived from MRS, ex-
tending the previous work by Oepen (Oepen and
Lgnning, 2006). Here, the motivation came from
an engineering perspective, but the nature of the
representation, and indeed the fact that it is possi-
ble at all, reveals some interesting aspects of se-
mantic composition in the grammars.

2 The MRS and RMRS languages

This paper concerns only representations which
are output by deep grammars, which use MRS, but
it will be convenient to talk in terms of RMRS and
to describe the RMRSs that are constructed under
those assumptions. Such RMRSs are interconvert-
ible with MRSs.> The description is necessarily
terse and contains the minimal detail necessary to
follow the remainder of the paper.

An RMRS is a description of a set of trees cor-
responding to scoped logical forms. Fig 1 shows
an example of an RMRS and its corresponding
scoped form (only one for this example). RMRS
is a ‘flat’ representation, consisting of a bag of el-
ementary predications (EP), a set of argument
relations, and a set of constraints on the possi-
ble linkages of the EPs when the RMRS is resolved
to scoped form. Each EP has a predicate, a la-
bel and a unique anchor and may have a distin-
guished (ARGO) argument (EPs are written here as
label:anchor:pred(arg0)). Label sharing between
EPs indicates conjunction (e.g., in Fig 1, big, an-
gry and dog share the label 12). Argument relations
relate non-arg0 arguments to the corresponding EP
via the anchor. Argument names are taken from a
fixed set (discussed in §3). Argument values may
be variables (e.g., €8, x4: variables are the only
possibility for values of ARGO), constants (strings
such as “London”), or holes (e.g. h5), which in-
dicate scopal relationships. Variables have sortal
properties, indicating tense, number and so on, but
these are not relevant for this paper. Variables cor-
responding to unfilled (syntactically optional) ar-
guments are unique in the RMRS, but otherwise
variables must correspond to the ARGO of an EP
(since I am only considering RMRSs from deep
grammars here).

Constraints on possible scopal relationships be-
tween EPs may be explicitly specified in the gram-
mar via relationships between holes and labels. In
particular qeq constraints (the only type consid-
ered here) indicate that, in the scoped forms, a
label must either plug a hole directly or be con-
nected to it via a chain of quantifiers. Hole argu-
ments (other than the BODY of a quantifier) are al-
ways linked to a label via a geq or other constraint
(in a deep grammar RMRS). Variables survive in
the models of RMRSs (i.e., the fully scoped trees)
whereas holes and labels do not.

2See Flickinger and Bender (2003) and Flickinger et al.
(2003) for the use of MRS in DELPH-IN grammars.



11:al:_some_q, Bv(al,x4), RSTR(al,hS), BODY(al,h6), h5 geq 12,

12:a2: _big_a_1(e8), ARG1(a2,x4),
14:a5: _bark_v_1(e2), ARG1(a5,x4),

12:a3: _angry_a_1(e9), ARG1(a3,x4),
14:a6:_loud_a_1(e10), ARG1(a6,e2)

12:a4:_dog_n_1(x4),

_some_q(x4,_big_a_1(e8,x4) A _angry_a_1(e9, x4) A _dog_n_1(x4), bark v_1(e2,x4) A_loud_a_1(el0,e2))

Figure 1: RMRS and scoped form for ‘Some big angry dogs bark loudly’. Tense and number are omitted.

The naming convention for predicates corre-
sponding to lexemes is: _ stem _ major sense tag,
optionally followed by _ and minor sense tag (e.g.,
_loud_a_1). Major sense tags correspond roughly
to traditional parts of speech. There are also non-
lexical predicates such as ‘poss’ (though none oc-
cur in Fig 1).> MRS varies from RMRS in that the
arguments are all directly associated with the EP
and thus no anchors are necessary.

I have modified the definition of RMRS given
in Copestake (2007b) to make the ARGO argument
optional. Here I want to add the additional con-
straint that the ARGO of an EP is unique to it (i.e.,
not the ARGO of any other EP). I will term this
the characteristic variable property. This means
that, for every variable, there is a unique EP which
has that variable as its ARGO. I will assume for this
paper that all EPs, apart from quantifier EPs, have
such an ARGO.* The characteristic variable prop-
erty is one that has emerged from working with
large-scale constraint-based grammars.

A few concepts from the MRS algebra are also
necessary to the discussion. Composition can
be formalised as functor-argument combination
where the argument phrase’s hook fills a slot in
the functor phrase, thus instantiating an RMRS ar-
gument relation. The hook consists of an index
(a variable), an external argument (also a vari-
able) and an Itop (local top: the label correspond-
ing to the topmost node in the current partial tree,
ignoring quantifiers). The syntax-semantics inter-
face requires that the appropriate hook and slots be
set up (mostly lexically in a DELPH-IN grammar)
and that each application of a rule specifies the slot
to be used (e.g., MOD for modification). In a lex-
ical entry, the ARGO of the EP provides the hook

3In fact, most of the choices about semantics made by
grammar writers concern the behaviour of constructions and
thus these non-lexical predicates, but this would require an-
other paper to discuss.

T am simplifying for expository convenience. In current
DELPH-IN grammars, quantifiers have an ARGO which corre-
sponds to the bound variable. This should not be the charac-
teristic variable of the quantifier (it is the characteristic vari-
able of a nominal EP), since its role in the scoped forms is as
a notational convenience to avoid lambda expressions. I will
call it the BV argument here.

index, and, apart from quantifiers, the hook Itop
is the EP’s label. In intersective combination, the
Itops of the hooks will be equated. In scopal com-
bination, a hole argument in a slot is specified to
be geq to the ltop of the argument phrase and the
Itop of the functor phrase supplies the new hook’s
Itop.

By thinking of geqs as links in an RMRS graph
(rather than in terms of their logical behaviour
as constraints on the possible scoped forms), an
RMRS can be treated as consisting of a set of trees
with nodes consisting of EPs grouped via intersec-
tive relationships: there will be a backbone tree
(headed by the overall 1top and including the main
verb if there is one), plus a separate tree for each
quantified NP. For instance, in Fig 1, the third
line contains the EPs corresponding to the (single
node) backbone tree and the first two lines show
the EPs comprising the tree for the quantified NP
(one node for the quantifier and one for the N’
which it connects to via the RSTR and its geq).

3 Arguments and roles

I will now turn to the representation of arguments
in MRS and their relationship to semantic roles. I
want to discuss the approach to argument labelling
in some detail, because it is a reasonably clear
case where the desiderata for broad-coverage se-
mantics which were discussed in §1 led us to a
syntactically-driven approach, as opposed to using
semantically richer roles such as AGENT, GOAL
and INSTRUMENT.

An MRS can, in fact, be written using a conven-
tional predicate-argument representation. A repre-
sentation which uses ordered argument labels can
be recovered from this in the obvious way. E.g.,
L:like_v_1(e,x,y) is equivalent to l:a:like_v_1(e),
ARG1(a,x), ARG2(a,y). A fairly large inventory of
argument labels is actually used in the DELPH-IN
grammars (e.g., RSTR, BODY). To recover these
from the conventional predicate-argument nota-
tion requires a look up in a semantic interface
component (the SEM-1, Flickinger et al. (2005)).
But open-class predicates use the ARGn conven-
tion, where nis 0,1,2,3 or 4 and the discussion here



only concerns these.’

Arguably, the DELPH-IN approach is Davidso-
nian rather than neo-Davidsonian in that, even in
the RMRS form, the arguments are related to the
predicate via the anchor which plays no other role
in the semantics. Unlike the neo-Davidsonian use
of the event variable to attach arguments, this al-
lows the same style of representation to be used
uniformly, including quantifiers, for instance. Ar-
guments can omitted completely without syntactic
ill-formedness of the RMRS, but this is primarily
relevant to shallower grammars. A semantic pred-
icate, such as like_v_1, is a logical predicate and as
such is expected to have the same arity wherever it
occurs in the DELPH-IN grammars. Thus models
for an MRS may be defined in a language with or
without argument labels.

The ordering of arguments for open class lex-
emes is lexically specified on the basis of the
syntactic obliqueness hierarchy (Pollard and Sag,
1994). ARGI corresponds to the subject in the
base (non-passivised) form (‘deep subject’). Ar-
gument numbering is consecutive in the base form,
so no predicate with an ARG3 is lexically missing
an ARG?2, for instance. An ARG3 may occur with-
out an instantiated ARG2 when a syntactically op-
tional argument is missing (e.g., Kim gave to the
library), but this is explicit in the linearised form
(e.g., _give_v(e,x,u,y)).

The full statement of how the obliqueness hi-
erarchy (and thus the labelling) is determined for
lexemes has to be made carefully and takes us too
far into discussion of syntax to explain in detail
here. While the majority of cases are straightfor-
ward, a few are not (e.g., because they depend
on decisions about which form is taken as the
base in an alternation). However, all decisions are
made at the level of lexical types: adding an en-
try for a lexeme for a DELPH-IN grammar only
requires working out its lexical type(s) (from syn-
tactic behaviour and very constrained semantic no-
tions, e.g., control). The actual assignment of ar-
guments to an utterance is just a consequence of
parsing. Argument labelling is thus quite different
from PropBank (Palmer et al., 2005) role labelling
despite the unfortunate similarity of the PropBank
naming scheme.

It follows from the fixed arity of predicates
that lexemes with different numbers of argu-

5 ARG4 occurs very rarely, at least in English (the verb bet
being perhaps the clearest case).

ments should be given different predicate symbols.
There is usually a clear sense distinction when this
occurs. For instance, we should distinguish be-
tween the ‘depart’ and ‘bequeath’ senses of leave
because the first takes an ARG1 and an ARG2 (op-
tional) and the second ARG1, ARG2 (optional),
ARG3. We do not draw sense distinctions where
there is no usage which the grammar could disam-
biguate.

Of course, there are obvious engineering rea-
sons for preferring a scheme that requires mini-
mal additional information in order to assign argu-
ment labels. Not only does this simplify the job of
the grammar writer, but it makes it easier to con-
struct lexical entries automatically and to integrate
RMRSs derived from shallower systems. However,
grammar engineers respond to consumers: if more
detailed role labelling had a clear utility and re-
quired an analysis at the syntax level, we would
want to do it in the grammar. The question is
whether it is practically possible.

Detailed discussion of the linguistics literature
would be out of place here. I will assume that
Dowty (1991) is right in the assertion that there
is no small (say, less than 10) set of role labels
which can also be used to link the predicate to its
arguments in compositionally constructed seman-
tics (i.e., argument-indexing in Dowty’s terminol-
ogy) such that each role label can be given a con-
sistent individual semantic interpretation. For our
purposes, a consistent semantic interpretation in-
volves entailment of one or more useful real world
propositions (allowing for exceptions to the entail-
ment for unusual individual sentences).

This is not a general argument against rich role
labels in semantics, just their use as the means
of argument-indexation. It leaves open uses for
grammar-internal purposes, e.g., for defining and
controlling alternations. The earliest versions of
the ERG experimented with a version of Davis’s
(2001) approach to roles for such reasons: this
was not continued, but for reasons irrelevant here.
Roles are still routinely used for argument index-
ation in linguistics papers (without semantic inter-
pretation). The case is sometimes made that more
mnemonic argument labelling helps human inter-
pretation of the notation. This may be true of se-
mantics papers in linguistics, which tend to con-
cern groups of similar lexemes. It is not true of a
collaborative computational linguistics project in
which broad coverage is being attempted: names



can only be mnemonic if they carry some meaning
and if the meaning cannot be consistently applied
this leads to endless trouble.

What I want to show here is how problems
arise even when very limited semantic generalisa-
tions are attempted about the nature of just one or
two argument labels, when used in broad-coverage
grammars. Take the quite reasonable idea that a
semantically consistent labelling for intransitives
and related causatives is possible (cf PropBank).
For instance, water might be associated with the
same argument label in the following examples:

(1) Kim boiled the water.
(2) The water boiled.

Using (simplified) RMRS representations, this
might amount to:

(3) L:a:boil_v(e), a:ARG1(k), a:ARG2(x), water(x)
(4) L:a:boil_v(e), a:ARG2(X), water(x)

Such an approach was used for a time in the ERG
with unaccusatives. However, it turns out to be im-
possible to carry through consistently for causative
alternations.

Consider the following examples of gallop: ©

(5) Michaela galloped the horse to the far end of
the meadow, ...

(6) With that Michaela nudged the horse with her
heels and off the horse galloped.

(7) Michaela declared, “I shall call him Lightning
because he runs as fast as lightning.” And with
that, off she galloped.

If only a single predicate is involved, e.g., gal-
lop_v, and the causative has an ARG] and an
ARG?2, then what about the two intransitive cases?
If the causative is treated as obligatorily transi-
tive syntactically, then (6) and (7) presumably both
have an ARG2 subject. This leads to Michaela
having a different role label in (5) and (7), de-
spite the evident similarity of the real world situ-
ation. Furthermore, the role labels for intransitive
movement verbs could only be predicted by a con-
sumer of the semantics who knew whether or not
a causative form existed. The causative may be
rare, as with gallop, where the intransitive use is
clearly the base case. Alternatively, if (7) is treated

Shttp://www.thewestcoast.net/bobsnook/kid/horses.htm.

as a causative intransitive, and thus has a subject
labelled ARG1, there is a systematic unresolvable
ambiguity and the generalisation that the subjects
in both intransitive sentences are moving is lost.

Gallop is an not isolated case in having a vo-
litional intransitive use: it applies to most (if not
all) motion verbs which undergo the causative al-
ternation. To rescue this account, we would need
to apply it only to true lexical anti-causatives. It is
not clear whether this is doable (even the standard
example sink can be used intransitively of deliber-
ate movement) but from a slacker perspective, at
this point we should decide to look for an easier
approach.

The current ERG captures the causative relation-
ship by using systematic sense labelling:

(8) Kim boiled the water.
l:a:boil_v_cause(e), a:ARGI1(k),
water(X)

a:ARG2(X),

(9) The water boiled.
L:a:boil_v_1(e), a:ARG1(X), water(X)

This is not perfect, but it has clear advantages.
It allows inferences to be made about ARG1 and
ARG?2 of _cause verbs. In general, inferences about
arguments may be made with respect to particular
verb classes. This lends itself to successive refine-
ment in the grammars: the decision to add a stan-
dardised sense label, such as _cause, does not re-
quire changes to the type system, for instance. If
we decide that we can identify true anti-causatives,
we can easily make them a distinguished class via
this convention. Conversely, in the situation where
causation has not been recognised, and the verb
has been treated as a single lexeme having an op-
tional ARG2, the semantics is imperfect but at least
the imperfection is local.

In fact, determining argument labelling by the
obliqueness hierarchy still allows generalisations
to be made for all verbs. Dowty (1991) argues
for the notion of proto-agent (p-agt) and proto-
patient (p-pat) as cluster concepts. Proto-agent
properties include volitionality, sentience, causa-
tion of an event and movement relative to another
participant. Proto-patient properties include be-
ing causally affected and being stationary relative
to another participant. Dowty claims that gener-
alisations about which arguments are lexicalised
as subject, object and indirect object/oblique can
be expressed in terms of relative numbers of p-agt
and p-pat properties. If this is correct, then we can,



for example, predict that the ARG1 of any predi-
cate in a DELPH-IN grammar will not have fewer
p-agt properties than the ARG2 of that predicate.’
As an extreme alternative, we could use la-
bels which were individual to each predicate,
such as LIKER and LIKED (e.g., Pollard and Sag
(1994)). For such role labels to have a consistent
meaning, they would have to be lexeme-specific:
e.g., LEAVERI (‘departer’) versus LEAVER2 (‘be-
queather’). However this does nothing for seman-
tic generalisation, blocks the use of argument la-
bels in syntactic generalisations and leads to an
extreme proliferation of lexical types when us-
ing typed feature structure formalisms (one type
would be required per lexeme). The labels add
no additional information and could trivially be
added automatically to an RMRS if this were use-
ful for human readers. Much more interesting is
the use of richer lexical semantic generalisations,
such as those employed in FrameNet (Baker et al.,
1998). In principle, at least, we could (and should)
systematically link the ERG to FrameNet, but this
would be a form of semantic enrichment mediated
via the SEM-I (cf Roa et al. (2008)), and not an
alternative technique for argument indexation.

4 Dependency MRS

The second main topic I want to address is a
form of semantic dependency structure (DMRS:
see wiki.delph-in.net for the evolving details).
There are good engineering reasons for producing
a dependency style representation with links be-
tween predicates and no variables: ease of read-
ability for consumers of the representation and for
human annotators, parser comparison and integra-
tion with distributional lexical semantics being the
immediate goals. Oepen has previously produced
elementary dependencies from MRSs but the pro-
cedure (partially sketched in Oepen and Lgnning
(2006)) was not intended to produce complete rep-
resentations. It turns out that a DMRS can be con-
structed which can be demonstrated to be inter-
convertible with RMRS, has a simple graph struc-
ture and minimises redundancy in the representa-
tion. What is surprising is that this can be done
for a particular class of grammars without mak-

"Sanfilippo (1990) originally introduced Dowty’s ideas
into computational linguistics, but this relative behaviour
cannot be correctly expressed simply by using p-agt and p-
pat directly for argument indexation as he suggested. It is
incorrect for examples like (2) to be labelled as p-agt, since
they have no agentive properties.

ing use of the evident clues to syntax in the pred-
icate names. The characteristic variable property
discussed in §2 is crucial: its availability allows
a partial replication of composition, with DMRS
links being relatable to functor-argument combi-
nations in the MRS algebra. I should emphasize
that, unlike MRS and RMRS, DMRS is not intended
to have a direct logical interpretation.

An example of a DMRS is given in Fig 2. Links
relate nodes corresponding to RMRS predicates.
Nodes have unique identifiers, not shown here. Di-
rected link labels are of the form ARG/H, ARG/EQ
or ARG/NEQ, where ARG corresponds to an RMRS
argument label. H indicates a qeq relationship,
EQ label equality and NEQ label inequality, as ex-
plained more fully below. Undirected /EQ arcs
also sometimes occur (see §4.3). The ltop is in-
dicated with a *.

4.1 RMRS-to-DMRS

In order to transform an RMRS into a DMRS, we
will treat the RMRS as made up of three subgraphs:

Label equality graph. Each EP in an RMRS
has a label, which may be shared with any number
of other EPs. This can be captured in DMRS via
a graph linking EPs: if this is done exhaustively,
there would be n(n — 1) /2 binary non-directional
links. E.g., for the RMRS in Fig 1, we need to link
_big_a_1, angry a_1 and _dog.n_1 and this takes
3 links. Obviously the effect of equality could be
captured by a smaller number of links, assuming
transitivity: but to make the RMRS-to-DMRS con-
version deterministic, we need a method for se-
lecting canonical links.

Hole-to-label qeq graph. A geq in RMRS links
a hole to a label which labels a set of EPs. There
is thus a 1 : 1 mapping between holes and la-
bels which can be converted to a 1 : n mapping
between holes and the EPs which share the la-
bel. By taking the EP with the hole as the origin,
we can construct an EP-to-EP graph, using the ar-
gument name as a label for the link: of course,
such links are asymmetric and thus the graph is
directed. e.g., -some_q has RSTR links to each of
_big_a_1, _angry_a_1 and _dog_n_1. Reducing this
to a 1 : 1 mapping between EPs, which we would
ideally like for DMRS, requires a canonical method
of selecting a head EP from the set of target EPs (as
does the selection of the ltop).

Variable graph. For the conversion to DMRS,
we will rely on the characteristic variable prop-
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>
>

Figure 2: DMRS for ‘Some big angry dogs bark loudly.’

erty, that every variable has a unique EP associated
with it via its ARGO. Any non-hole argument of an
EP will have a value which is the ARGO of some
other EP, or which is unbound (i.e., not found else-
where in the RMRS) in which case we ignore it.
Thus we can derive a graph between EPs, such
that each link is labelled with an argument posi-
tion and points to a unique EP. I will talk about an
EP’s ‘argument EPs’, to refer to the set of EPs its
arguments point to in this graph.

The three EP graphs can be combined to form
a dependency structure. But this has an excessive
number of links due to the label equality and qeq
components. We need deterministic techniques for
removing the redundancy. These can utilise the
variable graph, since this is already minimal.

The first strategy is to combine the label equal-
ity and variable links when they connect the same
two EPs. For instance, we combine the ARG1
link between _big_a_1, and _.dog.n_1 with the la-
bel equality link to give a link labelled ARG1/EQ.
We then test the connectivity of the ARG/EQ links
on the assumption of transitivity and remove any
redundant links from the label graph. This usually
removes all label equality links: one case where
it does not is discussed in §4.3. Variable graph
links with no corresponding label equality are an-
notated ARG/NEQ, while links arising from the
geq graph are labelled ARG/H. This retains suf-
ficient information to allow the reconstruction of
the three graphs in DMRS-to-RMRS conversion.

In order to reduce the number of links arising
from the qeq graph, we make use of the variable
graph to select a head from a set of EPs sharing
a label. It is not essential that there should be a
unique head, but it is desirable. The next section
outlines how head selection works: despite not us-
ing any directly syntactic properties, it generally
recovers the syntactic head.

4.2

Head selection uses one principle and one heuris-
tic, both of which are motivated by the composi-
tional properties of the grammar. The principle is
that geq links from an EP should parallel any com-

Head selection in the qeq graph

parable variable links. If an EP has two arguments,
one of which is a variable argument which links
to EP’ and the other a hole argument which has a
value corresponding to a set of EPs including EP’,
EP’ is chosen as the head of that set.

This essentially follows from the composition
rules: in an algebra operation giving rise to a geq,
the argument phrase supplies a hook consisting
of an index (normally, the ARGO of the head EP)
and an ltop (normally, the label of the head EP).
Thus if a variable argument corresponds to EP’,
EP’ will have been the head of the corresponding
phrase and is thus the choice of head in the DMRS.
This most frequently arises with quantifiers, which
have both a BV and a RSTR argument: the RSTR
argument can be taken as linking to the EP which
has an ARGO equal to the BV (i.e., the head of the
N’). If this principle applies, it will select a unique
head. In fact, in this special case, we drop the BV
link from the final DMRS because it is entirely pre-
dictable from the RSTR link.

In the case where there is no variable argu-
ment, we use the heuristic which generally holds
in DELPH-IN grammars that the EPs which we
wish to distinguish as heads in the DMRS do not
share labels with their DMRS argument EPs (in
contrast to intersective modifiers, which always
share labels with their argument EPs). Heads may
share labels with PPs which are syntactically ar-
guments, but these have a semantics like PP mod-
ifiers, where the head is the preposition’s EP ar-
gument. NP arguments are generally quantified
and quantifiers scope freely. AP, VP and S syn-
tactic arguments are always scopal. PPs which are
not modifier-like are either scopal (small clauses)
or NP-like (case marking Ps) and free-scoping.
Thus, somewhat counter-intuitively, we can select
the head EP from the set of EPs which share a label
by looking for an EP which has no argument EPs
in that set.

4.3 Some properties of DMRS

The MRS-to-DMRS procedure deterministically
creates a unique DMRS. A converse DMRS-t0-MRS
procedure recreates the MRS (up to label, anchor
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= ARGI/NEQ

Figure 3: DMRS for ‘The dog whose toy the cat bit barked.’

and variable renaming), though requiring the SEM-
I to add the uninstantiated optional arguments.

I claimed above that DMRSs are an idealisa-
tion of semantic composition. A pure functor-
argument application scheme would produce a tree
which could be transformed into a structure where
no dependent had more than one head. But in
DMRS the notion of functor/head is more complex
as determiners and modifiers provide slots in the
RMRS algebra but not the index of the result. Com-
position of a verb (or any other functor) with an
NP argument gives rise to a dependency between
the verb and the head noun in the N’. The head
noun provides the index of the NP’s hook in com-
position, though it does not provide the ltop, which
comes from the quantifier. However, because this
Itop is not equated with any label, there is no direct
link between the verb and the determiner. Thus the
noun will have a link from the determiner and from
the verb.

Similarly, if the constituents in composition
were continuous, the adjacency condition would
hold, but this does not apply because of the mech-
anisms for long-distance dependencies and the
availability of the external argument in the hook.?

DMRS indirectly preserves the information
about constituent structure which is essential for
semantic interpretation, unlike some syntactic de-
pendency schemes. In particular, it retains infor-
mation about a quantifier’s N’, since this forms the
restrictor of the generalised quantifier (for instance
Most white cats are deaf has different truth condi-
tions from Most deaf cats are white). An inter-
esting example of nominal modification is shown
in Fig 3. Notice that whose has a decomposed
semantics combining two non-lexeme predicates
def_explicit_q and poss. Unusually, the relative
clause has a gap which is not an argument of its
semantic head (it’s an argument of poss rather than
bite_v_1). This means that when the relative clause

8Given that non-local effects are relatively circumscribed,
it is possible to require adjacency in some parts of the DMRS.
This leads to a technique for recording underspecification of
noun compound bracketing, for instance.

is combined with the gap filler, the label equality
and the argument instantiation correspond to dif-
ferent EPs. Thus there is a label equality which
cannot be combined with an argument link and has
to be represented by an undirected /EQ arc.

5 Related work and conclusion

Hobbs (1985) described a philosophy of computa-
tional compositional semantics that is in some re-
spects similar to that presented here. But, as far as
I am aware, the Core Language Engine book (Al-
shawi, 1992) provided the first detailed descrip-
tion of a truly computational approach to com-
positional semantics: in any case, Steve Pulman
provided my own introduction to the idea. Cur-
rently, the ParGram project also undertakes large-
scale multilingual grammar engineering work: see
Crouch and King (2006) and Crouch (2006) for an
account of the semantic composition techniques
now being used. I am not aware of any other
current grammar engineering activities on the Par-
Gram or DELPH-IN scale which build bidirectional
grammars for multiple languages.

Overall, what I have tried to do here is to give a
flavour of how compositional semantics and syn-
tax interact in computational grammars. Analy-
ses which look simple have often taken consider-
able experimentation to arrive at when working on
a large-scale, especially when attempting cross-
linguistic generalisations. The toy examples that
can be given in papers like this one do no justice to
this, and I would urge readers to try out the gram-
mars and software and, perhaps, to join in.

Acknowledgements

Particular thanks to Emily Bender, Dan Flickinger
and Alex Lascarides for detailed comments at
very short notice! I am also grateful to many
other colleagues, especially from DELPH-IN and
in the Cambridge NLIP research group. This
work was supported by the Engineering and Phys-
ical Sciences Research Council [grant numbers
EP/C010035/1, EP/F012950/1].



References

Hiyan Alshawi, editor. 1992. The Core Language En-
gine. MIT Press.

Collin F. Baker, Charles J. Fillmore, and John B. Lowe.
1998. The Berkeley FrameNet project. In Proc.
ACL-98, pages 86-90, Montreal, Quebec, Canada.
Association for Computational Linguistics.

Emily Bender, Dan Flickinger, and Stephan Oepen.
2002. The Grammar Matrix: An open-source
starter-kit for the rapid development of cross-
linguistically consistent broad-coverage precision
grammars. In Proc. Workshop on Grammar Engi-
neering and Evaluation, Coling 2002, pages 8-14,
Taipei, Taiwan.

Emily Bender. 2008. Evaluating a crosslinguistic
grammar resource: A case study of Wambaya. In
Proc. ACL-08, pages 977-985, Columbus, Ohio,
USA.

John Carroll and Stephan Oepen. 2005. High ef-
ficiency realization for a wide-coverage unification
grammar. In Proc. IJCNLPOS, Springer Lecture
Notes in Artificial Intelligence, Volume 3651, pages
165-176, Jeju Island, Korea.

John Carroll, Ann Copestake, Dan Flickinger, and Vic-
tor Poznanski. 1999. An efficient chart generator
for (semi-)lexicalist grammars. In Proc. 7th Eu-
ropean Workshop on Natural Language Generation
(EWNLG’99), pages 86-95, Toulouse.

Ann Copestake, Alex Lascarides, and Dan Flickinger.

2001. An algebra for semantic construction in
constraint-based grammars. In Proc. ACL-01,
Toulouse.

Ann Copestake, Dan Flickinger, Ivan A. Sag, and Carl
Pollard. 2005. Minimal Recursion Semantics: an
introduction. Research on Language and Computa-
tion, 3(2-3):281-332.

Ann Copestake. 2003. Report on the design of RMRS.
DeepThought project deliverable.

Ann Copestake. 2007a. Applying robust semantics.
In Proc. PACLING 2007 — 10th Conference of the
Pacific Association for Computational Linguistics,
pages 1-12, Melbourne.

Ann Copestake. 2007b. Semantic composition with
(Robust) Minimal Recursion Semantics. In Proc.
Workshop on Deep Linguistic Processing, ACL
2007, Prague.

Dick Crouch and Tracy Holloway King. 2006. Seman-
tics via F-structure rewriting. In Miriam Butt and
Tracy Holloway King, editors, Proc. LFG06 Con-
ference, Universitat Konstanz. CSLI Publications.

Dick Crouch. 2006. Packed rewriting for mapping se-
mantics and KR. In Intelligent Linguistic Architec-
tures Variations on Themes by Ronald M. Kaplan,
pages 389—-416. CSLI Publications.

Anthony Davis. 2001. Linking by Types in the Hierar-
chical Lexicon. CSLI Publications.

David Dowty. 1991. Thematic proto-roles and argu-
ment selection. Language, 67(3):547-619.

Dan Flickinger and Emily Bender. 2003. Compo-
sitional semantics in a multilingual grammar re-
source. In Proc. Workshop on Ideas and Strate-
gies for Multilingual Grammar Development, ESS-
LLI 2003, pages 33—42, Vienna.

Dan Flickinger, Emily Bender, and Stephan Oepen.
2003. MRS in the LinGO Grammar Matrix: A prac-
tical user’s guide. http://tinyurl.com/crf5z7.

Dan Flickinger, Jan Tore Lgnning, Helge Dyvik,
Stephan Oepen, and Francis Bond. 2005. SEM-I
rational MT — enriching deep grammars with a se-
mantic interface for scalable machine translation. In
Proc. MT Summit X, Phuket, Thailand.

Dan Flickinger. 2000. On building a more efficient
grammar by exploiting types. Natural Language
Engineering, 6(1):15-28.

Sanae Fujita, Francis Bond, Stephan Oepen, and
Takaaki Tanaka. 2007. Exploiting semantic infor-
mation for HPSG parse selection. In Proc. Work-
shop on Deep Linguistic Processing, ACL 2007,
Prague.

Jerry Hobbs. 1985. Ontological promiscuity. In Proc.
ACL-85, pages 61-69, Chicago, IL.

Alexander Koller and Alex Lascarides. 2009. A logic
of semantic representations for shallow parsing. In
Proc. EACL-2009, Athens.

Stephan Oepen and Jan Tore Lgnning. 2006.
Discriminant-based MRS banking. In Proc. LREC-
2006, Genoa, Italy.

Martha Palmer, Dan Gildea, and Paul Kingsbury. 2005.
The Proposition Bank: A corpus annotated with se-
mantic roles. Computational Linguistics, 31(1).

Carl Pollard and Ivan Sag. 1994. Head-driven Phrase
Structure Grammar. University of Chicago Press,
Chicago.

Sergio Roa, Valia Kordoni, and Yi Zhang. 2008. Map-
ping between compositional semantic representa-
tions and lexical semantic resources: Towards accu-
rate deep semantic parsing. In Proc. ACL-08, pages
189-192, Columbus, Ohio. Association for Compu-
tational Linguistics.

Antonio Sanfilippo. 1990. Grammatical Relations,
Thematic Roles and Verb Semantics. Ph.D. thesis,
Centre for Cognitive Science, University of Edin-
burgh.

Stefan Thater. 2007. Minimal Recursion Semantics
as Dominance Constraints: Graph-Theoretic Foun-
dation and Application to Grammar Engineering.
Ph.D. thesis, Universitit des Saarlandes.



NLP and the humanities: the revival of an old liaison

Franciska de Jong
University of Twente

Enschede, The Netherlands
fdejonglewi.utwente.nl

Abstract

This paper present an overview of some
emerging trends in the application of NLP
in the domain of the so-called Digital Hu-
manities and discusses the role and nature
of metadata, the annotation layer that is so
characteristic of documents that play a role
in the scholarly practises of the humani-
ties. It is explained how metadata are the
key to the added value of techniques such
as text and link mining, and an outline is
given of what measures could be taken to
increase the chances for a bright future for
the old ties between NLP and the humani-
ties. There is no data like metadata!

1 Introduction

The humanities and the field of natural language
processing (NLP) have always had common play-
grounds. The liaison was never constrained to lin-
guistics; also philosophical, philological and lit-
erary studies have had their impact on NLP , and
there have always been dedicated conferences and
journals for the humanities and the NLP com-
munity of which the journal Computers and the
Humanities (1966-2004) is probably known best.
Among the early ideas on how to use machines to
do things with text that had been done manually
for ages is the plan to build a concordance for an-
cient literature, such as the works of St Thomas
Aquinas (Schreibman et al., 2004). which was ex-
pressed already in the late 1940s. Later on hu-
manities researchers started thinking about novel
tasks for machines, things that were not feasible
without the power of computers, such as author-
ship discovery. For NLP the units of process-
ing gradually became more complex and shifted
from the character level to units for which string
processing is an insufficient basis. At some stage
syntactic parsers and generators were seen as a

method to prove the correctness of linguistic the-
ories. Nowadays semantic layers can be analysed
at much more complex levels of granularity. Not
just phrases and sentences are processed, but also
entire documents or even document collections in-
cluding those involving multimodal features. And
in addition to NLP for information carriers, also
language-based interaction has grown into a ma-
tured field, and applications in other domains than
the humanities now seem more dominant. The
impact of the wide range of functionalities that
involve NLP in all kinds of information process-
ing tasks is beyond what could be imagined 60
years ago and has given rise to the outreach of
NLP in many domains, but during a long period
the humanities were one of the few valuable play-
grounds.

Even though the humanities have been able
to conduct NLP-empowered research that would
have been impossible without the the early tools
and resources already for many decades, the more
recent introduction of statistical methods in lan-
gauge is affecting research practises in the human-
ities at yet another scale. An important explana-
tion for this development is of course the wide
scale digitisation that is taken up in the humani-
ties. All kinds of initiatives for converting ana-
logue resources into data sets that can be stored
in digital repositories have been initiated. It is
widely known that “There is no data like more
data” (Mercer, 1985), and indeed the volumes of
digital humanities resources have reached the level
required for adequate performance of all kinds of
tasks that require the training of statistical mod-
els. In addition, ICT-enabled methodologies and
types of collaboration are being developed and
have given rise to new epistemic cultures. Digital
Humanities (sometimes also referred to as Com-
putational Humanities) are a trend, and digital
scholarship seems a prerequisite for a successful
research career. But in itself the growth of digi-
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tal resources is not the main factor that makes the
humanities again a good testbed for NLP. A key
aspect is the nature and role of metadata in the hu-
manities. In the next section the role of metadata
in the humanities and the the ways in which they
can facilitate and enhance the application of text
and data mining tools will be described in more
detail. The paper takes the position that for the hu-
manities a variant of Mercer’s saying is even more
true. There is no data like metadata!

The relation between NLP and the humanities
is worth reviewing, as a closer look into the way
in which techniques such as text and link mining
can demonstrate that the potential for mutual im-
pact has gained in strength and diversity, and that
important lessons can be learned for other appli-
cation areas than the humanities. This renewed
liaison with the now digital humanities can help
NLP to set up an innovative research agenda which
covers a wide range of topics including semantic
analysis, integration of multimodal information,
language-based interaction, performance evalua-
tion, service models, and usability studies. The
further and combined exploration of these topics
will help to develop an infrastructure that will also
allow content and data-driven research domains in
the humanities to renew their field and to exploit
the additional potential coming from the ongoing
and future digitisation efforts, as well as the rich-
ness in terms of available metadata. To name a
few fields of scholarly research: art history, media
studies, oral history, archeology, archiving stud-
ies, they all have needs that can be served in novel
ways by the mature branches that NLP offers to-
day. After a sketch in section 2 of the role of
metadata, so crucial for the interaction between
the humanities and NLP, a rough overview of rel-
evant initiatives will be given. Inspired by some
telling examples, it will be outlined what could be
done to increase the chances for a bright future for
the old ties, and how other domains can benefit as
well from the reinvention of the old common play-
ground between NLP and the humanities.

2 Metadata in the Humanities

Digital text, but also multimedia content, can be
mined for the occurrence of patterns at all kinds
of layers, and based on techniques for information
extraction and classification, documents can be an-
notated automatically with a variety of labels, in-
cluding indications of topic, event types, author-
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ship, stylistics, etc. Automatically generated an-
notations can be exploited to support to what is
often called the semantic access to content, which
is typically seen as more powerful than plain full
text search, but in principle also includes concep-
tual search and navigation.

The data used in research in the domain of
the humanities comes from a variety of sources:
archives, musea (or in general cultural heritage
collections), libraries, etc. As a testbed for NLP
these collections are particularly challenging be-
cause of the combination of complexity increas-
ing features, such as language and spelling change
over time, diversity in orthography, noisy content
(due to errors introduced during data conversion,
e.g., OCR or transcription of spoken word ma-
terial), wider than average stylistic variation and
cross-lingual and cross-media links. They are
also particularly attractive because of the avail-
able metadata or annotation records, which are the
reflection of analytical and comparative scholarly
processes. In addition, there is a wide diversity
of annotation types to be found in the domain (cf.
the annotation dimensions distinguished by (Mar-
shall, 1998)), and the field has developed mod-
elling procedures to exploit this diversity (Mc-
Carty, 2005) and visualisation tools (Unsworth,
2005).

2.1 Metadata for Text

For many types of textual data automatically gen-
erated annotations are the sole basis for seman-
tic search, navigation and mining. For human-
ities and cultural heritage collections, automati-
cally generated annotation is often an addition to
the catalogue information traditionally produced
by experts in the field. The latter kind of manu-
ally produced metadataa is often specified in ac-
cordance to controlled key word lists and meta-
data schemata agreed for the domain. NLP tag-
ging is then an add on to a semantic layer that in
itself can already be very rich and of high qual-
ity. More recently initiatives and support tools for
so-called social tagging have been proposed that
can in principle circumvent the costly annotation
by experts, and that could be either based on free
text annotation or on the application of so-called
folksonomies as a replacement for the traditional
taxonomies. Digital librarians have initiated the
development of platforms aiming at the integration
of the various annotation processes and at sharing



tools that can help to realise an infrastructure for
distributed annotation. But whatever the genesis is
of annotations capturing the semantics of an entire
document, they are a very valuable source for the
training of automatic classifiers. And traditionally,
textual resources in the humanities have lots of it,
partly because the mere art of annotating texts has
been invented in this domain.

2.2 Metadata for Multimedia

Part of the resources used as basis for scholarly
research is non-textual. Apart from numeric data
resources, which are typically strongly structured
in database-like environments, there is a growing
amount of audiovisual material that is of interest
to humanities researchers. Various kinds of multi-
media collections can be a primary source of infor-
mation for humanities researchers, in particular if
there is a substantial amount of spoken word con-
tent, e.g., broadcast news archives, and even more
prominently: oral history collections.

It is commonly agreed that accessibility of het-
erogeneous audiovisual archives can be boosted
by indexing not just via the classical metadata,
but by enhancing indexing mechanisms through
the exploitation of the spoken audio. For sev-
eral types of audiovisual data, transcription of the
speech segments can be a good basis for a time-
coded index. Research has shown that the quality
of the automatically generated speech transcrip-
tions, and as a consequence also the index quality,
can increase if the language models applied have
been optimised to both the available metadata (in
particular on the named entities in the annotations)
and the collateral sources available (Huijbregts et
al., 2007). ‘Collateral data is the term used for
secondary information objects that relate to the
primary documents, e.g., reviews, program guide
summaries, biographies, all kinds of textual pub-
lications, etc. This requires that primary sources
have been annotated with links to these secondary
materials. These links can be pointers to source
locations within the collection, but also links to re-
lated documents from external sources. In labora-
tory settings the amount of collateral data is typi-
cally scarce, but in real life spoken word archives,
experts are available to identify and collect related
(textual) content that can help to turn generic lan-
guage models into domain specific models with
higher accuracy.
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2.3

The quality of automatically generated content an-
notations in real life settings is lagging behind in
comparison to experimental settings. This is of
course an obstacle for the uptake of technology,
but a number of pilot projects with collections
from the humanities domain show us what can be
done to overcome the obstacles. This can be illus-
trated again with the situation in the field of spo-
ken document retrieval.

For many A/V collections with a spoken au-
dio track, metadata is not or only sparsely avail-
able, which is why this type of collection is often
only searchable by linear exploration. Although
there is common agreement that speech-based, au-
tomatically generated annotation of audiovisual
archives may boost the semantic access to frag-
ments of spoken word archives enormously (Gold-
man et al., 2005; Garofolo et al., 2000; Smeaton
et al., 2006), success stories for real life archives
are scarce. (Exceptions can be found in research
projects in the broadcast news and cultural her-
itage domains, such as MALACH (Byrne et al.,
2004), and systems such as SpeechFind (Hansen
et al., 2005).) In lab conditions the focus is usu-
ally on data that (i) have well-known characteris-
tics (e.g, news content), often learned along with
annual benchmark evaluations,' (i) form a rela-
tively homogeneous collection, (iii) are based on
tasks that hardly match the needs of real users, and
(iv) are annotated in large quantities for training
purposes. In real life however, the exact character-
istics of archival data are often unknown, and are
far more heterogeneous in nature than those found
in laboratory settings. Language models for real-
istic audio sets, sometimes referred to as surprise
data (Huijbregts, 2008), can benefit from a clever
use of this contextual information.

Surprise data sets are increasingly being taken
into account in research agendas in the field focus-
ing on multimedia indexing and search (de Jong
et al., 2008). In addition to the fact that they are
less homogenous, and may come with links to re-
lated documents, real user needs may be available
from query logs, and as a consequence they are
an interesting challenge for cross-media indexing
strategies targeting aggregated collections. Sur-

Metadata for Surprise Data

'E.g., evaluation activities such as those organised by
NIST, the National Institute of Standards, e.g., TREC for
search tasks involving text, TRECVID for video search, Rich
Transcription for the analysis of speech data, etc. http:
//www.nist.gov/



prise data are therefore an ideal source for the de-
velopment of best practises for the application of
tools for exploiting collateral content and meta-
data. The exploitation of available contextual in-
formation for surprise content and the organisation
of this dual annotation process can be improved,
but in principle joining forces between NLP tech-
nologies and the capacity of human annotators is
attractive. On the one hand for the improved ac-
cess to the content, on the other hand for an inno-
vation of the NLP research agenda.

3 Ingredients for a Novel
Knowledge-driven Workflow

A crucial condition for the revival of the com-
mon playground for NLP and the humanities is
the availability of representatives of communities
that could use the outcome, either in the devel-
opment of services to their users or as end users.
These representatives may be as diverse and in-
clude e.g., archivists, scholars with a research in-
terest in a collection, collection keepers in libraries
and musea, developers of educational materials,
but in spite of the divergence that can be attributed
to such groups, they have a few important charac-
teristics in common: they have a deep understand-
ing of the structure, semantic layers and content
of collections, and in developing new road maps
and novel ways of working, the pressure they en-
counter to be cost-effective is modest. They are
the first to understand that the technical solutions
and business models of the popular web search en-
gines are not directly applicable to their domain
in which the workflow is typically knowledge-
driven and labour-intensive. Though with the in-
troduction of new technologies the traditional role
of documentalists as the primary source of high
quality annotations may change, the availability of
their expertise is likely to remain one of the major
success factors in the realisation of a digital in-
frastructure that is as rich source as the reposito-
ries from the analogue era used to be.

All kinds of coordination bodies and action
plans exist to further the field of Digital Hu-
manities, among which The Alliance of Dig-
ital Humanities Organizations http://www.
digitalhumanities.org/ and HASTAC
(https://www.hastac.org/) and Digital
Arts an Humanities www . arts—humanities.
net, and dedicated journals and events have
emerged, such as the LaTeCH workshop series. In

part they can build on results of initiatives for col-
laboration and harmonisation that were started ear-
lier, e.g., as Digital Libraries support actions or as
coordinated actions for the international commu-
nity of cultural heritage institutions. But in order
to reinforce the liaison between NLP and the hu-
manities continued attention, support and funding
is needed for the following:

Coordination of coherent platforms (both lo-
cal and international) for the interaction be-
tween the communities involved that stim-
ulate the exchange of expertise, tools, ex-
perience and guidelines. Good examples
hereof exist already in several domains,
e.g., the field of broadcast archiving (IST
project PrestoSpace; www . prestospace.
org/), the research area of Oral History, all
kinds of communities and platforms targeting
the accessibility of cultural heritage collec-
tions (e.g., CATCH; http://www.nwo.
nl/catch), but the long-term sustainability
of accessible interoperable institutional net-
works remains a concern.

Infrastructural facilities for the support of re-
searchers and developers of NLP tools; such
facilities should support them in finetuning
the instruments they develop to the needs
of scholarly research. CLARIN (http://
www.clarin.eu/) is a promising initia-
tive in the EU context that is aiming to cover
exactly this (and more) for the social sciences
and the humanities.

Open access, source and standards to increase
the chances for inter-institutional collabora-
tion and exchange of content and tools in
accordance with the policies of the de facto
leading bodies, such as TEI (http://www.
tei-c.org/) and OAI (http://www.
openarchives.org/).

Metadata schemata that can accommodate

NLP-specific features:

e automatically generated labels and sum-
maries

e reliability scores

e indications of the suitability of items for
training purposes

Exchange mechanisms for best practices e.g.,
of building and updating training data, the



use of annotation tools and the analysis of
query logs.

Protocols and tools for the mark-up of content,
the specification of links between collections,
the handling of IPR and privacy issues, etc.

Service centers that can offer heavy processing
facilities (e.g. named entity extraction or
speech transcription) for collections kept in
technically modestly equipped environments
hereof.

User Interfaces that can flexibly meet the needs
of scholarly users for expressing their infor-
mation needs, and for visualising relation-
ships between interactive information ele-
ments (e.g., timelines and maps).

Pilot projects in which researchers from vari-
ous backgrounds collaborate in analysing
a specific digital resource as a central
object in order to learn to understand
how the interfaces between their fields
can be opened up. An interesting ex-
ample is the the project Veteran Tapes
(http://www.surffoundation.nl/
smartsite.dws?i1d=14040). This
initiative is linked to the interview collection
which is emerging as a result for the Dutch
Veterans Interview-project, which aims at
collecting 1000 interviews with a represen-
tative group of veterans of all conflicts and
peace-missions in which The Netherlands
were involved. The research results will be
integrated in a web-based fashion to form
what is called an enriched publication.

Evaluation frameworks that will trigger contri-
butions to the enhancement en tuning of what
NLP has to offer to the needs of the hu-
manities. These frameworks should include
benchmarks addressing tasks and user needs
that are more realistic than most of the ex-
isting performance evaluation frameworks.
This will require close collaboration between
NLP developers and scholars.

4 Conclusion

The assumption behind presenting these issues as
priorities is that NLP-empowered use of digital
content by humanities scholars will be beneficial
to both communities. NLP can use the testbed
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of the Digital Humanities for the further shaping
of that part of the research agenda that covers the
role of NLP in information handling, and in par-
ticular those avenues that fall under the concept of
mining. By focussing on the integration of meta-
data in the models underlying the mining tools and
searching for ways to increase the involvement of
metadata generators, both experts and ‘amateurs’,
important insights are likely to emerge that could
help to shape agendas for the role of NLP in other
disciplines. Examples are the role of NLP in the
study of recorded meeting content, in the field of
social studies, or the organisation and support of
tagging communities in the biomedical domain,
both areas where manual annotation by experts
used to be common practise, and both areas where
mining could be done with aggregated collections.

Equally important are the benefits for the hu-
manities. The added value of metadata-based min-
ing technology for enhanced indexing is not so
much in the cost-reduction as in the wider usabil-
ity of the materials, and in the impulse this may
bring for sharing collections that otherwise would
too easily be considered as of no general impor-
tance. Furthermore the evolution of digital texts
from ‘book surrogates’ towards the rich semantic
layers and networks generated by text and/or me-
dia mining tools that take all available metadata
into account should help the fields involved in not
just answering their research questions more effi-
ciently, but also in opening up grey literature for
research purposes and in scheduling entirely new
questions for which the availability of such net-
works are a conditio sine qua non.
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Abstract these corpora is not appropriate for everyday life
_ _ translations or translations in some other domain.
We present a simple and effective method One option to increase this scarce resource

for extracting parallel sentences from  couid be to produce more human translations, but
comparable corpora. We employ a sta-  thjs is a very expensive option, in terms of both

tistical machine translation (SMT) system  {ime and money. In recent work less expensive but
built from small amounts of parallel texts  yery productive methods of creating such sentence
to translate the source side of the non-  gjigned bilingual corpora were proposed. These
parallel corpus. The target side texts are  gre pased on generating “parallel” texts from al-
used, along with other corpora, in the lan-  yeady available “almost parallel” or “not much

guage model of this SMT system. We  parallel” texts. The term “comparable corpus” is
then use information retrieval techniques  ften used to define such texts.

and simple filters to create French/English
parallel data from a comparable news cor-
pora. We evaluate the quality of the ex-
tracted data by showing that it signifi-

cantly improves the performance of an
SMT systems.

A comparable corpus is a collection of texts
composed independently in the respective lan-
guages and combined on the basis of similarity
of content (Yang and Li, 2003). The raw mate-
rial for comparable documents is often easy to ob-
tain but the alignment of individual documents is a
challenging task (Oard, 1997). Multilingual news
reporting agencies like AFP, Xinghua, Reuters,
Parallel corpora have proved be an indispensCNN, BBC etc. serve to be reliable producers
able resource in Statistical Machine Translatiorof huge collections of such comparable corpora.
(SMT). A parallel corpus, also called bitext, con- Such texts are widely available from LDC, in par-
sists in bilingual texts aligned at the sentence levelticular the Gigaword corpora, or over the WEB
They have also proved to be useful in a range ofor many languages and domains, e.g. Wikipedia.
natural language processing applications like auThey often contain many sentences that are rea-
tomatic lexical acquisition, cross language infor-sonable translations of each other, thus potential
mation retrieval and annotation projection. parallel sentences to be identified and extracted.

Unfortunately, parallel corpora are a limited re- There has been considerable amount of work on
source, with insufficient coverage of many lan-bilingual comparable corpora to learn word trans-
guage pairs and application domains of interdations as well as discovering parallel sentences.
est. The performance of an SMT system heavYang and Lee (2003) use an approach based on
ily depends on the parallel corpus used for train-dynamic programming to identify potential paral-
ing. Generally, more bitexts lead to better per-lel sentences in title pairs. Longest common sub
formance. Current resources of parallel corporsgequence, edit operations and match-based score
cover few language pairs and mostly come fronfunctions are subsequently used to determine con-
one domain (proceedings of the Canadian or Eufidence scores. Resnik and Smith (2003) pro-
ropean Parliament, or of the United Nations). Thispose their STRAND web-mining based system
becomes specifically problematic when SMT sys-and show that their approach is able to find large
tems trained on such corpora are used for generalumbers of similar document pairs.
translations, as the language jargon heavily used in Works aimed at discovering parallel sentences

1 Introduction

Proceedings of the 12th Conference of the European Chapter of the ACL, pages 16-23,
Athens, Greece, 30 March — 3 April 2009. (©2009 Association for Computational Linguistics
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French: Au total, 1,634 million celecteurs doiventé&signer les 90 &pugés de la prochaineggislature
parmi 1.390 candidats j@sengs par 17 partis, dont huit sont refsengés au parlement.

Query: In total, 1,634 million voters will designate the 90 memhafrthe next parliament among 1.390
candidates presented by 17 parties, eight of which are ssried in parliament.

Result: Some 1.6 million voters were registered to elect the 90 mevdiehe legislature from 1,390
candidates from 17 parties, eight of which are representegglirliament several civilian organisations
and independent lists.

French: "Notre implication en Irak rend possible que d'autres paygmbres de I'Otan, comme
I'Allemagne par exemple, envoient un plus gros contingemt’Afghanistan, a estiM.Belka au cours

d’une conérence de presse.

Query: "Our involvement in Irag makes it possible that other coiggr members of NATO, such
as Germany, for example, send a larger contingent in Afgltanj "said Mr.Belka during a press

conference.

Result: "Our involvement in Iraqg makes it possible for other NATO rbens, like Germany for

example, to send troops, to send a bigger contingent to youmtcy, "Belka said at a press conference
with Afghan President Hamid Karzai.

French: De son &t¢, Mme Nicola Duckworth, directrice d’Amnesty Internatibpour I'Europe et
'Asie centrale, a éclaré que les ONG demanderaieatM.Poutine de mettre fin aux violations des
droits de 'Homme dans le Caucase du nord.

Query: For its part, Mrs Nicole Duckworth, director of Amnesty Imtational for Europe and Central
Asia, said that NGOs were asking Mr Putin to put an end to hunigints violations in the northern
Caucasus.

Result: Nicola Duckworth, head of Amnesty International’s Europel £entral Asia department, said
the non-governmental organisations (NGOs) would call otirPw put an end to human rights abuses
in the North Caucasysncluding the war-torn province of Chechnya.

Figure 1: Some examples of a French source sentence, ther@hglation used as query and the poten-
tial parallel sentence as determined by information reditieBold parts are the extra tails at the end of
the sentences which we automatically removed.

include (Utiyama and Isahara, 2003), who usematching translations using information retrieval
cross-language information retrieval techniqueqIR) techniques. Candidate sentences are deter-
and dynamic programming to extract sentencesnined based on word overlap and the decision
from an English-Japanese comparable corpusvhether a sentence pair is parallel or not is per-
They identify similar article pairs, and then, treat-formed by a maximum entropy classifier trained
ing these pairs as parallel texts, align their senen parallel sentences. Bootstrapping is used and
tences on a sentence pair similarity score and use size of the learned bilingual dictionary is in-
DP to find the least-cost alignment over the doc-creased over iterations to get better results.

ument pair. Fung and Cheung (2004) approach o technique is similar to that of (Munteanu

the problem by using a cos_ine similarity measure; g marcu, 2005) but we bypass the need of the
to match“forelgn and English doaiments. Theyhilingual dictionary by using proper SMT transla-
work on *very non-parallel corpora’. They then yjono and instead of a maximum entropy classifier
generate all possible sentence pairs and select the, |,se simple measures like the word error rate
best ones based on a threshold on cosine siMiy Ry and the translation error rate (TER) to de-
larity scores. Using the extracted sentences theYjqe \hether sentences are parallel or not. Using
learn a dictionary and iterate over with more senyq syl SMT sentences. we get an added advan-
tence pairs. Recent work by Munteanu and Marcy, e of heing able to detect one of the major errors
(2005) uses a bilingual lexicon to translate SOM&,¢ i technique, also identified by (Munteanu and
of the words of the source sentence. These trangyarcu 2005), i.e, the cases where the initial sen-
lations are then used to query the database to fingl, o5 are identical but the retrieved sentence has
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pus for the French/English language pair using the Vlv%)?c';g
LDC Gigaword comparable corpus. We show that

we achieve significant improvements in the BLEU B — p—
score by adding our extracted corpus to the already table L
available human-translated corpora.

This paper is organized as follows. In the next 5
section we first describe the baseline SMT system)J2 5§§:_>
trained on human-provided translations only. Wewords 2//,
then proceed by explaining our parallel sentence
selection scheme and the post-processing. Sec-
tion 4 summarizes our experimental results and:igure 2: Using an SMT system used to translate
the paper concludes with a discussion and perspegarge amounts of monolingual data.
tives of this work.

counter this problem as detailed in 4.1. Fr En 3.3G
We apply this technigue to create a parallel cor- upto words

a tail of extra words at sentence end. We try to human translations En
M

automatic
translations

) Iér En

2 BasdineSMT system set (Och and Ney, 2002). In our system fourteen
. features functions were used, namely phrase and
The goal of SMT is to produce a target SentenC‘?exical translation probabilities in both directions,

e from a source sentencé Among all possible o : )
ok galp . seven features for the lexicalized distortion model,
target language sentences the one with the highes

o . a word and a phrase penalty, and a target language
probability is chosen:

model.

e* = argmaxPr(e|f) 1) The system is based on the Moses SMT
¢ toolkit (Koehn et al., 2007) and constructed as fol-
= argmaxPr(fle) Pr(e) @ \ows. First, Giza++ s used to perform word align-
ments in both directions. Second, phrases and
lexical reorderings are extracted using the default
. . “settings of the Moses SMT toolkit. The 4-gram
proach is usually referred to as theisy source- back-off target LM is trained on the English part

ch_annelapproach in SMT (Brown e_t al., 1993). of the bitexts and the Gigaword corpus of about
Bilingual corpora are needed to train the transla-

. . : 3.2 billion words. Therefore, it is likely that the
tion model and monolingual texts to train the tar- .

target language model includes at least some of
get language model.

It is todav common bractice to use phrases athe translations of the French Gigaword corpus.
' Yy pract use p We argue that this is a key factor to obtain good

translation _unlts (Koehn et_ gl., 2003; Och anolquality translations. The translation model was
Ney, 2003) instead of the original word-based ap-, _.
. . trained on the news-commentary corpus (1.56M

proach. A phrase is defined as a group of source . -
> . words) and a bilingual dictionary of about 500k
words f that should be translated together into a

. .~ “entries? This system uses only a limited amount
group of target wordg. The translation model in y y

. f human-translated parallel texts, in comparison
phrase-based systems includes the phrase transFa— . . )
: N o : - 0 the bitexts that are available in NIST evalua-

tion probabilities in both directions, i.eP(é|f)
and P(f|é). The use of a maximum entropy ap-

tions. In a different versions of this system, the
. : ) . Europarl (40M words) and the Canadian Hansard
proach simplifies the introduction of several addi- parl ( )
tional models explaining the translation process :

where Pr(fle) is the translation model and
Pr(e) is the target language model (LM). This ap

corpus (72M words) were added.
In the framework of the EuroMatrix project, a
e* = argmaxPr(e|f) test set of general news data was provided for the
shared translation task of the third workshop on
= argmax{ezp(}_ Nihi(e, f))} (3) P

IAvailable at http://ww. st at nt . or g/ wnt 08/
The feature functions:; are the system mod- shared-task. htm _
| d the\. weights are tvpically optimized to The different conjugations of a verb and the singular and
eis 6_‘” . i We g _yp y op plural form of adjectives and nouns are counted as multiple
maximize a scoring function on a developmententries.
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French English
Gigaword translations

used as queries J il parallel
77 N perday arlicles - - andidate sentence pairs sentences with parallel
777 \ extra words at ends sentences
7270 smT \ | DD — _
% \ g7 \ = = = =
% L —1 length = = = =
555 % |:| — = comparison = = . = =
222 N ( y—t|-Z hy = = tail = =
- = number / table = =|—= - =
174M words = removing = = removal = =
I D = WER/TER = = = =
I D 26.8M words 24.3M words
133M words

+-5 day articles
from English Gigaword

Figure 3: Architecture of the parallel sentence extractipstem.

SMT (Callison-Burch et al., 2008), calledew- to use the best possible SMT systems to be able to
stest2008n the following. The size of this cor- retrieve the correct parallel sentences or any ordi-
pus amounts to 2051 lines and about 44 thousandary SMT system will serve the purpose ?

words. This data was randomly split into two parts

for development and testing. Note that only one3.1 System for Extracting Parallel Sentences
reference translation is available. We also noticed ~ from Comparable Corpora

Se\/'eral Spelllng errors in the French source teXtSLDC provides |arge collections of texts from mul-
mainly missing accents. These were mostly autotjlingual news reporting agencies. We identified

mqtic_ally corrected using the Linux spell checker.agencies that provided news feeds for the lan-
This increased the BLEU score by about 1 BLEUguageS of our interest and chose AFP for our

point in comparison to the results reported in thestydy3

official evaluation (Callison-Burch et al., 2008). \ye start by translating the French AFP texts to
The system tuned on this development data is useflnglish using the SMT systems discussed in sec-
translate large amounts of text of French Gigawordjon 2. In our experiments we considered only
corpus (see Figure 2). These translations will b§he most recent texts (2002-2006, 5.5M sentences;
then used to detect potential parallel sentences igout 217M French words). These translations are
the English Gigaword corpus. then treated as queries for the IR process. The de-
_ sign of our sentence extraction process is based on
3 System Architecture the heuristic that considering the corpus at hand,

The general architecture of our parallel sentencd/€ can safely say that a news item reported on
extraction system is shown in figure 3. Start-d&y X in the French corpus will be most proba-

ing from comparable corpora for the two lan- Py found in the day X-5 and day X+5 time pe-

guages, French and English, we propose to trandiod. We experimented with several window sizes

late French to English using an SMT system as de2nd found the window size o5 days to be the

scribed above. These translated texts are then us8¢PSt accurate in terms of time and the quality of
to perform information retrieval from the English (e retrieved sentences. _

corpus, followed by simple metrics like WER and  USing the ID and date information for each sen-
TER to filter out good sentence pairs and eventence of both corpora, we first collect all sentences
tually generate a parallel corpus. We show that from the SMT translations corresponding to the

parallel corpus obtained using this technique help§@Me day (query sentences) and then the corre-
considerably to improve an SMT system. sponding articles from the English Gigaword cor-

We shall also be trying to answer the ollowing ™ 3 pc corpora LDC2007T07 (English) and LDC2006T17
question over the course of this study: do we needgFrench).
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pus (search space for IR). These day-specific fileand pass the sentence pair through further filters.
are then used for information retrieval using a ro-Gale and Church (1993) based their align program
bust information retrieval system. The Lemur IR on the fact that longer sentences in one language
toolkit (Ogilvie and Callan, 2001) was used for tend to be translated into longer sentences in the
sentence extraction. The top 5 scoring sentencesther language, and that shorter sentences tend to
are returned by the IR process. We found no evibe translated into shorter sentences. We also use
dence that retrieving more than 5 top scoring senthe same logic in our initial selection of the sen-
tences helped get better sentences. At the end tdnce pairs. A sentence pair is selected for fur-
this step, we have for each query sentence 5 pdher processing if the length ratio is not more than
tentially matching sentences as per the IR score. 1.6. A relaxed factor of 1.6 was chosen keeping
The information retrieval step is the most timein consideration the fact that French sentences are
consuming task in the whole system. The timedonger than their respective English translations.
taken depends upon various factors like size of th&inally, we discarded all sentences that contain a
index to search in, length of the query sentencdarge fraction of numbers. Typically, those are ta-
etc. To give a time estimate, usingt® day win-  bles of sport results that do not carry useful infor-
dow required 9 seconds per query vs 15 second¥ation to train an SMT.
per query when &7 day window was used. The  Sentences pairs conforming to the previous cri-
number of results retrieved per sentence also hairia are then judged based on WER (Levenshtein
an impact on retrieval time with 20 results tak- distance) and translation error rate (TER). WER
ing 19 seconds per query, whereas 5 results takingneasures the number of operations required to
9 seconds per query. Query length also affectettansform one sentence into the other (insertions,
the speed of the sentence extraction process. Bdeletions and substitutions). A zero WER would
with the problem at we could differentiate amongmean the two sentences are identical, subsequently
important and unimportant words as nouns, verbsower WER sentence pairs would be sharing most
and sometimes even numbers (year, date) could & the common words. However two correct trans-
the keywords. We, however did place a limit of lations may differ in the order in which the words
approximately 90 words on the queries and the inappear, something that WER is incapable of tak-
dexed sentences. This choice was motivated by thieg into account as it works on word to word ba-
fact that the word alignment toolkit Giza++ doessis. This shortcoming is addressed by TER which
not process longer sentences. allows block movements of words and thus takes
A Krovetz stemmer was used while building the into account the reorderings of words and phrases
index as provided by the toolkit. English stop in translation (Snover et al., 2006). We used both
words, i.e. frequently used words, such as “a” o WER and TER to choose the most suitable sen-
“the”, are normally not indexed because they ardence pairs.
so common that they are not useful to query on.
The stop word list provided by the IR Group of 4 Experimental evaluation

University of Glasgow was used. . _
Our main goal was to be able to create an addi-

The resources required by our system are mint, | el o hine { :
imal : translations of one side of the comparable!'0"&' Paraliel corpus 1o Improve machine transia-
especially for the domains where we

corpus. We will be showing later in section 4.2 tion quality,

of this paper that with an SMT system trained Onhave less or no parallel data av_allable. In this sec-
small amounts of human-translated data we cafl®n We report the results of adding these extracted

retrieve’ potentially good parallel sentences. parallel sentences to the already available human-
translated parallel sentences.
3.2 Candidate Sentence Pair Sdlection We conducted a range of experiments by adding
o h h its f inf . our extracted corpus to various combinations of al-
nce we have the results from in ormation re'ready available human-translated parallel corpora.
trieval, we proceed on to decide whether sentence\;‘lve experimented with WER and TER as filters to
are parallel or not. At this stage we choose the:select the best scoring sentences. Generally, sen-

best scoring sentence as determined by the too”%nces selected based on TER filter showed better

" nttp://ir.dcs. gl a ac. uk/resour ces/ BLEU and TER scores than their WER counter
l'i nguistic.utils/stopwords parts. So we chose TER filter as standard for
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22 —_— Limit | Word BLEU | BLEU | TER

| TER | tail |Words Dev | Test | Test

fiter removal (M) | data | data | data

o ' 0 1.56] 19.41] 19.53 [ 63.17

38 205} 1 no 19.62 | 19.59 | 63.11

@ ol mme | 10 yes 1.58 19.56 | 19.51 | 63.24

@ WER no 19.76 | 19.89 | 62.49

1051 & Bieis ony ' 20 1 ves | 17| 1981 | 19.75 | 62.80

19} 1 30 no 21 20.29 | 20.32 | 62.16

185 - yes 20.16 | 20.22 | 62.02

c 2 4 6 8 10 12 14 16 no 20.93 | 20.81 | 61.80

French words for training [M] 40 yes 3.5 21.23 21.04 | 61.49

Figure 4. BLEU scores on the Test data using an 45 no 4.9 20.98 | 20.90 | 62.18

WER or TER filter. yes 21.39 | 21.49 | 60.90

50 no 6.4 21.12 | 21.07 | 61.31

] o yes ) 21.70 | 21.70 | 60.69

our experiments W|th_I|m|ted amounts'of human no 5130 | 21.15 | 61.23

translated corpus. Figure 4 shows this WER vs 55 yes 7.8 2190 | 21.78 | 60.41

TER comparison pased qn BLEU anq TER scqre no 5142 | 20.97 | 61.46

on the test data in fu_nctlon of the size of train- 60 yes 9.8 2196 | 21.79 | 60.33
ing data. These experiments were performed with

. . no 21.34 | 21.20 | 61.02

only 1.56M words of human-provided translations| 65 yes 11 2999 | 2199 | 60.10

(news-commentary corpus). ” ° 150 5121 | 2084 | 6124

4.1 Improvement by sentence tail removal yes | 2186 | 21.82 | 60.24

Two main classes of errors common in suchraple 1: Effect on BLEU score of removing extra

tasks: firstly, cases where the two sentences shakgntence tails from otherwise parallel sentences.
many common words but actually convey differ-

ent meaning, and secondly, cases where the two
sentences are (exactly) parallel except at senten&0nds to an increase of about 2.88 points BLEU
ends where one sentence has more informatiofn the development set and an increase of 2.46
than the other. This second case of errors can J8LEU points on the test set (19.53 21.99) as
detected using WER as we have both the sentenc€§0wn in table 2, first two lines. The TER de-
in English. We detected the extra insertions at th&réased by 3.07%.
end of the IR result sentence and removed them. Adding the dictionary improves the baseline
Some examples of such sentences along with tailgystem (second line in Table 2), but it is not nec-
detected and removed are shown in figure 1. Thi§ssary any more once we have the automatically
resulted in an improvement in the SMT scores agXiracted data.
shown in table 1. Having had very promising results with our pre-
This technique worked perfectly for sentencesvious experiments, we proceeded onto experimen-
having TER greater than 30%. Evidently thesetation with larger human-translated data sets. We
are the sentences which have longer tails whict@dded our extracted corpus to the collection of
result in a lower TER score and removing themNews-commentary (1.56M) and Europarl (40.1M)
improves performance significantly. Removingbitexts. The corresponding SMT experiments
sentence tails evidently improved the scores esp#ield an improvement of about 0.2 BLEU points
cially for larger data, for example for the data sizeOn the Dev and Test set respectively (see table 2).
of 12.5M we see an improvement of 0.65 and 0.98 ,
BLEU points on dev and test data respectively and-2 Effect of SMT quality
1.00 TER points on test data (last line table 1). Our motivation for this approach was to be able
The best BLEU score on the development datdo improve SMT performance by 'creating’ paral-
is obtained when adding 9.4M words of automat-lel texts for domains which do not have enough
ically aligned bitexts (11M in total). This corre- or any parallel corpora. Therefore only the news-
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total BLEU score | TER

Bitexts words | Dev | Test | Test

News 1.56M || 19.41| 19.53 | 63.17
News+Extracted 11IM || 22.29 | 21.99 | 60.10
News+dict 2.4M || 20.44| 20.18| 61.16
News+dict+Extracted 13.9M || 22.40 | 21.98 | 60.11
News+Eparl+dict 43.3M || 22.27| 22.35| 59.81
News+Eparl+dict+Extracted 51.3M || 22.47 | 22.56 | 59.83

Table 2: Summary of BLEU scores for the best systems on thedagv with the news-commentary
corpus and the bilingual dictionary.

22.5 — . . . . . . translations. Not having enough or having no in-
.| A |  domain corpus usually results in bad translations
for that domain. This need for parallel corpora,
o 25T / ] has made the researchers employ new techniques
5 21} ] and methods in an attempt to reduce the dire need
D 05} w1 | ofthis crucial resource of the SMT systems. Our
@ / BRYGS drffyacted test study also contributes in this regard by employing
207 / 1 an SMT itself and information retrieval techniques
195} ] to produce additional parallel corpora from easily
1ol ) ) ) ) ) ) available comparable corpora.
2 4 6 8 10 12 14 We use automatic translations of comparable

French words for training [M )
rench words for training (M} corpus of one language (source) to find the cor-

Figure 5: BLEU scores when using neWs_responding parallel sentence from the comparable

commentary bitexts and our extracted bitexts fil-COrPUS in the other language (target). We only
tered using TER. used a limited amount of human-provided bilin-

gual resources. Starting with about a total 2.6M
words of sentence aligned bilingual data and a
commentary bitext and the bilingual dictionary pilingual dictionary, large amounts of monolin-
were used to train an SMT system that produce@ual data are translated. These translations are
the queries for information retrieval. To investi- then employed to find the corresponding match-
gate the impact of the SMT quality on our sys-ing sentences in the target side corpus, using infor-
tem, we built another SMT system trained on largemation retrieval methods. Simple filters are used
amounts of human-translated corpora (116M), ago determine whether the retrieved sentences are
detailed in section 2. Parallel sentence extracparallel or not. By adding these retrieved par-
tion was done using the translations performed byllel sentences to already available human trans-
this big SMT system as IR queries. We found|ated parallel corpora we were able to improve the
no experimental evidence that the improved auBLEU score on the test set by almost 2.5 points.
tomatic translations yielded better alignments ofAlmost one point BLEU of this improvement was
the comaprable corpus. Itis however interesting t@btained by removing additional words at the end
note that we achieve almost the same performanC@f the aligned sentences in the target language.
when we add 9.4M words of autoamticallly ex-
tracted sentence as with 40M of human-provided(
(out-of domain) translations (second versus fifth
line in Table 2).

Contrary to the previous approaches as in
Munteanu and Marcu, 2005) which used small
amounts of in-domain parallel corpus as an initial
resource, our system exploits the target language
side of the comparable corpus to attain the same
goal, thus the comparable corpus itself helps to
Sentence aligned parallel corpora are essential fdretter extract possible parallel sentences. The Gi-
any SMT system. The amount of in-domain paral-gaword comparable corpora were used in this pa-
lel corpus available accounts for the quality of theper, but the same approach can be extended to ex-

5 Conclusion and discussion
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tract parallel sentences from huge amounts of cor- cal machine translatiorComputational Linguistigs

pora available on the web by identifying compara- 19(2):263-311.

ble articles using techniques such as (Yang and Lighris cCallison-Burch, Cameron Fordyce, Philipp

2003) and (Resnik and Y, 2003). Koehn, Christof Monz, and Josh Schroeder. 2008.
This technique is particularly useful for lan- Further meta-evaluation of machine translation. In

guage pairs for which very little parallel corpora Third Workshop on SMpages 70-106.

exist. Other probable sources of comparable corPascale Fung and Percy Cheung. 2004. Mining very-

pora to be exploited include multilingual ency- non-parallel corpora: Parallel sentence and lexicon

; ; i ; : extraction via bootstrapping and em. In Dekang
clopedias like Wikipedia, encyclopedia Encarta Lin and Dekai W, editorsEMNLP, pages 5763,

etc. There alsq exist domain specific compara- parcelona, Spain, July. Association for Computa-

ble corpora (which are probably potentially par- tional Linguistics.

allgl), like th.e documentations that are done' n th‘%Nilliam A. Gale and Kenneth W. Church. 1993. A

national/regional language as well as English, or program for aligning sentences in bilingual corpora.

the translations of many English research papers in Computational Linguistigsl9(1):75-102.

French or some other language used for academlgh”ipp Koehn, Franz Josef Och, and Daniel Marcu.

proposes. _ _ 2003. Statistical phrased-based machine translation.
We are currently working on several extensions |n HLT/NACL pages 127-133.

pf the.procedure described in th|§ pfiper. we WIIIPhilipp Koehn etal. 2007. Moses: Open source toolkit

investigate whether the same findings hold for (o gtatistical machine translation. &CL, demon-

other tasks and language pairs, in particular trans- stration session

lating from Arabic to Ir:;ng'llﬁhr,] and vl\(/e ]:M” try to Dragos Stefan Munteanu and Daniel Marcu. 2005. Im-
compare our approach with the work of Munteéanu gy ing machine translation performance by exploit-
and Marcu (2005). The simple filters that we are ing non-parallel corpora.Computational Linguis-
currently using seem to be effective, but we will tics, 31(4):477-504.

also test other criteria than the WER and TER. Fipgygias w. Oard. 1997. Alternative approaches for
nally, another interesting direction is to iterate the cross-language text retrieval. In AAAI Sympo-
process. The extracted additional bitexts could be sium on Cross-Language Text and Speech Retrieval.
used to build an SMT system that is better opti- American Association for Artificial Intelligence
mized on the Gigaword corpus, to translate agaiFranz Josef Och and Hermann Ney. 2002. Discrimina-
all the sentence from French to English, to per- tive training and maximum entropy models for sta-
form IR and the filtering and to extract new, po- tistical machine translation. IACL, pages 295-302.
tentially improved, parallel texts. Starting with Franz Josef Och and Hermann Ney. 2003. A sys-
some million words of bitexts, this process may tematic comparison of various statistical alignement
allow to build at the end an SMT system that models.Computational Linguistic29(1):19-51.
achieves the same performance than we obtaingshul Ogilvie and Jamie Callan. 2001. Experiments
using about 40M words of human-translated bi- using the Lemur toolkit. Ifin Proceedings of the

texts (news-commentary + Europarl). Iggthlggxt Retrieval Conference (TREC;18ges
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Contextual Phrase-Level Polarity Analysis using Lexical Affect Scoring
and Syntactic N-grams
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Abstract

We present a classifier to predict con-
textual polarity of subjective phrases in
a sentence. Our approach features lexi-
cal scoring derived from the Dictionary of
Affect in Language (DAL) and extended
through WordNet, allowing us to automat-
ically score the vast majority of words in
our input avoiding the need for manual la-
beling. We augment lexical scoring with
n-gram analysis to capture the effect of
context. We combine DAL scores with
syntactic constituents and then extract n-
grams of constituents from all sentences.
We also use the polarity of all syntactic
constituents within the sentence as fea-
tures. Our results show significant im-
provement over a majority class baseline
as well as a more difficult baseline consist-
ing of lexical n-grams.

1 Introduction

Sentiment analysis is a much-researched area that
deals with identification of positive, negative and
neutral opinions in text. The task has evolved from
document level analysis to sentence and phrasal
level analysis. Whereas the former is suitable for
classifying news (e.g., editorials vs. reports) into
positive and negative, the latter is essential for
question-answering and recommendation systems.
A recommendation system, for example, must be
able to recommend restaurants (or movies, books,
etc.) based on a variety of features such as food,
service or ambience. Any single review sentence
may contain both positive and negative opinions,
evaluating different features of a restaurant. Con-
sider the following sentence (1) where the writer
expresses opposing sentiments towards food and
service of a restaurant. In tasks such as this, there-
fore, it is important that sentiment analysis be done
at the phrase level.

Fadi Biadsy
Department of Computer Science
Columbia University
New York, USA

fadi@cs.columbia.edu

Kathleen R. Mckeown
Department of Computer Science
Columbia University
New York, USA

kathy@cs.columbia.edu

(1) The Taj has great food but I found their ser-
vice to be lacking.

Subjective phrases in a sentence are carriers of
sentiments in which an experiencer expresses an
attitude, often towards a target. These subjective
phrases may express neutral or polar attitudes de-
pending on the context of the sentence in which
they appear. Context is mainly determined by con-
tent and structure of the sentence. For example, in
the following sentence (2), the underlined subjec-
tive phrase seems to be negative, but in the larger
context of the sentence, it is positive.!

(2) The robber entered the store but his efforts

were crushed when the police arrived on time.

Our task is to predict contextual polarity of sub-
jective phrases in a sentence. A traditional ap-
proach to this problem is to use a prior polarity
lexicon of words to first set priors on target phrases
and then make use of the syntactic and semantic
information in and around the sentence to make
the final prediction. As in earlier approaches, we
also use a lexicon to set priors, but we explore
new uses of a Dictionary of Affect in Language
(DAL) (Whissel, 1989) extended using WordNet
(Fellbaum, 1998). We augment this approach with
n-gram analysis to capture the effect of context.
We present a system for classification of neutral
versus positive versus negative and positive versus
negative polarity (as is also done by (Wilson et al.,
2005)). Our approach is novel in the use of fol-
lowing features:

o Lexical scores derived from DAL and ex-
tended through WordNet: The Dictionary
of Affect has been widely used to aid in in-
terpretation of emotion in speech (Hirschberg

"We assign polarity to phrases based on Wiebe (Wiebe et
al., 2005); the polarity of all examples shown here is drawn
from annnotations in the MPQA corpus. Clearly the assign-
ment of polarity chosen in this corpus depends on general
cultural norms.

Proceedings of the 12th Conference of the European Chapter of the ACL, pages 24-32,
Athens, Greece, 30 March — 3 April 2009. (©2009 Association for Computational Linguistics
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et al., 2005). It contains numeric scores as-
signed along axes of pleasantness, activeness
and concreteness. We introduce a method for
setting numerical priors on words using these
three axes, which we refer to as a “scoring
scheme” throughout the paper. This scheme
has high coverage of the phrases for classi-
fication and requires no manual intervention
when tagging words with prior polarities.

N-gram Analysis: exploiting automatically
derived polarity of syntactic constituents
We compute polarity for each syntactic con-
stituent in the input phrase using lexical af-
fect scores for its words and extract n-grams
over these constituents. N-grams of syntactic
constituents tagged with polarity provide pat-
terns that improve prediction of polarity for
the subjective phrase.

Polarity of Surrounding Constituents: We
use the computed polarity of syntactic con-
stituents surrounding the phrase we want to
classify. These features help to capture the
effect of context on the polarity of the sub-
jective phrase.

We show that classification of subjective
phrases using our approach yields better accuracy
than two baselines, a majority class baseline and a
more difficult baseline of lexical n-gram features.

We also provide an analysis of how the differ-
ent component DAL scores contribute to our re-
sults through the introduction of a “norm” that
combines the component scores, separating polar
words that are less subjective (e.g., Christmas ,
murder) from neutral words that are more subjec-
tive (e.g., most, lack).

Section 2 presents an overview of previous
work, focusing on phrasal level sentiment analy-
sis. Section 3 describes the corpus and the gold
standard we used for our experiments. In sec-
tion 4, we give a brief description of DAL, dis-
cussing its utility and previous uses for emotion
and for sentiment analysis. Section 5 presents, in
detail, our polarity classification framework. Here
we describe our scoring scheme and the features
we extract from sentences for classification tasks.
Experimental set-up and results are presented in
Section 6. We conclude with Section 7 where we
also look at future directions for this research.
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2 Literature Survey

The task of sentiment analysis has evolved from
document level analysis (e.g., (Turney., 2002);
(Pang and Lee, 2004)) to sentence level analy-
sis (e.g., (Hu and Liu., 2004); (Kim and Hovy.,
2004); (Yu and Hatzivassiloglou, 2003)). These
researchers first set priors on words using a prior
polarity lexicon. When classifying sentiment at
the sentence level, other types of clues are also
used, including averaging of word polarities or
models for learning sentence sentiment.

Research on contextual phrasal level sentiment
analysis was pioneered by Nasukawa and Yi
(2003), who used manually developed patterns to
identify sentiment. Their approach had high preci-
sion, but low recall. Wilson et al., (2005) also ex-
plore contextual phrasal level sentiment analysis,
using a machine learning approach that is closer to
the one we present. Both of these researchers also
follow the traditional approach and first set priors
on words using a prior polarity lexicon. Wilson
et al. (2005) use a lexicon of over 8000 subjec-
tivity clues, gathered from three sources ((Riloff
and Wiebe, 2003); (Hatzivassiloglou and McKe-
own, 1997) and The General Inquirerz). Words
that were not tagged as positive or negative were
manually labeled. Yi et al. (2003) acquired words
from GI, DAL and WordNet. From DAL, only
words whose pleasantness score is one standard
deviation away from the mean were used. Na-
sukawa as well as other researchers (Kamps and
Marx, 2002)) also manually tag words with prior
polarities. All of these researchers use categorical
tags for prior lexical polarity; in contrast, we use
quantitative scores, making it possible to use them
in computation of scores for the full phrase.

While Wilson et al. (2005) aim at phrasal level
analysis, their system actually only gives “each
clue instance its own label” [p. 350]. Their gold
standard is also at the clue level and assigns a
value based on the clue’s appearance in different
expressions (e.g., if a clue appears in a mixture of
negative and neutral expressions, its class is neg-
ative). They note that they do not determine sub-
jective expression boundaries and for this reason,
they classify at the word level. This approach is
quite different from ours, as we compute the po-
larity of the full phrase. The average length of
the subjective phrases in the corpus was 2.7 words,
with a standard deviation of 2.3. Like Wilson et al.

*http://www.wjh.harvard.edu/ inquirer



(2005) we do not attempt to determine the bound-
ary of subjective expressions; we use the labeled
boundaries in the corpus.

3 Corpus

We wused the Multi-Perspective Question-
Answering (MPQA version 1.2) Opinion corpus
(Wiebe et al., 2005) for our experiments. We
extracted a total of 17,243 subjective phrases
annotated for contextual polarity from the corpus
of 535 documents (11,114 sentences). These
subjective phrases are either “direct subjective”
or “expressive subjective”. “Direct subjective”
expressions are explicit mentions of a private state
(Quirk et al., 1985) and are much easier to clas-
sify. ”Expressive subjective” phrases are indirect
or implicit mentions of private states and therefore
are harder to classify. Approximately one third of
the phrases we extracted were direct subjective
with non-neutral expressive intensity whereas the
rest of the phrases were expressive subjective. In
terms of polarity, there were 2779 positive, 6471
negative and 7993 neutral expressions. Our Gold
Standard is the manual annotation tag given to
phrases in the corpus.

4 DAL

DAL is an English language dictionary built to
measure emotional meaning of texts. The samples
employed to build the dictionary were gathered
from different sources such as interviews, adoles-
cents’ descriptions of their emotions and univer-
sity students’ essays. Thus, the 8742 word dictio-
nary is broad and avoids bias from any one par-
ticular source. Each word is given three kinds of
scores (pleasantness — also called evaluation, ee,
activeness, aa and imagery, ii) on a scale of 1 (low)
to 3 (high). Pleasantness is a measure of polarity.
For example, in Table 1, affection is given a pleas-
antness score of 2.77 which is closer to 3.0 and
is thus a highly positive word. Likewise, active-
ness is a measure of the activation or arousal level
of a word, which is apparent from the activeness
scores of slug and energetic in the table. The third
score, imagery, is a measure of the ease with which
a word forms a mental picture. For example, af-
fect cannot be imagined easily and therefore has a
score closer to 1, as opposed to flower which is a
very concrete and therefore has an imagery score
of 3.

A notable feature of the dictionary is that it has
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different scores for various inflectional forms of a
word ( affect and affection) and thus, morphologi-
cal parsing, and the possibility of resulting errors,
is avoided. Moreover, Cowie et al., (2001) showed
that the three scores are uncorrelated; this implies
that each of the three scores provide complemen-
tary information.

Word ee aa il

Affect 1.75 | 1.85 | 1.60
Affection | 2.77 | 2.25 | 2.00
Slug 1.00 | 1.18 | 2.40
Energetic | 2.25 | 3.00 | 3.00
Flower 2.75 | 1.07 | 3.00

Table 1: DAL scores for words

The dictionary has previously been used for de-
tecting deceptive speech (Hirschberg et al., 2005)
and recognizing emotion in speech (Athanaselis et
al., 2006).

5 The Polarity Classification Framework

In this section, we present our polarity classifi-
cation framework. The system takes a sentence
marked with a subjective phrase and identifies the
most likely contextual polarity of this phrase. We
use a logistic regression classifier, implemented
in Weka, to perform two types of classification:
Three way (positive, negative, vs. neutral) and
binary (positive vs. negative). The features we
use for classification can be broadly divided into
three categories: 1. Prior polarity features com-
puted from DAL and augmented using WordNet
(Section 5.1). II. lexical features including POS
and word n-gram features (Section 5.3), and III.
the combination of DAL scores and syntactic fea-
tures to allow both n-gram analysis and polarity
features of neighbors (Section 5.4).

5.1 Scoring based on DAL and WordNet

DAL is used to assign three prior polarity scores
to each word in a sentence. If a word is found in
DAL, scores of pleasantness (ee), activeness (aa),
and imagery (ii) are assigned to it. Otherwise, a
list of the word’s synonyms and antonyms is cre-
ated using WordNet. This list is sequentially tra-
versed until a match is found in DAL or the list
ends, in which case no scores are assigned. For
example, astounded, a word absent in DAL, was
scored by using its synonym amazed. Similarly,
in-humane was scored using the reverse polarity of



its antonym humane, present in DAL. These scores
are Z-Normalized using the mean and standard de-
viation measures given in the dictionary’s manual
(Whissel, 1989). It should be noted that in our cur-
rent implementation all function words are given
zero scores since they typically do not demonstrate
any polarity. The next step is to boost these nor-
malized scores depending on how far they lie from
the mean. The reason for doing this is to be able
to differentiate between phrases like “fairly decent
advice” and “excellent advice”. Without boosting,
the pleasantness scores of both phrases are almost
the same. To boost the score, we multiply it by
the number of standard deviations it lies from the
mean.

After the assignment of scores to individual
words, we handle local negations in a sentence by
using a simple finite state machine with two states:
RETAIN and INVERT. In the INVERT state, the
sign of the pleasantness score of the current word
is inverted, while in the RETAIN state the sign of
the score stays the same. Initially, the first word in
a given sentence is fed to the RETAIN state. When
a negation (e.g., not, no, never, cannot, didn’t)
is encountered, the state changes to the INVERT
state. While in the INVERT state, if ‘but’ is en-
countered, it switches back to the RETAIN state.
In this machine we also take care of “not only”
which serves as an intensifier rather than nega-
tion (Wilson et al., 2005). To handle phrases like
“no better than evil” and “could not be clearer”,
we also switch states from INVERT to RETAIN
when a comparative degree adjective is found after
‘not’. For example, the words in phrase in Table
(2) are given positive pleasantness scores labeled
with positive prior polarity.

Phrase has no greater desire
POS VBZ DT JIR NN
(ee) 0 0 3.37 0.68
State | RETAIN | INVERT | RETAIN | RETAIN

Table 2: Example of scoring scheme using DAL

We observed that roughly 74% of the content
words in the corpus were directly found in DAL.
Synonyms of around 22% of the words in the cor-
pus were found to exist in DAL. Antonyms of
only 1% of the words in the corpus were found in
DAL. Our system failed to find prior semantic ori-
entations of roughly 3% of the total words in the
corpus. These were rarely occurring words like
apartheid, apocalyptic and ulterior. We assigned
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zero scores for these words.

In our system, we assign three DAL scores, us-
ing the above scheme, for the subjective phrase
in a given sentence. The features are (1) piee, the
mean of the pleasantness scores of the words in the
phrase, (2) (44, the mean of the activeness scores
of the words in the phrase, and similarly (3) p;;,
the mean of the imagery scores.

5.2 Norm

We gave each phrase another score, which we call
the norm, that is a combination of the three scores
from DAL. Cowie et al. (2001) suggest a mecha-
nism of mapping emotional states to a 2-D contin-
uous space using an Activation-Evaluation space
(AE) representation. This representation makes
use of the pleasantness and activeness scores from
DAL and divides the space into four quadrants:
“delightful”, “angry”, “serene”, and “depressed”.
Whissel (2008), observes that tragedies, which
are easily imaginable in general, have higher im-
agery scores than comedies. Drawing on these ap-
proaches and our intuition that neutral expressions
tend to be more subjective, we define the norm in
the following equation (1).

vee? 4 aa?
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(1

Words of interest to us may fall into the follow-
ing four broad categories:

norm —

1. High AE score and high imagery: These
are words that are highly polar and less sub-
jective (e.g., angel and lively).

. Low AE score and low imagery: These are
highly subjective neutral words (e.g., gener-
ally and ordinary).

. High AE score and low imagery: These are
words that are both highly polar and subjec-
tive (e.g., succeed and good).

. Low AE score and high imagery: These are
words that are neutral and easily imaginable
(e.g., car and door).

It is important to differentiate between these
categories of words, because highly subjective
words may change orientation depending on con-
text; less subjective words tend to retain their prior
orientation. For instance, in the example sentence
from Wilson et al.(2005)., the underlined phrase



seems negative, but in the context it is positive.
Since a subjective word like succeed depends on
“what” one succeeds in, it may change its polar-
ity accordingly. In contrast, less subjective words,
like angel, do not depend on the context in which
they are used; they evoke the same connotation as
their prior polarity.

(3) They haven’t succeeded and will never succeed
in breaking the will of this valiant people.

As another example, AE space scores of good-
ies and good turn out to be the same. What differ-
entiates one from the another is the imagery score,
which is higher for the former. Therefore, value of
the norm is lower for goodies than for good. Un-
surprisingly, this feature always appears in the top
10 features when the classification task contains
neutral expressions as one of the classes.

5.3 Lexical Features

We extract two types of lexical features, part of
speech (POS) tags and n-gram word features. We
count the number of occurrences of each POS in
the subjective phrase and represent each POS as
an integer in our feature vector.’> For each subjec-
tive phrase, we also extract a subset of unigram,
bigrams, and trigrams of words (selected automat-
ically, see Section 6). We represent each n-gram
feature as a binary feature. These types of features
were used to approximate standard n-gram lan-
guage modeling (LM). In fact, we did experiment
with a standard trigram LM, but found that it did
not improve performance. In particular, we trained
two LMs, one on the polar subjective phrases and
another on the neutral subjective phrases. Given a
sentence, we computed two perplexities of the two
LMs on the subjective phrase in the sentence and
added them as features in our feature vectors. This
procedure provided us with significant improve-
ment over a chance baseline but did not outper-
form our current system. We speculate that this
was caused by the split of training data into two
parts, one for training the LMs and another for
training the classifier. The resulting small quantity
of training data may be the reason for bad perfor-
mance. Therefore, we decided to back off to only
binary n-gram features as part of our feature vec-
tor.

3We use the Stanford Tagger to assign parts of speech tags
to sentences. (Toutanova and Manning, 2000)
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5.4 Syntactic Features

In this section, we show how we can combine the
DAL scores with syntactic constituents. This pro-
cess involves two steps. First, we chunk each
sentence to its syntactic constituents (NP, VP,
PP, JJP, and Other) using a CRF Chunker.* If
the marked-up subjective phrase does not contain
complete chunks (i.e., it partially overlaps with
other chunks), we expand the subjective phrase to
include the chunks that it overlaps with. We term
this expanded phrase as the target phrase, see Fig-
ure 1.

Second, each chunk in a sentence is then as-
signed a 2-D AE space score as defined by Cowie
et al., (2001) by adding the individual AE space
scores of all the words in the chunk and then nor-
malizing it by the number of words. At this point,
we are only concerned with the polarity of the
chunk (i.e., whether it is positive or negative or
neutral) and imagery will not help in this task; the
AE space score is determined from pleasantness
and activeness alone. A threshold, determined
empirically by analyzing the distributions of posi-
tive (pos), negative (neg) and neutral (neu) expres-
sions, is used to define ranges for these classes of
expressions. This enables us to assign each chunk
a prior semantic polarity. Having the semantic ori-
entation (positive, negative, neutral) and phrasal
tags, the sentence is then converted to a sequence
of encodings [Phrasal — Tag)poiarity- We mark
each phrase that we want to classify as a “target” to
differentiate it from the other chunks and attach its
encoding. As mentioned, if the target phrase par-
tially overlaps with chunks, it is simply expanded
to subsume the chunks. This encoding is illus-
trated in Figure 1.

After these two steps, we extract a set of fea-
tures that are used in classifying the target phrase.
These include n-grams of chunks from the all
sentences, minimum and maximum pleasantness
scores from the chunks in the target phrase itself,
and the syntactic categories that occur in the con-
text of the target phrase. In the remainder of this
section, we describe how these features are ex-
tracted.

We extract unigrams, bigrams and trigrams of
chunks from all the sentences. For example, we
may extract a bigram from Figure 1 of [V P],ey
followed by [PP]lar9¢t. Similar to the lexical

neg

“Xuan-Hieu Phan, “CRFChunker: CRF English Phrase
Chunker”, http://crfchunker.sourceforge.net/, 2006.



Subjective phrase

(I'his announcement}was met \with unanimous condemnation by the international media}.

<s> [NP]. .. [VP]...

f

[PP] target

s [PP],, </s>

Figure 1: Converting a sentence with a subjective phrase to a sequence of chunks with their types and polarities

n-grams, for the sentence containing the target
phrase, we add binary values in our feature vec-
tor such that the value is 1 if the sentence contains
that chunk n-gram.

We also include two features related to the tar-
get phrase. The target phrase often consists of
many chunks. To detect if a chunk of the target
phrase is highly polar, minimum and maximum
pleasantness scores over all the chunks in the tar-
get phrase are noted.

In addition, we add features which attempt to
capture contextual information using the prior se-
mantic polarity assigned to each chunk both within
the target phrase itself and within the context of the
target phrase. In cases where the target phrase is
in the beginning of the sentence or at the end, we
simply assign zero scores. Then we compute the
frequency of each syntactic type (i.e., NP, VP, PP,
JJP) and polarity (i.e., positive, negative, neutral)
to the left of the target, to the right of the target
and for the target. This additional set of contextual
features yields 36 features in total: three polari-
ties: {positive, negative, neutral } * three contexts:
{left, target, right} * four chunk syntactic types:
{NP, VP, PP, JIP}.

The full set of features captures different types
of information. N-grams look for certain patterns
that may be specific to either polar or neutral senti-
ments. Minimum and maximum scores capture in-
formation about the target phrase standalone. The
last set of features incorporate information about
the neighbors of the target phrase. We performed
feature selection on this full set of n-gram related
features and thus, a small subset of these n-gram
related features, selected automatically (see sec-
tion 6) were used in the experiments.

6 Experiments and Results

Subjective phrases from the MPQA corpus were
used in 10-fold cross-validation experiments. The
MPQA corpus includes gold standard tags for each

29

Feature Types Accuracy | Pos.* | Neg.* | Neu.*
Chance baseline | 33.33% - - -

N-gram baseline | 59.05% 0.602 | 0.578 | 0.592
DAL scores only | 59.66% 0.635 | 0.635 | 0.539
+ POS 60.55% 0.621 | 0.542 | 0.655
+ Chunks 64.72% 0.681 | 0.665 | 0.596
+ N-gram (all) 67.51% 0.703 | 0.688 | 0.632

[ All (unbalanced) [ 70.76% [ 0.582 ] 0.716 [ 0.739 |

Table 3: Results of 3 way classification (Positive, Negative,
and Neutral). In the unbalanced case, majority class baseline
is 46.3% (*F-Measure).

Feature Types Accuracy | Pos.* | Neg.*
Chance baseline | 50% - -

N-gram baseline | 73.21% 0.736 | 0.728
DAL scores only | 77.02% 0.763 | 0.728
+ POS 79.02% 0.788 | 0.792
+ Chunks 80.72% 0.807 | 0.807
+ N-gram (all) 82.32% 0.802 | 0.823

[ All (unbalanced) | 84.08% [ 0.716 | 0.889 ]

Table 4: Positive vs. Negative classification results. Baseline
is the majority class. In the unbalanced case, majority class
baseline is 69.74%. (* F-Measure)

phrase. A logistic classifier was used for two po-
larity classification tasks, positive versus negative
versus neutral and positive versus negative. We
report accuracy, and F-measure for both balanced
and unbalanced data.

6.1 Positive versus Negative versus Neutral

Table 3 shows results for a 3-way classifier. For
the balanced data-set, each class has 2799 in-
stances and hence the chance baseline is 33%. For
the unbalanced data-set, there are 2799 instances
of positive, 6471 instances of negative and 7993
instances of neutral phrases and thus the baseline
is about 46%. Results show that the accuracy in-
creases as more features are added. It may be
seen from the table that prior polarity scores do
not do well alone, but when used in conjunction
with other features they play an important role
in achieving an accuracy much higher than both
baselines (chance and lexical n-grams). To re-



(A)

The MDC leader said systematic cheating, new laws and sheer obstruction spoiling tactics, rigid

(B) . (C J ) _ . :
as well as political violence and intimidation —were just some of the irregularities practiced by the

authorities in the run-up to, and during the polls

(a)

.. ds well as

target
e

target
FLEt

[Other] [Other] [Other];or9e

(b)

political violence and intimidation ...

INPI::Eg

Figure 2: (a) An example sentence with three annotated subjective phrases in the same sentence. (b) Part of the sentence with

the target phrase (B) and their chunks with prior polarities.

confirm if prior polarity scores add value, we ex-
perimented by using all features except the prior
polarity scores and noticed a drop in accuracy by
about 4%. This was found to be true for the
other classification task as well. The table shows
that parts of speech and lexical n-grams are good
features. A significant improvement in accuracy
(over 4%, p-value = 4.2e-15) is observed when
chunk features (i.e., n-grams of constituents and
polarity of neighboring constituents) are used in
conjunction with prior polarity scores and part of
speech features.> This improvement may be ex-
plained by the following observation. The bi-
gram “[Other]tar9¢t [N P],..,.” was selected as a
top feature by the Chi-square feature selector. So
were unigrams, [Other]%9¢ and [Other]}% 9.
We thus learned n-gram patterns that are char-
acteristic of neutral expressions (the just men-
tioned bigram and the first of the unigrams) as
well as a pattern found mostly in negative ex-
pressions (the latter unigram). It was surpris-
ing to find another top chunk feature, the bigram
“[Other]ta9¢t [N Pl,,e4” (i.e., a neutral chunk of
syntactic type “Other” preceding a negative noun
phrase), present in neutral expressions six times
more than in polar expressions. An instance where
these chunk features could have been responsi-
ble for the correct prediction of a target phrase is
shown in Figure 2. Figure 2(a) shows an exam-
ple sentence from the MPQA corpus, which has
three annotated subjective phrases. The manually
labeled polarity of phrases (A) and (C) is negative
and that of (B) is neutral. Figure 2(b) shows the

SWe use the binomial test procedure to test statistical sig-
nificance throughout the paper.
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relevant chunk bigram which is used to predict the
contextual polarity of the target phrase (B).

It was interesting to see that the top 10 features
consisted of all categories (i.e., prior DAL scores,
lexical n-grams and POS, and syntactic) of fea-
tures. In this and the other experiment, pleasant-
ness, activation and the norm were among the top
5 features. We ran a significance test to show the
importance of the norm feature in our classifica-
tion task and observed that it exerted a significant
increase in accuracy (2.26%, p-value = 1.45e-5).

6.2 Positive versus Negative

Table 4 shows results for positive versus negative
classification. We show results for both balanced
and unbalanced data-sets. For balanced, there are
2779 instances of each class. For the unbalanced
data-set, there are 2779 instances of positive and
6471 instances of neutral, thus our chance base-
line is around 70%. As in the earlier classification,
accuracy and F-measure increase as we add fea-
tures. While the increase of adding the chunk fea-
tures, for example, is not as great as in the previous
classification, it is nonetheless significant (p-value
= 0.0018) in this classification task. The smaller
increase lends support to our hypothesis that po-
lar expressions tend to be less subjective and thus
are less likely to be affected by contextual polar-
ity. Another thing that supports our hypothesis that
neutral expressions are more subjective is the fact
that the rank of imagery (ii), dropped significantly
in this classification task as compared to the previ-
ous classification task. This implies that imagery
has a much lesser role to play when we are dealing
with non-neutral expressions.



7 Conclusion and Future Work

We present new features (DAL scores, norm
scores computed using DAL, n-gram over chunks
with polarity) for phrasal level sentiment analysis.
They work well and help in achieving high accu-
racy in a three-way classification of positive, neg-
ative and neutral expressions. We do not require
any manual intervention during feature selection,
and thus our system is fully automated. We also
introduced a 3-D representation that maps differ-
ent classes to spatial coordinates.

It may seem to be a limitation of our system that
it requires accurate expression boundaries. How-
ever, this is not true for the following two reasons:
first, Wiebe et al., (2005) declare that while mark-
ing the span of subjective expressions and hand
annotating the MPQA corpus, the annotators were
not trained to mark accurate expression bound-
aries. The only constraint was that the subjective
expression should be within the mark-ups for all
annotators. Second, we expanded the marked sub-
jective phrase to subsume neighboring phrases at
the time of chunking.

A limitation of our scoring scheme is that it
does not handle polysemy, since words in DAL
are not provided with their parts of speech. Statis-
tics show, however, that most words occurred with
primarily one part of speech only. For example,
“will” occurred as modal 1272 times in the corpus,
whereas it appeared 34 times as a noun. The case
is similar for “like”” and “just”, which mostly occur
as a preposition and an adverb, respectively. Also,
in our state machine, we haven’t accounted for the
impact of connectives such as “but” or “although”;
we propose drawing on work in argumentative ori-
entation to do so ((Anscombre and Ducrot, 1983);
(Elhadad and McKeown, 1990)).

For future work, it would be interesting to do
subjectivity and intensity classification using the
same scheme and features. Particularly, for the
task of subjectivity analysis, we speculate that the
imagery score might be useful for tagging chunks
with “subjective” and “objective” instead of posi-
tive, negative, and neutral.
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Abstract

In this paper we propose a new graph-
based method that uses the knowledge in
a LKB (based on WordNet) in order to
perform unsupervised Word Sense Disam-
biguation. Our algorithm uses the full
graph of the LKB efficiently, performing
better than previous approaches in English
all-words datasets. We also show that the
algorithm can be easily ported to other lan-
guages with good results, with the only re-
quirement of having a wordnet. In addi-
tion, we make an analysis of the perfor-
mance of the algorithm, showing that it is
efficient and that it could be tuned to be

Traditional knowledge-based WSD systems as-
sign a sense to an ambiguous word by comparing
each of its senses with those of the surrounding
context. Typically, some semantic similarity met-
ric is used for calculating the relatedness among
senses (Lesk, 1986; McCarthy et al., 2004). One
of the major drawbacks of these approaches stems
from the fact that senses are compared in a pair-
wise fashion and thus the number of computa-
tions can grow exponentially with the number of
words. Although alternatives like simulated an-
nealing (Cowie et al., 1992) and conceptual den-
sity (Agirre and Rigau, 1996) were tried, most of
past knowledge based WSD was done in a subop-
timal word-by-word process, i.e., disambiguating
words one at a time.

faster. Recently, graph-based methods for knowledge-

based WSD have gained much attention in the
NLP community (Sinha and Mihalcea, 2007; Nav-

Word Sense Disambiguation (WSD) is a keyigli and Lapata, 2007; Mihalcea, 2005; Agirre

enabling-technology that automatically choose@nd Soroa, 2008). These methods use well-known
the intended sense of a word in context. Superd'aph-based techniques to find and exploit the
vised WSD systems are the best performing irﬁtructural properties of the graph _underlylng apar-
public evaluations (Palmer et al., 2001; Snydett'CUIar LKB. Becau_se the graph is analyzed as a
and Palmer, 2004: Pradhan et al., 2007) but they?nole, these techniques have the remarkable prop-

need large amounts of hand-tagged data, which €Y Of being able to find globally optimal solu-
typically very expensive to build. Given the rela- iONS, given the relations between entities. Graph-

tively small amount of training data available, cur-Pased WSD methods are particularly suited for

rent state-of-the-art systems only beat the simpléiSambiguating word sequences, and they man-
most frequent sense (MFS) baseling a small a9€e to exploit the interrelations among the senses
margin. As an alternative to supervised systemd the given context. In this sense, they provide

knowledge-based WSD systems exploit the infor prmupleo_l solution to the exponential explosion

mation present in a lexical knowledge base (LKB)Problem, with excellent performance.

to perform WSD, without using any further corpus  Graph-based WSD is performed over a graph
evidence. composed by senses (nodes) and relations between

— e _ _ _ pairs of senses (edges). The relations may be of
This baseline consists of tagging all occurrences in the | t lexi fi |
test data with the sense of the word that occurs more often ir€VEral types (lexico-semantic, coocurrence rela-

the training data tions, etc.) and may have some weight attached to

1 Introduction

Proceedings of the 12th Conference of the European Chapter of the ACL, pages 33-41,
Athens, Greece, 30 March — 3 April 2009. (©2009 Association for Computational Linguistics
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them. The disambiguation is typically performed N x N transition probability matrix, wherg/;; =
by applying a ranking algorithm over the graph,dii if a link from i to j exists, and zero otherwise.
and then assigning the concepts with highest rankhen, the calculation of thBageRank vector Pr
to the corresponding words. Given the compu-over(G is equivalent to resolving Equation (1).
tational cost of using large graphs like WordNet,

many researchers use smaller subgraphs built on- Pr=cMPr+ (1 -c)v (1)
line for each target context.

In this paper we present a novel graph-based In the equationy is aN x 1 vector whose ele-
WSD algorithm which uses the full graph of ments are}V andc is the so calledlamping factor,
WordNet efficiently, performing significantly bet- & Scalar value betweénand1. The first term of
ter that previously published approaches in Enihe sum on the equation models the voting scheme
glish all-words datasets. We also show that th&lescribed in the beginning of the section. The sec-
algorithm can be easily ported to other language§nd term represents, loosely speaking, the proba-
with good results, with the only requirement of Pility of a surfer randomly jumping to any node,
having a wordnet. The algorithm is publicly avail- €-9- Without following any paths on the graph.
able and can be applied easily to sense invento] "€ damping factor, usually set in tfs5..0.95]
ries and knowledge bases different from WordNetfange, models the way in which these two terms
Our analysis shows that our algorithm is efficient@reé combined at each step.
compared to previously proposed alternatives, and The second term on Eq. (1) can also be seen as
that a good choice of WordNet versions and rela@ Smoothing factor that makes any graph fulfill the
tions is fundamental for good performance. property of being aperiodic and irreducible, and

The paper is structured as follows. We first dethus guarantees that PageRank calculation con-
scribe the PageRank and Personalized PageRaMRII€S t0 & unique stationary distribution.
algorithms. Section 3 introduces the graph based !nthe traditional PageRank formulation the vec-
methods used for WSD. Section 4 shows the extor v is a stochastic normalized vector whose ele-
perimental setting and the main results, and Sec¢hent values are alt,, thus assigning equal proba-
tion 5 compares our methods with related experDilities to all nodes in the graph in case of random
iments on graph-based WSD systems. Section Bmps. However, as pointed out by (Haveliwala,
shows the results of the method when applied t¢002), the vectov can be non-uniform and assign
a Spanish dataset. Section 7 analyzes the perfosironger probabilities to certain kinds of nodes, ef-

mance of the algorithm. Fina”y, we draw Somefectively biaSiI’lg the resulting PageRank vector to
conclusions in Section 8. prefer these nodes. For example, if we concen-

trate all the probability mass on a unique nade
2 PageRank and Personalized PageRank  all random jumps on the walk will return toand

h lebrated PageRank algorith Bri hus its rank will be high; moreover, the high rank
e celebrated PageRank algorithm (Brin an f i will make all the nodes in its vicinity also re-

Page, 1998) is a ”.‘eth"d for_rankin_g the vertice%eive a high rank. Thus, the importance of nede
n a graph accordmg t‘? their relative struptural iven by the initial distribution ofr spreads along
importance. The main idea of PageRank is th he graph on successive iterations of the algorithm.

wr][erllcever a I(;nktfromg 10 v eXéIStS '2 a g;aﬁ a0 this paper, we will uséraditional PageRank
vote from node 1o nodey IS produced, and hence to refer to the case when a unifornvector is used

the rank of nod@'.mcr(.eases. Besides, the strengthin Eq. (1); and whenever a modifiadis used, we
of the vote fromi to j also depends on the rank

f nodei- th . ant nodais. th will call it Personalized PageRank. The next sec-
Ot no th.'t € rtnore _|Ir|nr5)0r anAI?o '?’ | € PmoreR tion shows how we define a modified
strengih 1is votes will have. Allernatively, Fager- PageRank is actually calculated by applying an

ank can also be viewed as the result of a randon&erative algorithm which computes Eq. (1) suc-

walk process, wherg the final rank of nodeep- cessively until convergence below a given thresh-
resents the probability of a random walk over the

graph ending on nodeat a sufficiently large time. old is achieved, or, more typically, until a fixed

) : number of iterations are executed.
Let &' be a graph withV' verticesuy, ..., vy Regarding PageRank implementation details
and d; be the outdegree of node let M be a ’

we chose a damping value 085 and finish the
2http://ixa2.si.ehu. es/ ukb calculation afteB0 iterations. We did not try other
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damping factors. Some preliminary experiments e MCR16 + Xwn: The Multilingual Central

with higher iteration counts showed that although
sometimes the node ranks varied, the relative order
among particular word synsets remained stable af-
ter the initial iterations (cf. Section 7 for further
details). Note that, in order to discard the effect
of dangling nodes (i.e. nodes without outlinks) we
slightly modified Eq. (1). For the sake of brevity
we omit the details, which the interested reader
can check in (Langville and Meyer, 2003).

3 Using PageRank for WSD

In this section we present the application of
PageRank to WSD. If we were to apply the tra-
ditional PageRank over the whole WordNet we
would get a context-independent ranking of word
senses, which is not what we want. Given an input
piece of text (typically one sentence, or a small set
of contiguous sentences), we want to disambiguate
all open-class words in the input taken the rest as
context. In this framework, we need to rank the

Repository (Atserias et al., 2004b) is a lexical
knowledge base built within the MEANING
projecB. This LKB comprises the original
WordNet 1.6 synsets and relations, plus some
relations from other WordNet versions auto-
matically mappetiinto version 1.6: WordNet
2.0relations and eXtended WordNet relations
(Mihalcea and Moldovan, 2001) (gold, silver
and normal relations). The resulting graph
has99, 632 vertices and37, 290 relations.

WNetl7 + Xwn: WordNet 1.7 synset and
relations and eXtended WordNet relations.
The graph has09, 359 vertices and20, 396
edges

e WNet30 + gloss. WordNet 3.0 synset and

relations, including manually disambiguated
glosses . The graph has7, 522 vertices and
525, 356 relations.

senses of the target words according to the other Gjyen an input text, we extract the ligt; i =

words in the context. Theare two main alternatives,

to achieve this:

.m of content words (i.e. nouns, verbs, ad-
jectives and adverbs) which have an entry in the

e To create a subgraph of WordNet which con-dictionary, and thus can be related to LKB con-
nects the senses of the words in the input textcePts.  LetConcepts; = {vi,...,v;,} be the
and then apply traditional PageRank over thém associated concepts of woid; in the LKB

subgraph.

graph. Note that monosemous words will be re-

lated to just one concept, whereas polysemous
e To use Personalized PageRank, initializing words may be attached to several. As a result
with the senses of the words in the input text of the disambiguation process, every concept in

The first method has been explored in the lit-
erature (cf. Section 5), and we also presented
variant in (Agirre and Soroa, 2008) but the secon

Concepts;, i = 1,...,m receives a score. Then,
for each target word to be disambiguated, we just
Gghoose its associated conceptGnwith maximal

method is novel in WSD. In both cases, the algo-SCOre

rithms return a list of ranked senses for each target
word in the context. We will see each of them in
turn, but first we will present some notation and
preliminary step.

3.1 Preliminary step

A LKB is formed by a set of concepts and relations
among them, and a dictionary, i.e., a list of words

In our experiments we build a context of at least

20 content words for each sentence to be disam-

abiguated, taking the sentences immediately before
and after it in the case that the original sentence
was too short.

3.2 Traditional PageRank over Subgraph

(Spr)

(typically, word lemmas) each of them linked to We follow the algorithm presented in (Agirre and
at least one concept of the LKB. Given any suchSoroa, 2008), which we explain here for complete-
LKB, we build an undirected grapi = (V, E) ness. The main idea of the subgraph method is to
where nodes represent LKB concepts)( and  extract the subgraph @k whose vertices and
each relation between conceptsandv; is rep-  relations are particularly relevant for a given input
resented by ap undirected edzgg. . 3http://nipadio.lsi.upc.es/nlp/meaning

I_n our expe_rlments we have tried our algorithms  syye se the freely available WordNet mappings from
using three different LKBs: http://iwww.lsi.upc.es/nip/tools/download-map.php

35



context. Such a subgraph is called a “disambiguaank of the graphGG by concentrating the initial
tion subgraph'Gp, and it is built in the following  probability mass uniformly over the newly intro-
way. For each wordV; in the input context and duced word nodes. As the words are linked to
each concept; € Concepts;, a standard breath- the concepts by directed edges, they act as source
first search (BFS) ovefkg is performed, start- nodes injecting mass into the concepts they are as-
ing at nodev;. Each run of the BFS calculates the sociated with, which thus become relevant nodes,
minimum distance paths betweerand the rest of and spread their mass over the LKB graph. There-
concepts of5kp . In particular, we are interested fore, the resulting personalized PageRank vector
in the minimum distance paths betwegrand the can be seen as a measure of the structural rele-
concepts associated to the rest of the words in theance of LKB concepts in the presence of the input
context,v; € U;; Concepts;. Letmdp,, be the context.
set of these shortest paths. One problem with Personalized PageRank is
This BFS computation is repeated for everythat if one of the target words has two senses
concept of every word in the input context, stor-which are related by semantic relations, those
ing mdp,, accordingly. At the end, we obtain a senses reinforce each other, and could thus
set of minimum length paths each of them hav-dampen the effect of the other senses in the con-
ing a different concept as a source. The disamtext. With this observation in mind we devised
biguation graphip is then just the union of the a variant (dubbedPpr_w2w), where we build the
vertices and edges of the shortest patig, =  graph for each target word in the context: for each
Uiz {mdp,,/vj € Concepts}. target wordl¥;, we concentrate the initial proba-
The disambiguation graptip is thus a sub- bility mass in the senses of the words surrounding
graph of the originalxg graph obtained by com- W;, but not in the senses of the target word itself,
puting the shortest paths between the concepts 6P that context words increase its relative impor-
the words co-occurring in the context. Thus, wetance in the graph. The main idea of this approach
hypothesize that it captures the most relevant coris to avoid biasing the initial score of concepts as-
cepts and relations in the knowledge base for th&ociated to target worth;, and let the surround-
particular input context. ing words decide which concept associatedifp
Once the&p graph is built, we compute the tra- has more relevance. Contrary to the other two ap-
ditional PageRank algorithm over it. The intuition ProachesPpr-w2w does not disambiguate all tar-
behind this step is that the vertices representing€t words of the context in a single run, which
the correct concepts will be more relevantdn, ~ Makes it less efficient (cf. Section 7).
than the rest of the possible concepts of the context )
words, which should have less relations on averagé EVvaluation framework and results

and be more |solgted. i i ) In this paper we will use two datasets for com-
As u_sugl, the disambiguation step is performecbaring graph-based WSD methods, namely, the

by assigning 0 each_ word; the as sociated con- Senseval-2 (S2AW) and Senseval-3 (S3AW) all

cept in Concepts; which has maximum rank. In- o 4¢ gatasets (Snyder and Palmer, 2004; Palmer

case of ties we assign all the concepts W_'th maXlst al., 2001), which are both labeled with WordNet
mum rank. Note that the standard evaluation scrlpi 7 tags. We did not use the Semeval dataset, for

provided in the Senseval competitions treats ml_"fhe sake of comparing our results to related work,

tiple SENses as if one was chosen a’_[ randc_)m, -Bone of which used Semeval data. Table 1 shows
for evalqaﬂo_n purposes our method is equwalen{he results as recall of the graph-based WSD sys-
to breaking ties at random. tem over these datasets on the different LKBs. We
. detail overall results, as well as results per PoS,
3.3 Personalized PageRank (Ppr and and the confidence interval for the overall results.
Ppr_w2w) The interval was computed using bootstrap resam-
As mentioned before, personalized PageRank apling with 95% confidence.
lows us to use the full LKB. We first insert the  The table shows tha®pr_w2w is consistently
context words into the grapf as nodes, and link the best method in both datasets and for all LKBs.
them with directed edges to their respective conPpr and Sor obtain comparable results, which is
cepts. Then, we compute the personalized PageRemarkable, given the simplicity of tHepr algo-
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Senseval-2 All Words dataset

LKB Method All N Y Adj. Adv. Conf. interval
MCR16 + Xwn  Ppr 511 649 381 574 475 [49.3,52.6]
MCR16 + Xwn  Pptw2w 53.3 645 38.6 583 481 [52.0,55.0]
MCR16 + Xwn  Spr 52.7 648 353 56.8 50.2 [51.3,54.4]
WNetl7 + Xwn  Ppr 56.8 71.1 334 559 67.1 [55.0,58.7]
WNetl7 + Xwn  Ppw2w 586 704 389 583 70.1 [56.7,60.3]
WNetl7 + Xwn  Spr 56.7 66.8 37.7 57.670.8 [55.0,58.2]
WNet30 + gloss  Ppr 535 700 286 539 551 [51.8,55.2]
WNet30 + gloss Ppw2w 558 719 344 538 575 [54.1,57.8]
WNet30 + gloss  Spr 548 689 351 552 565 [53.2,56.3]
MFS 60.1 712 39.0 611 754 [58.6,61.9]
SMUaw 686 780 529 699 817

Senseval-3 All Words dataset
LKB Method All N V Adj. Adv.
MCR16 + Xwn  Ppr 543 609 454 565929 [52.3,56.1]
MCR16 + Xwn  Pprw2w  55.8 63.2 46.2 575929 [53.7,57.7]
MCR16 + Xwn  Static 53.7 59.5 45.0 57.8929 [51.8,55.7]
WNetl7 + Xwn  Ppr 56.1 62.6 46.0 60.8929 [54.0,58.1]
WNetl7 + Xwn  Ppw2w 574 641 469 626 929 [55.5,59.3]
WNetl7 + Xwn  Spr 56.20 61.6 47.3 61.8 929 [54.8,58.2]
WNet30 + gloss  Ppr 485 522 415 542 786 [46.7,50.6]
WNet30 + gloss Ppw2w 516 59.0 40.2 57.2 78.6 [49.9,53.3]
WNet30 + gloss  Spr 454 541 314 525 78.6 [43.7,47.4]
MFS 62.3 69.3 53.6 637 929 [60.2,64.0]
GAMBL 65.2 70.8 59.3 653 100

Table 1: Results (as recall) on Senseval-2 and Senseval-3 all wokds tA& also include the MFS
baseline and the best results of supervised systems at competition time (SFAMBL).

rithm, compared to the more elaborate algorithrmered a difficult competitor for unsupervised sys-
to construct the graph. The differences betweetems, which rarely come close to it. In this case
methods are not statistically significant, which is athe MFS baseline was computed using previously
common problem on this relatively small datasetsavailabel training data like SemCor. Our best re-
(Snyder and Palmer, 2004; Palmer et al., 2001). sults are close to the MFS in both Senseval-2 and

Regarding LKBs, the best results are obtainedenseval-3 datasets. The results for the supervised
using WordNet 1.7 and eXtended WordNet. Heresystem are given for reference, and we can see that
the differences are in many cases significantthe gap is relatively small, specially for Senseval-
These results are surprising, as we would ex3.

ect that the manually disambiguated gloss re- .

IF;tions from WordNetyS.O Woul% lead 9':0 bet- 5 Comparison to Related work

ter results, compared to the automatically disamin this section we will briefly describe some
biguated gloss relations from the eXtended Wordgraph-based methods for knowledge-based WSD.
Net (linked to version 1.7). The lower perfor- The methods here presented cope with the prob-
mance of WNet30+gloss can be due to the facfem of sequence-labeling, i.e., they disambiguate
that the Senseval all words data set is tagged usingll the words coocurring in a sequence (typically,
WordNet 1.7 synsets. When using a different LKBall content words of a sentence). All the meth-
for WSD, a mapping to WordNet 1.7 is required. ods rely on the information represented on some
Although the mapping is cited as having a correct{_ KB, which typically is some version of Word-
ness on the high 90s (Daude et al., 2000), it couldNet, sometimes enriched with proprietary rela-
have introduced sufficient noise to counteract thejons. The results on our datasets, when available,
benefits of the hand-disambiguated glosses.  are shown in Table 2. The table also shows the
Table 1 also shows the most frequent sensperformance of supervised systems.

(MFS), as well as the best supervised sys- The TexRank algorithm (Mihalcea, 2005) for
tems (Snyder and Palmer, 2004; Palmer eWSD creates a complete weighted graph (e.g. a
al., 2001) that participated in each competitiongraph where every pair of distinct vertices is con-
(SMUaw and GAMBL, respectively). The MFS is nected by a weighted edge) formed by the synsets
a baseline for supervised systems, but it is considef the words in the input context. The weight
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Senseval-2 All Words dataset

In (Navigli and Velardi, 2005) the authors de-

System All N Y Adj.  Adv.

M>i/h05 515 575 365 5(13_7 209 velop a knowledge-based WSD method based on
Sihna07  56.4 656 323614 60.2 lexical chains called structural semantic intercon-
Tsatsa07 492 - - - - nections (SSI). Although the system was first de-
Spr 56.6 66.7 37.5 57.6 70.8 . : . i

Ppr 568 711 334 559 671 signed to find the meaning of the words in Word-
Pprw2w 586 70.4 389 583 70.1 Net glosses, the authors also apply the method for
MFS 601 /1.2 390 611 754 labeling text sequences. Given a text sequence,
SyeEm Se’f”e"a"zp‘" W‘\)/rds da:\%?et A SSi first identifies monosemous words and assigns
Miho5 522 : — the corresponding synset to them. Then, it iter-
Sihna07 ~ 52.4 605 40.6 54.1100.0 atively disambiguates the rest of terms by select-
Navo7 619 361 628 ing the senses that get the strongest interconnec-
Spr 56.2 61.6 473 61.8 929 Ing the senses that get the strongest interconnec
Ppr 561 62.6 460 608 929 tion with the synsets selected so far. The inter-
Pprw2w 574 641 469 626 929 connection is calculated by searching for paths on
'\N"g\%s %%‘i 6_39'3 _53'6 _63'7 _92'9 the LKB, constrained by some hand-made rules of

possible semantic patterns. The method was eval-
Table 2: Comparison with related work. Note thatuated on the Senseval-3 dataset, as shown in row
Nav05 uses the MFS. Nav05 on Table 2. Note that the method labels

an instance with the most frequent sense of the

word if the algorithm produces no output for that
of the links joining two synsets is calculated by . g g g

: , : instance, which makes comparison to our system
executing Lesk’s algorithm (Lesk, 1986) betWeenunfair, specially given the fact that the MFS per-

them, €. by calculating the overlap be_tween thq‘orms better than SSI. In fact it is not possible to
words in the glosses of the correspongind senseE

. . eparate the effect of SSI from that of the MFS.

Onge th? complete graph. is built, the PageRa_nk aor this reason we place this method close to the
gorithm is executed over it and Wo_rds are as&gneﬁmzs baseline in Table 2.
to the most relevant synset. In this sense, PageR-
ank is used an alternative to simulated annealing In (Navigli and Lapata, 2007), the authors per-
to find the optimal pairwise combinations. Theform atwo-stage process for WSD. Given an input
method was evaluated on the Senseval-3 datas@ontext, the method first explores the whole LKB
as shown in row Mih05 on Table 2. in order to find a subgraph which is particularly

(Sinha and Mihalcea, 2007) extends their pre€lévant for the words of the context. Then, they
vious work by using a collection of semantic sim- Study different graph-based centrality algorithms

ilarity measures when assigning a weight to thdor deciding the relevance of the nodes on the sgb-
links across synsets. They also compare differd"@Ph. As a result, every word of the context is
ent graph-based centrality algorithms to rank théttached to the highest ranking concept among its
vertices of the complete graph. They use differPOSSible senses. Trgor method is very similar
ent similarity metrics for different POS types and!© (Navigli and Lapata, 2007), the main differ-
a voting scheme among the centrality algorithm€"Cce lying on the initial method for_ extractlng the
ranks. Here, the Senseval-3 corpus was used &£9ntext subgraph. Whereas (Navigli and Lapata,

a development data set, and we can thus see thod807) apply a depth-first search algorithm over the
results as the upper-bound of their method. LKB graph —and restrict the depth of the subtree

We can see in Table 2 that the methods preEO a value of3—, Jr relies on shortest paths be-

sented in this paper clearly outperform both MihOStWeen word synsets. Navigli and Lapata don't re-

and Sin07. This result suggests that analyzing thgort overall results and.theref'ore, we can't directly
compare our results with theirs. However, we can

LKB structure as a whole is preferable than com- . .
puting pairwise similarity measures over synsets?c'ee t_hat on a PoS-basis evaluation our results are
The results of various in-house made experiment onsistently better for nouns and _ve_rbs (espe_C|aIIy

replicating (Mihalcea, 2005) also confirm this ob-t. ePpr.w2w method) and rather similar for adjec-
servation. Note also that our methods are simple?ves'

than the combination strategy used in (Sinha and (Tsatsaronis et al., 2007) is another example of
Mihalcea, 2007), and that we did not perform anya two-stage process, the first one consisting on

parameter tuning as they did. finding a relevant subgraph by performing a BFS
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Spanish Semeval07 Method  Time

LKB Method Acc.

Spanish Wnet + Xn&t Ppr 784 Ppr 26m46
Spanish Wnet + Xnét Pprw2w  79.3 Spr 119m7
- MFS 84.6 Pprw2w 164m4

- Supervised 85.10

O‘Eable 4: Elapsed time (in minutes) of the algo-

Table 3: Results (accuracy) on Spanish Semeval chms when applied to the Senseval-2 dataset,

dataset, including MFS and the best supervise
system in the competition.
ally annotated with Spanish WordNet synsets. It

search over the LKB. The authors apply a spreadi-s split into a trgin apd test par.t, and has an “all
ing activation algorithm over the subgraph forWorOIS shape i.e. input consists on sentences,

node ranking. Edges of the subgraph are WeighteaaCh one having at least one occurrence of a tar-
according to its type, following a tf.idf like ap- get noun. We ran the experiment over the test part

proach. The results show that our methods cIearI)(/792 _mstances), and use d the train part for cal-
outperform Tsatsa07. The fact that e method _CLLIatlnthe MFS basellne_. hV\ge u_sﬁd the Sdpiin_
works better suggests that the traditional PageRSD WordNet as LKB, enriched with eXtende

ank algorithm is a superior method for ranking theWordNet rtlalgtlons. ILcontalrIﬂSI)?, 501b|nodes and
subgraph nodes. 623, 316 relations. The results in Table 3 are con-

As stated before, all methods presented heraistent WiFh those for English, with our algorithm
use some LKB for performing WSD. (Mihalcea, approaching MFS performan.ce. Note that for thIS
2005) and (Sinha and Mihalcea, 2007) use Wordgataset the supervised algorlt'hm could bargly im-
Net relations as a knowledge source, but neitheP Ve OVer the MFS_’ sugg_estlng that for this par-
of them specify which particular version did they Bicular dataset MFS is particularly strong.
use. (Tsatsaronis et al., 2007) uses WordNet 1.
enriched with eXtended WordNet relations, just

as we do. Both (Navigli and Velardi, 2005; Nav- Taple 4 shows the time spent by the different al-
igli and Lapata, 2007) use WordNet 2.0 as the unyorithms when applied to the Senseval-2 all words
derlying LKB, albeit enriched with several new dataset, using the WNet17 + Xwn as LKB. The
relations, which are manually created. Unfor-gataset consists 02473 word instances appear-
tunately, those manual relations are not publiclyIng on 476 different sentences. The experiments
available, so we can't directly compare their re-\yere done on a computer with four 2.66 Ghz pro-
sults with the rest of the methods. In (Agirre and.essors and 16 Gb memory. The table shows that
Soroa, 2008) we experiment with different LKBS the time elapsed by the algorithms varies between
formed by combining relations of different MCR 34 minutes for thePpr method (which thus dis-
versions along with relations extracted from Sem‘ambiguates circa 82 instances per minute) to al-
Cor, which we call supervised and unsupervisetyost3 hours spent by thBpr_w2w method (circa
relations, respectively. The unsupervised relationgg instances per minute). THRr method lies
that yielded bests results are also used in this papgq between, requirin@ hours for completing the
(c.f Section 3.1). task, but its overall performance is well below the
PageRank basdepr_ w2w method. Note that the
algorithm is coded in C++ for greater efficiency,
Our WSD algorithm can be applied over non-and uses the Boost Graph Library.
english texts, provided that a LKB for this partic- Regarding PageRank calculation, we have tried
ular language exists. We have tested the grapldifferent numbers of iterations, and analyze the
algorithms proposed in this paper on a Spanishate of convergence of the algorithm. Figure 1 de-
dataset, using the Spanish WordNet as knowledggicts the performance of tHepr_w2w method for
source (Atserias et al., 2004a). different iterations of the algorithm. As before, the
We used the Semeval-2007 Task 09 dataset adgorithm is applied over the MCR17 + Xwn LKB,
evaluation gold standard @iquez et al., 2007). and evaluated on the Senseval-2 all words dataset.
The dataset contains examples of tH# most The algorithm converges very quickly: one sole it-
frequent nouns in the CESS-ECE corpus, manueration suffices for achieving a relatively high per-

; Performance analysis

6 Experimentson Spanish
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Abstract

The lack of positive results on super-
vised domain adaptation for WSD have
cast some doubts on the utility of hand-
tagging general corpora and thus devel-
oping generic supervised WSD systems.
In this paper we show for the first time
that our WSD system trained on a general
source corpus (BNC) and the target corpus,
obtains up to 22% error reduction when
compared to a system trained on the tar-
get corpus alone. In addition, we show
that as little as 40% of the target corpus
(when supplemented with the source cor-
pus) is sufficient to obtain the same results
as training on the full target data. The key
for success is the use of unlabeled data
with SVD, a combination of kernels and
SVM.

1 Introduction

In many Natural Language Processing (NLP)
tasks we find that a large collection of manually-
annotated text is used to train and test supervised
machine learning models. While these models
have been shown to perform very well when tested
on the text collection related to the training data
(what we call the source domain), the perfor-
mance drops considerably when testing on text
from other domains (called target domains).

In order to build models that perform well in
new (target) domains we usually find two settings
(Daumé 111, 2007). In the semi-supervised setting,
the training hand-annotated text from the source
domain is supplemented with unlabeled data from
the target domain. In the supervised setting, we
use training data from both the source and target
domains to test on the target domain.

In (Agirre and Lopez de Lacalle, 2008) we
studied semi-supervised Word Sense Disambigua-

tion (WSD) adaptation, and in this paper we fo-
cus on supervised WSD adaptation. We compare
the performance of similar supervised WSD sys-
tems on three different scenarios. In the source
to target scenario the WSD system is trained on
the source domain and tested on the target do-
main. In the target scenario the WSD system
is trained and tested on the target domain (using
cross-validation). In the adaptation scenario the
WSD system is trained on both source and target
domain and tested in the target domain (also using
cross-validation over the target data). The source
to target scenario represents a weak baseline for
domain adaptation, as it does not use any exam-
ples from the target domain. The target scenario
represents the hard baseline, and in fact, if the do-
main adaptation scenario does not yield better re-
sults, the adaptation would have failed, as it would
mean that the source examples are not useful when
we do have hand-labeled target examples.

Previous work shows that current state-of-the-
art WSD systems are not able to obtain better re-
sults on the adaptation scenario compared to the
target scenario (Escudero et al., 2000; Agirre and
Martinez, 2004; Chan and Ng, 2007). This would
mean that if a user of a generic WSD system (i.e.
based on hand-annotated examples from a generic
corpus) would need to adapt it to a specific do-
main, he would be better off throwing away the
generic examples and hand-tagging domain exam-
ples directly. This paper will show that domain
adaptation is feasible, even for difficult domain-
related words, in the sense that generic corpora
can be reused when deploying WSD systems in
specific domains. We will also show that, given
the source corpus, our technique can save up to
60% of effort when tagging domain-related occur-
rences.

We performed on a publicly available corpus
which was designed to study the effect of domains
in WSD (Koeling et al., 2005). It comprises 41
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nouns which are highly relevant in the SPORTS
and FINANCES domains, with 300 examples for
each. The use of two target domains strengthens
the conclusions of this paper.

Our system uses Singular Value Decomposi-
tion (SVD) in order to find correlations between
terms, which are helpful to overcome the scarcity
of training data in WSD (Gliozzo et al., 2005).
This work explores how this ability of SVD and
a combination of the resulting feature spaces im-
proves domain adaptation. We present two ways
to combine the reduced spaces: kernel combina-
tion with Support Vector Machines (SVM), and k
Nearest-Neighbors (k-NN) combination.

The paper is structured as follows. Section 2 re-
views prior work in the area. Section 3 presents
the data sets used. In Section 4 we describe
the learning features, including the application of
SVD, and in Section 5 the learning methods and
the combination. The experimental results are pre-
sented in Section 6. Section 7 presents the discus-
sion and some analysis of this paper and finally
Section 8 draws the conclusions.

2 Prior work

Domain adaptation is a practical problem attract-
ing more and more attention. In the supervised
setting, a recent paper by Daumé III (2007) shows
that a simple feature augmentation method for
SVM is able to effectively use both labeled tar-
get and source data to provide the best domain-
adaptation results in a number of NLP tasks. His
method improves or equals over previously ex-
plored more sophisticated methods (Daumé III
and Marcu, 2006; Chelba and Acero, 2004). The
feature augmentation consists in making three ver-
sion of the original features: a general, a source-
specific and a target-specific versions. That way
the augmented source contains the general and
source-specific version and the augmented target
data general and specific versions. The idea be-
hind this is that target domain data has twice the
influence as the source when making predictions
about test target data. We reimplemented this
method and show that our results are better.
Regarding WSD, some initial works made a ba-
sic analysis of domain adaptation issues. Escud-
ero et al. (2000) tested the supervised adaptation
scenario on the DSO corpus, which had examples
from the Brown corpus and Wall Street Journal
corpus. They found that the source corpus did
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not help when tagging the target corpus, show-
ing that tagged corpora from each domain would
suffice, and concluding that hand tagging a large
general corpus would not guarantee robust broad-
coverage WSD. Agirre and Martinez (2000) used
the DSO corpus in the supervised scenario to show
that training on a subset of the source corpora that
is topically related to the target corpus does allow
for some domain adaptation.

More recently, Chan and Ng (2007) performed
supervised domain adaptation on a manually se-
lected subset of 21 nouns from the DSO corpus.
They used active learning, count-merging, and
predominant sense estimation in order to save tar-
get annotation effort. They showed that adding
just 30% of the target data to the source exam-
ples the same precision as the full combination of
target and source data could be achieved. They
also showed that using the source corpus allowed
to significantly improve results when only 10%-
30% of the target corpus was used for training.
Unfortunately, no data was given about the target
corpus results, thus failing to show that domain-
adaptation succeeded. In followup work (Zhong et
al., 2008), the feature augmentation approach was
combined with active learning and tested on the
OntoNotes corpus, on a large domain-adaptation
experiment. They reduced significantly the ef-
fort of hand-tagging, but only obtained domain-
adaptation for smaller fractions of the source and
target corpus. Similarly to these works we show
that we can save annotation effort on the target
corpus, but, in contrast, we do get domain adap-
tation when using the full dataset. In a way our
approach is complementary, and we could also ap-
ply active learning to further reduce the number of
target examples to be tagged.

Though not addressing domain adaptation,
other works on WSD also used SVD and are
closely related to the present paper. Ando (2006)
used Alternative Structured Optimization. She
first trained one linear predictor for each target
word, and then performed SVD on 7 carefully se-
lected submatrices of the feature-to-predictor ma-
trix of weights. The system attained small but
consistent improvements (no significance data was
given) on the Senseval-3 lexical sample datasets
using SVD and unlabeled data.

Gliozzo et al. (2005) used SVD to reduce the
space of the term-to-document matrix, and then
computed the similarity between train and test



instances using a mapping to the reduced space
(similar to our SMA method in Section 4.2). They
combined other knowledge sources into a complex
kernel using SVM. They report improved perfor-
mance on a number of languages in the Senseval-
3 lexical sample dataset. Our present paper dif-
fers from theirs in that we propose an additional
method to use SVD (the OMT method), and that
we focus on domain adaptation.

In the semi-supervised setting, Blitzer et al.
(2006) used Structural Correspondence Learning
and unlabeled data to adapt a Part-of-Speech tag-
ger. They carefully select so-called ‘pivot fea-
tures’ to learn linear predictors, perform SVD on
the weights learned by the predictor, and thus learn
correspondences among features in both source
and target domains. Our technique also uses SVD,
but we directly apply it to all features, and thus
avoid the need to define pivot features. In prelim-
inary work we unsuccessfully tried to carry along
the idea of pivot features to WSD. On the contrary,
in (Agirre and Lopez de Lacalle, 2008) we show
that methods closely related to those presented in
this paper produce positive semi-supervised do-
main adaptation results for WSD.

The methods used in this paper originated in
(Agirre et al., 2005; Agirre and Lopez de Lacalle,
2007), where SVD over a feature-to-documents
matrix improved WSD performance with and
without unlabeled data. The use of several k-
NN classifiers trained on a number of reduced and
original spaces was shown to get the best results
in the Senseval-3 dataset and ranked second in the
SemEval 2007 competition. The present paper ex-
tends this work and applies it to domain adapta-
tion.

3 Data sets

The dataset we use was designed for domain-
related WSD experiments by Koeling et al. (2005),
and is publicly available. The examples come
from the BNC (Leech, 1992) and the SPORTS and
FINANCES sections of the Reuters corpus (Rose
et al.,, 2002), comprising around 300 examples
(roughly 100 from each of those corpora) for each
of the 41 nouns. The nouns were selected be-
cause they were salient in either the SPORTS or
FINANCES domains, or because they had senses
linked to those domains. The occurrences were
hand-tagged with the senses from WordNet (WN)
version 1.7.1 (Fellbaum, 1998). In our experi-
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ments the BNC examples play the role of general
source corpora, and the FINANCES and SPORTS
examples the role of two specific domain target
corpora.

Compared to the DSO corpus used in prior work
(cf. Section 2) this corpus has been explicitly cre-
ated for domain adaptation studies. DSO con-
tains texts coming from the Brown corpus and the
Wall Street Journal, but the texts are not classi-
fied according to specific domains (e.g. Sports,
Finances), which make DSO less suitable to study
domain adaptation. The fact that the selected
nouns are related to the target domain makes
the (Koeling et al., 2005) corpus more demanding
than the DSO corpus, because one would expect
the performance of a generic WSD system to drop
when moving to the domain corpus for domain-
related words (cf. Table 1), while the performance
would be similar for generic words.

In addition to the labeled data, we also use
unlabeled data coming from the three sources
used in the labeled corpus: the ’written’ part
of the BNC (89.7M words), the FINANCES part
of Reuters (32.5M words), and the SPORTS part
(9.1M words).

4 Original and svD features

In this section, we review the features and two
methods to apply SVD over the features.

4.1 Features

We relied on the usual features used in previous
WSD work, grouped in three main sets. Local
collocations comprise the bigrams and trigrams
formed around the target word (using either lem-
mas, word-forms, or PoS tags) , those formed
with the previous/posterior lemma/word-form in
the sentence, and the content words in a +4-word
window around the target. Syntactic dependen-
cies use the object, subject, noun-modifier, prepo-
sition, and sibling lemmas, when available. Fi-
nally, Bag-of-words features are the lemmas of
the content words in the whole context, plus the
salient bigrams in the context (Pedersen, 2001).
We refer to these features as original features.

4.2 SVD features

Apart from the original space of features, we have
used the so called SVD features, obtained from
the projection of the feature vectors into the re-
duced space (Deerwester et al., 1990). Basically,



we set a term-by-document or feature-by-example
matrix M from the corpus (see section below for
more details). SVD decomposes M into three ma-
trices, M = UXVT. If the desired number of
dimensions in the reduced space is p, we select p
rows from Y and V, yielding X, and V), respec-
tively. We can map any feature vector ¢ (which
represents either a train or test example) into the
p-dimensional space as follows: t; = {7 Vi, 1
Those mapped vectors have p dimensions, and
each of the dimensions is what we call a SVD fea-
ture. We have explored two different variants in
order to build the reduced matrix and obtain the
SVD features, as follows.

Single Matrix for All target words (SVD-
SMA). The method comprises the following steps:
(i) extract bag-of-word features (terms in this case)
from unlabeled corpora, (ii) build the term-by-
document matrix, (iii) decompose it with SVD, and
(iv) map the labeled data (train/test). This tech-
nique is very similar to previous work on SVD
(Gliozzo et al., 2005; Zelikovitz and Hirsh, 2001).
The dimensionality reduction is performed once,
over the whole unlabeled corpus, and it is then ap-
plied to the labeled data of each word. The re-
duced space is constructed only with terms, which
correspond to bag-of-words features, and thus dis-
cards the rest of the features. Given that the WSD
literature shows that all features are necessary for
optimal performance (Pradhan et al., 2007), we
propose the following alternative to construct the
matrix.

One Matrix per Target word (SVD-OMT). For
each word: (i) construct a corpus with its occur-
rences in the labeled and, if desired, unlabeled cor-
pora, (ii) extract all features, (iii) build the feature-
by-example matrix, (iv) decompose it with SVD,
and (v) map all the labeled training and test data
for the word. Note that this variant performs one
SVD process for each target word separately, hence
its name.

When building the SVD-OMT matrices we can
use only the training data (TRAIN) or both the train
and unlabeled data (+UNLAB). When building the
SVD-SMA matrices, given the small size of the in-
dividual word matrices, we always use both the
train and unlabeled data (+UNLAB). Regarding the
amount of data, based also on previous work, we
used 50% of the available data for OMT, and the
whole corpora for SMA. An important parameter
when doing SVD is the number of dimensions in
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the reduced space (p). We tried two different val-
ues for p (25 and 200) in the BNC domain, and
set a dimension for each classifier/matrix combi-
nation.

4.3 Motivation

The motivation behind our method is that although
the train and test feature vectors overlap suffi-
ciently in the usual WSD task, the domain dif-
ference makes such overlap more scarce. SVD
implicitly finds correlations among features, as it
maps related features into nearby regions in the re-
duced space. In the case of SMA, SVD is applied
over the joint term-by-document matrix of labeled
(and possibly unlabeled corpora), and it thus can
find correlations among closely related words (e.g.
cat and dog). These correlations can help reduce
the gap among bag-of-words features from the
source and target examples. In the case of OMT,
SVD over the joint feature-by-example matrix of
labeled and unlabeled examples of a word allows
to find correlations among features that show sim-
ilar occurrence patterns in the source and target
corpora for the target word.

5 Learning methods

k-NN is a memory based learning method, where
the neighbors are the k£ most similar labeled exam-
ples to the test example. The similarity among in-
stances is measured by the cosine of their vectors.
The test instance is labeled with the sense obtain-
ing the maximum sum of the weighted vote of the
k most similar contexts. We set k£ to 5 based on
previous results published in (Agirre and Lopez de
Lacalle, 2007).

Regarding SVM, we used linear kernels, but
also purpose-built kernels for the reduced spaces
and the combinations (cf. Section 5.2). We used
the default soft margin (C=0). In previous ex-
periments we learnt that C is very dependent on
the feature set and training data used. As we
will experiment with different features and train-
ing datasets, it did not make sense to optimize it
across all settings.

We will now detail how we combined the origi-
nal and SVD features in each of the machine learn-
ing methods.

5.1 Kk-NN combinations

Our k-NN combination method (Agirre et al.,
2005; Agirre and Lopez de Lacalle, 2007) takes



advantage of the properties of k-NN classifiers and
exploit the fact that a classifier can be seen as
k points (number of nearest neighbor) each cast-
ing one vote. This makes easy to combine sev-
eral classifiers, one for each feature space. For in-
stance, taking two k-NN classifiers of £ = 5, C}
and Cy, we can combine them into a single k£ = 10
classifier, where five votes come from C; and five
from C'y. This allows to smoothly combine classi-
fiers from different feature spaces.

In this work we built three single £-NN classi-
fiers trained on OMT, SMA and the original fea-
tures, respectively. In order to combine them we
weight each vote by the inverse ratio of its position
in the rank of the single classifier, (k — r; + 1) /k,
where r; is the rank.

5.2 Kernel combination

The basic idea of kernel methods is to find a suit-
able mapping function (¢) in order to get a better
generalization. Instead of doing this mapping ex-
plicitly, kernels give the chance to do it inside the
algorithm. We will formalize it as follows. First,
we define the mapping function ¢ : X — F. Once
the function is defined, we can use it in the kernel
function in order to become an implicit function
K(x,z) = (¢(x) - ¢(z)), where (-) denotes a in-
ner product between vectors in the feature space.
This way, we can very easily define mappings
representing different information sources and use
this mappings in several machine learning algo-
rithm. In our work we use SVM.

We defined three individual kernels (OMT, SMA
and original features) and the combined kernel.

The original feature kernel (K, ) is given by
the identity function over the features ¢ : X — X,
defining the following kernel:

(xi - xj)
Vv (xixi) (x50 %)
where the denominator is used to normalize and
avoid any kind of bias in the combination.

The oMT Kkernel (Kp,,;) and SMA Kkernel
(K smaq) are defined using OMT and SMA projec-
tion matrices, respectively (cf. Section 4.2). Given
the OMT function mapping ¢om: : R™ — RP,
where m is the number of the original features
and p the reduced dimensionality, then we define
Komt(xi,%j) as follows (K g, is defined simi-
larly):

KOm'g (Xi, Xj) =

<¢omt (Xi) “ Qomt (X_])>
\/<¢omt(xi) : ¢omt(xi)> <¢0mt(xj) : ¢omt(xj)>
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BNC — X | SPORTS FINANCES
MFS 39.0 51.2
k-NN 51.7 60.4
SVM 53.9 62.9

Table 1: Source to target results: Train on BNC,
test on SPORTS and FINANCES.
Finally, we define the kernel combination:

Kj(x1,%5)

xi, Xi) K (%5, X;)

KC’omb X17XJ Z \/Kl

where n is the number of single kernels explained
above, and [ the index for the kernel type.

6 Domain adaptation experiments

In this section we present the results in our two ref-
erence scenarios (source to target, target) and our
reference scenario (domain adaptation). Note that
all methods presented here have full coverage, i.e.
they return a sense for all test examples, and there-
fore precision equals recall, and suffices to com-
pare among systems.

6.1 Source to target scenario: BNC — X

In this scenario our supervised WSD systems are
trained on the general source corpus (BNC) and
tested on the specific target domains separately
(SPORTS and FINANCES). We do not perform any
kind of adaptation, and therefore the results are
those expected for a generic WSD system when
applied to domain-specific texts.

Table 1 shows the results for £-NN and SVM
trained with the original features on the BNC. In
addition, we also show the results for the Most
Frequent Sense baseline (MFS) taken from the
BNC. The second column denotes the accuracies
obtained when testing on SPORTS, and the third
column the accuracies for FINANCES. The low ac-
curacy obtained with MFS, e.g. 39.0 of precision
in SPORTS, shows the difficulty of this task. Both
classifiers improve over MFS. These classifiers are
weak baselines for the domain adaptation system.

6.2 Target scenario X — X

In this scenario we lay the harder baseline which
the domain adaptation experiments should im-
prove on (cf. next section). The WSD systems
are trained and tested on each of the target cor-
pora (SPORTS and FINANCES) using 3-fold cross-
validation.



SPORTS FINANCES BNC + X SPORTS FINANCES
X —- X TRAIN +UNLAB | TRAIN +UNLAB — X TRAIN + UNLAB | TRAIN + UNLAB
MFS 77.8 - 82.3 - BNC — X 53.9 - 62.9 -
k-NN 84.5 - 87.1 - X - X 86.0 86.7 87.9 88.5
SVM 85.1 - 87.0 - MFS 68.2 - 73.1 -
k-NN-OMT 85.0 86.1 87.3 87.6 k-NN 81.3 - 86.0 -
SVM-OMT 82.9 85.1 85.3 86.4 SVM 84.7 - 87.5 -
k-NN-SMA - 81.1 - 83.2 k-NN-OMT 84.0 84.7 87.5 86.0
SVM-SMA - 81.3 - 84.1 SVM-OMT 85.1 84.7 84.2 85.5
k-NN-COMB 86. 0 86.7 87.9 88.6 k-NN-SMA - 77.1 - 81.6
SVM-COMB - 86.5 - 88.5 SVM-SMA - 78.1 - 80.7
k-NN-COMB 84.5 87.2 88.1 88.7
. SVM-COMB - 88.4 - 89.7
Table 2: Target results: train and test on SPORTS, SVMCAUG 359 - 381 -

train and test on FINANCES, using 3-fold cross-
validation.

Table 2 summarizes the results for this scenario.
TRAIN denotes that only tagged data was used to
train, +UNLAB denotes that we added unlabeled
data related to the source corpus when computing
SVD. The rows denote the classifier and the feature
spaces used, which are organized in four sections.
On the top rows we show the three baseline clas-
sifiers on the original features. The two sections
below show the results of those classifiers on the
reduced dimensions, OMT and SMA (cf. Section
4.2). Finally, the last rows show the results of the
combination strategies (cf. Sections 5.1 and 5.2).
Note that some of the cells have no result, because
that combination is not applicable (e.g. using the
train and unlabeled data in the original space).

First of all note that the results for the base-
lines (MFS, SVM, k-NN) are much larger than
those in Table 1, showing that this dataset is spe-
cially demanding for supervised WSD, and partic-
ularly difficult for domain adaptation experiments.
These results seem to indicate that the examples
from the source general corpus could be of little
use when tagging the target corpora. Note spe-
cially the difference in MFS performance. The pri-
ors of the senses are very different in the source
and target corpora, which is a well-known short-
coming for supervised systems. Note the high re-
sults of the baseline classifiers, which leave small
room for improvement.

The results for the more sophisticated methods
show that SVD and unlabeled data helps slightly,
except for k-NN-OMT on SPORTS. SMA de-
creases the performance compared to the classi-
fiers trained on original features. The best im-
provements come when the three strategies are
combined in one, as both the kernel and k-NN
combinations obtain improvements over the re-
spective single classifiers. Note that both the k£-NN
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Table 3: Domain adaptation results: Train on
BNC and SPORTS, test on SPORTS (same for FI-
NANCES).

and SVM combinations perform similarly.

In the combination strategy we show that unla-
beled data helps slightly, because instead of only
combining OMT and original features we have the
opportunity to introduce SMA. Note that it was not
our aim to improve the results of the basic classi-
fiers on this scenario, but given the fact that we are
going to apply all these techniques in the domain
adaptation scenario, we need to show these results
as baselines. That is, in the next section we will try
to obtain results which improve significantly over
the best results in this section.

6.3 Domain adaptation scenario
BNC+ X — X

In this last scenario we try to show that our WSD
system trained on both source (BNC) and tar-
get (SPORTS and FINANCES) data performs better
than the one trained on the target data alone. We
also use 3-fold cross-validation for the target data,
but the entire source data is used in each turn. The
unlabeled data here refers to the combination of
unlabeled source and target data.

The results are presented in table 3. Again, the
columns denote if unlabeled data has been used in
the learning process. The rows correspond to clas-
sifiers and the feature spaces involved. The first
rows report the best results in the previous scenar-
ios: BNC — X for the source to target scenario,
and X — X for the target scenario. The rest
of the table corresponds to the domain adaptation
scenario. The rows below correspond to MFS and
the baseline classifiers, followed by the OMT and
SMA results, and the combination results. The last
row shows the results for the feature augmentation
algorithm (Daumé II1, 2007).



| SPORTS | FINANCES

BNC — X

MFS 39.0 51.2
SVM 53.9 62.9
X —- X

MFS 77.8 82.3
SVM 85.1 87.0
k-NN-COMB (+UNLAB) 86.7 88.6
BNC+X — X

MFS 68.2 73.1
SVM 84.7 87.5
SVM-AUG 85.9 88.1
SVM-COMB (+UNLAB) 88.4 89.7

Table 4: The most important results in each sce-
nario.

Focusing on the results, the table shows that
MFS decreases with respect to the target scenario
(cf. Table 2) when the source data is added, prob-
ably caused by the different sense distributions in
BNC and the target corpora. The baseline classi-
fiers (k-NN and SVM) are not able to improve over
the baseline classifiers on the target data alone,
which is coherent with past research, and shows
that straightforward domain adaptation does not
work.

The following rows show that our reduction
methods on themselves (OMT, SMA used by k-
NN and SVM) also fail to perform better than in
the target scenario, but the combinations using
unlabeled data (k-NN-COMB and specially SVM-
COMB) do manage to improve the best results for
the target scenario, showing that we were able to
attain domain adaptation. The feature augmenta-
tion approach (SVM-AUG) does improve slightly
over SVM in the target scenario, but not over the
best results in the target scenario, showing the dif-
ficulty of domain adaptation for WSD, at least on
this dataset.

7 Discussion and analysis

Table 4 summarizes the most important results.
The kernel combination method with unlabeled
data on the adaptation scenario reduces the error
on 22.1% and 17.6% over the baseline SVM on
the target scenario (SPORTS and FINANCES re-
spectively), and 12.7% and 9.0% over the k-NN
combination method on the target scenario. These
gains are remarkable given the already high base-
line, specially taking into consideration that the
41 nouns are closely related to the domains. The
differences, including SVM-AUG, are statistically
significant according to the Wilcoxon test with
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Figure 1: Learning curves for SPORTS. The X
axis denotes the amount of SPORTS data and the
Y axis corresponds to accuracy.
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Figure 2: Learning curves for FINANCES. The X
axis denotes the amount of FINANCES data and Y
axis corresponds to the accuracy.

p < 0.01.

In addition, we carried extra experiments to ex-
amine the learning curves, and to check, given
the source examples, how many additional ex-
amples from the target corpus are needed to ob-
tain the same results as in the target scenario us-
ing all available examples. We fixed the source
data and used increasing amounts of target data.
We show the original SVM on the target scenario,
and SVM-COMB (+UNLAB) and SVM-AUG as the
domain adaptation approaches. The results are
shown in figure 1 for SPORTS and figure 2 for FI-
NANCES. The horizontal line corresponds to the
performance of SVM on the target domain. The
point where the learning curves cross the horizon-
tal line show that our domain adaptation method
needs only around 40% of the target data in order
to get the same performance as the baseline SVM
on the target data. The learning curves also shows



that the domain adaptation kernel combination ap-
proach, no matter the amount of target data, is al-
ways above the rest of the classifiers, showing the
robustness of our approach.

8 Conclusion and future work

In this paper we explore supervised domain adap-
tation for WSD with positive results, that is,
whether hand-labeling general domain (source)
text is worth the effort when training WSD sys-
tems that are to be applied to specific domains (tar-
gets). We performed several experiments in three
scenarios. In the first scenario (source to target
scenario), the classifiers were trained on source
domain data (the BNC) and tested on the target do-
mains, composed by the SPORTS and FINANCES
sections of Reuters. In the second scenario (tar-
get scenario) we set the main baseline for our do-
main adaptation experiment, training and testing
our classifiers on the target domain data. In the last
scenario (domain adaptation scenario), we com-
bine both source and target data for training, and
test on the target data.

We report results in each scenario for £-NN and
SVM classifiers, for reduced features obtained us-
ing SVD over the training data, for the use of un-
labeled data, and for k-NN and SVM combinations
of all.

Our results show that our best domain adap-
tation strategy (using kernel combination of SVD
features and unlabeled data related to the training
data) yields statistically significant improvements:
up to 22% error reduction compared to SVM on
the target domain data alone. We also show that
our domain adaptation method only needs 40% of
the target data (in addition to the source data) in
order to get the same results as SVM on the target
alone.

We obtain coherent results in two target scenar-
ios, and consistent improvement at all levels of
the learning curves, showing the robustness or our
findings. We think that our dataset, which com-
prises examples for 41 nouns that are closely re-
lated to the target domains, is specially demand-
ing, as one would expect the performance of a
generic WSD system to drop when moving to
the domain corpus, specially on domain-related
words, while we could expect the performance to
be similar for generic or unrelated words.

In the future we would like to evaluate
our method on other datasets (e.g. DSO or
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OntoNotes), to test whether the positive results are
confirmed. We would also like to study word-by-
word behaviour, in order to assess whether target
examples are really necessary for words which are
less related to the domain.
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Abstract

We propose a system which builds, in a
semi-supervised manner, a resource that
aims at helping a NER system to anno-
tate corpus-specific named entities. This
system is based on a distributional ap-
proach which uses syntactic dependen-
cies for measuring similarities between
named entities. The specificity of the
presented method however, is to combine
a clique-based approach and a clustering
technique that amounts to a soft clustering
method. Our experiments show that the
resource constructed by using this clique-
based clustering system allows to improve
different NER systems.

1 Introduction

In Information Extraction domain, named entities
(NEs) are one of the most important textual units
as they express an important part of the meaning
of a document. Named entity recognition (NER)
is not a new domain (see MUC! and ACE? confer-
ences) but some new needs appeared concerning
NEs processing. For instance the NE Oxford illus-
trates the different ambiguity types that are inter-
esting to address:
e intra-annotation ambiguity: Wikipedia lists
more than 25 cities named Oxford in the world
e systematic inter-annotation ambiguity: the
name of cities could be used to refer to the uni-
versity of this city or the football club of this
city. This is the case for Oxford or Newcastle
e non-systematic inter-annotation ambiguity:
Oxford is also a company unlike Newcastle.
The main goal of our system is to act in a com-
plementary way with an existing NER system, in
order to enhance its results. We address two kinds

Uhttp://www-nlpir.nist.gov/related_projects/muc/
Zhttp://www.nist.gov/speech/tests/ace

Guillaume Jacquet
Xerox Research Centre Europe
6, chemin de Maupertuis
38240 Meylan, France

guillaume. jacquet@xrce.xerox.com

of issues: first, we want to detect and correctly
annotate corpus-specific NEs? that the NER sys-
tem could have missed; second, we want to correct
some wrong annotations provided by the existing
NER system due to ambiguity. In section 3, we
give some examples of such corrections.

The paper is organized as follows. We present,
in section 2, the global architecture of our system
and from §2.1 to §2.6, we give details about each
of its steps. In section 3, we present the evalu-
ation of our approach when it is combined with
other classic NER systems. We show that the re-
sulting hybrid systems perform better with respect
to F-measure. In the best case, the latter increased
by 4.84 points. Furthermore, we give examples of
successful correction of NEs annotation thanks to
our approach. Then, in section 4, we discuss about
related works. Finally we sum up the main points
of this paper in section 5.

2 Description of the system

Given a corpus, the main objectives of our system
are: to detect potential NEs; to compute the possi-
ble annotations for each NE and then; to annotate
each occurrence of these NEs with the right anno-
tation by analyzing its local context.

We assume that this corpus dependent approach
allows an easier NE annotation. Indeed, even if
a NE such as Oxford can have many annotation
types, it will certainly have less annotation possi-
bilities in a specific corpus.

Figure 1 presents the global architecture of our
system. The most important part concerns steps
3 (§2.3) and 4 (§2.4). The aim of these sub-
processes is to group NEs which have the same
annotation with respect to a given context. On
the one hand, clique-based methods (see §2.3 for

3In our definition a corpus-specific NE is the one which
does not appear in a classic NEs lexicon. Recent news articles
for instance, are often constituted of NEs that are not in a
classic NEs lexicon.
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Step1:§2.1 Initial corpus

NEs detection

Step 2 :§2.2 List of NEs

Construct the distributional
space of the NEs of the corpus

NEs x Syntactic Relations
matrix

Step 3:§2.3
Cliques of NEs computation

Cliques x NEs

Step 4:§2.4 binary matrix

Cliques of NEs clustering

Step 5:§2.5 List of clusters of cliques

NE resource construction

>
Step 6:§2.6__——=
/_p__<

List of triples
(NE x Context x Annotation)

/ NEs annotations \
~ /

~— _—
~—

»l Annotated corpus |
N ——

Figure 1: General description of our system

details on cliques) are interesting as they allow
the same NE to be in different cliques. In other
words, cliques allow to represent the different pos-
sible annotations of a NE. The clique-based ap-
proach drawback however, is the over production
of cliques which corresponds to an artificial over
production of possible annotations for a NE. On
the other hand, clustering methods aim at struc-
turing a data set and such techniques can be seen
as data compression processes. However, a sim-
ple NEs hard clustering doesn’t allow a NE to be
in several clusters and thus to express its differ-
ent annotations. Then, our proposal is to combine
both methods in a clique-based clustering frame-
work. This combination leads to a soft-clustering
approach that we denote CBC system. The fol-
lowing paragraphs, from 2.1 to 2.6, describe the
respective steps mentioned in Figure 1.

2.1 Detection of potential Named Entities

Different methods exist for detecting potential
NEs. In our system, we used some lexico-
syntactic constraints to extract expressions from a
corpus because it allows to detect some corpus-
specific NEs. In our approach, a potential NE is a
noun starting with an upper-case letter or a noun
phrase which is (see (Ehrmann and Jacquet, 2007)
for similar use):

e a governor argument of an attribute syntactic
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relation with a noun as governee argument (e.g.

. ttribut
president == George Bush)

e a governee argument of a modifier syntactic re-
lation with a noun as a governor argument (e.g.

modifier
company «—— Coca-Cola).
The list of potential NEs extracted from the cor-
pus will be denoted NEE and the number of NEs
INE|.

2.2 Distributional space of NEs

The distributional approach aims at evaluating a
distance between words based on their syntac-
tic distribution. This method assumes that words
which appear in the same contexts are semanti-
cally similar (Harris, 1951).

To construct the distributional space associated
to a corpus, we use a robust parser (in our ex-
periments, we used XIP parser (Ait et al., 2002))
to extract chunks (i.e. nouns, noun phrases, ...)
and syntactic dependencies between these chunks.
Given this parser’s output, we identify triple in-
stances. Each triple has the form w;.R.w92 where
wi and wy are chunks and R is a syntactic relation
(Lin, 1998), (Kilgarriff et al., 2004).

One triple gives two contexts (l.w;.R and
2.wy.R) and two chunks (w; and ws). Then, we
only select chunks w which belong to NE. Each
point in the distributional space is a NE and each
dimension is a syntactic context. CT denotes the
set of all syntactic contexts and |CT| represents its
cardinal.

We illustrate this construction on the sentence
“provide Albania with food aid”. We obtain the
three following triples (note that aid and food aid

are considered as two different chunks):
provide_VERBeI-OBJeAlbania NOUN
provide_VERBePREP_WITHeaid NOUN

provide_VERBePREP_WITHefood aid_NP
From these triples, we have the following
chunks and contexts*:

Chunks: | Contexts:

provide_VERB 1.provide_VERB.I-OBJ
Albania NOUN | 1.provide_-VERB.PREP_-WITH
aid NOUN 2.Albania NOUN.I-OBJ

food aid_NP 2.aid_NOUN.PREP_WITH

2.food aid_NP.PREP_WITH

According to the NEs detection method de-
scribed previously, we only keep the chunks and
contexts which are in bold in the above table.

“In the context 1.VERB:provide.I-OBJ, the figure 1

means that the verb provide is the governor argument of the
Indirect OBJect relation.



We also use an heuristic in order to reduce the
over production of chunks and contexts: in our ex-
periments for example, each NE and each context
should appear more than 10 times in the corpus for
being considered.

D is the resulting (|NE| x
matrix where e; : 7 = 1,...,

|CT|) NE-Context
INE| is a NE and

¢j +j =1,...,|CT| is a syntactic context. Then
we have:
D(e;, cj) = Nb. of occ. of ¢; associated to e; (1)

2.3 Cliques of NEs computation

A clique in a graph is a set of pairwise adja-
cent nodes which is equivalent to a complete sub-
graph. A maximal clique is a clique that is not a
subset of any other clique. Maximal cliques com-
putation was already employed for semantic space
representation (Ploux and Victorri, 1998). In this
work, cliques of lexical units are used to represent
a precise meaning. Similarly, we compute cliques
of NEs in order to represent a precise annotation.

For example, Oxford is an ambiguous NE
but a clique such as <Cambridge, Oxford, Ed-
inburgh University, Edinburgh, Oxford Univer-
sity> allows to focus on the specific annota-
tion <organization> (see (Ehrmann and Jacquet,
2007) for similar use).

Given the distributional space described in the
previous paragraph, we use a probabilistic frame-
work for computing similarities between NEs.
The approach that we propose is inspired from
the language modeling framework introduced in
the information retrieval field (see for example
(Lavrenko and Croft, 2003)). Then, we construct
cliques of NEs based on these similarities.

2.3.1 Similarity measures between NEs

We first compute the maximum likelihood esti-

mation for a NE e; to be associated with a con-
D(e;,cg

text c;: Pml(cj|€i) = #, where |e;|

Z'Cm D(ej, ¢;) is the total occurrences of the NE
e; in the corpus.

This leads to sparse data which is not suitable
for measuring similarities. In order to counter
this problem, we use the Jelinek-Mercer smooth-
ing method: D'(e;,¢;) = APp(cjle;) + (1 —
A) P (c;|CORP) where CORP is the corpus and

> D(es,cj)
Pri(cj|CORP) S5 Do) D(eié).
ments we took A = 0.5.
Given D', we then use the cross-entropy as a

similarity measure between NEs. Let us denote by

In our experi-
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s this similarity matrix, we have:

— > D'(es ¢j)log(D'(eq, ¢j)) (2)

c; €CT

5(6% e;) =

2.3.2 From similarity matrix to adjacency
matrix

Next, we convert s into an adjacency matrix de-
noted S. In a first step, we binarize s as fol-
lows. Let us denote {e?, .. ., QTNEI }, the list of NEs
ranked according to the descending order of their
similarity with e;. Then, L(e;) is the list of NEs
which are considered as the nearest neighbors of
e; according to the following definition:

L(e;) = 3
p/ (6 €§/>
{el. .., ep Wﬁa;pﬁb}
where a € [0,1] and b € {1,...,|NE|}. L(e;)

gathers the most significant nearest neighbors of e;
by choosing the ones which bring the a most rele-
vant similarities providing that the neighborhood’s
size doesn’t exceed b. This approach can be seen
as a flexible k-nearest neighbor method. In our
experiments we chose a = 20% and b = 10.

Finally, we symmetrize the similarity matrix as
follows and we obtain 5:

S(ei, €5r) = {

2.3.3 Cliques computation

1 ifey € L(e;) ore; € L(ey)
0 otherwise

Given 3, the adjacency matrix between NEs, we
compute the set of maximal cliques of NEs de-
noted CLI. Then, we construct the matrix 7" of
general term:

1 ife; € clig
0 otherwise

T(cliy,e;) = { (5)

where cli;, is an element of CILI. T will be the
input matrix for the clustering method.

In the following, we also use clig
for denoting the vector represented by
(T(Clik, 61), ceey T(Clik, e\NIE|))

Figure 2 shows some cliques which contain Ox-
ford that we can obtain with this method. This fig-
ure also illustrates the over production of cliques
since at least cli8, clil0 and clil2 can be annotated
as <organization>.

“)



clil : Wembley_NOUN;Heathrow_NOUN;0xford_NOUN; Twickenham_NOUN

cli2 : Hampstead NOUN;Chelsea_NOUN;Oxford_NOUN

cli3 : Hammersmith_NOUN;Leeds_NOUN;Chelsea_NOUM;0xford_NOUN

cli4 : Norwich_NOUN;waterloo_NOUN;Oxford_NOUN;Worcester_NOUN

cli5 : Sunderland_NOUN;Liverpool_NOUN;Leeds_NOUN;Chelsea_NOUN;0xford NOUN
cli6 : Bolton_NOUN;Oxford_NOUN;Worcester NOUN

cli7 : Birmingham_NOUN;Coventry_NOUN;Ayr_ NOUN;0xford_NOUN

cli8 : Bristol_NOUN;Cambridge_NOUN; Edinburgh_NOUN;Henley_NOUN;0xford _NOUN
cli9 : Leeds_NOUN;Southampton_NOUN;Highbury_NOUN;0xford_NOUN

clile: Cambridge_NOUN;Leeds_NOUN;Highbury_NOUN;0xford_NOUN

clill: Oxfordshire_NOUN;London_NOUN;0xford_NOUN

clil2: Edinburgh University NP;Cambridge_NOUN;Edinburgh_NOUN;0xford NOUN
clil3: Paris_NOUN;Hollywood NOUN;London_NOUN;0xford_NOUN

clil4: Glasgow_NOUN;Piccadilly_NOUN;London_NOUN;O0xford_NOUN

clil5: Cambridge_NOUN;Harvard_NOUN; London_MOUN;0xford_NOUN

clil6: Warwick _NOUN;Salisbury_NOUN;Oxford_NOUN

clil7: Birmingham_NOUN;Nottingham_NOUN;Middlesex_ NOUN;Oxford_NOUN

Figure 2: Examples of cliques containing Oxford

2.4 Cliques clustering

We use a clustering technique in order to group
cliques of NEs which are mutually highly simi-
lar. The clusters of cliques which contain a NE
allow to find the different possible annotations of
this NE.

This clustering technique must be able to con-
struct “pure” clusters in order to have precise an-
notations. In that case, it is desirable to avoid
fixing the number of clusters. That’s the reason
why we propose to use the Relational Analysis ap-
proach described below.

2.4.1 The Relational Analysis approach

We propose to apply the Relational Analysis ap-
proach (RA) which is a clustering model that
doesn’t require to fix the number of clusters
(Michaud and Marcotorchino, 1980), (Bédécarrax
and Warnesson, 1989). This approach takes as in-
put a similarity matrix. In our context, since we
want to cluster cliques of NEs, the correspond-
ing similarity matrix S between cliques is given
by the dot products matrix taken from 7: S =
T - T'. The general term of this similarity matrix
is: S(Clik, Cl’ik/) = Skk’ = <Clik, Clikl>. Then, we
want to maximize the following clustering func-
tion:

CLI
Z Sy — 2 (ks Sk 0w
kk |S+| kk
k.k'=1
conty.

where ST = {(Clik,clik/) 2 S > 0}.

In other words, clij, and cli;, have more chances
to be in the same cluster providing that their sim-
ilarity measure, Syi/, is greater or equal to the
mean average of positive similarities.

X is the solution we are looking for. It is a bi-
nary relational matrix with general term: Xy =
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1, if cliy, is in the same cluster as cliy/; and Xy =

0, otherwise. X represents an equivalence rela-

tion. Thus, it must respect the following proper-

ties:

binarity: Xy € {0,1};Vk, K/,

o reflexivity: Xy, = 1;VEk,

o symmetry: X — X = 0; VE, K,

o transitivity:  Xpw + Xppr — Xpr <
L;VE K K.

As the objective function is linear with respect
to X and as the constraints that X must respect are
linear equations, we can solve the clustering prob-
lem using an integer linear programming solver.
However, this problem is NP-hard. As a result, in
practice, we use heuristics for dealing with large
data sets.

2.4.2 The Relational Analysis heuristic

The presented heuristic is quite similar to another
algorithm described in (Hartigan, 1975) known as
the “leader” algorithm. But unlike this last ap-
proach which is based upon euclidean distances
and inertial criteria, the RA heuristic aims at max-
imizing the criterion given in (6). A sketch of this
heuristic is given in Algorithm 1, (see (Marco-
torchino and Michaud, 1981) for further details).

Algorithm 1 RA heuristic

Require: nbitr = number of iterations; Kmax = maximal
number of clusters; S the similarity matrix
Z(k,k’)ES+ Sker
ISt
Take the first clique cliy as the first element of the first
cluster
k = 1 where k is the current number of cluster
for ¢ = 1 to nbitr do
for £ = 1 to |CLI| do
for! =1tok do
Compute the contribution of clique cli; with clus-
ter cluy: cont; =Y, (Sgrr —m)
end for
cluy= is the cluster id which has the highest contribu-
tion with clique cliy and cont;+ is the corresponding
contribution value
if (conti= < (Skk — m)) A (k < Kmax) then
Create a new cluster where clique cli is the first
elementand Kk «— k + 1
else
Assign clique cliy to cluster clug«
if the cluster where was taken cliy before its new
assignment, is empty then
Ke—K—1
end if
end if
end for
end for

m <

cliyr €clug

We have to provide a number of iterations



or/and a delta threshold in order to have an approx-
imate solution in a reasonable processing time.
Besides, it is also required a maximum number of
clusters but since we don’t want to fix this param-
eter, we put by default Koy = |CLI|.

Basically, this heuristic has a O (nbitr X kpax X
|CLI|) computation cost. In general terms, we can
assume that nbitr << |CLI|, but not Kpyax <<
|CLI|. Thus, in the worst case, the algorithm has
a O(Kmax X |CLI|) computation cost.

Figure 3 gives some examples of clusters of
cliques® obtained using the RA approach.

num clu more significant NEs more significant contexts

4 Oxford NOUN 497
London_NOUN 291
Liverpool_NOUN 252
Manchester_NOUN 240
Newcastle_ NOUN 166
Leeds_NOUN 135
Edinburgh_NOUN 131
Birmingham_NOUN 125
Glasgow NOUN 123

1.be_VERB.AT  77.17|
1.area_NOUN.MOD  63.56|
1.have_VERB.AT  50.66|
1.move_VERB.TO  48.23|
1.member_NOUN.FOR  44.7¢|
1.magistrate_ NOUN.MOD 42 .19
1.go_VERB.TO  41.91
1live_VERB.IN  41.47

1.be VERB.NEAR  41.05

58| Cambridge_NOUN 26|
Oxford_NOUN 26|
London_NOUN

Edinburgh University NOUN
Edinburgh_NOUN

Oxford University_ NOUN
Westminster_ NOUN
Glastonbury_NOUN
Cheltenham_NOUN

Tswdy VERBAT 8.7
1.professor_NOUN.AT 8.25|
1.student_NOUN.AT 7.27|
1.graduate_ NOUN.MOD 7 .24
1.attend_VERB.AT 6.06
1.be_VERB.AT 5.93]
1.degree_NOUN.MOD 5.70|
1.teach_VERB.AT 5.62]
1.educate VERB.AT 4.88]

ArPrO OO

95 Wembley_NOUN
Ibrox_NOUN
Twickenham_NOUN
Elland_NOUN road_NOUN

1.beat_VERB.AT 4.71
1play_VERB.AT 4.51
1.final_NOUN.AT 4.27
1.win_VERB.AT 4.13)
1.match_NOUN.AT 4.00
1.game_NOUN.AT 3.52]
1.face_VERB.AT 3.49|
1.crowd_NOUN.AT 3.18|

Oxford_NOUN
Wimbledon_NQUN
Cheltenham_NOUN

11
10
9
6
Highbury_NOUN 5
5
4
4
3

Ascot NOUN 1.the_DET game_NOUN.AT 284

Figure 3: Examples of clusters of cliques (only the
NEs are represented) and their associated contexts

2.5 NE resource construction using the CBC
system’s outputs

Now, we want to exploit the clusters of cliques in
order to annotate NE occurrences. Then, we need
to construct a NE resource where for each pair (NE
X syntactic context) we have an annotation. To this
end, we need first, to assign a cluster to each pair
(NE x syntactic context) (§2.5.1) and second, to
assign each cluster an annotation (§2.5.2).

2.5.1 Cluster assignment to each pair (NE x
syntactic context)

For each cluster clu; we provide a score
F.(cj,clu;) for each context c¢; and a score

>We only represent the NEs and their frequency in the
cluster which corresponds to the number of cliques which
contain the NEs. Furthermore, we represent the most relevant
contexts for this cluster according to equation (7) introduced
in the following.

55

F.(e;, clu;) for each NE e;. These scores® are

given by:
Fe(cj,cluy) = @)
D(e;,c;)
Y oamE o 2 Ypleiens)

e;ecluy Ei:l‘ D(ei7 Cj) e;€cluy

where 1 py equals 1 if P is true and 0 otherwise.
Fe(ei, cluy) = #(cluy, ;) (8)

Given a NE e; and a syntactic context
cj, we now introduce the contextual clus-
ter assignment matrix Aci(es,c;) as  fol-
lows:  Agai(ei,cj) = clu® where: clu* =
Argmax{clul:clulBei;Fe(ei,clul)>1}FC(Cj7 Clul)'

In other words, clu* is the cluster for which we
find more than one occurrence of e; and the high-
est score related to the context c;.

Furthermore, we compute a default cluster as-
signment matrix Ag. s, which does not depend on
the local context: Ager(e;) = clu® where: clu® =
Argmax{clul:clul3{clik:clik96¢}} ’dik"

In other words, clu® is the cluster containing the
biggest clique clij, containing e;.

2.5.2 Clusters annotation

So far, the different steps that we have introduced
were unsupervised. In this paragraph, our aim is to
give a correct annotation to each cluster (hence, to
all NEs in this cluster). To this end, we need some
annotation seeds and we propose two different
semi-supervised approaches (regarding the classi-
fication given in (Nadeau and Sekine, 2007)). The
first one is the manual annotation of some clusters.
The second one proposes an automatic cluster an-
notation and assumes that we have some NEs that
are already annotated.

Manual annotation of clusters This method is
fastidious but it is the best way to match the cor-
pus data with a specific guidelines for annotating
NEs. It also allows to identify new types of an-
notation. We used the ACE2007 guidelines for
manually annotating each cluster. However, our
CBC system leads to a high number of clusters of
cliques and we can’t annotate each of them. For-
tunately, it also leads to a distribution of the clus-
ters’ size (number of cliques by cluster) which is

For data fusion tasks in information retrieval field, the
scoring method in equation (7) is denoted CombMNZ (Fox
and Shaw, 1994). Other scoring approaches can be used see
for example (Cucchiarelli and Velardi, 2001).



similar to a Zipf distribution. Consequently, in our
experiments, if we annotate the 100 biggest clus-
ters, we annotate around eighty percent of the de-
tected NEs (see §3).

Automatic annotation of clusters We suppose
in this context that many NEs in NE are already
annotated. Thus, under this assumption, we have
in each cluster provided by the CBC system, both
annotated and non-annotated NEs. Our goal is to
exploit the available annotations for refining the
annotation of a cluster by implicitly taking into
account the syntactic contexts and for propagating
the available annotations to NEs which have no
annotation.

Given a cluster clu; of cliques, #(cluy, e;) is the
weight of the NE e; in this cluster: it is the number
of cliques in clu; that contain e;. For all annota-
tions a,, in the set of all possible annotations AN,
we compute its associated score in cluster clu;: it
is the sum of the weights of NEs in clu; that is
annotated a,,.

Then, if the maximal annotation score is greater
than a simple majority (half) of the total votes’, we
assign the corresponding annotation to the clus-
ter. We precise that the annotation <none>% is
processed in the same way as any other annota-
tions. Thus, a cluster can be globally annotated
<none>. The limit of this automatic approach is
that it doesn’t allow to annotate new NE types than
the ones already available.

In the following, we will denote by A ¢y (cluy)
the annotation of the cluster clu;.

The cluster annotation matrix A, associated
to the contextual cluster assignment matrix A,y
and the default cluster assignment matrix Ag in-
troduced previously will be called the CBC sys-
tem’s NE resource (or shortly the NE resource).

2.6 NEs annotation processes using the NE
resource

In this paragraph, we describe how, given the CBC
system’s NE resource, we annotate occurrences of
NEs in the studied corpus with respect to its local
context. We precise that for an occurrence of a NE
e; its associated local context is the set of syntac-
tical dependencies c; in which e; is involved.

"The total votes number is

2, cotu, H(clu, €5).

§The NEs which don’t have any annotation.

given by

2.6.1 NEs annotation process for the CBC
system

Given a NE occurrence and its local context we
can use Acipe(€i, ;) and Ager(e;) in order to get
the default annotation Acjy(Aqges(e;)) and the list
of contextual annotations { Aciu(Actzt(€i;¢5))}5-
Then for annotating this NE occurrence using
our NE resource, we apply the following rules:

e if the list of contextual annotations
{Aciu(Acat(eiscj))}; is  conflictual, we
annotate the NE occurrence as <none>,

o if the list of contextual annotations is non-
conflictual, then we use the corresponding an-
notation to annotate the NE occurrence

o if the list of contextual annotations is empty,
we use the default annotation Acjy(Ager(e;))-

The NE resource plus the annotation process de-
scribed in this paragraph lead to a NER system
based on the CBC system. This NER system will
be called CBC-NER system and it will be tested in
our experiments both alone and as a complemen-
tary resource.

2.6.2 NEs annotation process for an hybrid
system

We place ourselves into an hybrid situation where
we have two NER systems (NER 1 + NER 2)
which provide two different lists of annotated
NEs. We want to combine these two systems when
annotating NEs occurrences.

Therefore, we resolve any conflicts by applying
the following rules:

o [f the same NE occurrence has two different an-
notations from the two systems then there are
two cases. If one of the two system is CBC-
NER system then we take its annotation; oth-
erwise we take the annotation provided by the
NER system which gave the best precision.

e If a NE occurrence is included in another one
we only keep the biggest one and its annota-
tion. For example, if Jacques Chirac is anno-
tated <person> by one system and Chirac by
<person> by the other system, then we only
keep the first annotation.

e If two NE occurrences are contiguous and have
the same annotation, we merge the two NEs in
one NE occurrence.

3 Experiments

The system described in this paper rather target
corpus-specific NE annotation. Therefore, our ex-



periments will deal with a corpus of recent news
articles (see (Shinyama and Sekine, 2004) for
motivations regarding our corpus choice) rather
than well-known annotated corpora. Our corpus
is constituted of news in English published on
the web during two weeks in June 2008. This
corpus is constituted of around 300,000 words
(10Mb) which doesn’t represent a very large cor-
pus. These texts were taken from various press
sources and they involve different themes (sports,
technology, ...). We extracted randomly a sub-
set of articles and manually annotated 916 NEs (in
our experiments, we deal with three types of an-
notation namely <person>>, <organization> and
<location>). This subset constitutes our test set.

In our experiments, first, we applied the XIP
parser (Ait et al., 2002) to the whole corpus in or-
der to construct the frequency matrix D given by
(1). Next, we computed the similarity matrix be-
tween NEs according to (2) in order to obtain $ de-
fined by (4). Using the latter, we computed cliques
of NEs that allow us to obtain the assignment ma-
trix T" given by (5). Then we applied the clustering
heuristic described in Algorithm 1. At this stage,
we want to build the NE resource using the clus-
ters of cliques. Therefore, as described in §2.5,
we applied two kinds of clusters annotations: the
manual and the automatic processes. For the first
one, we manually annotated the 100 biggest clus-
ters of cliques. For the second one, we exploited
the annotations provided by XIP NER (Brun and
Hagege, 2004) and we propagated these annota-
tions to the different clusters (see §2.5.2).

The different materials that we obtained consti-
tute the CBC system’s NE resource. Our aim now
is to exploit this resource and to show that it allows
to improve the performances of different classic
NER systems.

The different NER systems that we tested are
the following ones:

e CBC-NER system M (in short CBC M) based
on the CBC system’s NE resource using the
manual cluster annotation (line 1 in Table 1),
CBC-NER system A (in short CBC A) based
on the CBC system’s NE resource using the au-
tomatic cluster annotation (line 1 in Table 1),
XIP NER or in short XIP (Brun and Hagege,
2004) (line 2 in Table 1),

Stanford NER (or in short Stanford) associ-
ated to the following model provided by the
tool and which was trained on different news
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Systems [ Prec. [ Rec. | F-me.

1 CBC-NER system M 71.67 | 23.47 | 35.36
CBC-NER system A 70.66 | 32.86 | 44.86

XIP NER 77.77 | 56.55 | 65.48

2 XIP + CBCM 78.41 | 60.26 | 68.15
XIP+CBC A 76.31 | 60.48 | 67.48

Stanford NER 67.94 | 68.01 | 67.97

3 Stanford + CBC M 69.40 | 71.07 | 70.23
Stanford + CBC A 70.09 | 72.93 | 71.48

GATE NER 63.30 | 56.88 | 59.92

4 GATE + CBCM 66.43 | 61.79 | 64.03
GATE + CBC A 66.51 | 63.10 | 64.76

Stanford + XIP 72.85 | 75.87 | 74.33

5 Stanford + XIP + CBC M 7294 | 77.70 | 75.24
Stanford + XIP + CBC A 73.55 | 78.93 | 76.15
GATE + XIP 69.38 | 66.04 | 67.67

6 GATE + XIP + CBCM 69.62 | 67.79 | 68.69
GATE + XIP + CBC A 69.87 | 69.10 | 69.48

GATE + Stanford 63.12 | 69.32 | 66.07

7 | GATE + Stanford + CBCM || 65.09 | 72.05 | 68.39
GATE + Stanford + CBC A || 65.66 | 73.25 | 69.25

Table 1: Results given by different hybrid NER
systems and coupled with the CBC-NER system

corpora (CoNLL, MUC6, MUC7 and ACE):
ner-eng-ie.crf-3-all2008-distsim.ser.gz (Finkel
et al., 2005) (line 3 in Table 1),

GATE NER or in short GATE (Cunningham et
al., 2002) (line 4 in Table 1),

and several hybrid systems which are given by
the combination of pairs taken among the set
of the three last-mentioned NER systems (lines
5 to 7 in Table 1). Notice that these baseline
hybrid systems use the annotation combination
process described in §2.6.1.

In Table 1 we first reported in each line, the re-
sults given by each system when they are applied
alone (figures in italics). These performances rep-
resent our baselines. Second, we tested for each
baseline system, an extended hybrid system that
integrates the CBC-NER systems (with respect to
the combination process detailed in §2.6.2).

The first two lines of Table 1 show that the
two CBC-NER systems alone lead to rather poor
results. However, our aim is to show that the
CBC-NER system is, despite its low performances
alone, complementary to other basic NER sys-
tems. In other words, we want to show that the
exploitation of the CBC system’s NE resource is
beneficial and non-redundant compared to other
baseline NER systems.

This is actually what we obtained in Table 1 as
for each line from 2 to 7, the extended hybrid sys-
tems that integrate the CBC-NER systems (M or



A) always perform better than the baseline either
in terms of precision® or recall. For each line, we
put in bold the best performance according to the
F-measure.

These results allow us to show that the NE re-
source built using the CBC system is complemen-
tary to any baseline NER systems and that it al-
lows to improve the results of the latter.

In order to illustrate why the CBC-NER systems
are beneficial, we give below some examples taken
from the test corpus for which the CBC system A
had allowed to improve the performances by re-
spectively disambiguating or correcting a wrong
annotation or detecting corpus-specific NEs.

First, in the sentence “From the start, his par-
ents, Lourdes and Hemery, were with him.”, the
baseline hybrid system Stanford + XIP anno-
tated the ambiguous NE “Lourdes” as <location>
whereas Stanford + XIP + CBC A gave the correct
annotation <person>.

Second, in the sentence “Got 3 percent chance
of survival, what ya gonna do?” The back read,
”A) Fight Through, b) Stay Strong, ¢) Overcome
Because I Am a Warrior.”, the baseline hybrid
system Stanford + XIP annotated “Warrior” as
<organization> whereas Stanford + XIP + CBC
A corrected this annotation with <none>.

Finally, in the sentence “Matthew, also a fa-
vorite to win in his fifth and final appearance,
was stunningly eliminated during the semifinal
round Friday when he misspelled ‘“secernent”.”,
the baseline hybrid system Stanford + XIP didn’t
give any annotation to “Matthew” whereas Stan-
ford + XIP + CBC A allowed to give the annota-
tion <person>.

4 Related works

Many previous works exist in NEs recognition and
classification. However, most of them do not build
a NEs resource but exploit external gazetteers
(Bunescu and Pasca, 2006), (Cucerzan, 2007).

A recent overview of the field is given in
(Nadeau and Sekine, 2007). According to this pa-
per, we can classify our method in the category
of semi-supervised approaches. Our proposal is
close to (Cucchiarelli and Velardi, 2001) as it uses
syntactic relations (§2.2) and as it relies on exist-
ing NER systems (§2.6.2). However, the partic-
ularity of our method concerns the clustering of

“Except for XIP+CBC A in line 2 where the precision is
slightly lower than XIP’s one.
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cliques of NEs that allows both to represent the
different annotations of the NEs and to group the
latter with respect to one precise annotation ac-
cording to a local context.

Regarding this aspect, (Lin and Pantel, 2001)
and (Ngomo, 2008) also use a clique computa-
tion step and a clique merging method. However,
they do not deal with ambiguity of lexical units
nor with NEs. This means that, in their system, a
lexical unit can be in only one merged clique.

From a methodological point of view, our pro-
posal is also close to (Ehrmann and Jacquet, 2007)
as the latter proposes a system for NEs fine-
grained annotation, which is also corpus depen-
dent. However, in the present paper we use all
syntactic relations for measuring the similarity be-
tween NEs whereas in the previous mentioned
work, only specific syntactic relations were ex-
ploited. Moreover, we use clustering techniques
for dealing with the issue related to over produc-
tion of cliques.

In this paper, we construct a NE resource from
the corpus that we want to analyze. In that con-
text, (Pasca, 2004) presents a lightly supervised
method for acquiring NEs in arbitrary categories
from unstructured text of Web documents. How-
ever, Pasca wants to improve web search whereas
we aim at annotating specific NEs of an ana-
lyzed corpus. Besides, as we want to focus on
corpus-specific NEs, our work is also related to
(Shinyama and Sekine, 2004). In this work, the
authors found a significant correlation between the
similarity of the time series distribution of a word
and the likelihood of being a NE. This result mo-
tivated our choice to test our approach on recent
news articles rather than on well-known annotated
corpora.

5 Conclusion

We propose a system that allows to improve NE
recognition. The core of this system is a clique-
based clustering method based upon a distribu-
tional approach. It allows to extract, analyze and
discover highly relevant information for corpus-
specific NEs annotation. As we have shown in our
experiments, this system combined with another
one can lead to strong improvements. Other appli-
cations are currently addressed in our team using
this approach. For example, we intend to use the
concept of clique-based clustering as a soft clus-
tering method for other issues.
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Abstract

Machine translation (MT) systems have
improved significantly; however, their out-
puts often contain too many errors to com-
municate the intended meaning to their
users. This paper describes a collabora-
tive approach for mediating between an
MT system and users who do not under-
stand the source language and thus cannot
easily detect translation mistakes on their
own. Through a visualization of multi-
ple linguistic resources, this approach en-
ables the users to correct difficult transla-
tion errors and understand translated pas-
sages that were otherwise baffling.

1 Introduction

Recent advances in machine translation (MT) have
given us some very good translation systems.
They can automatically translate between many
languages for a variety of texts; and they are
widely accessible to the public via the web. The
quality of the MT outputs, however, is not reliably
high. People who do not understand the source
language may be especially baffled by the MT out-
puts because they have little means to recover from
translation mistakes.

The goal of this work is to help monolingual
target-language users to obtain better translations
by enabling them to identify and overcome er-
rors produced by the MT system. We argue for a
human-computer collaborative approach because
both the users and the MT system have gaps in
their abilities that the other could compensate. To
facilitate this collaboration, we propose an inter-
face that mediates between the user and the MT
system. It manages additional NLP tools for the

source language and translation resources so that
the user can explore this extra information to gain
enough understanding of the source text to correct
MT errors. The interactions between the users and
the MT system may, in turn, offer researchers in-
sights into the translation process and inspirations
for better translation models.

We have conducted an experiment in which we
asked non-Chinese speakers to correct the outputs
of a Chinese-English MT system for several short
passages of different genres. They performed the
correction task both with the help of the visual-
ization interface and without. Our experiment ad-
dresses the following questions:

e To what extent can the visual interface help
the user to understand the source text?

e In what way do factors such as the user’s
backgrounds, the properties of source text,
and the quality of the MT system and other
NLP resources impact that understanding?

e What resources or strategies are more help-
ful to the users? What research directions
do these observations suggest in terms of im-
proving the translation models?

Through qualitative and quantitative analysis of
the user actions and timing statistics, we have
found that users of the interface achieved a more
accurate understanding of the source texts and
corrected more difficult translation mistakes than
those who were given the MT outputs alone. Fur-
thermore, we observed that some users made bet-
ter use of the interface for certain genres, such
as sports news, suggesting that the translation
model may be improved by a better integration of
document-level contexts.
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2 Collaborative Translation

The idea of leveraging human-computer collab-
orations to improve MT is not new; computer-
aided translation, for instance, was proposed by
Kay (1980). The focus of these efforts has been on
improving the performance of professional trans-
lators. In contrast, our intended users cannot read
the source text.

These users do, however, have the world knowl-
edge and the language model to put together co-
herent sentences in the target-language. From the
MT research perspective, this raises an interesting
question: given that they are missing a transla-
tion model, what would it take to make these users
into effective “decoders?” While some transla-
tion mistakes are recoverable from a strong lan-
guage model alone, and some might become read-
ily apparent if one can choose from some possi-
ble phrasal translations; the most difficult mistakes
may require greater contextual knowledge about
the source. Consider the range of translation re-
sources available to an MT decoder—which ones
might the users find informative, handicapped as
they are for not knowing the source language?
Studying the users’ interactions with these re-
sources may provide insights into how we might
build a better translation model and a better de-
coder.

In exploring the collaborative approach, the de-
sign considerations for facilitating human com-
puter interaction are crucial. We chose to make
available relatively few resources to prevent the
users from becoming overwhelmed by the options.
We also need to determine how to present the in-
formation from the resources so that the users can
easily interpret them. This is a challenge because
the Chinese processing tools and the translation
resources are imperfect themselves. The informa-
tion should be displayed in such a way that con-
flicting analyses between different resources are
highlighted.

3 Prototype Design

We present an overview of our prototype for a col-
laborative translation interface, named The Chi-
nese Room'. A screen-shot is shown in Figure 1. It

!The inspiration for the name of our system came from
Searle’s thought experiment(Searle, 1980). We realize that
there are major differences between our system and Searle’s
description. Importantly, our users get to insert their knowl-
edge rather than purely operate based on instructions. We felt

61

ang Se
year from the Vega

- wati
ago 5679999 L
4 %

economy for the first three months of
grew only

HHEE BEA SE TA B R 0 FE
C e

placed his elder brother
Sharif , as the

Figure 1: A screen-shot of the visual interface. It
consists of two main regions. The left pane is a
workspace for users to explore the sentence; the
right pane provides multiple tabs that offer addi-
tional functionalities.

is a graphical environment that supports five main
sources of information and functionalities. The
space separates into two regions. On the left pane
is a large workspace for the user to explore the
source text one sentence at a time. On the right
pane are tabbed panels that provide the users with
access to a document view of the MT outputs as
well as additional functionalities for interpreting
the source. In our prototype, the MT output is ob-
tained by querying Google’s Translation API?. In
the interest of exploiting user interactions as a di-
agnostic tool for improving MT, we chose infor-
mation sources that are commonly used by mod-
ern MT systems.

First, we display the word alignments between
MT output and segmented Chinese®. Even with-
out knowing the Chinese characters, the users
can visually detect potential misalignments and
poor word reordering. For instance, the automatic
translation shown in Figure 1 begins: Two years
ago this month... It is fluent but incorrect. The
crossed alignments offer users a clue that “two”
and “months” should not have been split up. Users
can also explore alternative orderings by dragging
the English tokens around.

Second, we make available the glosses for
words and characters from a bilingual dictionary*.

the name was nonetheless evocative in that the user requires
additional resources to process the input “squiggles.”

nttp://code.google.com/apis/translate/
research

3The Chinese segmentation is obtained as a by-product of
Google’s translation process.

*We used the Chinese-English Translation Lexi-



The placement of the word gloss presents a chal-
lenge because there are often alternative Chi-
nese segmentations. We place glosses for multi-
character words in the column closer to the source.
When the user mouses over each definition, the
corresponding characters are highlighted, helping
the user to notice potential mis-segmentation in
the Chinese.

Third, the Chinese sentence is annotated with
its parse structure’. Constituents are displayed
as brackets around the source sentence. They
have been color-coded into four major types (noun
phrase, verb phrases, prepositional phrases, and
other). Users can collapse and expand the brack-
ets to keep the workspace uncluttered as they work
through the Chinese sentence. This also indicates
to us which fragments held the user’s focus.

Fourth, based on previous studies reporting
that automatic translations may improve when
given decomposed source inputs (Mellebeek et al.,
2005), we allow the users to select a substring
from the source text for the MT system to trans-
late. We display the N-best alternatives in the
Translation Tab. The list is kept short; its purpose
is less for reranking but more to give the users a
sense of the kinds of hypotheses that the MT sys-
tem is considering.

Fifth, users can select a substring from the
source text and search for source sentences from
a bilingual corpus and a monolingual corpus that
contain phrases similar to the query®. The re-
trieved sentences are displayed in the Example
Tab. For sentences from the bilingual corpus, hu-
man translations for the queried phrase are high-
lighted. For sentences retrieved from the monolin-
gual corpus, their automatic translations are pro-
vided. If the users wished to examine any of the
retrieved translation pairs in detail, they can push
it onto the sentence workspace.

4 Experimental Methodology

We asked eight non-Chinese speakers to correct
the machine translations of four short Chinese pas-

con released by the LDC; for a handful of char-
acters that serve as function words, we added the
functional definitions using an online dictionary

http://www.mandarintools.com/worddict.html.

31t is automatically generated by the Stanford Parser for
Chinese (Klein and Manning, 2003).

®We used Lemur (2006) for the information retrieval
back-end; the parallel corpus is from the Federal Broadcast
Information Service corpus; the monolingual corpus is from
the Chinese Gigaword corpus.
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His two sturdy arms easy to hang in the side, | do not know how disposal.

He is being discovered almost hit an arm in the pile of books on the desktop, just like
frightened horse as a Lieju Wangbangbian almost Pengfan the piano stool.

He looked at ease in front of the pace of the first to walk and others aware of their different
stumbling, could not help but feel embarrassed, the beans forehead Qinchu large beads of
sweat.

He towel to sit idly by Cazhaoshaicheng gunmetal face.

"Man Zhao, Arthur, Buster," he would say Qlaopihua conceal the hearts of tension, "l suddenly
this, your family is certainly not stand.

Let me set Dingshen!

I do not want you know, | pondering the people in your home may not be eager to see me. "
"Do not worry," Esean comfort Road, "not to my home, people tension.

We are people who do not pay attention — - Hey, | have a letter? "

He returned to the table, opened the letter and read, the guests the opportunity te calm calm.

Figure 2: The interface for users who are correct-
ing translations without help; they have access to
the document view, but they do not have access to
any of the other resources.

sages, with an average length of 11.5 sentences.
Two passages are news articles and two are ex-
cerpts of a fictional work. Each participant was
instructed to correct the translations for one news
article and one fictional passage using all the re-
sources made available by The Chinese Room and
the other two passages without. To keep the ex-
perimental conditions as similar as possible, we
provided them with a restricted version of the in-
terface (see Figure 2 for a screen-shot) in which all
additional functionalities except for the Document
View Tab are disabled. We assigned each person
to alternate between working with the full and the
restricted versions of the system; half began with-
out, and the others began with. Thus, every pas-
sage received four sets of corrections made collab-
oratively with the system and four sets of correc-
tions made based solely on the participants’ inter-
nal language models. All together, there are 184
participant corrected sentences (11.5 sentences x
4 passages X 4 participants) for each condition.

The participants were asked to complete each
passage in one sitting. Within a passage, they
could work on the sentences in any arbitrary order.
They could also elect to “pass” any part of a sen-
tence if they found it too difficult to correct. Tim-
ing statistics were automatically collected while
they made their corrections. We interviewed each
participant for qualitative feedbacks after all four
passages were corrected.

Next, we asked two bilingual speakers to eval-
uate all the corrected translations. The outcomes
between different groups of users are compared,



and the significance of the difference is deter-
mined using the two-sample t-test assuming un-
equal variances. We require 90% confidence (al-
pha=0.1) as the cut-off for a difference to be con-
sidered statistically significant; when the differ-
ence can be established with higher confidence,
we report that value. In the following subsections,
we describe the conditions of this study in more
details.

Participants’ Background For this study, we
strove to maintain a relatively heterogeneous pop-
ulation; participants were selected to be varied in
their exposures to NLP, experiences with foreign
languages, as well as their age and gender. A sum-
mary of their backgrounds is shown in Table 1.

Prior to the start of the study, the participants
received a 20 minute long presentational tutorial
about the basic functionalities supported by our
system, but they did not have an opportunity to ex-
plore the system on their own. This helps us to de-
termine whether our interface is intuitive enough
for new users to pick up quickly.

Data The four passages used for this study were
chosen to span a range of difficulties and genre
types. The easiest of the four is a news arti-
cle about a new Tamagotchi-like product from
Bandai. It was taken from a webpage that offers
bilingual news to help Chinese students to learn
English. A harder news article is taken from a
past NIST Chinese-English MT Evaluation; it is
about Michael Jordan’s knee injury. For a dif-
ferent genre, we considered two fictional excerpts
from the first chapter of Martin Eden, a novel by
Jack London that has been professionally trans-
lated into Chinese’. One excerpt featured a short
dialog, while the other one was purely descriptive.

Evaluation of Translations Bilingual human
judges are presented with the source text as well as
the parallel English text for reference. Each judge
is then shown a set of candidate translations (the
original MT output, an alternative translation by
a bilingual speaker, and corrected translations by
the participants) in a randomized order. Since the
human corrected translations are likely to be flu-
ent, we have instructed the judges to concentrate
more on the adequacy of the meaning conveyed.
They are asked to rate each sentence on an abso-

"We chose an American story so as to not rely on a
user’s knowledge about Chinese culture. The participants
confirmed that they were not familiar with the chosen story.
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Table 2: The guideline used by bilingual judges
for evaluating the translation quality of the MT
outputs and the participants’ corrections.

9-10 | The meaning of the Chinese sentence
is fully conveyed in the translation.
7-8 | Most of the meaning is conveyed.
5-6 | Misunderstands the sentence in a
major way; or has many small mistakes.
3-4 | Very little meaning is conveyed.
1-2 | The translation makes no sense at all.

lute scale of 1-10 using the guideline in Table 2.
To reduce the biases in the rating scales of differ-
ent judges, we normalized the judges’ scores, fol-
lowing standard practices in MT evaluation (Blatz
et al., 2003). Post normalization, the correlation
coefficient between the judges is 0.64. The final
assessment score for each translated sentence is
the average of judges’ scores, on a scale of 0-1.

5 Results

The results of human evaluations for the user ex-
periment are summarized in Table 3, and the corre-
sponding timing statistics (average minutes spent
editing a sentence) is shown in Table 4. We ob-
served that typical MT outputs contain a range of
errors. Some are primarily problems in fluency
such that the participants who used the restricted
interface, which provided no additional resources
other than the Document View Tab, were still able
to improve the MT quality from 0.35 to 0.42. On
the other hand, there are also a number of more
serious errors that require the participants to gain
some level of understanding of the source in order
to correct them. The participants who had access
to the full collaborative interface were able to im-
prove the quality from 0.35 to 0.53, closing the
gap between the MT and the bilingual translations
by 36.9%. These differences are all statistically
significant (with >98% confidence).

The higher quality of corrections does require
the participants to put in more time. Overall, the
participants took 2.5 times as long when they have
the interface than when they do not. This may be
partly because the participants have more sources
of information to explore and partly because the
participants tended to “pass” on fewer sentences.
The average Levenshtein edit distance (with words
as the atomic unit, and with the score normalized
to the interval [0,1]) between the original MT out-



Table 1: A summary of participants’ background. User5 recognizes some simple Kanji characters, but
does not have enough knowledge to gain any additional information beyond what the MT system and the

dictionary already provided.

| H Userl [ User2 [ User3 [ User4 [ User5* [ User6 [ User7 [ User8 ‘
NLP background intro grad none none intro grad intro none
Native English yes no yes yes yes yes yes yes
Other Languages French multiple | none none Japanese none none Greek
(beginner) | (fluent) (beginner) (beginner)
Gender M F F M M M F M
Education Ugrad PhD PhD | Ugrad Ugrad PhD | Ugrad Ugrad
puts and the corrected sentences made by partic-  translations.

ipants using The Chinese Room is 0.59; in con-
trast, the edit distance is shorter, at 0.40, when par-
ticipants correct MT outputs directly. The timing
statistics are informative, but they reflect the inter-
actions of many factors (e.g., the difficulty of the
source text, the quality of the machine translation,
the background and motivation of the user). Thus,
in the next few subsections, we examine how these
factors correlate with the quality of the participant
corrections.

5.1 Impact of Document Variation

Since the quality of MT varies depending on the
difficulty and genre of the source text, we inves-
tigate how these factors impact our participants’
performances. Columns 3-6 of Table 3 (and Ta-
ble 4) compare the corrected translations on a per-
document basis.

Of the four documents, the baseline MT sys-
tem performed the best on the product announce-
ment. Because the article is straight-forward, par-
ticipants found it relatively easy to guess the in-
tended translation. The major obstacle is in de-
tecting and translating Chinese transliteration of
Japanese names, which stumped everyone. The
quality difference between the two groups of par-
ticipants on this document was not statistically sig-
nificant. Relatedly, the difference in the amount of
time spent is the smallest for this document; par-
ticipants using The Chinese Room took about 1.5
times longer.

The other news article was much more difficult.
The baseline MT made many mistakes, and both
groups of participants spent longer on sentences
from this article than the others. Although sports
news is fairly formulaic, participants who only
read MT outputs were baffled, whereas those who
had access to additional resources were able to re-
cover from MT errors and produced good quality
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Finally, as expected, the two fictional excerpts
were the most challenging. Since the participants
were not given any information about the story,
they also have little context to go on. In both cases,
participants who collaborated with The Chinese
Room made higher quality corrections than those
who did not. The difference is statistically signif-
icant at 97% confidence for the first excerpt, and
93% confidence for the second. The differences in
time spent between the two groups are greater for
these passages because the participants who had
to make corrections without help tended to give
up more often.

5.2 Impact of Participants’ Background

We further analyze the results by separating the
participants into two groups according to four
factors: whether they were familiar with NLP,
whether they studied another language, their gen-
der, and their education level.

Exposure to NLP One of our design objectives
for The Chinese Room is accessibility by a diverse
population of end-users, many of whom may not
be familiar with human language technologies. To
determine how prior knowledge of NLP may im-
pact a user’s experience, we analyze the exper-
imental results with respect to the participants’
background. In columns 2 and 3 of Table 5, we
compare the quality of the corrections made by
the two groups. When making corrections on their
own, participants who had been exposed to NLP
held a significant edge (0.35 vs. 0.47). When both
groups of participants used The Chinese Room, the
difference is reduced (0.51 vs. 0.54) and is not sta-
tistically significant. Because all the participants
were given the same short tutorial prior to the start
of the study, we are optimistic that the interface is
intuitive for many users.

None of the other factors distinguished one



Table 3: Averaged human judgments of the translation quality of the four different approaches: automatic
MT, corrections by participants without help, corrections by participants using The Chinese Room, and
translation produced by a bilingual speaker. The second column reports score for all documents; columns

3-6 show the per-document scores.

[ [ Overall ]| News (product) [ News (sports) | Storyl [ Story2 |

Machine translation 0.35 0.45 0.30 0.25 0.26
Corrections without The Chinese Room 0.42 0.56 0.35 0.33 0.41
Corrections with The Chinese Room 0.53 0.55 0.62 0.42 0.49
Bilingual translation 0.83 0.83 0.73 0.92 0.88

Table 4: The average amount of time (minutes) participants spent on correcting a sentence.

[ [ Overall ]| News (product) [ News (sports) | Storyl [ Story2 |

Corrections without The Chinese Room 2.5 1.9 3.2 29 2.3
Corrections with The Chinese Room 6.3 2.9 8.7 6.5 8.5
Table 6: The quality of the corrections produced g 35
by four participants using The Chinese Room for s _ —
the sports news article. % i
Userl 0.57 2>
User2 0.46 a2
User5 0.70 § 13
Usert 0.73 e
bilingual translator | 0.73 g 05 -
S 0 ‘ ‘ — 1

group of participants from the others. The results
are summarized in columns 4-9 of Table 5. In each
case, the two groups had similar levels of perfor-
mance, and the differences between their correc-
tions were not statistically significant. This trend
holds for both when they were collaborating with
the system and when editing on their own.

Prior Knowledge Another factor that may im-
pact the success of the outcome is the user’s
knowledge about the domain of the source text.
An example from our study is the sports news ar-
ticle. Table 6 lists the scores that the four partic-
ipants who used The Chinese Room received for
their corrected translations for that passage (aver-
aged over sentences). User5 and User6 were more
familiar with the basketball domain; with the help
of the system, they produced translations that were
comparable to those from the bilingual translator
(the differences are not statistically significant).

5.3 Impact of Available Resources

Post-experiment, we asked the participants to de-
scribe the strategies they developed for collaborat-
ing with the system. Their responses fall into three
main categories:
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Example Requested Selected
translation document
view

Inspected Expanded
example Collapsed
tree

search

Figure 3: This graph shows the average counts of
access per sentence for different resources.

Divide and Conquer Some users found the syn-
tactic trees helpful in identifying phrasal units for
N-best re-translations or example searches. For
longer sentences, they used the constituent col-
lapse feature to help them reduce clutter and focus
on a portion of the sentence.

Example Retrieval Using the search interface,
users examined the highlighted query terms to de-
termine whether the MT system made any seg-
mentation errors. Sometimes, they used the exam-
ples to arbitrate whether they should trust any of
the dictionary glosses or the MT’s lexical choices.
Typically, though, they did not attempt to inspect
the example translations in detail.

Document Coherence and Word Glosses
Users often referred to the document view to
determine the context for the sentence they are
editing. Together with the word glosses and other



Table 5: A comparison of translation quality, grouped by four characteristics of participant backgrounds:
their level of exposure to NLP, exposure to another language, their gender, and education level.

|

[ NoNLP [ NLP || No2ndLang. [ 2nd Lang. || Female | Male [[ Ugrad | PhD ]

without The Chinese Room 0.35 0.47

0.41

0.43 0.41 0.43 0.41 0.45

with The Chinese Room 0.51 0.54

0.56

0.51 0.50 0.55 0.52 | 0.54

resources, the discourse level clues helped to
guide users to make better lexical choices than
when they made corrections without the full
system, relying on sentence coherence alone.

Figure 3 compares the average access counts
(per sentence) of different resources (aggregated
over all participants and documents). The option
of inspect retrieved examples in detail (i.e., bring
them up on the sentence workspace) was rarely
used. The inspiration for this feature was from
work on translation memory (Macklovitch et al.,
2000); however, it was not as informative for our
participants because they experienced a greater de-
gree of uncertainty than professional translators.

6 Discussion

The results suggest that collaborative translation
is a promising approach. Participant experiences
were generally positive. Because they felt like
they understood the translations better, they did
not mind putting in the time to collaborate with
the system. Table 7 shows some of the partici-
pants’ outputs. Although there are some transla-
tion errors that cannot be overcome with our cur-
rent system (e.g., transliterated names), the partic-
ipants taken as a collective performed surprisingly
well. For many mistakes, even when the users can-
not correct them, they recognized a problem; and
often, one or two managed to intuit the intended
meaning with the help of the available resources.
As an upper-bound for the effectiveness of the sys-
tem, we construct a combined “oracle’ user out of
all 4 users that used the interface for each sentence.
The oracle user’s average score is 0.70; in contrast,
an oracle of users who did not use the system is
0.54 (cf. the MT’s overall of 0.35 and the bilin-
gual translator’s overall of 0.83). This suggests
The Chinese Room affords a potential for human-
human collaboration as well.

The experiment also made clear some limita-
tions of the current resources. One is domain de-
pendency. Because NLP technologies are typi-
cally trained on news corpora, their bias toward
the news domain may mislead our users. For ex-
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ample, there is a Chinese character (pronounced
mei3) that could mean either “beautiful” or “the
United States.” In one of the passages, the in-
tended translation should have been: He was re-
sponsive to beauty... but the corresponding MT
output was He was sensitive to the United States...
Although many participants suspected that it was
wrong, they were unable to recover from this mis-
take because the resources (the searchable exam-
ples, the part-of-speech tags, and the MT system)
did not offer a viable alternative. This suggests
that collaborative translation may serve as a useful
diagnostic tool to help MT researchers verify ideas
about what types of models and data are useful in
translation. It may also provide a means of data
collection for MT training. To be sure, there are
important challenges to be addressed, such as par-
ticipation incentive and quality assurance, but sim-
ilar types of collaborative efforts have been shown
fruitful in other domains (Cosley et al., 2007). Fi-
nally, the statistics of user actions may be useful
for translation evaluation. They may be informa-
tive features for developing automatic metrics for
sentence-level evaluations (Kulesza and Shieber,
2004).

7 Related Work

While there have been many successful computer-
aided translation systems both for research and as
commercial products (Bowker, 2002; Langlais et
al., 2000), collaborative translation has not been
as widely explored. Previous efforts such as
DerivIool (DeNeefe et al., 2005) and Linear B
(Callison-Burch, 2005) placed stronger emphasis
on improving MT. They elicited more in-depth in-
teractions between the users and the MT system’s
phrase tables. These approaches may be more ap-
propriate for users who are MT researchers them-
selves. In contrast, our approach focuses on pro-
viding intuitive visualization of a variety of in-
formation sources for users who may not be MT-
savvy. By tracking the types of information they
consulted, the portions of translations they se-
lected to modify, and the portions of the source



Table 7: Some examples of translations corrected by the participants and their scores.

| Score [ Translation

MT

0.34

He is being discovered almost hit an arm in the pile of books on the desktop, just
like frightened horse as a Lieju Wangbangbian almost Pengfan the piano stool.

without The Chinese Room

0.26

Startled, he almost knocked over a pile of book on his desk, just like a frightened
horse as a Lieju Wangbangbian almost Pengfan the piano stool.

with The Chinese Room

0.78

He was nervous, and when one of his arms nearly hit a stack of books on the
desktop, he startled like a horse, falling back and almost knocking over the piano
stool.

Bilingual Translator

0.93

Feeling nervous, he discovered that one of his arms almost hit the pile of books
on the table. Like a frightened horse, he stumbled aside, almost turning over a
piano stool.

MT

0.50

Bandai Group, a spokeswoman for the U.S. to be SIN-West said: “We want to

bring women of all ages that "the flavor of life’.

without The Chinese Room

0.67

SIN-West, a spokeswoman for the U.S. Bandai Group declared: “We want to

LET)

bring to women of all ages that *flavor of life’.

with The Chinese Room

0.68

West, a spokeswoman for the U.S. Toy Manufacturing Group, and soon to be

L)

Vice President-said: “We want to bring women of all ages that "flavor of life’.

Bilingual Translator

0.75

“We wanted to let women of all ages taste the "flavor of life’,” said Bandai’s

spokeswoman Kasumi Nakanishi.

text they attempted to understand, we may alter
the design of our translation model. Our objective
is also related to that of cross-language informa-
tion retrieval (Resnik et al., 2001). This work can
be seen as providing the next step in helping users
to gain some understanding of the information in
the documents once they are retrieved.

By facilitating better collaborations between
MT and target-language readers, we can naturally
increase human annotated data for exploring al-
ternative MT models. This form of symbiosis is
akin to the paradigm proposed by von Ahn and
Dabbish (2004). They designed interactive games
in which the player generated data could be used
to improve image tagging and other classification
tasks (von Ahn, 2006). While our interface does
not have the entertainment value of a game, its
application serves a purpose. Because users are
motivated to understand the documents, they may
willingly spend time to collaborate and make de-
tailed corrections to MT outputs.

8 Conclusion

We have presented a collaborative approach for
mediating between an MT system and monolin-
gual target-language users. The approach encour-
ages users to combine evidences from comple-
mentary information sources to infer alternative
hypotheses based on their world knowledge. Ex-
perimental evidences suggest that the collabora-
tive effort results in better translations than ei-
ther the original MT or uninformed human ed-
its. Moreover, users who are knowledgeable in the
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document domain were enabled to correct transla-
tions with a quality approaching that of a bilin-
gual speaker. From the participants’ feedbacks,
we learned that the factors that contributed to their
understanding include: document coherence, syn-
tactic constraints, and re-translation at the phrasal
level. We believe that the collaborative translation
approach can provide insights about the transla-
tion process and help to gather training examples
for future MT development.
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Abstract

Parallel Multiple Context-Free Grammar
(PMCFG) is an extension of context-free
grammar for which the recognition problem is
still solvable in polynomial time. We describe
a new parsing algorithm that has the advantage
to be incremental and to support PMCFG
directly rather than the weaker MCFG formal-
ism. The algorithm is also top-down which
allows it to be used for grammar based word
prediction.

1 Introduction

Parallel Multiple Context-Free Grammar (PMCFG)
(Seki et al., 1991) is one of the grammar formalisms
that have been proposed for the syntax of natural lan-
guages. It is an extension of context-free grammar
(CFG) where the right hand side of the production rule
is a tuple of strings instead of only one string. Using tu-
ples the grammar can model discontinuous constituents
which makes it more powerful than context-free gram-
mar. In the same time PMCFG has the advantage to be
parseable in polynomial time which makes it attractive
from computational point of view.

A parsing algorithm is incremental if it reads the in-
put one token at the time and calculates all possible
consequences of the token, before the next token is
read. There is substantial evidence showing that hu-
mans process language in an incremental fashion which
makes the incremental algorithms attractive from cog-
nitive point of view.

If the algorithm is also top-down then it is possible
to predict the next word from the sequence of preced-
ing words using the grammar. This can be used for
example in text based dialog systems or text editors for
controlled language where the user might not be aware
of the grammar coverage. In this case the system can
suggest the possible continuations.

A restricted form of PMCFG that is still stronger
than CFG is Multiple Context-Free Grammar (MCFG).
In Seki and Kato (2008) it has been shown that
MCEFG is equivalent to string-based Linear Context-
Free Rewriting Systems and Finite-Copying Tree
Transducers and it is stronger than Tree Adjoining
Grammars (Joshi and Schabes, 1997). Efficient recog-

nition and parsing algorithms for MCFG have been de-
scribed in Nakanishi et al. (1997), Ljunglsf (2004) and
Burden and Ljunglof (2005). They can be used with
PMCEFG also but it has to be approximated with over-
generating MCFG and post processing is needed to fil-
ter out the spurious parsing trees.

We present a parsing algorithm that is incremental,
top-down and supports PMCFG directly. The algo-
rithm exploits a view of PMCFG as an infinite context-
free grammar where new context-free categories and
productions are generated during parsing. It is trivial to
turn the algorithm into statistical by attaching probabil-
ities to each rule.

In Ljunglof (2004) it has been shown that the Gram-
matical Framework (GF) formalism (Ranta, 2004) is
equivalent to PMCFG. The algorithm was implemented
as part of the GF interpreter and was evaluated with the
resource grammar library (Ranta, 2008) which is the
largest collection of grammars written in this formal-
ism. The incrementality was used to build a help sys-
tem which suggests the next possible words to the user.

Section 2 gives a formal definition of PMCFG. In
section 3 the procedure for “linearization” i.e. the
derivation of string from syntax tree is defined. The
definition is needed for better understanding of the for-
mal proofs in the paper. The algorithm introduction
starts with informal description of the idea in section
4 and after that the formal rules are given in section
5. The implementation details are outlined in section 6
and after that there are some comments on the evalua-
tion in section 7. Section 8 gives a conclusion.

2 PMCFG definition

Definition 1 A parallel multiple context-free grammar
is an 8-tuple G = (N, T, F, P, S,d,r,a) where:

e N is afinite set of categories and a positive integer
d(A) called dimension is given for each A € N.

e T is a finite set of terminal symbols which is dis-
Jjoint with N.

e F is a finite set of functions where the arity a(f)
and the dimensions r(f) and d;(f) (1 < i <
a(f)) are given for every f € F. For every posi-
tive integer d, (T*)? denote the set of all d-tuples
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of strings over T. Each function f € F is a to-
tal mapping from (T*)M () x (T*)420) x ... x
(1)) 1o (T*)")), defined as:

S ()

Here «; is a sequence of terminals and (k;l)
pairs, where 1 < k < a(f) is called argument
index and 1 < | < dy(f) is called constituent
index.

f = (041,052,..

P is a finite set of productions of the form:

A— f[AlaAQa"'aAa(f)]

where A € N is called result category,
Ay, Ag, ..., Aupy € N are called argument cat-
egories and f € F is the function symbol. For
the production to be well formed the conditions
di(f) = d(A;) (1 < i < a(f)) and r(f) = d(A)
must hold.

e S is the start category and d(S) = 1.

We use the same definition of PMCFG as is used by
Seki and Kato (2008) and Seki et al. (1993) with the
minor difference that they use variable names like z;
while we use (k;!) to refer to the function arguments.
As an example we will use the a”b"c™ language:

S — ¢[N]

N — 5[N]

N —z[]

ci= (1) (152) (1;3))

s = (a(1;1),0(1;2),¢(1;3))

z:= (€ €)

Here the dimensions are d(S) = 1 and d(N) = 3 and
the arities are a(c) = a(s) = 1 and a(z) = 0. € is the
empty string.

3 Derivation

The derivation of a string in PMCFG is a two-step pro-
cess. First we have to build a syntax tree of a category
S and after that to linearize this tree to string. The defi-
nition of a syntax tree is recursive:

Definition 2 (f t1...t,(y)) is a tree of category A if
t; is a tree of category B; and there is a production:
A— f[By... Ba(f)]
The abstract notation for “t is a tree of category A”
ist: A. When a(f) = 0 then the tree does not have
children and the node is called leaf.

The linearization is bottom-up. The functions in the
leaves do not have arguments so the tuples in their defi-
nitions already contain constant strings. If the function
has arguments then they have to be linearized and the
results combined. Formally this can be defined as a

70

function £ applied to the syntax tree:

L(ft1ts.. .ta(f)) = (11,23 .. .a:r(f))
where ZT; ’C(C(tl)7 L(tg) N ﬁ(ta(f))) (67
and f = (o1, 00... 0 (py) € F

The function uses a helper function K which takes the
already linearized arguments and a sequence «; of ter-
minals and (k;[) pairs and returns a string. The string
is produced by simple substitution of each (k;[) with
the string for constituent [ from argument k:

Ko (Bi(ki;li)Balkasla) ... Bn) = B10kiiy P20ksty - - -

where (3; € T*. The recursion in £ terminates when a
leaf is reached.

In the example a™b"c™ language the function z does
not have arguments and it corresponds to the base case
when n = 0. Every application of s over another tree
t : N increases n by one. For example the syntax tree
(s (s z)) will produce the tuple (aa, bb, cc). Finally the
application of ¢ combines all elements in the tuple in
a single string i.e. ¢ (s (s z)) will produce the string
aabbce.

4 The Idea

Although PMCEFG is not context-free it can be approx-
imated with an overgenerating context-free grammar.
The problem with this approach is that the parser pro-
duces many spurious parse trees that have to be filtered
out. A direct parsing algorithm for PMCFG should
avoid this and a careful look at the difference between
PMCFG and CFG gives an idea. The context-free ap-
proximation of a”b"c™ is the language a*b*c* with
grammar:

S — ABC
A—e€|aA
B —¢€|bB
C—el|cC

The string ”aabbec” is in the language and it can be
derived with the following steps:

S

= ABC
= aABC
= aaABC
= aaBC
= aabBC
= aabbBC
= aabbC
= aabbcC
= aabbccC
= aabbcc



The grammar is only an approximation because there
is no enforcement that we will use only equal number
of reductions for A, B and C. This can be guaranteed
if we replace B and C with new categories B’ and C’
after the derivation of A:

B/ N bB// C/ — CO//
B// — bBII/ C/I — CCv///
B/// € C//I €

In this case the only possible derivation from aaB’C’
is aabbcc.

The PMCFG parser presented in this paper works
like context-free parser, except that during the parsing
it generates fresh categories and rules which are spe-
cializations of the originals. The newly generated rules
are always versions of already existing rules where
some category is replaced with new more specialized
category. The generation of specialized categories pre-
vents the parser from recognizing phrases that are oth-
erwise withing the scope of the context-free approxi-
mation of the original grammar.

S Parsing

The algorithm is described as a deductive process in
the style of (Shieber et al., 1995). The process derives
a set of items where each item is a statement about the
grammatical status of some substring in the input.

The inference rules are in natural deduction style:

X;... X

% " < side conditions on X1, ...

7Xn>

where the premises X; are some items and Y is the
derived item. We assume that wy ...w, is the input
string.

5.1 Deduction Rules

The deduction system deals with three types of items:
active, passive and production items.

Productions In Shieber’s deduction systems the
grammar is a constant and the existence of a given pro-
duction is specified as a side condition. In our case the
grammar is incrementally extended at runtime, so the
set of productions is part of the deduction set. The pro-
ductions from the original grammar are axioms and are
included in the initial deduction set.

Active Items
parsing result:
FA— f[Blil:aef], j<k
The interpretation is that there is a function f with a
corresponding production:

The active items represent the partial

A~ f[B]
f=n e, 0B, )

such that the tree (f ¢ ...%,(y)) Will produce the sub-
string wj1 ... wy as a prefix in constituent [ for any
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INITIAL PREDICT

5o _Jf[é] S - start category, o = rhs(f, 1)
[0S — f[B];1: e
PREDICT _ B
By —g[C]  [A— f[Bl;l: ae(d;r) f]

[iBa — g[Cl;7 : o9]
SCAN .
[?Aﬁf[B];l:aos,B]

A Bl asen
COMPLETE ~

(A= IBLiasl
N—fB fann
COMBINE
A= fIBlil:ae(dr) 8] [EBa;r;N]

[?A — f[g{d =N};l:a{d;r)ef]
Figure 1: Deduction Rules

sequence of arguments ¢; : B;. The sequence « is the
part that produced the substring:

K(L(t1), L(tg) ‘e ,C(fa(f))) = Wj41 ... Wk
and [ is the part that is not processed yet.

Passive Items The passive items are of the form:
FALN], j<k
and state that there exists at least one production:

A — f[B]

J= (72 m0)

and a tree (f t1...14(s)) : A such that the constituent
with index [ in the linearization of the tree is equal to
Wj41 - .. wy. Contrary to the active items in the passive
the whole constituent is matched:

’C(ﬁ(tl), ﬁ(tg) - ,C(ta(f))) Y= Wig1 .. W

Each time when we complete an active item, a pas-
sive item is created and at the same time we cre-
ate a new category N which accumulates all produc-
tions for A that produce the w41 . . . wy, substring from
constituent [. All trees of category N must produce
Wj41 - - - Wy, in the constituent .

There are six inference rules (see figure 1).

The INITIAL PREDICT rule derives one item spanning
the 0 — 0 range for each production with the start cat-
egory S on the left hand side. The rhs(f,[) function
returns the constituent with index [ of function f.

In the PREDICT rule, for each active item with dot be-
fore a (d; r) pair and for each production for By, a new
active item is derived where the dot is in the beginning
of constituent 7 in g.

When the dot is before some terminal s and s is equal
to the current terminal wj;, then the SCAN rule derives a
new item where the dot is moved to the next position.

v = ths(g,7)



When the dot is at the end of an active item then it
is converted to passive item in the COMPLETE rule. The
category IV in the passive item is a fresh category cre-
ated for each unique (A4, 1, j, k) quadruple. A new pro-
duction is derived for N which has the same function
and arguments as in the active item.

The item in the premise of COMPLETE was at some
point predicted in PREDICT from some other item. The
CoMBINE rule will later replace the occurence A in the
original item (the premise of PREDICT) with the special-
ization N.

The CoMmBINE rule has two premises: one active item
and one passive. The passive item starts from position
u and the only inference rule that can derive items with
different start positions is PREDICT. Also the passive
item must have been predicted from active item where
the dot is before (d; ), the category for argument num-
ber d must have been B, and the item ends at u. The
active item in the premise of COMBINE is such an item
so it was one of the items used to predict the passive
one. This means that we can move the dot after (d;r)
and the d-th argument is replaced with its specialization
N.

If the string (3 contains another reference to the d-th
argument then the next time when it has to be predicted
the rule PREDICT will generate active items, only for
those productions that were successfully used to parse
the previous constituents. If a context-free approxima-
tion was used this would have been equivalent to unifi-
cation of the redundant subtrees. Instead this is done at
runtime which also reduces the search space.

The parsing is successful if we had derived the
[0S;1; 5] item, where n is the length of the text, S is
the start category and S’ is the newly created category.

The parser is incremental because all active items
span up to position k£ and the only way to move to the
next position is the SCAN rule where a new symbol from
the input is consumed.

5.2 Soundness

The parsing system is sound if every derivable item rep-
resents a valid grammatical statement under the inter-
pretation given to every type of item.

The derivation in INITIAL PREDICT and PREDICT is
sound because the item is derived from existing pro-
duction and the string before the dot is empty so:

Koe=¢
The rationale for SCAN is that if
Koa=wj_1...wg
and s = w1 then
Ko(as)=wj_1...wkt1

If the item in the premise is valid then it is based on
existing production and function and so will be the item
in the consequent.
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In the CoMPLETE rule the dot is at the end of the
string. This means that w;1 ... w; will be not just
a prefix in constituent [ of the linearization but the full
string. This is exactly what is required in the semantics
of the passive item. The passive item is derived from
a valid active item so there is at least one production
for A. The category N is unique for each (A,l, j, k)
quadruple so it uniquely identifies the passive item in
which it is placed. There might be many productions
that can produce the passive item but all of them should
be able to generate w;1...wy and they are exactly
the productions that are added to /N. From all this ar-
guments it follows that COMPLETE is sound.

The CoMBINE rule is sound because from the active
item in the premise we know that:

ICJa:wj+1...wu
for every context o built from the trees:

tl : Bl; t2 : Bg; ---ta(f) : Ba(f)

From the passive item we know that every production
for N produces the w,, 11 . .. wy in r. From that follows
that

Ko (ald;r)) = wjqq ... wg

where ¢’ is the same as o except that By is replaced
with V. Note that the last conclusion will not hold if we
were using the original context because B, is a more
general category and can contain productions that does
not derive wy,41 . . . Wg.

5.3 Completeness

The parsing system is complete if it derives an item
for every valid grammatical statement. In our case we
have to prove that for every possible parse tree the cor-
responding items will be derived.

The proof for completeness requires the following
lemma:

Lemma 1 For every possible syntax tree

(f tl...ta(f)) : A

with linearization

L(ft1. ..f,a(f)) = (21,22 . --xd(A))

where x; = Wjy1 ... Wk, the system will derive an item
[MA;1; A') if the item [FA — fIB);1 : eay] was pre-
dicted before that. We assume that the function defini-
tion is:

= (0. . app))

The proof is by induction on the depth of the tree.
If the tree has only one level then the function f does
not have arguments and from the linearization defini-
tion and from the premise in the lemma it follows that
Q) = Wjy1 ... wy. From the active item in the lemma



by applying iteratively the ScaN rule and finally the
CoMPLETE rule the system will derive the requested
item.

If the tree has subtrees then we assume that the
lemma is true for every subtree and we prove it for the
whole tree. We know that

Kooy =wjyr...wg

Since the function K does simple substitution it is pos-
sible for each (d; s) pair in o to find a new range in the
input string j' — &’ such that the lemma to be applicable
for the corresponding subtree t; : B4. The terminals in
oy will be processed by the Scan rule. Rule PREDICT
will generate the active items required for the subtrees
and the CoMBINE rule will consume the produced pas-
sive items. Finally the COMPLETE rule will derive the
requested item for the whole tree.

From the lemma we can prove the completeness of
the parsing system. For every possible tree ¢ : .S such
that £(t) = (w;...w,) we have to prove that the
[65;1; 8] item will be derived. Since the top-level
function of the tree must be from production for S' the
INITIAL PREDICT rule will generate the active item in
the premise of the lemma. From this and from the as-
sumptions for ¢ it follows that the requested passive
item will be derived.

5.4 Complexity

The algorithm is very similar to the Earley (1970) algo-
rithm for context-free grammars. The similarity is even
more apparent when the inference rules in this paper
are compared to the inference rules for the Earley al-
gorithm presented in Shieber et al. (1995) and Ljunglof
(2004). This suggests that the space and time complex-
ity of the PMCFG parser should be similar to the com-
plexity of the Earley parser which is O(n?) for space
and O(n?) for time. However we generate new cate-
gories and productions at runtime and this have to be
taken into account.

Let the P(j) function be the maximal number of pro-
ductions generated from the beginning up to the state
where the parser has just consumed terminal number
j. P(j) is also the upper limit for the number of cat-
egories created because in the worst case there will be
only one production for each new category.

The active items have two variables that directly de-
pend on the input size - the start index j and the end
index k. If an item starts at position j then there are
(n — j + 1) possible values for k because j < k < n.
The item also contains a production and there are P ()
possible choices for it. In total there are:

(n—37+1)P(>)
=0

J

possible choices for one active item. The possibilities
for all other variables are only a constant factor. The
P(4) function is monotonic because the algorithm only
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adds new productions and never removes. From that
follows the inequality:

n n

Y n—j+1DPG) <PMn)D (n—j+1)

j=0 i=0
which gives the approximation for the upper limit:

n(n+1)

P(m)

The same result applies to the passive items. The only
difference is that the passive items have only a category
instead of a full production. However the upper limit
for the number of categories is the same. Finally the
upper limit for the total number of active, passive and
production items is:

P(n)(n®+n+1)

The expression for P(n) is grammar dependent but
we can estimate that it is polynomial because the set
of productions corresponds to the compact representa-
tion of all parse trees in the context-free approximation
of the grammar. The exponent however is grammar de-
pendent. From this we can expect that asymptotic space
complexity will be O(n®) where e is some parameter
for the grammar. This is consistent with the results in
Nakanishi et al. (1997) and Ljunglof (2004) where the
exponent also depends on the grammar.

The time complexity is proportional to the number
of items and the time needed to derive one item. The
time is dominated by the most complex rule which in
this algorithm is CoMBINE. All variables that depend
on the input size are present both in the premises and
in the consequent except u. There are n possible values
for u so the time complexity is O(n°*t1).

5.5 Tree Extraction

If the parsing is successful we need a way to extract the
syntax trees. Everything that we need is already in the
set of newly generated productions. If the goal item is
[0S;0; 5] then every tree ¢ of category S’ that can be
constructed is a syntax tree for the input sentence (see
definition 2 in section 3 again).

Note that the grammar can be erasing; i.e., there
might be productions like this:

S — f[By, By, B3]
= ({(11)(351))

There are three arguments but only two of them are
used. When the string is parsed this will generate a
new specialized production:

S" — f[B}, By, Bj]

Here S,B; and Bj are specialized to S/, Bf and B}
but the By category is still the same. This is correct



because actually any subtree for the second argument
will produce the same result. Despite this it is some-
times useful to know which parts of the tree were used
and which were not. In the GF interpreter such un-
used branches are replaced by meta variables. In this
case the tree extractor should check whether the cate-
gory also exists in the original set of categories N in
the grammar.

Just like with the context-free grammars the parsing
algorithm is polynomial but the chart can contain ex-
ponential or even infinite number of trees. Despite this
the chart is a compact finite representation of the set of
trees.

6 Implementation

Every implementation requires a careful design of the
data structures in the parser. For efficient access the set
of items is split into four subsets: A, S;, C and P. A
is the agenda i.e. the set of active items that have to be
analyzed. S; contains items for which the dot is before
an argument reference and which span up to position j.
C is the set of possible continuations i.e. a set of items
for which the dot is just after a terminal. P is the set
of productions. In addition the set [F is used internally
for the generatation of fresh categories. The sets C,
S; and I are used as association maps. They contain
associations like k — v where k is the key and v is the
value. All maps except I can contain more than one
value for one and the same key.

The pseudocode of the implementation is given in
figure 2. There are two procedures Init and Compute.

Init computes the initial values of S, P and A. The
initial agenda A is the set of all items that can be pre-
dicted from the start category S (INITIAL PREDICT rule).

Compute consumes items from the current agenda
and applies the SCAN, PREDICT, COMBINE or COMPLETE
rule. The case statement matches the current item
against the patterns of the rules and selects the proper
rule. The PReDICT and COMBINE rules have two
premises so they are used in two places. In both cases
one of the premises is related to the current item and a
loop is needed to find item matching the other premis.

The passive items are not independent entities but
are just the combination of key and value in the set F.
Only the start position of every item is kept because the
end position for the interesting passive items is always
the current position and the active items are either in
the agenda if they end at the current position or they
are in the S; set if they end at position j. The active
items also keep only the dot position in the constituent
because the constituent definition can be retrieved from
the grammar. For this reason the runtime representation
of the items is [j; A — f[é]; l; p] where j is the start
position of the item and p is the dot position inside the
constituent.

The Compute function returns the updated S and P
sets and the set of possible continuations C. The set of
continuations is a map indexed by a terminal and the
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Language | Productions | Constituents
Bulgarian 3516 75296
English 1165 8290
German 8078 21201
Swedish 1496 8793

Table 1: GF Resource Grammar Library size in number
of PMCFG productions and discontinuous constituents

1200

1000 A

800 -

2 6004

9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39

Number of Tokens

|—+—German —s—Bulgarian —«— Swedish —— English |

Figure 3: Parser performance in miliseconds per token

values are active items. The parser computes the set of
continuations at each step and if the current terminal is
one of the keys the set of values for it is taken as an
agenda for the next step.

7 Evaluation

The algorithm was evaluated with four languages from
the GF resource grammar library (Ranta, 2008): Bul-
garian, English, German and Swedish. These gram-
mars are not primarily intended for parsing but as a
resource from which smaller domain dependent gram-
mars are derived for every application. Despite this, the
resource grammar library is a good benchmark for the
parser because these are the biggest GF grammars.

The compiler converts a grammar written in the
high-level GF language to a low-level PMCFG gram-
mar which the parser can use directly. The sizes of
the grammars in terms of number of productions and
number of unique discontinuous constituents are given
on table 1. The number of constituents roughly cor-
responds to the number of productions in the context-
free approximation of the grammar. The parser per-
formance in terms of miliseconds per token is shown in
figure 3. In the evaluation 34272 sentences were parsed
and the average time for parsing a given number of to-
kens is drawn in the chart. As it can be seen, although
the theoretical complexity is polynomial, the real-time
performance for practically interesting grammars tends
to be linear.

8 Conclusion

The algorithm has proven useful in the GF system. It
accomplished the initial goal to provide suggestions



procedure Init() {
k=0
S; =0, foreveryi
P = the set of productions P in the grammar

A=90
forall S — f[B] € Pdo // INITIAL PREDICT
A=A+[0;S — fIB);1;0]

return (S, P, A)

}

procedure Compute(k, (S, P, A)) {
C=90
F=90
while A # () do {
letz e A, z=[j;A— f[é};l;p]
A=A-z
case the dot in x is {
befores € T = C =C+ (s — [j; A — f[B];l;p+1]) // Scan

before (d;r) = if ((Bg,r) — (x,d)) & Sk, then {
Sk =Sk + ((Ba,7) = (z,d))

forall B; — ¢g[C] € Pdo // PREDICT

-,

A=A+ [k; By — g[C];r; 0]

forall (k; B4,r) — N € Fdo // COMBINE
A=A+[j;A— f[B{d:=N};l;p+1]

atthe end =-if AN.((j, A,l) — N € F) then {
forall (N,7) — (z/,d') € Si do // PREDICT
A=A+ [k;N — f[B];r;0]
}else {
generate fresh N // COMPLETE
F=F+ ((j,A,1)— N)
forall (A4,1) — ([j/; A" — f’[é’];l’;p’],d) €S;jdo // COMBINE
A=A+ [ A — f'[B'{d:= N};U';p' +1]
}
P =P+ (N — f[B])
}
}

return (S, P, C)

}

Figure 2: Pseudocode of the parser implementation
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in text based dialog systems and in editors for con-
trolled languages. Additionally the algorithm has prop-
erties that were not envisaged in the beginning. It
works with PMCFG directly rather that by approxima-
tion with MCFG or some other weaker formalism.

Since the Linear Context-Free Rewriting Systems,
Finite-Copying Tree Transducers and Tree Adjoining
Grammars can be converted to PMCFG, the algorithm
presented in this paper can be used with the converted
grammar. The approach to represent context-dependent
grammar as infinite context-free grammar might be ap-
plicable to other formalisms as well. This will make it
very attractive in applications where some of the other
formalisms are already in use.
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Abstract

A common way of describing the senses of
ambiguous words in multilingual Word Sense
Disambiguation (WSD) is by reference to their
translation equivalents in another language.
The theoretical soundness of the senses
induced in this way can, however, be doubted.
This type of cross-lingual sense identification
has implications for multilingual WSD and MT
evaluation as well. In this article, we first
present some arguments in favour of a more
thorough analysis of the semantic information
that may be induced by the equivalents of
ambiguous words found in parallel corpora.
Then, we present an unsupervised WSD
method and a lexical selection method that
exploit the results of a data-driven sense
induction method. Finally, we show how this
automatically acquired information can be
exploited for a multilingual WSD and MT
evaluation more sensitive to lexical semantics.

1 Word senses in a bi-(multi-)lingual
context
1.1  Cross-lingual sense determination for

WSD

Determining the senses of ambiguous words by
reference to their translational equivalents
constitutes a common practice in multilingual
WSD: the candidate senses of an ambiguous
word, from which one has to be selected during
WSD, correspond to its equivalents in another
language. This empirical approach to sense
identification circumvents the need for
predefined sense inventories and their
disadvantages for automatic WSD." The first to

! Such as the high granularity, the great number and the
striking similarity of the described senses, and their

adopt it were Browner al. (1991), who
represented the two main senses of a SL word by
its two most frequent translations in the target
language (TL). Further promoted by Resnik and
Yarowsky (2000) and endorsed in the
multilingual tasks of the Senseval (Chklovski et
al., 2004) and Semeval (Jinet al., 2007)
exercises, this conception of senses is still found
in recent works on the integration of WSD in
MT.

From these works, only that of Carpuat and
Wu (2005) exploits an external hand-crafted
sense inventory. The use of an external resource,
not related to the training corpus of their
Statistical Machine Translation (SMT) system,
turned out to be one of the causes of the observed
deterioration of translation quality. In later works
on the subject, which show a more or less
important improvement in translation quality, SL
word senses are considered as directly reflected
in their equivalents found in a parallel training
corpus (Cabezas and Resnik, 2005; Carpuat and
Wu, 2007; Chan et al., 2007). Nevertheless, the
theoretical soundness of these senses is not really
addressed.

1.2 Advantages of cross-lingual sense

determination

Cross-lingual sense induction offers a standard
criterion for sense delimitation: the translation
equivalents of ambiguous words are supposed to
reveal their hidden meanings (Resnik, 2004).
Additional advantages become evident in MT:
when the candidate senses of an ambiguous word
consist of its possible translations, identifying the
sense carried by a new instance of the word
coincides with its translation. Conceiving WSD

irrelevance to the domains of the processed texts (Edmonds
and Kilgarrift, 2002).
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as lexical selection thus seems natural (Vickrey
et al., 2005): it appears that there is no reason to
pass through senses in order to arrive to
translations. A correct translation may be attained
even without WSD, as in the case of parallel
ambiguities where the SL and TL words are
similarly ambiguous (Resnik and Yarowsky,
2000).2

1.3 Disadvantages of cross-lingual sense

determination

However, this conception of senses is not
theoretically sound, as translation equivalents do
not always constitute valid sense indicators. This
is often neglected in an attempt to render the
sense inventory as close as possible to the
training corpus of the SMT system. So,
translation equivalents are considered as
straightforward indicators of SL senses.

This approach assumes and results in some
type of uniformity regarding the nature of the
induced senses: clear-cut (e.g. homonymic) and
finer sense distinctions are all handled in the
same way. Moreover, senses are enumerated
without any description of their possible
relations. For instance, a SL word w having three
equivalents (a, b andc) is considered to have
three distinct senses (described as ‘w-a’, ‘w-b’ et
‘w-c)’.

The assumption of biunivocal (one-to-one)
correspondences between senses and equivalents
disregards the fact that semantically similar
equivalents may be used to translate the same
sense of a SL word in context. However, this
constitutes a common practice in translation and
an advised technique for translators, in order to
avoid repetitions in the translated texts. The
phenomenon of translation ambiguity may pose
some problems as well: it may not need to be
resolved during translation but should be
considered in multilingual WSD. Resolving this
kind of ambiguity could also improve the quality
of the results of applications such as multilingual
information retrieval.

1.4 Impact of cross-lingually defined senses

on evaluation

Ignoring the relations between word senses may
raise further problems during WSD evaluation,
as errors concerning close or distant senses are
considered as equally important. Thus, if a WSD
algorithm selects a sense which is slightly

2 A typical example is that of the ambiguous English noun
interest whose “personal” and “financial” senses are
translated by the same word in French (intérét).
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different from the one effectively carried by an
instance of an ambiguous word, but not totally
wrong, this is directly considered as a false
choice. A differing weighting of WSD errors
would be preferable in these cases, if sense
distance information was available (Resnik and
Yarowsky, 2000).

When WSD coincides with lexical selection
in MT, the equivalents of a SL word (w) are
perceived to be its candidate senses. The sense
assigned to a new instance of w is considered to
be correct if it corresponds to the reference
translation (i.e. the translation of that instance in
the test corpus). This strict requirement of exact
correspondence constitutes one of the main
critics addressed to MT evaluation metrics
(Cabezas and Resnik, 2005; Callison-Burch,
2006; Chan et al., 2007) and is one of the main
reasons that methods have been developed which
go beyond pure string matching (Owczarzak et
al., 2007).

A central issue in MT evaluation is the high
correlation of the metrics with human
judgements of translation quality, which puts the
accent on the identification of sense
correspondences. Here too, it is essential to
penalize errors relatively to their importance and
so information relative to the semantics of the
equivalents should be available. In the next
section we will show how this information can
be acquired using a data-driven sense induction
method.

2 Data-driven semantic analysis in a

bilingual context

We propose to explore the semantic relations of
the equivalents of ambiguous words using a
parallel corpus and to exploit these relations for
SL sense induction. A data-driven sense
acquisition method based on this type of
relations is presented in Apidianaki (2008). The
theoretical assumptions underlying this approach
are the distributional hypotheses of meaning
(Harris, 1954) and of semantic similarity (Miller
and Charles, 1989), and that of sense
correspondence between words in translation
relation in real texts.

Our training corpus is the English (EN)-
Greek (GR) part of the lemmatized and
POS-tagged INTERA corpus (Gavrilidou ef al.,
2004) which contains approximately four million
words. The corpus has been sentence- and word-
aligned at the level of tokens and types (Simard
and Langlais, 2003). Two bilingual lexicons (one



for each translation direction: EN-GR/GR-EN
are built from the alignment of word types. In
these lexicons, each SL word (w) is associated
with the set of the equivalents to which it is
aligned, as shown hereafter:

implication: {ovvéreia (consequence), exintwon
(impact), emiwiokn (complication)}

variation: {diaxduavon (fluctuation), uetafoln
(alteration), zpomomoinon (modification)}

The words in parentheses describe the senses
of the Greek equivalents. In order to eliminate
the noise present in the lexicons, two filters are
used: a POS-filter, that keeps only the
correspondences between words of the same
category’ and an intersection filter, which
discards the translation correspondences not
found in both translation lexicons. A lexical
sample of 150 ambiguous English nouns having
more than two equivalents is then created from
the EN-GR lexicon®. At this stage, the semantic
relations possibly existing between the
equivalents are not yet evident, and so no
conclusions can be extracted concerning the
distinctiveness of the senses they can induce on
the SL words.

The core component of the sense induction
method used is a semantic similarity calculation
which aims at discovering the relations between
the equivalents of a SL ambiguous word (w).
First, the translation units (TUs) in which w
appears in the SL sentence(s) are extracted from
the training corpus and are then grouped by
reference to w's equivalents. For instance, if w is
translated by a, b and ¢, three sets of TUs are
formed (where w is translated by a (‘'w-a' TUs),
by b ('w-b' TUs), etc.).

The SL context features corresponding to
each equivalent (i.e. the set of lemmatized
content words surrounding w in the SL side of
the TUs corresponding to the equivalent) are
extracted and treated as a 'bag of words'. This
distributional information serves to calculate the
equivalents' similarity using a variation of the
Weighted Jaccard coefficient (Grefenstette,
1994). The similarity calculation is described in
detail in Apidianaki (2008).

Each retained context feature is assigned a
weight relatively to each equivalent, which

> The noun equivalents of nouns, the verb equivalents of
verbs, etc.

* Here we focus on nouns but the method is applicable to
words of other POS categories.

> A translation unit contains up to 2 sentences of each
language linked by an alignment.
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serves to define its relevance for the estimation
of the equivalents' similarity. The equivalents are
compared in a pairwise manner and a similarity
score is assigned to each pair. Two equivalents
are considered as semantically related if the
instances of w they translate in the training
corpus occur in “similar enough” contexts. The
pertinence of their relation is judged by
comparing its score to a threshold, equal to the
mean of the scores assigned to all the pairs of
equivalents of w.

The results of this calculation are exploited
by a clustering algorithm which takes as input
the set of equivalents of w and outputs clusters of
similar equivalents illustrating its senses
(Apidianaki, 2008). Clustered equivalents are
semantically related® and considered as
translating the same SL sense, while isolated
ones translate distinct senses.

The same calculation is performed by
reference to the TL contexts of the equivalents,
i.e. using the lemmatized content words
surrounding the equivalents in the TL side of the
corresponding TUs sets. Contrary to the SL
results, the TL ones are not used for clustering.
The TL distributional information relative to the
clustered equivalents and acquired at this stage
will be used for lexical selection, as we will
show later in this paper.

The sense clusters created for a word serve to
identify its senses. We describe the senses
acquired for the nouns implication and variation:

implication:
{ovvémera, exintwon}: the “impact” sense
{emimAokn}: the “complication” sense

variation:
{o1axduavon}: the “fluctuation” sense
{uerafoln, pororoinon}: the “alteration” sense

The sense induction method presented above
thus permits the automatic creation of a sense
inventory from a parallel corpus. In what
follows, we will show how this can be exploited
for WSD.

3 Unsupervised WSD based on the

semantic clustering

The method described in section 2 provides, as a
by-product, information that can be exploited by
an unsupervised WSD classifier. In the case of a
one-equivalent cluster, this information
corresponds to the set of the equivalent's

¢ Most often near-synonyms but they may be linked by other
relations (hyperonymy, hyponymy, etc.).



features, retained from the corresponding SL
contexts of w. In the case of bigger clusters, it
consists of the SL context features that reveal the
equivalents' similarities: for a cluster of two
equivalents, it consists of their assimilative
contexts (i.e. the features they share); for a
cluster of more than 2 equivalents, it consists of
the intersection of the common features of the
pairs of equivalents found in the cluster.

As we have already said, each retained
context feature is assigned a weight relatively to
each equivalent. Here are the weighted features
characterizing the clusters of variation :

{dwaxdpaven}: significant (2.04), range (0.76),
pharmacokinetics(1.89), individual (1.89), affect
(1.89), insulin (1.89), woman (1.89), year (1.49),
man (1.19), considerable (1.19), member (1.12),
old (0.76), Ireland (0.76), case (0.72), increase
(0.76), group (0.76), states (0.71), external (0.76),
good (0.76), expectancy (0.76), Spain (0.76),
pressure (0.76), Europe (0.76)

{Tpomomoinon, perapoin} : minor (2.25/1.83),
human (2.01/1.13), number (0.73/1.16)*

In order to disambiguate a new instance of a
word w, cooccurrence information coming from
its context is compared to the sets of features
characterizing the clusters. The new context must
thus be lemmatized and POS-tagged as well.
Here is an example of a new instance of
variation:

a. “Although certain regions have been faced
with an exodus of their endogenous population,
most of the coastal zones are experiencing an
increase in overall demographic pressure, as
well as significant seasonal variations in
employment, essentially linked to tourism.”

The features retained from this context are
the lemmas of the content words (nouns, verbs
and adjectives) surrounding w. If common
features (CFs) are found between this context
and just one cluster of w, this is selected as
describing the sense of the new instance. On the
contrary, if CFs with more than one cluster are
found, a score is given to each context-cluster
association. This score corresponds to the mean
of the weights of the CFs relatively to each
equivalent of the cluster and is given by the
following formula.

7 Term used in the study of paraphrase (Fuchs, 1994).

8 The two scores in parentheses correspond, respectively, to
the score of the feature by reference to the first and the
second equivalent of the cluster.

e [
D> wequivalent,, feature )

i=1j=1
ex* f

In this formula, e is the number of the
equivalents of a cluster and f'is the number of its
CFs with the new context. The cluster with the
highest score is retained; it describes the sense
carried by the new instance of w and could be
used as its sense tag. The only cluster having CFs
with the context of variation in (a) and is thus
selected is {dwaxduavon} (CF s:increase,
pressure, significant).

If any instances remain ambiguous at the end
of the WSD process (i.e. no associations are
established with the sense clusters), a small
modification could increase the method's
coverage. Ifw has clusters of more than two
equivalents, it is possible to use the assimilative
contexts of the pairs of equivalents instead of
their intersection. The coverage of the WSD
method would be increased in this way, as the
sets of assimilative contexts would contain more
features than their intersection, and so it would
become more probable to find CFs with the new
contexts and to establish 'context-cluster
associations.

4 Semantics-sensitive WSD evaluation

4.1 The notion of enriched precision

In this section, we will present the evaluation of
the proposed WSD method and we will show
how the clustering information can be exploited
at this stage.” The new instances of the nouns of
our lexical sample, used for evaluation, come
from our test corpus, the sentence aligned EN—
GR part of EUROPARL (Koehn, 2005). The
TUs containing the ambiguous nouns are
extracted from the corpus. Lacking a gold-
standard for evaluation, we exploit information
relative to translations.

In the multilingual tasks of Senseval and
Semeval (Ckhlovski et al., 2004; Jinet al.,
2007), the translations of the words in the
parallel test corpus are considered as their sense
tags. Here, we consider that the equivalent
translating an ambiguous SL word in context
(called reference tramslation) points to a sense
described by a cluster. Consequently, what is
being evaluated is the capacity of the WSD

° Some of the equivalents of w found in the training corpus
and contained in the clusters may not be used in the test
corpus. The evaluation concerns only those that are found in
the test corpus.
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method to predict this sense. The sense
proposed for an instance of an ambiguous word
is considered as correct if a) a 1-equivalent
cluster is selected and the equivalent
corresponds to the reference, or b) if a bigger
cluster containing the reference is selected.
Otherwise, the proposed sense is false.

In the multilingual tasks where translations
are regarded as sense tags, the proposed senses
are considered as correct only if they correspond
exactly to the reference translation. This is the
principle of precision, underlying most of the
existing MT evaluation metrics. From a
quantitative point of view, this strict criterion
has a negative impact on the WSD evaluation
results. From a qualitative point of view, it
ignores the fact that different equivalents may
correspond to the same source sense and that an
ambiguous word in context can have more than
one good translation.

The use of the sense clusters during WSD
evaluation offers the possibility of capturing the
semantic relations between the equivalents of
ambiguous words, acquired during learning. In
this case, the evaluation could be considered as
based on a principle of enriched precision that
exploits the paradigmatic relations of TL words.

4.2. Evaluation metrics

The metrics used for WSD evaluation are the
following:

number of correct predictions
number of new instances

recall =

number of correct predictions
number of predictions

precision =

The obtained results are compared to those
of a baseline method. The baseline most often
used in Senseval is that of the most frequent
sense (i.e. the first sense given for a word in a
predefined sense inventory). This is a very
powerful heuristic because of the asymmetric
distribution of word senses in real texts. Our
baseline consists of choosing the most frequent
equivalent (i.e. the one that translates w most
frequently in the training corpus) as illustrating
the sense of all its new instances. The
asymmetric distribution of senses is, however,
reflected at the level of the equivalents used to
translate them: the most frequent equivalent in
the training corpus is often the one that
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translates most of the instances of w in the test
corpus.

The baseline score corresponds to both
recall and precision, as a prediction is made for
all the new instances. This score is calculated,
for each w, on the basis of the number of its
instances for which the proposed sense is
correct. This number coincides with the
frequency of the most frequent equivalent of w
in the test corpus. In order to facilitate the
comparison between our results and the
baseline, we use the f~-measure (f-score) that
combines precision and recall in a unique
measure:

2 * ( precision * recall )
precision + recall

f —score=

We evaluate here the performance of our
WSD method on the 150 ambiguous nouns of
our sample. We observe that the f~score of our
method easily overcomes the results of the
baseline.

51.42%
76.99%

baseline

enriched f~score

The difference between these scores
indicates the positive impact of the clustering
information on the WSD results. As the senses
are situated at a higher level of abstraction, the
correspondences with the reference are
established at a more abstract level than that of
exact unigram correspondences.

Our results can be compared to those
obtained in the multilingual lexical sample tasks
of Senseval and SemEval. This comparison
seems interesting although these tasks concern
words of different parts of speech (nouns, verbs
and adjectives). The systems participating at the
multilingual English-Hindi lexical sample task
of Senseval-3 are all supervised and they all
perform better than the baseline (Chklovski et
al., 2004). This is interpreted by the authors as
an indication of the clarity of the sense
distinctions performed using translations, which
provide sufficient information for the training of
supervised classifiers. The systems performed
better on the sense-tagged part of the data,
showing that sense information may be helpful
for the task of targeted word translation. In the
English—Chinese lexical sample task of
SemEval the unsupervised systems perform



worse than the baseline, contrary to the
supervised ones (Jin et al., 2007).

5 Capturing semantic similarity during
translation
5.1 Lexical selection based on WSD

In the experiments reported here, lexical
selection refers to the translation of ambiguous
SL nouns in context and not to that of whole
sentences. Lexical selection is thus considered
as a blank-filling task (Vickrey et al., 2005): the
equivalents translating the SL nouns in the TL
sentences of the test TUs are automatically
replaced by a blank which has to be filled by the
WSD or the lexical selection method. We give
an example of a test TU containing the noun
implication.

b) “Any change to the current situation must be
preceded by a rigorous study of its various
implications, with the objective always being
to guarantee a high-quality public service and
to retain the current public operators and
existing jobs.” | “Emiong, o€ omoiadnmote
uetaforn e onuepivig kotaotaong Qo mpémel
TAVTO. Vo TPONYEITaL Uia EUTEPIOTOTOUEVH
HeAETn TV dtopopeTikdv |...] Egovrag dioprws
KOTG VOO TO OT0Y0 THS OLACQPOALIGNG UIOG

TOIOTIKNG ONUOCLAS VIENPETLOGS, TG OLOTHPHONG
TV  OHUEPIVAOY  ONUOCIWV  QPOPEDYV  TOPOYNHS
DITHPETLOV KO THS KOTOXOPWOTHNS TWV CHUEPIVDV
Oéocwv epyaoiog.”

If a one-equivalent cluster is selected by the
WSD method, this equivalent is retained as the
translation of the SL word (cf. (@), section 3).
On the contrary, when a bigger sense cluster is
proposed, the most adequate equivalent for the
TL context has to be selected. This is done by
the lexical selection method, which filters the
cluster and fills the blank in the TL sentence
with the best translation according to the TL
context.

The cluster retained during WSD as
describing the sense ofimplication in (b) is
{ovvémeia, emintwon}. Most often the clustered
equivalents are near-synonyms translating the
same source sense, but almost never absolute
synonyms interchangeable in all TL contexts.
Consequently, the cluster can be filtered by
considering their differences.

In order to judge the equivalents' adequacy
in the new TL context, the lexical selection
method compares information coming from this
context to information learned during training.
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Given that the training was performed on a
lemmatized and POS-tagged corpus, the new TL
context must be lemmatized and POS-tagged as
well, in order to retain only the lemmas of the
content words'”.

The information acquired during training
and exploited here concerns the context features
that differentiate the equivalents in the TL, as
shown by the semantic similarity calculation in
the TL side of the training corpus (cf. section 2).
The differentiating contexts of the equivalents
characterize the sense clusters as well, as was
the case with their assimilative contexts."

The equivalent retained by the lexical
selection method for implication in the example
(b) is ovvérera. This differs from the reference
translation (exiwrwon) but is closely related to it.
Thus, it is a semantically plausible translation
that can be used in this TL context.

In a real Statistical Machine Translation
(SMT) system, the clusters could be filtered by
the language model, on the basis of word
sequence probabilities in translations. In this
way, the most probable translation in the TL
context, among the semantically pertinent
alternatives included in the cluster suggested
during WSD, would be selected.

5.2 Evaluation of the lexical selection

The lexical selection method has been applied to
the WSD results on our lexical sample. The
reference translations, found in the test corpus,
serve for evaluation here as well. We calculate
the results of this method first using the
principle of strict precision (i.e. looking for
exact correspondences with the reference) and
then on the basis of enriched precision (i.e.
exploiting the clustering information).

The sense clusters serve here to estimate the
semantic proximity of the proposed translation
to the reference, in cases of no exact
correspondence. Thus, a translation which is
semantically similar to the reference is
considered to be correct if they are both found in
the cluster proposed during WSD. This renders
the evaluation more flexible and significantly
increases the quantity of semantically pertinent
translations compared to the baseline.

The strict and enrichedf-scores are
estimated by considering as correct (score= 1)
every translation that is pertinent according to
the corresponding evaluation principles. The

' Qur test corpus has been tagged and lemmatized using the
TreeTagger (Schmid, 1994).
" The SL contextual information exploited for WSD.



results indicate the increase in pertinent
translations.

baseline 52.14%
strict - f~score 48.37%
enriched f-score 77.79%

We observe that the strict f~score is lower
than the baseline. This happens because our
method proposes equivalents semantically
similar to the reference for some instances for
which the baseline predictions are correct.
However, these pertinent predictions are not
taken into account by the principle of strict
precision. This is the case in example (b): the
baseline prediction (ezimrwon) for this instance
o fimplication corresponds to the reference
while the suggestion of our method (cvvérmera),
even though semantically pertinent, is not
considered as correct according to the principle
of strict precision and is not rewarded.

Nevertheless, it would be preferable to
weigh differently the predictions related to the
reference, by taking into account the strength of
their relation. These predictions could be
considered as almost correct and they could be,
at the same time, penalized less than translations
having a different sense and less rewarded than
exact correspondences to the reference.

For this to be done, a measure capable of
capturing the semantic distance would be
needed. Using a weighted coefficient is essential
in tasks implicating semantics, not only in WSD
(Resnik and Yarowsky, 2000) but also in tasks
such as the estimation of inter-annotator
agreement in semantic annotation (Artstein and
Poesio, 2008). The common element between
these tasks is that the distances between the
categories (word senses) should be weighted, so
that the WSD errors or the divergences between
annotators be treated differently.

We envisaged the possibility of weighting
differently the proposed translations on the basis
of their relation to the reference, by using as
distance measure their similarity score in the
TL. A semantically pertinent translation
different from the reference was assigned a
score equal to the similarity score of the two
equivalents in the TL. A problem that we
encountered, and that made us fall back to the
solution of a uniform weighting of semantically
pertinent translations, is that the comparison of
these results to the baseline was not
representative of the effective improvement (the

83

great increase in the number of pertinent
translation predictions) brought about by
exploiting the clustering information. This
happens because all the correct suggestions of
the baseline are weighted by a score equal to 1,
while the score of translations semantically
related to the reference is always lower than 1,
given that absolute synonyms are very rare in
natural language.

We envisage the elaboration of a more
sophisticated coefficient for weighting
semantically pertinent translations, that will
permit a more conclusive comparison with the
baseline. This coefficient could take into
account not only the similarity score between a
proposed translation and the reference but also
the number of the SL word's candidate
translations, the number of its senses and their
distinctiveness, as well as the number of the
equivalents similar to the reference and their
scores.

Before concluding, we would like to take a
look at the way the concern for lexical
semantics is manifested and taken into account
in existing MT evaluation metrics.

5.3 Semantic similarity in existing MT

evaluation metrics

Lexical semantic relations are supposed to be
captured in BLEU by the use of multiple
reference translations (Papineni et al., 2002).
Finding many references for evaluation is,
however, rather problematic (Callison-Burch,
2006).

In METEOR (Banerjee and Lavie, 2005),
such relations are detected by exploiting
WordNet (Miller et al., 1990). More precisely,
the number of pertinent translations is increased
using synset information: a translation is correct
not only if it corresponds to the reference, but
also if it is semantically similar to it, i.e. found in
the same synset.

One of the limitations of this metric is that
the words being tested for synonymy are not
disambiguated; that is what Banerjee and Lavie
call “a poor-man's synonymy detection
algorithm”. Consequently, the WN-Synonymy
module used maps two unigrams together simply
if at least one sense of each word belongs to the
same WordNet synset.

Another problem is that the metric is
strongly dependent on a predefined sense
inventory. Given that such resources are publicly
available for very few languages, the synonymy
module often is not operational and is omitted.



Lavie and Agarwal (2007) envisage the
possibility of developing new synonymy
modules for languages other than English, which
would be based on alternative methods and could
replace WordNet.

In the previous sections, we showed how the
information acquired by an unsupervised sense
induction method can help to account for the
words' semantic similarity. The created sense
clusters, grouping semantically similar
equivalents, can be compared to WordNet
synsets. This kind of semantic information,
extracted directly from text data, can constitute
an alternative to the use of predefined sense
inventories. A clear advantage of a metric based
on the results of unsupervised semantic analysis,
in comparison to one dependent on a predefined
resource, is that it is language-independent and
may be used for evaluation in languages where
semantic resources are not available.

6 Conclusion and perspectives

In this paper, we have presented the advantages
and weaknesses of cross-lingual sense
determination, often used in multilingual WSD
and MT. We have put forward some arguments
towards a more thorough semantic analysis of
the translation equivalents of ambiguous words
that serve as sense indicators, and we have
shown how it could be of use in multilingual
WSD and MT.

The data-driven sense induction method used
identifies the senses of ambiguous English nouns
by clustering their translation equivalents
according to their semantic similarity. Exploiting
the sense inventory built in this way proves of
benefit in multilingual WSD and lexical selection
in MT. Their evaluation becomes more flexible
as well, as it becomes possible to capture the
semantic relations between the translations of
ambiguous words.

The problem of strictness of the MT
evaluation metrics can thus be overcome without
the need for a predefined inventory. This would
allow for a more conclusive estimation of the
effect of WSD in SMT. The integration of the
cluster-based WSD method into a real SMT
system and the evaluation of its impact on
translation quality constitute the main
perspectives of the work presented in this article
and the object of future work.
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Abstract

Syntactic Reordering of the source lan-
guage to better match the phrase struc-
ture of the target language has been
shown to improve the performance of
phrase-based Statistical Machine Transla-
tion. This paper applies syntactic reorder-
ing to English-to-Arabic translation. It in-
troduces reordering rules, and motivates
them linguistically. It also studies the ef-
fect of combining reordering with Ara-
bic morphological segmentation, a pre-
processing technique that has been shown
to improve Arabic-English and English-
Arabic translation. We report on results in
the news text domain, the UN text domain
and in the spoken travel domain.

1 Introduction

Phrase-based Statistical Machine Translation has
proven to be a robust and effective approach to
machine translation, providing good performance
without the need for explicit linguistic informa-
tion. Phrase-based SMT systems, however, have
limited capabilities in dealing with long distance
phenomena, since they rely on local alignments.
Automatically learned reordering models, which
can be conditioned on lexical items from both the
source and the target, provide some limited re-
ordering capability when added to SMT systems.
One approach that explicitly deals with long
distance reordering is to reorder the source side
to better match the target side, using predefined
rules. The reordered source is then used as input
to the phrase-based SMT system. This approach
indirectly incorporates structure information since
the reordering rules are applied on the parse trees

of the source sentence. Obviously, the same re-
ordering has to be applied to both training data and
test data. Despite the added complexity of parsing
the data, this technique has shown improvements,
especially when good parses of the source side ex-
ist. It has been successfully applied to German-to-
English and Chinese-to-English SMT (Collins et
al., 2005; Wang et al., 2007).

In this paper, we propose the use of a similar
approach for English-to-Arabic SMT. Unlike most
other work on Arabic translation, our work is in
the direction of the more morphologically com-
plex language, which poses unique challenges. We
propose a set of syntactic reordering rules on the
English source to align it better to the Arabic tar-
get. The reordering rules exploit systematic differ-
ences between the syntax of Arabic and the syntax
of English; they specifically address two syntac-
tic constructs. The first is the Subject-Verb order
in independent sentences, where the preferred or-
der in written Arabic is Verb-Subject. The sec-
ond is the noun phrase structure, where many dif-
ferences exist between the two languages, among
them the order of adjectives, compound nouns
and genitive constructs, as well as the way defi-
niteness is marked. The implementation of these
rules is fairly straightforward since they are ap-
plied to the parse tree. It has been noted in previ-
ous work (Habash, 2007) that syntactic reordering
does not improve translation if the parse quality is
not good enough. Since in this paper our source
language is English, the parses are more reliable,
and result in more correct reorderings. We show
that using the reordering rules results in gains in
the translation scores and study the effect of the
training data size on those gains.

This paper also investigates the effect of using
morphological segmentation of the Arabic target
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in combination with the reordering rules. Mor-
phological segmentation has been shown to benefit
Arabic-to-English (Habash and Sadat, 2006) and
English-to-Arabic (Badr et al., 2008) translation,
although the gains tend to decrease with increas-
ing training data size.

Section 2 provides linguistic motivation for the
paper. It describes the rich morphology of Arabic,
and its implications on SMT. It also describes the
syntax of the verb phrase and noun phrase in Ara-
bic, and how they differ from their English coun-
terparts. In Section 3, we describe some of the rel-
evant previous work. In Section 4, we present the
preprocessing techniques used in the experiments.
Section 5 describes the translation system, the data
used, and then presents and discusses the experi-
mental results from three domains: news text, UN
data and spoken dialogue from the travel domain.
The final section provides a brief summary and
conclusion.

2 Arabic Linguistic Issues

2.1 Arabic Morphology

Arabic has a complex morphology compared to
English. The Arabic noun and adjective are in-
flected for gender and number; the verb is inflected
in addition for tense, voice, mood and person.
Various clitics can attach to words as well: Con-
junctions, prepositions and possessive pronouns
attach to nouns, and object pronouns attach to
verbs. The example below shows the decompo-
sition into stems and clitics of the Arabic verb
phrase wsyqAblhm' and noun phrase wbydh, both
of which are written as one word:

(1) a. w+ s+ yqAbl +hm
and will meet-3SM them

and he will meet them

w+ b+ yd +h
and with hand his
and with his hand

An Arabic corpus will, therefore, have more
surface forms than an equivalent English corpus,
and will also be sparser. In the LDC news corpora
used in this paper (see Section 5.2), the average
English sentence length is 33 words compared to
the Arabic 25 words.

this writ-

System

'All examples in paper  are
ten in the Buckwalter  Transliteration
(http://www.qamus.org/transliteration. htm)
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Although the Arabic language family consists
of many dialects, none of them has a standard
orthography. This affects the consistency of the
orthography of Modern Standard Arabic (MSA),
the only written variety of Arabic. Certain char-
acters are written inconsistently in different data
sources: Final 'y’ is sometimes written as 'Y’ (Alif
mgSwrp), and initial Alif hamza (The Buckwal-
ter characters ‘<’ and '{’) are written as bare alif
(A). Arabic is usually written without the diacritics
that denote short vowels. This creates an ambigu-
ity at the word level, since a word can have more
than one reading. These factors adversely affect
the performance of Arabic-to-English SMT, espe-
cially in the English-to-Arabic direction.

Simple pattern matching is not enough to per-
form morphological analysis and decomposition,
since a certain string of characters can, in princi-
ple, be either an affixed morpheme or part of the
base word itself. Word-level linguistic information
as well as context analysis are needed. For exam-
ple the written form wly can mean either ruler or
and for me, depending on the context. Only in the
latter case should it be decomposed.

2.2 Arabic Syntax

In this section, we describe a number of syntactic
facts about Arabic which are relevant to the
reordering rules described in Section 4.2.

Clause Structure

In Arabic, the main sentence usually has
the order Verb-Subject-Object (VSO). The order
Subject-Verb-Object (SVO) also occurs, but is less
frequent than VSO. The verb agrees with the sub-
ject in gender and number in the SVO order, but
only in gender in the VSO order (Examples 2¢ and
2d).

2) Akl Alwld AltfAHp
ate-3SM the-boy the-apple
the boy ate the apple

Alwld Akl AltfAHp
the-boy ate-3SM the-apple
the boy ate the apple

Akl AlAwlAd AltfAHAt
ate-3SM the-boys the-apples
the boys ate the apples
AlAwlAd AKlwA AltfAHAt
the-boys ate-3PM the-apples
the boys ate the apples



In a dependent clause, the order must be SVO,
as illustrated by the ungrammaticality of Exam-
ple 3b below. As we discuss in more detail later,
this distinction between dependent and indepen-
dent clauses has to be taken into account when the
syntactic reordering rules are applied.

(3) a. qAl An Alwld Akl AltfAHp
said-3SM that the-boy ate the-apple

he said that the boy ate the apple

*qAl An Akl Alwld AltfAHp
said-3SM that ate the-boy the-apple
he said that the boy ate the apple

Another pertinent fact is that the negation parti-
cle has to always preceed the verb:

(4) Im yAkl  Alwld AltfAHp
not eat-3SM the-boy the-apple

the boy did not eat the apple

Noun Phrase

The Arabic noun phrase can have constructs
that are quite different from English. The adjective
in Arabic follows the noun that it modifies, and it
is marked with the definite article, if the head noun
is definite:

(5) AIlbAb Alkbyr
the-door the-big
the big door

The Arabic equivalent of the English posses-
sive, compound nouns and the of-relationship is
the Arabic idafa construct, which compounds two
or more nouns. Therefore, N1’s No and N2 of N;
are both translated as Ny N7 in Arabic. As Exam-
ple 6b shows, this construct can also be chained
recursively.

(6) a. bAb Albyt
door the-house

the house’s door

mftAH bAb Albyt
key  door the-house
The key to the door of the house

Example 6 also shows that an idafa construct is
made definite by adding the definite article Al- to
the last noun in the noun phrase. Adjectives follow
the idafa noun phrase, regardless of which noun in
the chain they modify. Thus, Example 7 is am-
biguous in that the adjective kbyr (big) can modify
any of the preceding three nouns. The same is true
for relative clauses that modify a noun.
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(7) mftAH bAb Albyt Alkbyr
key  door the-house the-big

These and other differences between the Arabic
and English syntax are likely to affect the qual-
ity of automatic alignments, since corresponding
words will occupy positions in the sentence that
are far apart, especially when the relevant words
(e.g. the verb and its subject) are separated by sub-
ordinate clauses. In such cases, the lexicalized dis-
tortion models used in phrase-based SMT do not
have the capability of performing reorderings cor-
rectly. This limitation adversely affects the trans-
lation quality.

3 Previous Work

Most of the work in Arabic machine translation
is done in the Arabic-to-English direction. The
other direction, however, is also important, since
it opens the wealth of information in different do-
mains that is available in English to the Arabic
speaking world. Also, since Arabic is a morpho-
logically richer language, translating into Arabic
poses unique issues that are not present in the
opposite direction. The only works on English-
to-Arabic SMT that we are aware of are Badr et
al. (2008), and Sarikaya and Deng (2007). Badr
et al. show that using segmentation and recom-
bination as pre- and post- processing steps leads
to significant gains especially for smaller train-
ing data corpora. Sarikaya and Deng use Joint
Morphological-Lexical Language Models to re-
rank the output of an English-to-Arabic MT sys-
tem. They use regular expression-based segmen-
tation of the Arabic so as not to run into recombi-
nation issues on the output side.

Similarly, for Arabic-to-English, Lee (2004),
and Habash and Sadat (2006) show that vari-
ous segmentation schemes lead to improvements
that decrease with increasing parallel corpus size.
They use a trigram language model and the Ara-
bic morphological analyzer MADA (Habash and
Rambow, 2005) respectively, to segment the Ara-
bic side of their corpora. Other work on Arabic-
to-English SMT tries to address the word reorder-
ing problem. Habash (2007) automatically learns
syntactic reordering rules that are then applied to
the Arabic side of the parallel corpora. The words
are aligned in a sentence pair, then the Arabic sen-
tence is parsed to extract reordering rules based on
how the constituents in the parse tree are reordered
on the English side. No significant improvement is



shown with reordering when compared to a base-
line that uses a non-lexicalized distance reordering
model. This is attributed in the paper to the poor
quality of parsing.

Syntax-based reordering as a preprocessing step
has been applied to many language pairs other
than English-Arabic. Most relevant to the ap-
proach in this paper are Collins et al. (2005)
and Wang et al. (2007). Both parse the source
side and then reorder the sentence based on pre-
defined, linguistically motivated rules. Signifi-
cant gain is reported for German-to-English and
Chinese-to-English translation. Both suggest that
reordering as a preprocessing step results in bet-
ter alignment, and reduces the reliance on the dis-
tortion model. Popovic and Ney (2006) use sim-
ilar methods to reorder German by looking at the
POS tags for German-to-English and German-to-
Spanish. They show significant improvements on
test set sentences that do get reordered as well
as those that don’t, which is attributed to the im-
provement of the extracted phrases. (Xia and
McCord, 2004) present a similar approach, with
a notable difference: the re-ordering rules are au-
tomatically learned from aligning parse trees for
both the source and target sentences. They report
a 10% relative gain for English-to-French trans-
lation. Although target-side parsing is optional
in this approach, it is needed to take full advan-
tage of the approach. This is a bigger issue when
no reliable parses are available for the target lan-
guage, as is the case in this paper. More generally,
the use of automatically-learned rules has the ad-
vantage of readily applicable to different language
pairs. The use of deterministic, pre-defined rules,
however, has the advantage of being linguistically
motivated, since differences between the two lan-
guages are addressed explicitly. Moreover, the im-
plementation of pre-defined transfer rules based
on target-side parses is relatively easy and cheap
to implement in different language pairs.

Generic approaches for translating from En-
glish to more morphologically complex languages
have been proposed. Koehn and Hoang (2007)
propose Factored Translation Models, which ex-
tend phrase-based statistical machine translation
by allowing the integration of additional morpho-
logical features at the word level. They demon-
strate improvements for English-to-German and
English-to-Czech.  Tighter integration of fea-
tures is claimed to allow for better modeling of

&9

the morphology and hence is better than using
pre-processing and post-processing techniques.
Avramidis and Koehn (2008) enrich the English
side by adding a feature to the Factored Model that
models noun case agreement and verb person con-
jugation, and show that it leads to a more gram-
matically correct output for English-to-Greek and
English-to-Czech translation. Although Factored
Models are well equipped for handling languages
that differ in terms of morphology, they still use
the same distortion reordering model as a phrase-
based MT system.

4 Preprocessing Techniques

4.1 Arabic Segmentation and Recombination

It has been shown previously work (Badr et al.,
2008; Habash and Sadat, 2006) that morphologi-
cal segmentation of Arabic improves the transla-
tion performance for both Arabic-to-English and
English-to-Arabic by addressing the problem of
sparsity of the Arabic side. In this paper, we use
segmented and non-segmented Arabic on the tar-
get side, and study the effect of the combination of
segmentation with reordering.

As mentioned in Section 2.1, simple pattern
matching is not enough to decompose Arabic
words into stems and affixes. Lexical information
and context are needed to perform the decompo-
sition correctly. We use the Morphological Ana-
lyzer MADA (Habash and Rambow, 2005) to de-
compose the Arabic source. MADA uses SVM-
based classifiers of features (such as POS, num-
ber, gender, etc.) to score the different analyses
of a given word in context. We apply morpho-
logical decomposition before aligning the training
data. We split the conjunction and preposition pre-
fixes, as well as possessive and object pronoun suf-
fixes. We then glue the split morphemes into one
prefix and one suffix, such that any given word is
split into at most three parts: prefix+ stem +suffix.
Note that plural markers and subject pronouns are
not split. For example, the word wlAwlAdh (’and
for his children’) is segmented into wi+ AwlAd
+P:3MS.

Since training is done on segmented Arabic, the
output of the decoder must be recombined into its
original surface form. We follow the approach of
Badr et. al (2008) in combining the Arabic out-
put, which is a non-trivial task for several reasons.
First, the ending of a stem sometimes changes
when a suffix is attached to it. Second, word end-



ings are normalized to remove orthographic incon-
sistency between different sources (Section 2.1).
Finally, some words can recombine into more than
one grammatically correct form. To address these
issues, a lookup table is derived from the training
data that maps the segmented form of the word to
its original form. The table is also useful in re-
combining words that are erroneously segmented.
If a certain word does not occur in the table, we
back off to a set of manually defined recombina-
tion rules. Word ambiguity is resolved by picking
the more frequent surface form.

4.2 Arabic Reordering Rules

This section presents the syntax-based rules used
for re-ordering the English source to better match
the syntax of the Arabic target. These rules are
motivated by the Arabic syntactic facts described
in Section 2.2.

Much like Wang et al. (2007), we parse the En-
glish side of our corpora and reorder using prede-
fined rules. Reordering the English can be done
more reliably than other source languages, such
as Arabic, Chinese and German, since the state-
of-the-art English parsers are considerably better
than parsers of other languages. The following
rules for reordering at the sentence level and the
noun phrase level are applied to the English parse
tree:

1. NP: All nouns, adjectives and adverbs in the
noun phrase are inverted. This rule is moti-
vated by the order of the adjective with re-
spect to its head noun, as well as the idafa
construct (see Examples 6 and 7 in Section
2.2. As a result of applying this rule, the
phrase the blank computer screen becomes
the screen computer blank .

. PP: All prepositional phrases of the form
NiofNg...of N, are transformed to
N;Ny..N,. All N; are also made indefi-
nite, and the definite article is added to V,,,
the last noun in the chain. For example, the
phrase the general chief of staff of the armed
forces becomes general chief staff the armed
forces. We also move all adjectives in the
top noun phrase to the end of the construct.
So the real value of the Egyptian pound
becomes value the Egyptian pound real. This
rule is motivated by the idafa construct and
its properties (see Example 6).
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3. the: The definite article the is replicated be-
fore adjectives (see Example 5 above). So the
blank computer screen becomes the blank the
computer the screen. This rule is applied af-
ter NP rule abote. Note that we do not repli-
cate the before proper names.

. VP: This rule transforms SVO sentences to
VSO. All verbs are reordered on the condi-
tion that they have their own subject noun
phrase and are not in the participle form,
since in these cases the Arabic subject occurs
before the verb participle. We also check that
the verb is not in a relative clause with a that
complementizer (Example 3 above). The fol-
lowing example illustrates all these cases: the
health minister stated that 11 police officers
were wounded in clashes with the demonstra-
tors — stated the health minister that 11 po-
lice officers were wounded in clashes with the
demonstrators. If the verb is negated, the
negative particle is moved with the verb (Ex-
ample 4. Finally, if the object of the reordered
verb is a pronoun, it is reordered with the
verb. Example: the authorities gave us all
the necessary help becomes gave us the au-
thorities all the necessary help.

The transformation rules 1, 2 and 3 are applied
in this order, since they interact although they do
not conflict. So, the real value of the Egyptian
pound — value the Egyptian the pound the real
The VP reordering rule is independent.

S Experiments

5.1 System description

For the English source, we first tokenize us-
ing the Stanford Log-linear Part-of-Speech Tag-
ger (Toutanova et al., 2003). We then proceed
to split the data into smaller sentences and tag
them using Ratnaparkhi’s Maximum Entropy Tag-
ger (Ratnaparkhi, 1996). We parse the data us-
ing the Collins Parser (Collins, 1997), and then
tag person, location and organization names us-
ing the Stanford Named Entity Recognizer (Finkel
et al., 2005). On the Arabic side, we normalize
the data by changing final 'Y’ to ’y’, and chang-
ing the various forms of Alif hamza to bare Alif,
since these characters are written inconsistently in
some Arabic sources. We then segment the data
using MADA according to the scheme explained
in Section 4.1.



The English source is aligned to the seg-
mented Arabic target wusing the standard
MOSES (MOSES, 2007) configuration of
GIZA++ (Och and Ney, 2000), which is IBM
Model 4, and decoding is done using the phrase-
based SMT system MOSES. We use a maximum
phrase length of 15 to account for the increase
in length of the segmented Arabic. We also
use a lexicalized bidirectional reordering model
conditioned on both the source and target sides,
with a distortion limit set to 6. We tune using
Och’s algorithm (Och, 2003) to optimize weights
for the distortion model, language model, phrase
translation model and word penalty over the
BLEU metric (Papineni et al., 2001). For the
segmented Arabic experiments, we experiment
with tuning using non-segmented Arabic as a
reference. This is done by recombining the output
before each tuning iteration is scored and has been
shown by Badr et. al (2008) to perform better than
using segmented Arabic as reference.

5.2 Data Used

We report results on three domains: newswire text,
UN data and spoken dialogue from the travel do-
main. It is important to note that the sentences
in the travel domain are much shorter than in the
news domain, which simplifies the alignment as
well as reordering during decoding. Also, since
the travel domain contains spoken Arabic, it is
more biased towards the Subject-Verb-Object sen-
tence order than the Verb-Subject-Object order
more common in the news domain. Also note
that since most of our data was originally intended
for Arabic-to-English translation, our test and tun-
ing sets have only one reference, and therefore,
the BLEU scores we report are lower than typi-
cal scores reported in the literature on Arabic-to-
English.

The news training data consists of several LDC
corpora’>. We construct a test set by randomly
picking 2000 sentences. We pick another 2000
sentences randomly for tuning. Our final training
set consists of 3 million English words. We also
test on the NIST MT 05 “test set while tuning on
both the NIST MT 03 and 04 test sets. We use the
first English reference of the NIST test sets as the
source, and the Arabic source as our reference. For

“LDC2003E05 LDC2003E09 LDC2003T18
LDC2004E07 LDC2004E08 LDC2004E11 LDC2004E72
LDC2004T18 LDC2004T17 LDC2005E46 LDC2005T05
LDC2007T24

Scheme RandT MT 05
S NoS S NoS

Baseline 21.6 213 | 23.88 23.44
VP 21.9 2151|2398 23.58
NP 219 21.8

NP+PP 21.8 2151|2372 23.68
NP+PP+VP 222 218 | 23.74 23.16
NP+PP+VP+The | 21.3 21.0

Table 1: Translation Results for the News Domain
in terms of the BLEU Metric.

the language model, we use 35 million words from
the LDC Arabic Gigaword corpus, plus the Arabic
side of the 3 million word training corpus. Exper-
imentation with different language model orders
shows that the optimal model orders are 4-grams
for the baseline system and 6-grams for the seg-
mented Arabic. The average sentence length is 33
for English, 25 for non-segmented Arabic and 36
for segmented Arabic.

To study the effect of syntactic reordering on
larger training data sizes, we use the UN English-
Arabic parallel text (LDC2003T05). We experi-
ment with two training data sizes: 30 million and
3 million words. The test and tuning sets are
comprised of 1500 and 500 sentences respectively,
chosen at random.

For the spoken domain, we use the BTEC 2007
Arabic-English corpus. The training set consists
of 200K words, the test set has 500 sentences and
the tuning set has 500 sentences. The language
model consists of the Arabic side of the training
data. Because of the significantly smaller data
size, we use a trigram LM for the baseline, and
a 4-gram for segmented Arabic. In this case, the
average sentence length is 9 for English, 8 for Ara-
bic, and 10 for segmented Arabic.

5.3 Translation Results

The translation scores for the News domain are
shown in Table 1. The notation used in the table is
as follows:

e S:  Segmented Arabic

e NoS: Non-Segmented Arabic

e RandT: Scores for test set where sentences
were picked at random from NEWS data

e MT 05: Scores for the NIST MT 05 test set

The reordering notation is explained in Section
4.2. All results are in terms of the BLEU met-



S NoS
Short Long | Short Long
Baseline 22.57 2522 | 2240 24.33
VP 2295 2505|2295 24.02
NP+PP 2271 2476 | 23.16 24.067
NP+PP+VP | 22.84 24.62 | 22.53 24.56

Table 2: Translation Results depending on sen-
tence length for NIST test set.

Scheme Score % Oracle reord
VP 25.76 59%
NP-+PP 26.07 58%
NP+PP+VP | 26.17 53%

Table 3: Oracle scores for combining baseline sys-
tem with other reordered systems.

ric. It is important to note that the gain that we
report in terms of BLEU are more significant that
comparable gains on test sets that have multiple
references, since our test sets have only one refer-
ence. Any amount of gain is a result of additional
n-gram precision with one reference. We note that
the gain achieved from the reordering of the non-
segmented and segmented systems are compara-
ble. Replicating the before adjectives hurts the
scores, possibly because it increases the sentence
length noticeably, and thus deteriorates the align-
ments’ quality. We note that the gains achieved by
reordering on the NIST test set are smaller than
the improvements on the random test set. This is
due to the fact that the sentences in the NIST test
set are longer, which adversely affects the parsing
quality. The average English sentence length is 33
words in the NIST test set, while the random test
set has an average sentence length of 29 words.
Table 2 shows the reordering gains of the non-
segmented Arabic by sentence length. Short sen-
tences are sentences that have less that 40 words of
English, while long sentences have more than 40
words. Out of the 1055 sentence in the NIST test
set 719 are short and 336 are long. We also report
oracle scores in Table 3 for combining the base-
line system with the reordering systems, as well
as the percentage of oracle sentences produced by
the reordered system. The oracle score is com-
puted by starting with the reordered system’s can-
didate translations and iterating over all the sen-
tences one by one: we replace each sentence with
its corresponding baseline system translation then
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Scheme | 30M 3M

Baseline | 32.17 28.42
VP 3246 28.60
NP+PP | 31.73 28.80

Table 4: Translation Results on segmentd UN data
in terms of the BLEU Metric.

compute the total BLEU score of the entire set. If
the score improves, then the sentence in question
is replaced with the baseline system’s translation,
otherwise it remains unchanged and we move on
to the next one.

In Table 4, we report results on the UN corpus
for different training data sizes. It is important to
note that although gains from VP reordering stay
constant when scaled to larger training sets, gains
from NP+PP reordering diminish. This is due to
the fact that NP reordering tend to be more local-
ized then VP reorderings. Hence with more train-
ing data the lexicalized reordering model becomes
more effective in reordering NPs.

In Table 5, we report results on the BTEC
corpus for different segmentation and reordering
scheme combinations. We should first point out
that all sentences in the BTEC corpus are short,
simple and easy to align. Hence, the gain intro-
duced by reordering might not be enough to offset
the errors introduced by the parsing. We also note
that spoken Arabic usually prefers the Subject-
Verb-Object sentence order, rather than the Verb-
Subject-Object sentence order of written Arabic.
This explains the fact that no gain is observed
when the verb phrase is reordered. Noun phrase
reordering produces a significant gain with non-
segmented Arabic. Replicating the definite arti-
cle the in the noun phrase does not create align-
ment problems as is the case with the newswire
data, since the sentences are considerably shorter,
and hence the 0.74 point gain observed on the seg-
mented Arabic system. That gain does not trans-
late to the non-segmented Arabic system since in
that case the definite article A/ remains attached to
its head word.

6 Conclusion

This paper presented linguistically motivated rules
that reorder English to look like Arabic. We
showed that these rules produce significant gains.
We also studied the effect of the interaction be-
tween Arabic morphological segmentation and



Scheme | S NoS
Baseline | 29.06 254
VP 26.92 2349
NP 2794 26.83
NP+PP | 28.59 26.42
The 29.8 25.1

Table 5: Translation Results for the Spoken Lan-
guage Domain in the BLEU Metric.

syntactic reordering on translation results, as well
as how they scale to bigger training data sizes.

Acknowledgments

We would like to thank Michael Collins, Ali Mo-
hammad and Stephanie Seneff for their valuable
comments.

References

Eleftherios Avramidis, and Philipp Koehn 2008. En-
riching Morphologically Poor Languages for Statis-
tical Machine Translation. In Proc. of ACL/HLT.

Ibrahim Badr, Rabih Zbib, and James Glass 2008. Seg-
mentation for English-to-Arabic Statistical Machine
Translation. In Proc. of ACL/HLT.

Michael Collins 1997. Three Generative, Lexicalized
Models for Statistical Parsing. In Proc. of ACL.

Michael Collins, Philipp Koehn, and Ivona Kucerova
2005. Clause Restructuring for Statistical Machine
Translation. In Proc. of ACL.

Jenny Rose Finkel, Trond Grenager, and Christopher
Manning 2005. Incorporating Non-local Informa-
tion into Information Extraction Systems by Gibbs
Sampling. In Proc. of ACL.

Nizar Habash, 2007. Syntactic Preprocessing for Sta-
tistical Machine Translation. In Proc. of the Ma-
chine Translation Summit (MT-Summit).

Nizar Habash and Owen Rambow, 2005. Arabic Tok-
enization, Part-of-Speech Tagging and Morphologi-
cal Disambiguation in One Fell Swoop. In Proc. of
ACL.

Nizar Habash and Fatiha Sadat, 2006. Arabic Pre-
processing Schemes for Statistical Machine Trans-
lation. In Proc. of HLT.

Philipp Koehn and Hieu Hoang, 2007. Factored
Translation Models. In Proc. of EMNLP/CNLL.

Young-Suk Lee, 2004.
for Statistical Machine Translation.
EMNLP.

Morphological Analysis
In Proc. of

93

MOSES, 2007.
search Decoder for Machine Translation.
http://www.statmt.org/moses/.

A Factored Phrase-based Beam-
URL:

Franz Och 2003. Minimum Error Rate Training in
Statistical Machine Translation. In Proc. of ACL.

Franz Och and Hermann Ney 2000. Improved Statisti-
cal Alignment Models. In Proc. of ACL.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu 2001. BLUE: a Method for Automatic
Evaluation of Machine Translation. In Proc. of
ACL.

Maja Popovic and Hermann Ney 2006. POS-based
Word Reordering for Statistical Machine Transla-
tion. In Proc. of NAACL LREC.

Adwait Ratnaparkhi  1996. A Maximum Entropy
Model for Part-of-Speech Tagging. In Proc. of
EMNLP.

Ruhi Sarikaya and Yonggang Deng 2007. Joint
Morphological-Lexical Language Modeling for Ma-
chine Translation. In Proc. of NAACL HLT.

Kristina Toutanova, Dan Klein, Christopher Manning,
and Yoram Singer. 2003. Feature-Rich Part-of-
Speech Tagging with a Cyclic Dependency Network.
In Proc. of NAACL HLT.

Chao Wang, Michael Collins, and Philipp Koehn 2007.
Chinese Syntactic Reordering for Statistical Ma-
chine Translation. In Proc. of EMNLP.

Fei Xia and Michael McCord 2004. Improving a
Statistical MT System with Automatically Learned
Rewrite Patterns. In COLING.



Incremental Parsing Models for Dialog Task Structure

Srinivas Bangalore and Amanda J. Stent
AT&T Labs — Research, Inc., 180 Park Avenue,
Florham Park, NJ 07932, USA
{srini,stent}@research.att.com

Abstract

In this paper, we present an integrated
model of the two central tasks of dialog
management: interpreting user actions and
generating system actions. We model the
interpretation task as a classification prob-
lem and the generation task as a predic-
tion problem. These two tasks are inter-
leaved in an incremental parsing-based di-
alog model. We compare three alterna-
tive parsing methods for this dialog model
using a corpus of human-human spoken
dialog from a catalog ordering domain
that has been annotated for dialog acts
and task/subtask information. We contrast
the amount of context provided by each
method and its impact on performance.

1 Introduction

Corpora of spoken dialog are now widely avail-
able, and frequently come with annotations for
tasks/games, dialog acts, named entities and ele-
ments of syntactic structure. These types of infor-
mation provide rich clues for building dialog mod-
els (Grosz and Sidner, 1986). Dialog models can
be built offline (for dialog mining and summariza-
tion), or online (for dialog management).

A dialog manager is the component of a dia-
log system that is responsible for interpreting user
actions in the dialog context, and for generating
system actions. Needless to say, a dialog manager
operates incrementally as the dialog progresses. In
typical commercial dialog systems, the interpre-
tation and generation processes operate indepen-
dently of each other, with only a small amount of
shared context. By contrast, in this paper we de-
scribe a dialog model that (1) tightly integrates in-
terpretation and generation, (2) makes explicit the
type and amount of shared context, (3) includes
the task structure of the dialog in the context, (4)
can be trained from dialog data, and (5) runs in-
crementally, parsing the dialog as it occurs and in-
terleaving generation and interpretation.

At the core of our model is a parser that in-
crementally builds the dialog task structure as the

dialog progresses. In this paper, we experiment
with three different incremental tree-based parsing
methods. We compare these methods using a cor-
pus of human-human spoken dialogs in a catalog
ordering domain that has been annotated for dialog
acts and task/subtask information. We show that
all these methods outperform a baseline method
for recovering the dialog structure.

The rest of this paper is structured as follows:
In Section 2, we review related work. In Sec-
tion 3, we present our view of the structure of task-
oriented human-human dialogs. In Section 4, we
present the parsing approaches included in our ex-
periments. In Section 5, we describe our data and
experiments. Finally, in Section 6, we present con-
clusions and describe our current and future work.

2 Related Work

There are two threads of research that are relevant
to our work: work on parsing (written and spoken)
discourse, and work on plan-based dialog models.

Discourse Parsing Discourse parsing is the pro-
cess of building a hierarchical model of a dis-
course from its basic elements (sentences or
clauses), as one would build a parse of a sen-
tence from its words. There has now been con-
siderable work on discourse parsing using statisti-
cal bottom-up parsing (Soricut and Marcu, 2003),
hierarchical agglomerative clustering (Sporleder
and Lascarides, 2004), parsing from lexicalized
tree-adjoining grammars (Cristea, 2000), and rule-
based approaches that use rhetorical relations and
discourse cues (Forbes et al., 2003; Polanyi et al.,
2004; LeThanh et al., 2004). With the exception of
Cristea (2000), most of this research has been lim-
ited to non-incremental parsing of textual mono-
logues where, in contrast to incremental dialog
parsing, predicting a system action is not relevant.

The work on discourse parsing that is most
similar to ours is that of Baldridge and Las-
carides (2005). They used a probabilistic head-
driven parsing method (described in (Collins,
2003)) to construct rhetorical structure trees for a
spoken dialog corpus. However, their parser was
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Dialog

Task Task Task

Topic/Subtask
DialogAct,Pred—Args

Utterance

AN

Topic/Subtask Topic/Subtask

DialogAct,Pred—Args

DialogAct,Pred—Args

Utterance Utterance

Clause

Figure 1: A schema of a shared plan tree for a
dialog.

not incremental; it used global features such as the
number of turn changes. Also, it focused strictly
in interpretation of input utterances; it could not
predict actions by either dialog partner.

In contrast to other work on discourse parsing,
we wish to use the parsing process directly for di-
alog management (rather than for information ex-
traction or summarization). This influences our
approach to dialog modeling in two ways. First,
the subtask tree we build represents the functional
task structure of the dialog (rather than the rhetor-
ical structure of the dialog). Second, our dialog
parser must be entirely incremental.

Plan-Based Dialog Models Plan-based ap-
proaches to dialog modeling, like ours, operate di-
rectly on the dialog’s task structure. The process
of task-oriented dialog is treated as a special case
of Al-style plan recognition (Sidner, 1985; Litman
and Allen, 1987; Rich and Sidner, 1997; Carberry,
2001; Bohus and Rudnicky, 2003; Lochbaum,
1998). Plan-based dialog models are used for both
interpretation of user utterances and prediction of
agent actions. In addition to the hand-crafted mod-
els listed above, researchers have built stochastic
plan recognition models for interaction, includ-
ing ones based on Hidden Markov Models (Bui,
2003; Blaylock and Allen, 2006) and on proba-
bilistic context-free grammars (Alexandersson and
Reithinger, 1997; Pynadath and Wellman, 2000).
In this area, the work most closely related to
ours is that of Barrett and Weld (Barrett and Weld,
1994), who build an incremental bottom-up parser
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Order Placement

Opening Contact Info Order Item Payment Info Summary

Shipping Info Delivery Info

Figure 2: Sample output (subtask tree) from a
parse-based model for the catalog ordering do-
main.

to parse plans. Their parser, however, was not
probabilistic or targeted at dialog processing.

3 Dialog Structure

We consider a task-oriented dialog to be the re-
sult of incremental creation of a shared plan by
the participants (Lochbaum, 1998). The shared
plan is represented as a single tree 1" that incorpo-
rates the task/subtask structure, dialog acts, syn-
tactic structure and lexical content of the dialog,
as shown in Figure 1. A task is a sequence of sub-
tasks ST" € S. A subtask is a sequence of dialog
acts DA € D. Each dialog act corresponds to one
clause spoken by one speaker, customer (c*) or
agent (c*) (for which we may have acoustic, lexi-
cal, syntactic and semantic representations).
Figure 2 shows the subtask tree for a sample di-
alog in our domain (catalog ordering). An order
placement task is typically composed of the se-
quence of subtasks opening, contact-information,
order-item, related-offers, summary. Subtasks can
be nested; the nesting can be as deep as five lev-
els in our data. Most often the nesting is at the
leftmost or rightmost frontier of the subtask tree.
As the dialog proceeds, an utterance from a par-
ticipant is accommodated into the subtask tree in
an incremental manner, much like an incremen-
tal syntactic parser accommodates the next word
into a partial parse tree (Alexandersson and Rei-
thinger, 1997). An illustration of the incremental
evolution of dialog structure is shown in Figure 4.
However, while a syntactic parser processes in-
put from a single source, our dialog parser parses
user-system exchanges: user utterances are inter-
preted, while system utterances are generated. So
the steps taken by our dialog parser to incorpo-
rate an utterance into the subtask tree depend on
whether the utterance was produced by the agent
or the user (as shown in Figure 3).
User utterances Each user turn is split into
clauses (utterances). Each clause is supertagged

Closing



Interpretation of a user’s utterance:

DAC : da = argmax P(d"|c!, ST}, DA}, ci"¢

aveD

(C))

STC : st = argmaz P(s"|dal,c}, ST "}, DA}, i

svesS

@)
Generation of an agent’s utterance:

STP : st{ = argmaz P(s*|ST, ), DA, c."})

saesS
3)
DAP : da} = argmazx P(d*|st}, ST, "}, DA"} ¢ })
d*eD
(C))

Table 1: Equations used for modeling dialog act and sub-
task labeling of agent and user utterances. c;'/ci = the
words, syntactic information and named entities associated
with the i** utterance of the dialog, spoken by user/agent
u/a. dal/da¢ = the dialog act of the i*" utterance, spoken
by user/agent u/a. st'/st¢ = the subtask label of the i*" ut-
terance, spoken by user/agent u/a. DA;::}C represents the
dialog act tags for utterances ¢ — 1 to ¢ — k.

and labeled with named entities' . Interpretation of
the clause (c}') involves assigning a dialog act la-
bel (da) and a subtask label (st). We use ST/},
DAE:,lg, and CE:}C to represent the sequence of pre-
ceeding k subtask labels, dialog act labels and
clauses respectively. The dialog act label da;' is
determined from information about the clause and
(a k' order approximation of) the subtask tree so
far (T;_1 = (Sﬂijlfl, DA;::}C, C;:}C)), as shown in
Equation 1 (Table 1). The subtask label st} is de-
termined from information about the clause, its di-
alog act and the subtask tree so far, as shown in
Equation 2. Then, the clause is incorporated into
the subtask tree.
Agent utterances In contrast, a dialog sys-
tem starts planning an agent utterance by iden-
tifying the subtask to contribute to next, stf,
based on the subtask tree so far (1;_q
(STii:kl,DAjj}C,cZ:}C)), as shown in Equation 3
(Table 1) . Then, it chooses the dialog act of the
utterance, da;' , based on the subtask tree so far and
the chosen subtask for the utterance, as shown in
Equation 4. Finally, it generates an utterance, cj,
to realize its communicative intent (represented
as a subtask and dialog act pair, with associated
named entities)?.

Note that the current clause c is used in the

!This results in a syntactic parse of the clause and could
be done incrementally as well.
2We do not address utterance realization in this paper.

)

)
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Figure 3: Dialog management process

conditioning context of the interpretation model
(for user utterances), but the corresponding clause
for the agent utterance c is to be predicted and
hence is not part of conditioning context in the
generation model.

4 Dialog Parsing

A dialog parser can produce a “shallow” or “deep”
tree structure. A shallow parse is one in which
utterances are grouped together into subtasks, but
the dominance relations among subtasks are not
tracked. We call this model a chunk-based dia-
log model (Bangalore et al., 2006). The chunk-
based model has limitations. For example, dom-
inance relations among subtasks are important
for dialog processes such as anaphora resolu-
tion (Grosz and Sidner, 1986). Also, the chunk-
based model is representationally inadequate for
center-embedded nestings of subtasks, which do
occur in our domain, although less frequently than
the more prevalent “tail-recursive” structures.

We use the term parse-based dialog model to
refer to deep parsing models for dialog which
not only segment the dialog into chunks but also
predict dominance relations among chunks. For
this paper, we experimented with three alternative
methods for building parse-based models: shift-
reduce, start-complete and connection path.
Each of these operates on the subtask tree for
the dialog incrementally, from left-to-right, with
access only to the preceding dialog context, as
shown in Figure 4. They differ in the parsing ac-
tions and the data structures used by the parser;
this has implications for robustness to errors. The
instructions to reconstruct the parse are either en-
tirely encoded in the stack (in the shift-reduce
method), or entirely in the parsing actions (in the
start-complete and connection path methods). For
each of the four types of parsing action required
to build the parse tree (see Table 1), we construct
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Figure 4: An illustration of incremental evolution of dialog structure

a feature vector containing contextual information
for the parsing action (see Section 5.1). These fea-
ture vectors and the associated parser actions are
used to train maximum entropy models (Berger et
al., 1996). These models are then used to incre-
mentally incorporate the utterances for a new di-
alog into that dialog’s subtask tree as the dialog
progresses, as shown in Figure 3.

4.1 Shift-Reduce Method

In this method, the subtask tree is recovered
through a right-branching shift-reduce parsing
process (Hall et al., 2006; Sagae and Lavie, 2006).
The parser shifts each utterance on to the stack. It
then inspects the stack and decides whether to do
one or more reduce actions that result in the cre-
ation of subtrees in the subtask tree. The parser
maintains two data structures — a stack and a tree.
The actions of the parser change the contents of
the stack and create nodes in the dialog tree struc-
ture. The actions for the parser include unary-
reduce-X, binary-reduce-X and shift, where X is
each of the non-terminals (subtask labels) in the
tree. Shift pushes a token representing the utter-
ance onto the stack; binary-reduce-X pops two to-
kens off the stack and pushes the non-terminal X;
and unary-reduce-X pops one token off the stack
and pushes the non-terminal X. Each type of re-
duce action creates a constituent X in the dialog
tree and the tree(s) associated with the reduced el-
ements as subtree(s) of X. At the end of the dialog,
the output is a binary branching subtask tree.
Consider the example subdialog A: would you
like a free magazine? U: no. The process-
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ing of this dialog using our shift-reduce dialog
parser would proceed as follows: the STP model
predicts shift for st*; the DAP model predicts
YNP(Promotions) for da®; the generator outputs
would you like a free magazine?; and the parser
shifts a token representing this utterance onto the
stack. Then, the customer says no. The DAC
model classifies da" as No; the STC model clas-
sifies st as shift and binary-reduce-special-offer;
and the parser shifts a token representing the ut-
terance onto the stack, before popping the top two
elements off the stack and adding the subtree for
special-order into the dialog’s subtask tree.

4.2 Start-Complete Method

In the shift-reduce method, the dialog tree is con-
structed as a side effect of the actions performed
on the stack: each reduce action on the stack in-
troduces a non-terminal in the tree. By contrast,
in the start-complete method the instructions to
build the tree are directly encoded in the parser ac-
tions. A stack is used to maintain the global parse
state. The actions the parser can take are similar
to those described in (Ratnaparkhi, 1997). The
parser must decide whether to join each new termi-
nal onto the existing left-hand edge of the tree, or
start a new subtree. The actions for the parser in-
clude start-X, n-start-X, complete-X, u-complete-
X and b-complete-X, where X is each of the non-
terminals (subtask labels) in the tree. Start-X
pushes a token representing the current utterance
onto the stack; n-start-X pushes non-terminal X
onto the stack; complete-X pushes a token repre-
senting the current utterance onto the stack, then

Shipping-Addres:



pops the top two tokens off the stack and pushes
the non-terminal X; u-complete-X pops the top to-
ken off the stack and pushes the non-terminal X;
and b-complete-X pops the top two tokens off the
stack and pushes the non-terminal X. This method
produces a dialog subtask tree directly, rather than
producing an equivalent binary-branching tree.

Consider the same subdialog as before, A:
would you like a free magazine? U: no. The
processing of this dialog using our start-complete
dialog parser would proceed as follows: the STP
model predicts start-special-offer for st*; the DAP
model predicts YNP(Promotions) for da®; the gen-
erator outputs would you like a free magazine?;
and the parser shifts a token representing this ut-
terance onto the stack. Then, the customer says
no. The DAC model classifies da* as No; the STC
model classifies st* as complete-special-offer; and
the parser shifts a token representing the utter-
ance onto the stack, before popping the top two
elements off the stack and adding the subtree for
special-order into the dialog’s subtask tree.

4.3 Connection Path Method

In contrast to the shift-reduce and the start-
complete methods described above, the connec-
tion path method does not use a stack to track the
global state of the parse. Instead, the parser di-
rectly predicts the connection path (path from the
root to the terminal) for each utterance. The col-
lection of connection paths for all the utterances in
a dialog defines the parse tree. This encoding was
previously used for incremental sentence parsing
by (Costa et al., 2001). With this method, there
are many more choices of decision for the parser
(195 decisions for our data) compared to the shift-
reduce (32) and start-complete (82) methods.

Consider the same subdialog as before, A:
would you like a free magazine? U: no. The pro-
cessing of this dialog using our connection path
dialog parser would proceed as follows. First, the
STP model predicts S-special-offer for st?; the
DAP model predicts YNP(Promotions) for da“;
the generator outputs would you like a free mag-
azine?; and the parser adds a subtree rooted at
special-offer, with one terminal for the current ut-
terance, into the top of the subtask tree. Then,
the customer says no. The DAC model classi-
fies da" as No and the STC model classifies st“
as S-special-offer. Since the right frontier of the
subtask tree has a subtree matching this path, the
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[ Type | Task/subtask labels ]
Call-level | call-forward, closing, misc-other, open-
ing, out-of-domain, sub-call
Task-level | check-availability, contact-info,

delivery-info, discount, order-change,
order-item, order-problem, payment-
info, related-offer, shipping-address,
special-offer, summary

Table 2: Task/subtask labels in CHILD

Subtype ]

Info

Catalog, CC_Related, Discount, Order_Info
Order_Problem, Payment_Rel, Product_Info
Promotions, Related_Offer, Shipping

Ack, Goodbye, Hello, Help, Hold,
YoureWelcome, Thanks, Yes, No, Ack,
Repeat, Not(Information)

Code, Order_Problem, Address, Catalog,
CC_Related, Change_Order, Conf, Credit,
Customer_Info, Info, Make_Order, Name,
Order_Info, Order_Status, Payment_Rel,
Phone_Number, Product_Info, Promotions,
Shipping, Store_Info

Address, Email, Info, Order_Info,
Order_Status,Promotions, Related_Offer

[ Type |
Ask
Explain

Convers-
-ational

Request

YNQ

Table 3: Dialog act labels in CHILD

parser simply incorporates the current utterance as
a terminal of the special-offer subtree.

5 Data and Experiments

To evaluate our parse-based dialog model, we used
817 two-party dialogs from the CHILD corpus of
telephone-based dialogs in a catalog-purchasing
domain. Each dialog was transcribed by hand;
all numbers (telephone, credit card, etc.) were
removed for privacy reasons. The average di-
alog in this data set had 60 turns. The di-
alogs were automatically segmented into utter-
ances and automatically annotated with part-of-
speech tag and supertag information and named
entities. They were annotated by hand for dia-
log acts and tasks/subtasks. The dialog act and
task/subtask labels are given in Tables 2 and 3.

5.1 Features

In our experiments we used the following features
for each utterance: (a) the speaker ID; (b) uni-
grams, bigrams and trigrams of the words; (c) un-
igrams, bigrams and trigrams of the part of speech
tags; (d) unigrams, bigrams and trigrams of the su-
pertags; (e) binary features indicating the presence
or absence of particular types of named entity; (f)
the dialog act (determined by the parser); (g) the
task/subtask label (determined by the parser); and
(h) the parser stack at the current utterance (deter-



mined by the parser). Each input feature vector for
agent subtask prediction has these features for up
to three utterances of left-hand context (see Equa-
tion 3). Each input feature vector for dialog act
prediction has the same features as for agent sub-
task prediction, plus the actual or predicted sub-
task label (see Equation 4). Each input feature
vector for dialog act interpretation has features a-
h for up to three utterances of left-hand context,
plus the current utterance (see Equation 1). Each
input feature vector for user subtask classification
has the same features as for user dialog act inter-
pretation, plus the actual or classified dialog act
(see Equation 2).

The label for each input feature vector is the
parsing action (for subtask classification and pre-
diction) or the dialog act label (for dialog act clas-
sification and prediction). If more than one pars-
ing action takes place on a particular utterance
(e.g. a shift and then a reduce), the feature vec-
tor is repeated twice with different stack contents.

5.2 Training Method

We randomly selected roughly 90% of the dialogs
for training, and used the remainder for testing.
We separately trained models for: user dia-
log act classification (DAC, Equation 1); user
task/subtask classification (STC, Equation 2);
agent task/subtask prediction (STP, Equation 3);
and agent dialog act prediction (DAP, Equation 4).
In order to estimate the conditional distributions
shown in Table 1, we use the general technique of
choosing the MaxEnt distribution that properly es-
timates the average of each feature over the train-
ing data (Berger et al., 1996). We use the machine
learning toolkit LLAMA (Haffner, 2006), which
encodes multiclass classification problems using
binary MaxEnt classifiers to increase the speed of
training and to scale the method to large data sets.

5.3 Decoding Method

The decoding process for the three parsing meth-
ods is illustrated in Figure 3 and has four stages:
STP, DAP, DAC, and STC. As already explained,
each of these steps in the decoding process is mod-
eled as either a prediction task or a classifica-
tion task. The decoder constructs an input feature
vector depending on the amount of context being
used. This feature vector is used to query the ap-
propriate classifier model to obtain a vector of la-
bels with weights. The parser action labels (STP
and STC) are used to extend the subtask tree. For
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example, in the shift-reduce method, shift results
in a push action on the stack, while reduce-X re-
sults in popping the top two elements off the stack
and pushing X on to the stack. The dialog act la-
bels (DAP and DAC) are used to label the leaves
of the subtask tree (the utterances).

The decoder can use n-best results from the
classifier to enlarge the search space. In order
to manage the search space effectively, the de-
coder uses a beam pruning strategy. The decod-
ing process proceeds until the end of the dialog is
reached. In this paper, we assume that the end of
the dialog is given to the decoder”.

Given that the classifiers are error-prone in their
assignment of labels, the parsing step of the de-
coder needs to be robust to these errors. We ex-
ploit the state of the stack in the different meth-
ods to rule out incompatible parser actions (e.g. a
reduce-X action when the stack has one element,
a shift action on an already shifted utterance). We
also use n-best results to alleviate the impact of
classification errors. Finally, at the end of the di-
alog, if there are unattached constituents on the
stack, the decoder attaches them as sibling con-
stituents to produce a rooted tree structure. These
constraints contribute to robustness, but cannot be
used with the connection path method, since any
connection path (parsing action) suggested by the
classifier can be incorporated into the incremental
parse tree. Consequently, in the connection path
method there are fewer opportunities to correct the
errors made by the classifiers.

54 Evaluation Metrics

We evaluate dialog act classification and predic-
tion by comparing the automatically assigned di-
alog act tags to the reference dialog act tags.
For these tasks we report accuracy. We evaluate
subtask classification and prediction by compar-
ing the subtask trees output by the different pars-
ing methods to the reference subtask tree. We
use the labeled crossing bracket metric (typically
used in the syntactic parsing literature (Harrison et
al., 1991)), which computes recall, precision and
crossing brackets for the constituents (subtrees) in
a hypothesized parse tree given the reference parse
tree. We report F-measure, which is a combination
of recall and precision.

For each task, performance is reported for 1, 3,

3This is an unrealistic assumption if the decoder is to

serve as a dialog model. We expect to address this limitation
in future work.



5, and 10-best dynamic decoding as well as oracle
(Or) and for 0, 1 and 3 utterances of context.

5.5 Results
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Figure 5: Performance of parse-based methods for
subtask tree building

Figure 5 shows the performance of the different
methods for determining the subtask tree of the di-
alog. Wider beam widths do not lead to improved
performance for any method. One utterance of
context is best for shift-reduce and start-join; three
is best for the connection path method. The shift-
reduce method performs the best. With 1 utter-
ance of context, its 1-best f-score is 47.86, as com-
pared with 3491 for start-complete, 25.13 for the
connection path method, and 21.32 for the chunk-
based baseline. These performance differences are
statistically significant at p < .001. However, the
best performance for the shift-reduce method is
still significantly worse than oracle.

All of the methods are subject to some ‘stick-
iness’, a certain preference to stay within the
current subtask rather than starting a new one.
Also, all of the methods tended to perform poorly
on parsing subtasks that occur rarely (e.g. call-
forward, order-change) or that occur at many dif-
ferent locations in the dialog (e.g. out-of-domain,
order-problem, check-availability). For example,
the shift-reduce method did not make many shift
errors but did frequently b-reduce on an incor-
rect non-terminal (indicating trouble identifying
subtask boundaries). Some non-terminals most
likely to be labeled incorrectly by this method
(for both agent and user) are: call-forward, order-
change, summary, order-problem, opening and
out-of-domain.

Similarly, the start-complete method frequently
mislabeled a non-terminal in a complete action,
e.g. misc-other, check-availability, summary or
contact-info. It also quite frequently mislabeled
nonterminals in n-start actions, e.g. order-item,
contact-info or summary. Both of these errors in-
dicate trouble identifying subtask boundaries.

It is harder to analyze the output from the con-
nection path method. This method is more likely
to mislabel tree-internal nodes than those imme-
diately above the leaves. However, the same
non-terminals show up as error-prone for this
method as for the others: out-of-domain, check-
availability, order-problem and summary.
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Figure 6: Performance of dialog act assignment to
user’s utterances.

Figure 6 shows accuracy for classification of
user dialog acts. Wider beam widths do not
lead to signficantly improved performance for any
method. Zero utterances of context gives the high-
est accuracy for all methods. All methods per-
form fairly well, but no method significantly out-
performs any other: with O utterances of context,
1-best accuracy is .681 for the connection path
method, .698 for the start-complete method and
698 for the shift-reduce method. We note that
these results are competitive with those reported
in the literature (e.g. (Poesio and Mikheev, 1998;
Serafin and Eugenio, 2004)), although the dialog
corpus and the label sets are different.

The most common errors in dialog act classifi-
cation occur with dialog acts that occur 40 times
or fewer in the testing data (out of 3610 testing
utterances), and with Not(Information).

Figure 7 shows accuracy for prediction of agent
dialog acts. Performance for this task is lower than
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Speaker | Utterance Shift-Reduce Start-Complete Connection Path
A This is Sally shift, Hello start-opening, Hello opening_S, Hello
A How may I help you shift, binary-reduce-out-of- | complete-opening, opening_S, Hello
domain, Hello Hello
B Yes Not(Information), shift, | Not(Information), Not(Information), open-
binary-reduce-out-of-domain complete-opening ing_S
B Um I would like to place | Rquest(Make-Order),  shift, | Rquest(Make-Order), | Rquest(Make-Order),
an order please binary-reduce-opening complete-opening, opening_S
n-start-S
A May I have your tele- | shift, Acknowledge start-contact-info, Ac- | contact-info_S,
phone number with the knowledge Request(Phone-Number)
area code
B Uh the phone number is | Explain(Phone-Number), Explain(Phone- Explain(Phone-Number),
[number] shift, binary-reduce-contact- | Number), complete- | contact-info_S
info contact-info
Table 4: Dialog extract with subtask tree building actions for three parsing methods
109 dialog acts pertaining to Order-Info and Product-
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Figure 7: Performance of dialog act prediction
used to generate agent utterances.

that for dialog act classification because this is a
prediction task. Wider beam widths do not gener-
ally lead to improved performance for any method.
Three utterances of context generally gives the
best performance. The shift-reduce method per-
forms significantly better than the connection path
method with a beam width of 1 (p < .01), but not
at larger beam widths; there are no other signifi-
cant performance differences between methods at
3 utterances of context. With 3 utterances of con-
text, 1-best accuracies are .286 for the connection
path method, .329 for the start-complete method
and .356 for the shift-reduce method.

The most common errors in dialog act predic-
tion occur with rare dialog acts, Not(Information),
and the prediction of Acknowledge at the start of a
turn (we did not remove grounding acts from the
data). With the shift-reduce method, some YNQ
acts are commonly mislabeled. With all methods,
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Info acts are commonly mislabeled, which could
potentially indicate that these labels require a sub-
tle distinction between information pertaining to
an order and information pertaining to a product.

Table 4 shows the parsing actions performed by
each of our methods on the dialog snippet pre-
sented in Figure 4. For this example, the connec-
tion path method’s output is correct in all cases.

6 Conclusions and Future Work

In this paper, we present a parsing-based model
of task-oriented dialog that tightly integrates in-
terpretation and generation using a subtask tree
representation, can be trained from data, and runs
incrementally for use in dialog management. At
the core of this model is a parser that incremen-
tally builds the dialog task structure as it interprets
user actions and generates system actions. We ex-
periment with three different incremental parsing
methods for our dialog model. Our proposed shift-
reduce method is the best-performing so far, and
performance of this method for dialog act classifi-
cation and task/subtask modeling is good enough
to be usable. However, performance of all the
methods for dialog act prediction is too low to be
useful at the moment. In future work, we will ex-
plore improved models for this task that make use
of global information about the task (e.g. whether
each possible subtask has yet been completed;
whether required and optional task-related con-
cepts such as shipping address have been filled).
We will also separate grounding and task-related
behaviors in our model.
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Abstract

Sense induction seeks to automatically
identify word senses directly from a cor-
pus. A key assumption underlying pre-
vious work is that the context surround-
ing an ambiguous word is indicative of
its meaning. Sense induction is thus typ-
ically viewed as an unsupervised cluster-
ing problem where the aim is to partition
a word’s contexts into different classes,
each representing a word sense. Our work
places sense induction in a Bayesian con-
text by modeling the contexts of the am-
biguous word as samples from a multi-
nomial distribution over senses which
are in turn characterized as distributions
over words. The Bayesian framework pro-
vides a principled way to incorporate a
wide range of features beyond lexical co-
occurrences and to systematically assess
their utility on the sense induction task.
The proposed approach yields improve-
ments over state-of-the-art systems on a
benchmark dataset.

1 Introduction

Sense induction is the task of discovering automat-
ically all possible senses of an ambiguous word. It
is related to, but distinct from, word sense disam-
biguation (WSD) where the senses are assumed to
be known and the aim is to identify the intended
meaning of the ambiguous word in context.
Although the bulk of previous work has been
devoted to the disambiguation problem!, there are
good reasons to believe that sense induction may
be able to overcome some of the issues associ-
ated with WSD. Since most disambiguation meth-
ods assign senses according to, and with the aid

! Approaches to WSD are too numerous to list; We refer
the interested reader to Agirre et al. (2007) for an overview
of the state of the art.

Mirella Lapata
School of Informatics
University of Edinburgh
mlap@inf.ed.ac.uk

of, dictionaries or other lexical resources, it is dif-
ficult to adapt them to new domains or to lan-
guages where such resources are scarce. A re-
lated problem concerns the granularity of the sense
distinctions which is fixed, and may not be en-
tirely suitable for different applications. In con-
trast, when sense distinctions are inferred directly
from the data, they are more likely to represent
the task and domain at hand. There is little risk
that an important sense will be left out, or that ir-
relevant senses will influence the results. Further-
more, recent work in machine translation (Vickrey
et al., 2005) and information retrieval (Véronis,
2004) indicates that induced senses can lead to im-
proved performance in areas where methods based
on a fixed sense inventory have previously failed
(Carpuat and Wu, 2005; Voorhees, 1993).

Sense induction is typically treated as an un-
supervised clustering problem. The input to the
clustering algorithm are instances of the ambigu-
ous word with their accompanying contexts (rep-
resented by co-occurrence vectors) and the output
is a grouping of these instances into classes cor-
responding to the induced senses. In other words,
contexts that are grouped together in the same
class represent a specific word sense. In this paper
we adopt a novel Bayesian approach and formalize
the induction problem in a generative model. For
each ambiguous word we first draw a distribution
over senses, and then generate context words ac-
cording to this distribution. It is thus assumed that
different senses will correspond to distinct lexical
distributions. In this framework, sense distinctions
arise naturally through the generative process: our
model postulates that the observed data (word con-
texts) are explicitly intended to communicate a la-
tent structure (their meaning).

Our work is related to Latent Dirichlet Allo-
cation (LDA, Blei et al. 2003), a probabilistic
model of text generation. LDA models each doc-
ument using a mixture over K topics, which are
in turn characterized as distributions over words.

Proceedings of the 12th Conference of the European Chapter of the ACL, pages 103-111,
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The words in the document are generated by re-
peatedly sampling a topic according to the topic
distribution, and selecting a word given the chosen
topic. Whereas LDA generates words from global
topics corresponding to the whole document, our
model generates words from local topics chosen
based on a context window around the ambiguous
word. Document-level topics resemble general do-
main labels (e.g., finance, education) and cannot
faithfully model more fine-grained meaning dis-
tinctions. In our work, therefore, we create an in-
dividual model for every (ambiguous) word rather
than a global model for an entire document col-
lection. We also show how multiple information
sources can be straightforwardly integrated with-
out changing the underlying probabilistic model.
For instance, besides lexical information we may
want to consider parts of speech or dependen-
cies in our sense induction problem. This is in
marked contrast with previous LDA-based mod-
els which mostly take only word-based informa-
tion into account. We evaluate our model on a
recently released benchmark dataset (Agirre and
Soroa, 2007) and demonstrate improvements over
the state-of-the-art.

The remainder of this paper is structured as fol-
lows. We first present an overview of related work
(Section 2) and then describe our Bayesian model
in more detail (Sections 3 and 4). Section 5 de-
scribes the resources and evaluation methodology
used in our experiments. We discuss our results in
Section 6, and conclude in Section 7.

2 Related Work

Sense induction is typically treated as a cluster-
ing problem, where instances of a target word
are partitioned into classes by considering their
co-occurring contexts. Considerable latitude is
allowed in selecting and representing the co-
occurring contexts. Previous methods have used
first or second order co-occurrences (Purandare
and Pedersen, 2004; Schiitze, 1998), parts of
speech (Purandare and Pedersen, 2004), and gram-
matical relations (Pantel and Lin, 2002; Dorow
and Widdows, 2003). The size of the context win-
dow also varies, it can be a relatively small, such as
two words before and after the target word (Gauch
and Futrelle, 1993), the sentence within which the
target is found (Bordag, 2006), or even larger, such
as the 20 surrounding words on either side of the
target (Purandare and Pedersen, 2004).

In essence, each instance of a target word
is represented as a feature vector which subse-
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quently serves as input to the chosen clustering
method. A variety of clustering algorithms have
been employed ranging from k-means (Purandare
and Pedersen, 2004), to agglomerative clustering
(Schiitze, 1998), and the Information Bottleneck
(Niu et al., 2007). Graph-based methods have also
been applied to the sense induction task. In this
framework words are represented as nodes in the
graph and vertices are drawn between the tar-
get and its co-occurrences. Senses are induced by
identifying highly dense subgraphs (hubs) in the
co-occurrence graph (Véronis, 2004; Dorow and
Widdows, 2003).

Although LDA was originally developed as a
generative topic model, it has recently gained
popularity in the WSD literature. The inferred
document-level topics can help determine coarse-
grained sense distinctions. Cai et al. (2007) pro-
pose to use LDA’s word-topic distributions as fea-
tures for training a supervised WSD system. In a
similar vein, Boyd-Graber and Blei (2007) infer
LDA topics from a large corpus, however for un-
supervised WSD. Here, LDA topics are integrated
with McCarthy et al.’s (2004) algorithm. For each
target word, a topic is sampled from the docu-
ment’s topic distribution, and a word is generated
from that topic. Also, a distributional neighbor is
selected based on the topic and distributional sim-
ilarity to the generated word. Then, the word sense
is selected based on the word, neighbor, and topic.
Boyd-Graber et al. (2007) extend the topic mod-
eling framework to include WordNet senses as a
latent variable in the word generation process. In
this case the model discovers both the topics of
the corpus and the senses assigned to each of its
words.

Our own model is also inspired by LDA but cru-
cially performs word sense induction, not disam-
biguation. Unlike the work mentioned above, we
do not rely on a pre-existing list of senses, and do
not assume a correspondence between our auto-
matically derived sense-clusters and those of any
given inventory.” A key element in these previous
attempts at adapting LDA for WSD is the tendency
to remain at a high level, document-like, setting.
In contrast, we make use of much smaller units
of text (a few sentences, rather than a full doc-
ument), and create an individual model for each
(ambiguous) word type. Our induced senses are
few in number (typically less than ten). This is in
marked contrast to tens, and sometimes hundreds,

2Such a mapping is only performed to enable evaluation
and comparison with other approaches (see Section 5).



of topics commonly used in document-modeling
tasks.

Unlike many conventional clustering meth-
ods (e.g., Purandare and Pedersen 2004; Schiitze
1998), our model is probabilistic; it specifies
a probability distribution over possible values,
which makes it easy to integrate and combine with
other systems via mixture or product models. Fur-
thermore, the Bayesian framework allows the in-
corporation of several information sources in a
principled manner. Our model can easily handle an
arbitrary number of feature classes (e.g., parts of
speech, dependencies). This functionality in turn
enables us to evaluate which linguistic informa-
tion matters for the sense induction task. Previous
attempts to handle multiple information sources
in the LDA framework (e.g., Griffiths et al. 2005;
Barnard et al. 2003) have been task-specific and
limited to only two layers of information. Our
model provides this utility in a general framework,
and could be applied to other tasks, besides sense
induction.

3 The Sense Induction Model

The core idea behind sense induction is that con-
textual information provides important cues re-
garding a word’s meaning. The idea dates back to
(at least) Firth (1957) (*‘You shall know a word by
the company it keeps”), and underlies most WSD
and lexicon acquisition work to date. Under this
premise, we should expect different senses to be
signaled by different lexical distributions.

We can place sense induction in a probabilis-
tic setting by modeling the context words around
the ambiguous target as samples from a multino-
mial sense distribution. More formally, we will
write P(s) for the distribution over senses s of
an ambiguous target in a specific context win-
dow and P(wl|s) for the probability distribution
over context words w given sense s. Each word w;
in the context window is generated by first sam-
pling a sense from the sense distribution, then
choosing a word from the sense-context distribu-
tion. P(s; = j) denotes the probability that the jth
sense was sampled for the ith word token and
P(w;|s; = j) the probability of context word w; un-
der sense j. The model thus specifies a distribution
over words within a context window:

™

P(w;) =) P(wilsi=j)P(si=j) (1)

j=1

where S is the number of senses. We assume that
each target word has C contexts and each context ¢

105

OO0 e

o 0

C

Figure 1: Bayesian sense induction model; shaded
nodes represent observed variables, unshaded
nodes indicate latent variables. Arrows indi-
cate conditional dependencies between variables,
whereas plates (the rectangles in the figure) refer
to repetitions of sampling steps. The variables in
the lower right corner refer to the number of sam-
ples.

consists of N, word tokens. We shall write q><f )asa
shorthand for P(w;|s; = j), the multinomial distri-
bution over words for sense j, and 8() as a short-
hand for the distribution of senses in context c.

Following Blei et al. (2003) we will assume that
the mixing proportion over senses 0 is drawn from
a Dirichlet prior with parameters o. The role of
the hyperparameter o is to create a smoothed sense
distribution. We also place a symmetric Dirichlet 3
on ¢ (Griffiths and Steyvers, 2002). The hyper-
parmeter [3 can be interpreted as the prior observa-
tion count on the number of times context words
are sampled from a sense before any word from
the corpus is observed. Our model is represented
in graphical notation in Figure 1.

The model sketched above only takes word in-
formation into account. Methods developed for su-
pervised WSD often use a variety of information
sources based not only on words but also on lem-
mas, parts of speech, collocations and syntactic re-
lationships (Lee and Ng, 2002). The first idea that
comes to mind, is to use the same model while
treating various features as word-like elements. In
other words, we could simply assume that the con-
texts we wish to model are the union of all our
features. Although straightforward, this solution
is undesirable. It merges the distributions of dis-
tinct feature categories into a single one, and is
therefore conceptually incorrect, and can affect the
performance of the model. For instance, parts-of-
speech (which have few values, and therefore high
probability), would share a distribution with words
(which are much sparser). Layers containing more
elements (e.g. 10 word window) would overwhelm
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Figure 2: Extended sense induction model; inner
rectangles represent different sources (layers) of
information. All layers share the same, instance-
specific, sense distribution (0), but each have their
own (multinomial) sense-feature distribution (¢).
Shaded nodes represent observed features f’; these
can be words, parts of speech, collocations or de-
pendencies.

smaller ones (e.g. 1 word window).

Our solution is to treat each information source
(or feature type) individually and then combine
all of them together in a unified model. Our un-
derlying assumption is that the context window
around the target word can have multiple represen-
tations, all of which share the same sense distribu-
tion. We illustrate this in Figure 2 where each inner
rectangle (layer) corresponds to a distinct feature
type. We will naively assume independence be-
tween multiple layers, even though this is clearly
not the case in our task. The idea here is to model
each layer as faithfully as possible to the empirical
data while at the same time combining information
from all layers in estimating the sense distribution
of each target instance.

4 Inference

Our inference procedure is based on Gibbs sam-
pling (Geman and Geman, 1984). The procedure
begins by randomly initializing all unobserved
random variables. At each iteration, each random
variable s; is sampled from the conditional distri-
bution P(s;|s_;) where 5_; refers to all variables
other than s;. Eventually, the distribution over sam-
ples drawn from this process will converge to the
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unconditional joint distribution P(5) of the unob-
served variables (provided certain criteria are ful-
filled).

In our model, each element in each layer is a
variable, and is assigned a sense label (see Fig-
ure 2, where distinct layers correspond to differ-
ent representations of the context around the tar-
get word). From these assignments, we must de-
termine the sense distribution of the instance as a
whole. This is the purpose of the Gibbs sampling
procedure. Specifically, in order to derive the up-
date function used in the Gibbs sampler, we must
provide the conditional probability of the i-th vari-
able being assigned sense s; in layer [/, given the
feature value f; of the context variable and the cur-
rent sense assignments of all the other variables in
the data (s5_;):

p(sil[s—i, f) o< p(fils,f_i:B) - p(sils—i, ) (2)
The probability of a single sense assignment, s;,
is proportional to the product of the likelihood (of
feature f;, given the rest of the data) and the prior
probability of the assignment.

) 3)
p(fi|§af7ivl3) =
/p(fi|l7§7¢) 'p((l)’?fiaﬁl)d(l) = M

For the likelihood term p(f;|s, f_;,B), integrating
over all possible values of the multinomial feature-
sense distribution ¢ gives us the rightmost term in
Equation 3, which has an intuitive interpretation.
The term #(f;,s;) indicates the number of times
the feature-value f; was assigned sense s; in the
rest of the data. Similarly, #(s;) indicates the num-
ber of times the sense assignment s; was observed
in the data. 3; is the Dirichlet prior for the feature-
sense distribution ¢ in the current layer /, and V;
is the size of the vocabulary of that layer, i.e., the
number of possible feature values in the layer. In-
tuitively, the probability of a feature-value given
a sense is directly proportional to the number of
times we have seen that value and that sense-
assignment together in the data, taking into ac-
count a pseudo-count prior, expressed through 3.
This can also be viewed as a form of smoothing.

A similar approach is taken with regards to the
prior probability p(s;|s_;,o). In this case, how-
ever, all layers must be considered:

plsils—i,0) =Y N p(sill,s_iy0u)  (4)
1



Here A, is the weight for the contribution of layer [,
and oy is the portion of the Dirichlet prior for the
sense distribution 0 in the current layer. Treating
each layer individually, we integrate over the pos-
sible values of 6, obtaining a similar count-based
term:

(&)

p(sill,s-i,0u) =

[ st 5-.0)- p(@[F e = ) EC

#
do =
#l—i-S-OL[

where #I(s;) indicates the number of elements in
layer [ assigned the sense s;, #/ indicates the num-
ber of elements in layer /, i.e., the size of the layer
and S the number of senses.

To distribute the pseudo counts represented by
o in a reasonable fashion among the layers, we
define oy % -o0 where #m = Y, #, i.e., the total
size of the instance. This distributes o according
to the relative size of each layer in the instance.

#1(si)
Tj"‘Oﬂ

#m+S-o

#l(s,-)—f—%-oc_#m'

6
#+S- .o ©

p(sill,5-i,00)=

Placing these values in Equation 4 we obtain the
following:

#1(si)
o

#m+S-o

#m-Y, N -
psifs_iyt) = T BN

(7

Putting it all together, we arrive at the final update
equation for the Gibbs sampling:

#I(S,')
#l
#m+S-o

o #(fiysi) +Pr #m-Yih -
#(si))+Vi- B

+ o

p(sils—i,f) (8)

Note that when dealing with a single layer, Equa-
tion 8 collapses to:

#(fi,s1)+PB '#m(s,-)+oc
#(s;))+V-B #m+S-a

p(sils—i, f) =< 9)
where #m(s;) indicates the number of elements
(e.g., words) in the context window assigned to
sense §;. This is identical to the update equation
in the original, word-based LDA model.

The sampling algorithm gives direct estimates
of s for every context element. However, in view
of our task, we are more interested in estimating 6,
the sense-context distribution which can be ob-
tained as in Equation 7, but taking into account
all sense assignments, without removing assign-
ment i. Our system labels each instance with the
single, most probable sense.

107

5 Evaluation Setup

In this section we discuss our experimental set-up
for assessing the performance of the model pre-
sented above. We give details on our training pro-
cedure, describe our features, and explain how our
system output was evaluated.

Data In this work, we focus solely on inducing
senses for nouns, since they constitute the largest
portion of content words. For example, nouns rep-
resent 45% of the content words in the British Na-
tional Corpus. Moreover, for many tasks and ap-
plications (e.g., web queries, Jansen et al. 2000)
nouns are the most frequent and most important
part-of-speech.

For evaluation, we used the Semeval-2007
benchmark dataset released as part of the sense
induction and discrimination task (Agirre and
Soroa, 2007). The dataset contains texts from the
Penn Treebank II corpus, a collection of articles
from the first half of the 1989 Wall Street Jour-
nal (WSJ). It is hand-annotated with OntoNotes
senses (Hovy et al., 2006) and has 35 nouns. The
average noun ambiguity is 3.9, with a high (almost
80%) skew towards the predominant sense. This is
not entirely surprising since OntoNotes senses are
less fine-grained than WordNet senses.

We used two corpora for training as we wanted
to evaluate our model’s performance across differ-
ent domains. The British National Corpus (BNC)
is a 100 million word collection of samples of
written and spoken language from a wide range of
sources including newspapers, magazines, books
(both academic and fiction), letters, and school es-
says as well as spontaneous conversations. This
served as our out-of-domain corpus, and con-
tained approximately 730 thousand instances of
the 35 target nouns in the Semeval lexical sample.
The second, in-domain, corpus was built from se-
lected portions of the Wall Street Journal. We used
all articles (excluding the Penn Treebank II por-
tion used in the Semeval dataset) from the years
1987-89 and 1994 to create a corpus of similar size
to the BNC, containing approximately 740 thou-
sand instances of the target words.

Additionally, we used the Senseval 2 and 3 lex-
ical sample data (Preiss and Yarowsky, 2001; Mi-
halcea and Edmonds, 2004) as development sets,
for experimenting with the hyper-parameters of
our model (see Section 6).

Evaluation Methodology Agirre and Soroa
(2007) present two evaluation schemes for as-
sessing sense induction methods. Under the first



scheme, the system output is compared to the
gold standard using standard clustering evalua-
tion metrics (e.g., purity, entropy). Here, no at-
tempt is made to match the induced senses against
the labels of the gold standard. Under the second
scheme, the gold standard is partitioned into a test
and training corpus. The latter is used to derive a
mapping of the induced senses to the gold stan-
dard labels. The mapping is then used to calculate
the system’s F-Score on the test corpus.

Unfortunately, the first scheme failed to dis-
criminate among participating systems. The one-
cluster-per-word baseline outperformed all sys-
tems, except one, which was only marginally bet-
ter. The scheme ignores the actual labeling and
due to the dominance of the first sense in the data,
encourages a single-sense approach which is fur-
ther amplified by the use of a coarse-grained sense
inventory. For the purposes of this work, there-
fore, we focused on the second evaluation scheme.
Here, most of the participating systems outper-
formed the most-frequent-sense baseline, and the
rest obtained only slightly lower scores.

Feature Space Our experiments used a feature
set designed to capture both immediate local con-
text, wider context and syntactic context. Specifi-
cally, we experimented with six feature categories:
+10-word window (10w), +5-word window (5w),
collocations (1w), word n-grams (ng), part-of-
speech n-grams (pg) and dependency relations
(dp). These features have been widely adopted in
various WSD algorithms (see Lee and Ng 2002 for
a detailed evaluation). In all cases, we use the lem-
matized version of the word(s).

The Semeval workshop organizers provided a
small amount of context for each instance (usu-
ally a sentence or two surrounding the sentence
containing the target word). This context, as well
as the text in the training corpora, was parsed us-
ing RASP (Briscoe and Carroll, 2002), to extract
part-of-speech tags, lemmas, and dependency in-
formation. For instances containing more than one
occurrence of the target word, we disambiguate
the first occurrence. Instances which were not cor-
rectly recognized by the parser (e.g., a target word
labeled with the wrong lemma or part-of-speech),
were automatically assigned to the largest sense-
cluster.?

3This was the case for less than 1% of the instances.
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Figure 3: Model performance with varying num-
ber of senses on the WSJ and BNC corpora.

6 Experiments

Model Selection The framework presented in
Section 3 affords great flexibility in modeling the
empirical data. This however entails that several
parameters must be instantiated. More precisely,
our model is conditioned on the Dirichlet hyper-
parameters o and B and the number of senses S.
Additional parameters include the number of iter-
ations for the Gibbs sampler and whether or not
the layers are assigned different weights.

Our strategy in this paper is to fix o and P
and explore the consequences of varying S. The
value for the o hyperparameter was set to 0.02.
This was optimized in an independent tuning ex-
periment which used the Senseval 2 (Preiss and
Yarowsky, 2001) and Senseval 3 (Mihalcea and
Edmonds, 2004) datasets. We experimented with
o values ranging from 0.005 to 1. The B parame-
ter was set to 0.1 (in all layers). This value is often
considered optimal in LDA-related models (Grif-
fiths and Steyvers, 2002). For simplicity, we used
uniform weights for the layers. The Gibbs sampler
was run for 2,000 iterations. Due to the random-
ized nature of the inference procedure, all reported
results are average scores over ten runs.

Our experiments used the same number of
senses for all the words, since tuning this number
individually for each word would be prohibitive.
We experimented with values ranging from three
to nine senses. Figure 3 shows the results obtained
for different numbers of senses when the model is
trained on the WSJ (in-domain) and BNC (out-of-
domain) corpora, respectively. Here, we are using
the optimal combination of layers for each system
(which we discuss in the following section in de-



Senses of drug (WSJ)

3. company, million, sale, maker, stock, inc.
4. administration, food, company, approval, FDA

1. U.S., administration, federal, against, war, dealer
2. patient, people, problem, doctor, company, abuse

Senses of drug (BNC)

1. patient, treatment, effect, anti-inflammatory

2. alcohol, treatment, patient, therapy, addiction
3. patient, new, find, effect, choice, study

4. test, alcohol, patient, abuse, people, crime

5. trafficking, trafficker, charge, use, problem

6. abuse, against, problem, treatment, alcohol

7. people, wonder, find, prescription, drink, addict
8. company, dealer, police, enforcement, patient

Table 1: Senses inferred for the word drug from
the WSJ and BNC corpora.

tail). For the model trained on WSJ, performance
peaks at four senses, which is similar to the av-
erage ambiguity in the test data. For the model
trained on the BNC, however, the best results are
obtained using twice as many senses. Using fewer
senses with the BNC-trained system can result in
a drop in accuracy of almost 2%. This is due to
the shift in domain. As the sense-divisions of the
learning domain do not match those of the target
domain, finer granularity is required in order to en-
compass all the relevant distinctions.

Table 1 illustrates the senses inferred for the
word drug when using the in-domain and out-of-
domain corpora, respectively. The most probable
words for each sense are also shown. Firstly, note
that the model infers some plausible senses for
drug on the WSJ corpus (top half of Table 1).
Sense 1 corresponds to the “enforcement” sense
of drug, Sense 2 refers to “medication”, Sense 3
to the “drug industry” and Sense 4 to “drugs re-
search”. The inferred senses for drug on the BNC
(bottom half of Table 1) are more fine grained. For
example, the model finds distinct senses for “med-
ication” (Sense 1 and 7) and “illegal substance”
(Senses 2, 4, 6, 7). It also finds a separate sense
for “drug dealing” (Sense 5) and “enforcement”
(Sense 8). Because the BNC has a broader fo-
cus, finer distinctions are needed to cover as many
senses as possible that are relevant to the target do-
main (WSJ).

Layer Analysis We next examine which indi-
vidual feature categories are most informative
in our sense induction task. We also investigate
whether their combination, through our layered
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] 1-Layer H 5-Layers H Combination ‘
10w |86.9||-10w |83.1|[10w+5w 87.3%
Sw |86.8||-5w |83.0||5w+pg 83.9%
1w |84.6||-1w |83.0||1w+ng 83.2%
ng [83.6||-ng |83.0||10w+pg 83.3%
pg |82.5||-pg |82.7| 1w+pg 84.5%
dp |82.2||-dp |84.7||10w+pg+dep|82.2%
MFS|80.9||all |83.3||MFS 80.9%

Table 2: Model performance (F-score) on the WSJ
with one layer (left), five layers (middle), and se-
lected combinations of layers (right).

model (see Figure 2), yields performance im-
provements. We used 4 senses for the system
trained on WSJ and 8 for the system trained on
the BNC (o was set to 0.02 and f to 0.1)

Table 2 (left side) shows the performance of our
model when using only one layer. The layer com-
posed of words co-occurring within a +10-word
window (10w), and representing wider, topical, in-
formation gives the highest scores on its own. It
is followed by the £5 (5w) and 1 (1w) word
windows, which represent more immediate, local
context. Part-of-speech n-grams (pg) and word n-
grams (ng), on their own, achieve lower scores,
largely due to over-generalization and data sparse-
ness, respectively. The lowest-scoring single layer
is the dependency layer (dp), with performance
only slightly above the most-frequent-sense base-
line (MFS). Dependency information is very infor-
mative when present, but extremely sparse.

Table 2 (middle) also shows the results obtained
when running the layered model with all but one
of the layers as input. We can use this informa-
tion to determine the contribution of each layer by
comparing to the combined model with all layers
(all). Because we are dealing with multiple lay-
ers, there is an element of overlap involved. There-
fore, each of the word-window layers, despite rel-
atively high informativeness on its own, does not
cause as much damage when it is absent, since
the other layers compensate for the topical and lo-
cal information. The absence of the word n-gram
layer, which provides specific local information,
does not make a great impact when the 1w and pg
layers are present. Finally, we can see that the ex-
tremely sparse dependency layer is detrimental to
the multi-layer model as a whole, and its removal
increases performance. The sparsity of the data in
this layer means that there is often little informa-
tion on which to base a decision. In these cases,
the layer contributes a close-to-uniform estimation



] 1-Layer H 5-Layers H Combination ‘
10w |84.6||-10w|83.3 || 10w+5w 85.5%
Sw [84.6||-5w [82.8||5w+pg 83.5%
Iw |83.6]|-1w |83.5|| 1w+ng 83.5%
pg [83.1||-pg [83.2||10w+pg 83.4%
ng |82.8||-ng |82.9||1w+pg 84.1%
dp |81.1||-dp |84.7||10w+pg+dep|81.7%
MFS |80.9||all |84.1||MFS 80.9%

Table 3: Model performance (F-score) on the BNC
with one layer (left), five layers (middle), and se-
lected combinations of layers (right).

of the sense distribution, which confuses the com-
bined model.

Other layer combinations obtained similar re-
sults. Table 2 (right side) shows the most informa-
tive two and three layer combinations. Again, de-
pendencies tend to decrease performance. On the
other hand, combining features that have similar
performance on their own is beneficial. We obtain
the best performance overall with a two layered
model combining topical (+10w) and local (+5w)
contexts.

Table 3 replicates the same suite of experiments
on the BNC corpus. The general trends are similar.
Some interesting differences are apparent, how-
ever. The sparser layers, notably word n-grams
and dependencies, fare comparatively worse. This
is expected, since the more precise, local, infor-
mation is likely to vary strongly across domains.
Even when both domains refer to the same sense
of a word, it is likely to be used in a different
immediate context, and local contextual informa-
tion learned in one domain will be less effective
in the other. Another observable difference is that
the combined model without the dependency layer
does slightly better than each of the single layers.
The 1w+pg combination improves over its compo-
nents, which have similar individual performance.
Finally, the best performing model on the BNC
also combines two layers capturing wider (10w)
and more local (5w) contextual information (see
Table 3, right side).

Comparison to State-of-the-Art Table 4 com-
pares our model against the two best performing
sense induction systems that participated in the
Semeval-2007 competition. IR2 (Niu et al., 2007)
performed sense induction using the Information
Bottleneck algorithm, whereas UMND?2 (Peder-
sen, 2007) used k-means to cluster second order
co-occurrence vectors associated with the target
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System F-Score
10w, 5w (WSJ) 87.3
I2R 86.8
UMND?2 84.5
MFS 80.9

Table 4: Comparison of the best-performing
Semeval-07 systems against our model.

word. These models and our own model signif-
icantly outperform the most-frequent-sense base-
line (p < 0.01 using a x> test). Our best sys-
tem (10w+5w on WSJ) is significantly better than
UMND?2 (p < 0.01) and quantitatively better than
IR2, although the difference is not statistically sig-
nificant.

7 Discussion

This paper presents a novel Bayesian approach to
sense induction. We formulated sense induction
in a generative framework that describes how the
contexts surrounding an ambiguous word might
be generated on the basis of latent variables. Our
model incorporates features based on lexical in-
formation, parts of speech, and dependencies in a
principled manner, and outperforms state-of-the-
art systems. Crucially, the approach is not specific
to the sense induction task and can be adapted for
other applications where it is desirable to take mul-
tiple levels of information into account. For exam-
ple, in document classification, one could consider
an accompanying image and its caption as possi-
ble additional layers to the main text.

In the future, we hope to explore more rigor-
ous parameter estimation techniques. Goldwater
and Griffiths (2007) describe a method for inte-
grating hyperparameter estimation into the Gibbs
sampling procedure using a prior over possible
values. Such an approach could be adopted in our
framework, as well, and extended to include the
layer weighting parameters, which have strong po-
tential for improving the model’s performance. In
addition, we could allow an infinite number of
senses and use an infinite Dirichlet model (Teh
et al., 2006) to automatically determine how many
senses are optimal. This provides an elegant so-
lution to the model-order problem, and eliminates
the need for external cluster-validation methods.
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Abstract language for which the surface realisation system

is developed, and not only globally, but also at the
level of individual sentences.

Another major consideration in evaluation is
what to take as the gold standard. The easiest op-
tion is to take the original corpus string that was
used to produce the abstract representation from
which we generate. However, there may well be
other realisations of the same input that are as
suitable in the given context. Reiter and Sripada
(2002) argue that while we should take advantage
of large corpora in NLG, we also need to take care
that we do not introduce errors by learning from
incorrect data present in corpora.

In order to better understand what makes good
) evaluation data (and metrics), we designed and im-
1 Introduction plemented an experiment in which human judges

An important component of research on surfaceevaluated German string realisations. The main
realisation (the task of generating strings for aaims of this experiment were: (i) to establish how
given abstract representation) is evaluation, espduch variation in German word order is accept-
cially if we want to be able to compare across sysable for human judges, (ii) to find an automatic
tems. There is consensus that exact match witBvaluation metric that mirrors the findings of the
respect to an actually observed corpus sentence fgiman evaluation, (iii) to provide detailed feed-
too strict a metric and that BLEU score measured?@ck for the designers of the surface realisation
against corpus sentences can only give a rough infanking model and (iv) to establish what effect
pression of the quality of the system output. It ispreceding context has on the choice of realisation.
unclear, however, what kind of metric would be N this paper, we concentrate on points (i) and (iv).
most suitable for the evaluation of string realisa- 1he remainder of the paper is structured as fol-
tions, so that, as a result, there have been a range lgwvs: In Section 2 we outline the realisation rank-
automatic metrics applied includirigter aliaex-  ing system that provided the data for the experi-
act match, string edit distance, NIST SSA, BLEU,ment- In Section 3 we outline the design of the
NIST, ROUGE, generation string accuracy, generexperiment and in Section 4 we present our find-
ation tree accuracy, word accuracy (Bangalore ghgs. In Section 5 we relate this to other work and
al., 2000; Callaway, 2003; Nakanishi et al., 2005:finally we conclude in Section 6.
VeIIc_iaI and Oepen, 2006; Belz and _Relter, 2006). 2 A Realisation Ranking System for

Itis not always clear how appropriate these met-
, . o German
rics are, especially at the level of individual sen-
tences. Using automatic evaluation metrics canndiVe take the realisation ranking system for German
be avoided, but ideally, a metric for the evaluationdescribed in Cahill et al. (2007) and present the
of realisation rankers would rank alternative real-output to human judges. One goal of this series
isations in the same way as native speakers of thef experiments is to examine whether the results

In this paper we present a human-based
evaluation of surface realisation alterna-

tives. We examine the relative rankings of

naturally occurring corpus sentences and
automatically generated strings chosen by
statistical models (language model, log-

linear model), as well as the naturalness of
the strings chosen by the log-linear model.

We also investigate to what extent preced-
ing context has an effect on choice. We

show that native speakers do accept quite
some variation in word order, but there are

also clearly factors that make certain real-
isation alternatives more natural.

Proceedings of the 12th Conference of the European Chapter of the ACL, pages 112—120,
Athens, Greece, 30 March — 3 April 2009. (©2009 Association for Computational Linguistics

112



based on automatic evaluation metrics publishedcore is integrated into the model simply as an ad-
in that paper are confirmed in an evaluation by hu<ditional feature. The log-linear model is trained on
mans. Another goal is to collect data that will al- corpus data, in this case sentences from the TIGER
low us and other researchéts explore more fine- Corpus (Brants et al., 2002), for which f-structures
grained and reliable automatic evaluation metricsare available; the observed corpus sentences are
for realisation ranking. considered as references whose probability is to
The system presented by Cabhill et al. (2007)e maximised during the training process.
ranks the strings generated by a hand-crafted The output of the realisation ranker is evalu-
broad-coverage Lexical Functional Grammarated in terms of exact match and BLEU score,
(Bresnan, 2001) for German (Rohrer and Forstboth measured against the actually observed cor-
2006) on the basis of a given input f-structure.pus sentences. In addition to the figures achieved
In these experiments, we use f-structures fronby the ranker, the corresponding figures achieved
their held-out and test sets, of which 96% carby the employed trigram language model on its
be associated with surface realisations by th@wn are given as a baseline, and the exact match
grammar. F-structures are attribute-value mafigure of the best possible string selection is given
trices representing grammatical functions andas an upper bounti. We summarise these figures
morphosyntactic features; roughly speaking,in Table 1.
they are predicate-argument structure_s. Ip I__FG, Exact MaicH BLEU Scordl
f-structures are assumed to be a crosslinguistically Language mode 27% 0.7306
relatively parallel syntactic representation level, Log-linear mode 37% 0.7939
alongside the more surface-oriented c-structures, ~ LUPRerbound 62% -

which are context-free trees. Figure 1 showsraple 1: Results achieved by trigram LM ranker

the f-structuré associated with TIGER Corpus and log-linear model ranker in Cahill et al. (2007)
sentence 8609, glossed in (1), as well as the 4

string realisations that the German LFG generates By means of these figures, Cahill et al. (2007)
from this f-structure. The LFG is reversible, show that a log-linear model based on structural
i.e. the same grammar is used for parsing as fofeatures and a language model score performs con-
generation. It is a hand-crafted grammar, andgiderably better realisation ranking than just a lan-
has been carefully constructed to only parse (anguage model. In our experiments, presented in de-
therefore generate) grammatical strifgs. tail in the following section, we examine whether
1) Williams war in der britischenPolitik auRerst ~ human judges confirm this and how natural and/or
Williams wasin the British  politics extremely  acceptable the selection performed by the realisa-
gomnsttgf/tggiall tion ranker under consideration is for German na-
tive speakers.

‘Williams was extremely controversial in British
politics.’ . .
3 Experiment Design
The ranker consists of a log-linear model that ) o )
is based on linguistically informed structural fea- | N€ €xperiment was divided into three parts. Each

tures as well as a trigram language model, whosBart took between 30 and 45 minutes to complete,
EETr— wble for  download 1 and participants were asked to leave some time
The ata is available for ownloa rom

http://www.ims.uni-stuttgart.de/projekte/pargranmgeal/data/ (_e._g. a week) between each part. In total, 24 par-
2Note that only grammatical functions are displayed; ticipants completed the experiment. All were na-

morphosyntactic features are omitted due to space cortive German speakers (mostly from South-Western

stramts._ Also notg that the discourse functionfPIc was Germany) and almost all had a IinguiStiC back-
ignored in generation.

3A ranking mechanism based on so-called optimalityground. Table 2 gives a breakdown of the items
marks can lead to a certain “asymmetry” between parsing anih each part of the experimeﬁt_
generation in the sense that not all sentences thatcanbeas—
sociated with a certain f-structure are necessarily g¢éegtra  “The observed corpus sentence can be (re)generated from
from this same f-structure. E.g. the senteiddliams war  the corresponding f-structure for only 62% of the sentences
auRerst umstritten in der britischen Politikcan be parsed used, usually because of differences in punctuation. Hence
into the f-structure in Figure 1, but it is not generated lbsea  this exact match upper bound. An upper bound in terms
an optimality mark penalizes the extraposition of PPs to thedf BLEU score cannot be computed because BLEU score is
right of a clause. Only few optimality marks were used in thecomputed on entire corpora rather than individual sentence
process of generating the data for our experiments, sothatt  °Experiments 3a and 3b contained the same items as ex-
bias they introduce should not be too noticeable. periments 1a and 1b.
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"Williams war in der britischen Politik auf3erst umstritten."

[PRED 'sein<[378:umstrittenP[1:Williams]
SUBJ 1[PRED 'Williams ]
[PRED  'umstritten<[1:Williams}'
XCOMP-PRED SUBJ [1:Williams]
375 [ADIUNCT{274 [PRED ‘aulerst ]} ]

PRED ‘in<[115:Politikp'
PRED  'Politik

PRED "britisch<[115:Politik}'
ADJUNCT OBJ ADJUNCT{ln [SUBJ [115:Politik] ]}
ea|  115[SPEC [PET PREDdie’ ]
65|TOPIC [1:Williams]
Williams war in der britischen Politik aulerst umstritten.
In der britischen Politik war Williams aullerst umstritten.

:AuBerst umstritten war Williams in der britischen Politik.
AuBerst umstritten war in der britischen Politik Williams.

Figure 1: F-structure associated with (1) and strings geadrfrom it.

, Expla| Exp1b | Exp2 once as a sanity check, and in total for Part 1a, par-
Num. items 44 52 41 .. de 52 king iud a4i
Avg sentlenglhl 144 1211 94 ticipants made 52 ranking judgements on 44 items.

Figure 2 shows a screen shot of what the partici-
Table 2: Statistics for each experiment part  pant was presented with for this task.

Task 1b: In the second task of part 1, partic-
31 Partl ipants were presented with the string chosen by

The aim of part 1 of the experiment was twofold.the log-linear modgl as being the most likely and
asked to evaluate it on a scale from 1 to 5 on how

First, to identify the relative rankings of the sys- o .
natural sounding it was, 1 being very unnatural

tems evaluated in Cabhill et al. (2007) according to ked and 5 bei letel tural. Fi
the human judges, and second to evaluate the qua-r marked an €ing completely natural. - Fig-

ity of the strings as chosen by the log-linear modet'™® 3 shows a screen shot of what the participant

of Cabhill et al. (2007). To these ends, part 1 was oW during the experiment. Again some random

further subdivided into two tasks: 1a and b. items were prgsented to the participant more than
once, and the items themselves were presented in

Task 1la: During the first task, participants were random order. In total, the participants made 58
presented with alternative realisations for an inpujudgements on 52 items.
f-structure (but not shown the original f-structure)
and asked to rank them in order of how naturai32 Part2
sounding they were, 1 being the best and 3 bel the second part of the experiment, participants
ing the wors® Each item contained three alter- were presented between 4 and 8 alternative sur-
natives, (i) the original string found in TIGER, (ii) face realisations for an input f-structure, as well
the string chosen as most likely by the trigram lan-as some preceding context. This preceding con-
guage model, and (iii) the string chosen as mostext was automatically determined using informa-
likely by the log-linear model. Only items where tion from the export release of the TIGER treebank
each system chose a different alternative were chand was not hand-checked for relevaficghe par-
sen from the evaluation data of Cahill et al. (2007) ticipants were then asked to choose the realisation
The three alternatives were presented in randorthat they felt fit best given the preceding sentences.
order for each item, and the items were presented— ,

The export release of the TIGER treebank includes an

in random order for each participant. Some Itemsc:lrticle ID for each sentence. Unfortunately, this is nhot eom

were presented randomly to participants more thapletely reliable for determining relevant context, sinoesa-
- ticle can also contain several short news snippets which are

8Joint rankings were not allowed, i.e. the participantscompletely unrelated. Paragraph boundaries are not marked
were forced to make strict ranking decisions, and in hirfisig This leads to some noise, which unfortunately is difficult to
this may have introduced some noise into the data. measure objectively
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5 (von 52)

WB Kabele warf den Arbeitgebern vor, ihnen gelte der Lohnsklave als das Ideal der Zukunft.
I Ksbele warf den Arbeitgebern vor, als das Ideal der Zukunft gelte thnen der Lohnsklave.
Kobele warf den Arbeitgebern vor, ihnen gelte als das Ideal der Zukunft der Lohnsklave.

g UDEE WAl
3 chster Satz

Figure 2: Screenshot of Part 1a of the Experiment

21 (von §9) Exp 1b- Raw Data
Die Beschiiftigungs-politische Prognose fillt trostlos aus. L]
unnatiirlich bzw. stark markiert ©1 ©2 ©3 ©4 © 5vollkommen natiirlich ::
Néchster Satz i )
f 400
g 300
Figure 3: Screenshot of Part 1b of the Experiment 200 I
100
Total Average o :. . I
Rank1| Rank 2 | Rank 3 Rank t 2 3 4 5
Original String 817 366 65 1.40 Naturainess Scors
LL String 303 593 352 2.04
LM String 128 289 831 2.56

Figure 5. Task 1b: Naturalness scores for strings
Table 3: Task 1la: Ranks for each system  chosen by log-linear model, 1=worst

The items were presented in random order, and th€IGER Corpus, the LM String is the string cho-
list of alternatives were presented in random ordegen as being most likely by the trigram language
to each participant. Some items were randomlynodel and the LL String is the string chosen as
presented more than once, resulting in 50 judgebeing most likely by the log-linear model.
ments on 41 items. Figure 4 shows a screen shot Table 3 confirms the overall relative rankings
of what the participant saw. of the three systems as determined using BLEU
scores. The original TIGER strings are ranked best
33 Part3 (average 1.4), the strings chosen by the log-linear
Part 3 of the experiment was identical to Part 1model are ranked better than the strings chosen by
except that now, rather than the participants beinghe language model (average 2.65 vs 2.04).
presented with sentences in isolation, they were |n Experiment 1b, the aim was to find out how
given some preceding context. The context wagcceptable the strings chosen by the log-linear
determined automatically, in the same way as ifmodel were, although they were not the same as
Part 2. The items themselves were the same as e original string. Figure 5 summarises the data.
Part 1. The aim of this part of the experiment wasThe graph shows that the majority of strings cho-
to see what effect preceding context had on judgesen by the log-linear model ranked very highly on
ments. the naturalness scale.

4 Results 4.2 Did the human judges agree with the

, : , i ?
In this section we present the result and analysis original authors?

of the experiments outlined above. In Experiment 2, the aim was to find out how of-
_ ten the human judges chose the same string as the
4.1 How good were the strings? original author (given alternatives generated by the

The data collected in Experiment 1la showed thé.FG grammar). Most items had between 4 and 6
overall human relative ranking of the three sys-alternative strings. In 70% of all items, the human
tems. We calculate the total numbers of eachudges chose the same string as the original au-
rank for each system. Table 3 summarises the rehor. However, the remaining 30% of the time, the
sults. The original string is the string found in the human judges picked an alternative as being the
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11 (von 64)

Vor dem Prozel3 gab es lange Zeit Verwirrung um die Konstruktion der 1555 Seiten starken Anklage. Zunéchst

lautete der Vorwurf auf Totschlag durch Unterlassen. Die Staatsanwaltschaft begriindete dies damit,

daf} das Politbiiro nichts unternommen habe, die Situation an der Grenze zu dndern.

Jedoch dnderte die 27. GroRe Strafkammer dies. ]-
Jedoch dnderte die 27. GroRe Strafkammer dies.
Die 27. GroRe Strafkammer &nderte dies jedoch.
Dies énderte die 27. GrofRe Strafkammer jedoch.
Die 27. GroRe Strafkammer @nderte jedoch dies.
Jedoch énderte dies die 27. Grolke Strafkammer.

Dies énderte jedoch die 27. GroRe Strafkammer.

Figure 4: Screenshot of Part 2 of the Experiment

most fitting in the given contex®t. This suggests The graph in Figure 6 shows that only in two
that there is quite some variation in what nativecases did the human judges choose from among
German speakers will accept, but that this variaall possible alternatives. In one case, there were 4
tion is by no means random, as indicated by 70%possible alternatives and in the other 6. The origi-
of choices being the same string as the original aural sentence that had 4 alternatives is given in (2).
thor’s. The four alternatives that participants were asked
Figure 6 shows for each bin of possible alternato choose from are given in Table 4, with the fre-
tives, the percentage of items with a given num-guency of each choice. The original sentence that
ber of choices made. For example, for the itemdad 6 alternatives is given in (3). The six alterna-
with 4 possible alternatives, over 70% of the time tives generated by the grammar and the frequen-
the judges chose between only 2 of them. For th&ies with which they were chosen is given in Table
items with 5 possible alternatives, in 10% of those5.
ltems .the .h_uman Judges chose only 1 Of. those alﬁZ) Die Brandursachelieb  zunachstinbekannt.
ternatives; in 30% of cases, the human judges a Thecause of fire remainednitially unknown.
chose the same 2 solutions, and for the remain-
ing 60% they chose between only 3 of the 5 pos-
sible alternatives. These figures indicate that al- .
thO,UQh Judges could not always agree on one be ﬂétﬁg::it;ﬁ)ﬁeb die Brandursache unbekanntlfreg.
string, often they were only choosing between 2 of pie Brandursache blieb zunachst unbekarint. 24
3 of the possible alternatives. This suggests thaf, Unbekannt blieb die Brandursache zunachst. 1
on the one hand, native speakers do accept qui AJnbekannt blieb zunachst die Brandursacpe. 1
some variation, but that, on the other hand, therggple 4: The 4 alternatives given by the grammar
are clearly factors that make certain realisation alfor (2) and their frequencies
ternatives more preferable than others.

‘The cause of the fire remained unknown initially.’

Tables 4 and 5 tell different stories. On the one
hand, although each of the 4 alternatives was cho-
iz sen at least once from Table 4, there is a clear pref-
erence for one string (and this is also the origi-
nal string from the TIGER Corpus). On the other
hand, there is no clear prefereAder any one of
the alternatives in Table 5, and, in fact, the alterna-
tive that was selected most frequently by the par-
ticipants is not the original string. Interestingly,
) , out of the 41 items presented to participants, the
4 5 6 7 8 original string was chosen by the majority of par-
Number of Alteratives Presented ticipants in 36 cases. Again, this confirms the
hypothesis that there is a certain amount of ac-
ceptable variation for native speakers but there are

- clear preferences for certain strings over others.
8Recall that aimost all strings presented tothe judgeswere
grammatical. ®Although it is clear that alternative 2 is dispreferred.

Number of Alternatives Chosen

100% 7 przOz
90% - { 0 B8
80% -+
70% -
60% -
50% +
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30% +
20%
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Figure 6: Exp 2: Number of Alternatives Chosen
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3) Die Unternehmensgrupp&engelmanrfordert mit einemsechsstelligeBetragdie Arbeit im brandenburgischen
The group of companies Tengelmanrassistswith a 6-figure sum thework in of-Brandenburg
Biospharenreserv&chorfheide.
biosphere reserveSchorftheide.

‘The Tengelmann group of companies is supporting the wotkebiosphere reserve in Schorfheide, Brandenburg,
with a 6-figure sum.

Alternative Freq.
Mit einem sechsstelligen Betrag fordert die Unternehrgarngpe Tengelmann die Arbeit im brandenburgischen
Biospharenreservat Schorfheide. 7
Mit einem sechsstelligen Betrag fordert die Arbeit im lsfanburgischen Biospharenreservat Schorfheide

die Unternehmensgruppe Tengelmann. 1
Die Arbeit im brandenburgischen Biospharenreservat Scbine fordert die Unternehmensgruppe Tengelmann
mit einem sechsstelligen Betrag. 4
Die Arbeit im brandenburgischen Biospharenreservat Sobinle fordert mit einem sechsstelligen Betrag

die Unternehmensgruppe Tengelmann. 5
Die Unternehmensgruppe Tengelmann fordert die Arbeitriamfenburgischen Biospharenreservat Schorfheide
mit einem sechsstelligen Betrag. 5
Die Unternehmensgruppe Tengelmann fordert mit einemsséeligen Betrag die Arbeit im brandenburgischen
Biospharenreservat Schorfheide. 5

Table 5: The 6 alternatives given by the grammar for (3) aed frequencies

4.3 Effectsof context Total Average

Rank 1| Rank 2| Rank 3 Rank
As explained in Section 3.1, Part 3 of our exper{ Original String ?1(; ?6§ (g ( 01(-)41)
; : ; -7 -1 + +0.01
|m§nt was identical to Part 1, exgept that the part [T Sting 574 615 . 507
ticipants could see some preceding context. The (29) | (+22) (+5) | (+0.03)
aim of this part was to investigate to what exteng LM String 162 266 818 2.53

(+34) | (-23)| (13)| (-0.03)

discourse factors influence the way in which hu-
man judges evaluate the output of the realisatioRrgple 6: Task 3a: Ranks for each system (com-
ranker. In Task 3a, we expected the original string$)ared to ranks in Task 1a)
to be ranked (even) higher in context than out o
context; consequently, the ranks of the realisations
selected by the log-linear and the language modgiTask 1b). One explanation might be that sen-
would have to go down. With respect to Task 3b,tences in some sort of default order are generally
we had no particular expectation, but were just intated higher in context than out of context, simply
terested in seeing whether some preceding conteecause the context makes sentences less surpris-
would affect the evaluation results for the stringsing.
selected as most probable by the log-linear model Since, contrary to our expectations, we could
ranker in any way. not detect a clear effect of context in the overall re-
Table 6 summarises the results of Task 3a. Itults of Task 3a, we investigated how the average
shows that, at least overall, our expectation that theanks of the three alternatives presented for indi-
original corpus sentences would be ranked highevidual items differ between Task 1la and Task 3a.
within context than out of context was not borne An example of an original corpus sentence which
out. Actually, they were ranked a bit lower than many participants ranked higher in context than in
they were when presented in isolation, and thesolation is given in (4a.). The realisations selected
only realisations that are ranked slightly higherby the the log-linear model and the trigram LM are
overall are the ones selected by the trigram LM. given in (4b.) and (4c.) respectively, and the con-
The overall results of Task 3b are presented iriext shown to the participants is given above these
Figure 7. Interestingly, although we did not ex- alternatives. We believe that the context has this
pect any particular effect of preceding context oneffect because it prepares the reader for the struc-
the way the participants would rate the realisature with the sentence-initial predicative partici-
tions selected by the log-linear model, the natuple entscheidendusually, these elements appear
ralness scores were higher in the condition withrather in clause-final position.
context (Task 3b) than in the one without context In contrast, (5a) is an example of a corpus
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4) -2 Betroffen sinddie Antibabypillen  Femovanlovelle,[...] undDimirel.
Concernedire thecontraceptive pillsemovanlovelle,[...], and Dimirel.

-1 DasBundesinstitut schlief3t nichtaus, dafsich dieThrombose-Warnunglsgrundlos erweiserkonnte.

Thefederal instituteexcludesnot that thethrombosis warning as unfoundedurn out could.
a. Entscheidendeidie[...] abschlieBendBewertungsagtelirgenBeckmannvom Institut demZDF.
Decisive is thel[...] final evaluation,said JurgenBeckmanrof theinstitutethe ZDF.

b. Die[...] abschlieBende Bewertung sei entscheidende géiggen Beckmann vom Institut dem ZDF.
c. Die[...] abschlieBende Bewertung sei entscheidende skgn ZDF Jurgen Beckmann vom Institut.

(5) -2 Im  konkretenFall darf der Kurde allerdingstrotz  der Entscheidungler Bundesrichtemicht in die

In the concrete casemay the Kurd however despitethe decision of the federal judgesot to the
Turkei abgeschobewerdenweil  ihmdort nach denFeststellungeder Vorinstanz
Turkeydeported be becauséiim thereaccording tahe conclusions of the court of lower instance
politischeVerfolgung droht.
political persecutiorthreatens.

-1 EsbestehtAbschiebeschutz  nach demAuslandergesetz.
It exists deportation protectionccording tahe foreigner law.

a. Der 9. Senat [...] auBerte sich in seiner Entscheidungnicht zur  VerfassungsgemaRheder
The 9th senate[...] expresseditself in its decision not to the constitutionality of the
Drittstaatenregelung.
third-country rule.

b. In seiner Entscheidung auRBerte sich der 9. Senat [ch} mur Verfassungsgemafheit der Drittstaatenregelung.

c. Der9. Senat[...] auBerte sich in seiner Entscheidunyedassungsgemafheit der Drittstaatenregelung nicht.

Exp 1b/3b - Raw Data 4.4 Inter-Annotator Agreement

. We measure two types of annotator agreement.
v ' First we measure how well each annotator agrees
with him/herself. This is done by evaluating what
it ontet percentage of the time an annotator made the same
e choice when presented with the same item choices
(recall that as described in Section 3, a number of
items were presented randomly more than once to
each participant). The results are given in Table 7.
The results show that in between 70% and 74% of
cases, judges make the same decision when pre-
Figure 7: Tasks 1b and 3b: Naturalness score§énted with the same data. We found this to be a
for strings chosen by log-linear model, presentecUrprisingly low number and think that it is most
without and with context likely due to the acceptable variation in word or-
der for speakers. Another measure of agreement
is how well the individual participants agree with
each other. In order to establish this, we cal-
culate an average Spearman’s correlation coeffi-
_ o cient (non-parametric Pearson’s correlation coef-
sentence which our participants tended to rankjcient) between each participant for each experi-
lower in context than in isolation. Actually, the ment. The results are summarised in Table 8. Al-
human judges preferred the realisation selecteghoygnh these figures indicate a high level of inter-
by the trigram LM to the original sentence andannotator agreement, more tests are required to es-

the realisation chosen by the log-linear model iaplish exactly what these figures mean for each
both conditions, but this preference was even regyperiment.

inforced when context was available. One expla-

nation might be that the two preceding sentences Rglated Work

are precisely about the decision to which the ini-

tial phrase of variant (5b) refers, which ensures a’he work that is most closely related to what is
smooth flow of the discourse. presented in this paper is that of Velldal (2008). In
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Experiment| Agreement (%) ranking system for German. We evaluated the
Part 1a 77.43 iqinal d . h b |
Bart 1b =105 original corpus text, and strings chosen by a lan-
Part 2 74.32 guage model and a log-linear model. We found
Part 3a 72.63 that, at a global level, the human judgements mir-
Part 3b 70.89

rored the relative rankings of the three system ac-
Table 7: How often did a participant make thecording to the BLEU score. In terms of natural-

same choice? ness, the strings chosen by the log-linear model
were generally given 4 or 5, indicating that al-
Experiment| Spearman coefficient though the log-linear model might not choose the
Part 1a 0.62 same string as the original author had written, the
E:ﬁ %b 8:22 str?ngs it was choosing were mostly very natural
Part 3a 0.61 strings.
Part 3b 0.51 When presented with all alternatives generated

by the grammar for a given input f-structure, the
human judges chose the same string as the origi-
nal author 70% of the time. In 5 out of 41 cases,
the majority of judges chose a string other than

his thesis several models of realisation ranking ard€ 0riginal string. These figures show that native
presented and evaluated against the original coSPeakers accept some variation in word order, and
pus text. Chapter 8 describes a small human-base¥ caution should be exercised when using corpus-

experiment, where 7 native English speakers rangerived reference data. The observed acceptable

the output of 4 systems. One system is the Origyariation was often linked to information struc-

inal text, another is a randomly chosen baselinet,”ral considerations, and further experiments will

another is a string chosen by a log-linear modeP€ carried out to inves_tigate this relationship be-
and the fourth is one chosen by a language modefveen word order and information structure.

Joint rankings were allowed. The results presented N €xamining the effect of preceding context, we
in Velldal (2008) mirror our findings in Exper- found that overall context had very little effect. At

iments 1a and 3a, that native speakers rank th@e level of individual sentences, however, clear
original strings higher than the log-linear modelt€ndencies were observed, but there were some

strings which are ranked higher than the Ianguagéentencesf which were judged better .in conj[e>'(t ar\d
model strings. In both cases, the log-linear mogothers which were ra_nked lower. This again indi-
els include the language model score as a featufeates that corpus-derlved reference data should be
in the log-linear model. Nakanishi et al. (2005) re-used with caution. _ _

port that they achieve the best BLEU scores when An Ob.VIOUS pext step Is to' examine how well
they do not include the language model score jffutomatic metrics correlate with th_e hgr_nanjudge—
their Iog_linear mOdeI, but they also admit thatments CO”ectEd, not Only at an individual sen-

their language model was not trained on enougﬁence level, but also at a global level. This can be
data. done using statistical techniques to correlate the

Belz and Reiter (2006) carry out a comparisonhuman judgements with the scores from the auto-

of automatic evaluation metrics against human doMatic metrics. We will also examine the sentences

main experts and human non-experts in the dothat were consistently judged to be of poor quality,

main of weather forecast statements. In their evaiS© that we can provide feedback to the developers

uations, the NIST score correlated more closely?! the log-linear model in terms of possible addi-
than BLEU or ROUGE to the human judgements.lional features for disambiguation.
They conclude that more than 4 reference texts arﬂcknowledgments
needed for automatic evaluation of NLG systems.
We are extremely grateful to all of our participants
6 Conclusion and Outlook to Future for taking part in this experiment. This work was
Work partly funded by the Collaborative Research Cen-

. tre (SFB 732) at the University of Stuttgart.
In this paper, we have presented a human-based ( ) y g

experiment to evaluate the output of a realisation

Table 8: Inter-Annotator Agreement for each ex-
periment
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Abstract

This paper describes a method using mor-
phological rules and heuristics, for the au-
tomatic extraction of large-coverage lexi-
cons of stems and root word-forms from
a raw text corpus. We cast the problem
of high-coverage lexicon extraction as one
of stemming followed by root word-form
selection. We examine the use of POS
tagging to improve precision and recall of
stemming and thereby the coverage of the
lexicon. We present accuracy, precision
and recall scores for the system on a Hindi
corpus.

1 Introduction

Large-coverage morphological lexicons are an es-
sential component of morphological analysers.
Morphological analysers find application in lan-
guage processing systems for tasks like tagging,
parsing and machine translation. While raw text
is an abundant and easily accessible linguistic re-
source, high-coverage morphological lexicons are
scarce or unavailable in Hindi as in many other
languages (Clément et al., 2004). Thus, the devel-
opment of better algorithms for the extraction of
morphological lexicons from raw text corpora is a
task of considerable importance.

A root word-form lexicon is an intermediate
stage in the creation of a morphological lexicon.
In this paper, we consider the problem of extract-
ing a large-coverage root word-form lexicon for
the Hindi language, a highly inflectional and mod-
erately agglutinative Indo-European language spo-
ken widely in South Asia.

Since a POS tagger, another basic tool, was
available along with POS tagged data to train it,
and since the error patterns indicated that POS tag-
ging could greatly improve the accuracy of the lex-
icon, we used the POS tagger in our experiments
on lexicon extraction.

Previous work in morphological lexicon extrac-
tion from a raw corpus often does not achieve very
high precision and recall (de Lima, 1998; Oliver
and Tadi¢, 2004). In some previous work the pro-
cess of lexicon extraction involves incremental or
post-construction manual validation of the entire
lexicon (Clément et al., 2004; Sagot, 2005; Fors-
berg et al., 2006; Sagot et al., 2006; Sagot, 2007).

Our method attempts to improve on and extend
the previous work by increasing the precision and
recall of the system to such a point that manual
validation might even be rendered unnecessary.
Yet another difference, to our knowledge, is that
in our method we cast the problem of lexicon ex-
traction as two subproblems: that of stemming and
following it, that of root word-form selection.

The input resources for our system are as fol-
lows: a) raw text corpus, b) morphological rules,
c¢) POS tagger and d) word-segmentation labelled
data. We output a stem lexicon and a root word-
form lexicon.

We take as input a raw text corpus and a set
of morphological rules. We first run a stemming
algorithm that uses the morphological rules and
some heuristics to obtain a stem dictionary. We
then create a root dictionary from the stem dictio-
nary.

The last two input resources are optional but
when a POS tagger is utilized, the F-score (har-
monic mean of precision and recall) of the root
lexicon can be as high as 94.6%.

In the rest of the paper, we provide a brief
overview of the morphological features of the
Hindi language, followed by a description of our
method including the specification of rules, the
corpora and the heuristics for stemming and root
word-form selection. We then evaluate the system
with and without the POS tagger.
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2 Hindi Orthography and Morphology

There are some features peculiar to Hindi orthog-
raphy and to the character encoding system that
we use. These need to be compensated for in the
system. It was also found that Hindi’s inflectional
morphology has certain characteristics that sim-
plify the word segmentation rules.

2.1 Orthography

Hindi is written in the partially-phonemic Devana-
gari script. Most consonant clusters that occur in
the language are represented by characters and lig-
atures, while a very few are represented as diacrit-
ics. Vowels that follow consonants or consonant
clusters are marked with diacritics. However, each
consonant in the Devanagari script also carries an
implicit vowel a! unless its absence is marked by a
special diacritic “halant”. Vowels are represented
by vowel characters when they occur at the head
of a word or after another vowel.

The y sound sometimes does not surface in the
pronunciation when it occurs between two vow-
els. So suffixes where the y is followed by e or I
can be written in two ways, with or without the y
sound in them. For instance the suffix ie can also
be written as iye.

Certain stemming rules will therefore need to
be duplicated in order to accommodate the differ-
ent spelling possibilities and the different vowel
representations in Hindi. The character encoding
also plays a small but significant role in the ease
of stemming of Hindi word-forms.

2.2 Unicode Representation

We used Unicode to encode Hindi characters. The
Unicode representation of Devanagari treats sim-
ple consonants and vowels as separate units and so
makes it easier to match substrings at consonant-
vowel boundaries. Ligatures and diacritical forms
of consonants are therefore represented by the
same character code and they can be equated very
simply.

However, when using Unicode as the charac-
ter encoding, it must be borne in mind that there
are different character codes for the vowel diacrit-
ics and for the vowel characters for one and the
same vowel sound, and that the long and short

'"In the discussion in Section 2 and in Table 1 and
Table 2, we have used a loose phonetic transcription
that resembles ITRANS (developed by Avinash Chopde
http://www.aczoom.com/itrans/).
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Word Form | Derivational Segmentation | Root
karnA kar + nA kar
karAnA kar + A + nA kar
karvAnA kar + vA + nA kar
Word Form | Inflectional Segmentation | Root
karnA kar + nA kar
karAnA karA + nA karA
karvAnA karvA + nA karvA
Table 1: Morpheme Segmentation
laDkA | Nominative | Oblique
Singular | 1aDkA laDke
Plural laDke laDkon
laDkI | Nominative | Oblique
Singular | 1aDkI laDkI
Plural laDkI laDkiyAn

Table 2: Sample Paradigms

forms of the vowels are represented by different
codes. These artifacts of the character encoding
need to be compensated for when using substring
matches to identify the short vowel sound as being
part of the corresponding prolonged vowel sound
and when stemming.

2.3 Morphology

The inflectional morphology of Hindi does not
permit agglutination. This helps keep the num-
ber of inflectional morphological rules manage-
able. However, the derivational suffixes are agglu-
tinative, leading to an explosion in the number of
root word-forms in the inflectional root lexicon.

The example in Table 1 shows that verbs can
take one of the two causative suffixes A and vA.
These being derivational suffixes are not stemmed
in our system and cause the verb lexicon to be
larger than it would have otherwise.

2.4 Paradigms

Nouns, verbs and adjectives are the main POS cat-
egories that undergo inflection in Hindi according
to regular paradigm rules.

For example, Hindi nouns inflect for case and
number. The inflections for the paradigms that the
words 1aDkA (meaning boy) and 1aDkI (mean-
ing girl) belong to are shown in Table 2. The root
word-forms are 1aDkA and 1aDkI respectively
(the singular and nominative forms).



Hindi verbs are inflected by gender, number,
person, mood and tense. Hindi adjectives take
inflections for gender and case. The number of
inflected forms in different POS categories varies
considerably, with verbs tending to have a lot more
inflections than other POS categories.

3 System Description

In order to construct a morphological lexicon, we
used a rule-based approach combined with heuris-
tics for stem and root selection. When used in
concert with a POS tagger, they could extract a
very accurate morphological lexicon from a raw
text corpus. Our system therefore consists of the
following components:

1. A raw text corpus in the Hindi language large
enough to contain a few hundred thousand
unique word-forms and a smaller labelled

corpus to train a POS tagger with.

A list of rules comprising suffix strings and
constraints on the word-forms and POS cate-
gories that they can be applied to.

. A stemmer that uses the above rules, and
some heuristics to identify and reduce in-
flected word-forms to stems.

A POS tagger to identify the POS category or
categories that the word forms in the raw text
corpus can belong to.

. A root selector that identifies a root word-
form and its paradigm from a stem and a set
of inflections of the stem.

The components of the system are described in
more detail below.

3.1 Text Corpora

Rules alone are not always sufficient to identify
the best stem or root for a word-form, when the
words being stemmed have very few inflectional
forms or when a word might be stemmed in one
of many ways. In that case, a raw text corpus can
provide important clues for identifying them.

The raw text corpus that we use is the Web-
Duniya corpus which consists of 1.4 million sen-
tences of newswire and 21.8 million words. The
corpus, being newswire, is clearly not balanced.
It has a preponderance of third-person forms
whereas first and second person inflectional forms
are under-represented.
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Name | POS | Paradigm Suffixes Root
laDkA | noun | {‘A’,‘e’,‘on’} ‘n’
laDkI | noun | {‘I’,iyAn’} ‘T
dho verb “yogIl, nA', L b | ¢
chal verb | {,'0gI’,'nA ... } ¢

Table 3: Sample Paradigm Suffix Sets

Since Hindi word boundaries are clearly marked
with punctuation and spaces, tokenization was
an easy task. The raw text corpus yielded ap-
proximately 331000 unique word-forms. When
words beginning with numbers were removed, we
were left with about 316000 unique word-forms of
which almost half occurred only once in the cor-
pus.

In addition, we needed a corpus of 45,000
words labelled with POS categories using the IL-
POST tagset (Sankaran et al., 2008) for the POS
tagger.

3.2 Rules

The morphological rules input into the system are
used to recognize word-forms that together be-
long to a paradigm. Paradigms can be treated as a
set of suffixes that can be used to generate inflec-
tional word-forms from a stem. The set of suffixes
that constitutes a paradigm defines an equivalence
class on the set of unique word-forms in the cor-
pus.

For example, the 1aDkA paradigm in Table 2
would be represented by the set of suffix strings
{‘n’, ‘e’, ‘on’} derived from the word-forms
laDkA, laDke and laDkon. A few paradigms
are listed in Table 3.

The suffix set formalism of a paradigm closely
resembles the one used in a previous attempt at
unsupervised paradigm extraction (Zeman, 2007)
but differs from it in that Zeman (2007) considers
the set of word-forms that match the paradigm to
be a part of the paradigm definition.

In our system, we represent the morphological
rules by a list of suffix add-delete rules. Each rule
in our method is a five-tuple {«, (3, 7, d, €} where:

e « is the suffix string to be matched for the
rule to apply.

e (s the portion of the suffix string after which
the stem ends.

e ~isaPOS category in which the string « is a
valid suffix.



Q@ 6 | 0 €

‘A © | Noun | N1 ‘A
‘on’ © Noun | N1,N3 | ‘A’
‘e’ ¢ | Noun | N1 ‘A
‘oyogl’ | ‘0’ | Verb | V5 ‘o’

Table 4: Sample Paradigm Rules

BSE Word-forms | Accuracy
1 20.5% 79%
2 20.0% 70%
3 13.2% 70%
4 10.8% 81%
5 & more | 35.5% 80%

Table 6: % Frequency and Accuracy by BSE

Word Form | o Match Stem Root
laDkA laDk + A laDk laDkA BSE Nouns | Verbs | Others
laDkon laDk + on | laDk laDkA 1 292 6 94
laDke laDk + e laDk laDkA 2 245 2 136
dhoyoglI dh + oyogI | dh + o | dho 3 172 15 66
4 120 16 71
Table 5: Rule Application 5 & more | 103 326 | 112

e ¢ is alist of paradigms that contain the suffix
string o.

e ¢ is the root suffix

The sample paradigm rules shown in Table 4
would match the words 1aDkA, 1aDkon, laDke
and dhoyogl respectively and cause them to be
stemmed and assigned roots as shown in Table 5.

The rules by themselves can identify word-and-
paradigm entries from the raw text corpus if a suf-
ficient number of inflectional forms were present.
For instance, if the words 1aDkA and laDkon
were present in the corpus, by taking the intersec-
tion of the paradigms associated with the match-
ing rules in Table 4, it would be possible to infer
that the root word-form was 1aDkA and that the
paradigm was N1.

We needed to create about 300 rules for Hindi.
The rules could be stored in a list indexed by the
suffix in the case of Hindi because the number of
possible suffixes was small. For highly aggluti-
native languages, such as Tamil and Malayalam,
which can have thousands of suffixes, it would be
necessary to use a Finite State Machine represen-
tation of the rules.

3.3 Suffix Evidence

We define the term ‘suffix evidence’ for a poten-
tial stem as the number of word-forms in the cor-
pus that are composed of a concatenation of the
stem and any valid suffix. For instance, the suf-
fix evidence for the stem laDk is 2 if the word-
forms 1aDkA and laDkon are the only word-
forms with the prefix 1aDk that exist in the corpus
and A and on are both valid suffixes.
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Table 7: Frequency by POS Category

Table 6 presents word-form counts for differ-
ent suffix evidence values for the WebDuniya cor-
pus. Since the real stems for the word-forms were
not known, the prefix substring with the highest
suffix evidence was used as the stem. We shall
call this heuristically selected stem the best-suffix-
evidence stem and its suffix evidence as the best-
suffix-evidence (BSE).

It will be seen from Table 6 that about 20% of
the words have a BSE of only 1. Altogether about
40% of the words have a BSE of 1 or 2. Note
that all words have a BSE of atleast 1 since the
empty string is also considered a valid suffix. The
fraction is even higher for nouns as shown in Table
7.

It must be noted that the number of nouns with
a BSE of 5 or more is in the hundreds only be-
cause of erroneous concatenations of suffixes with
stems. Nouns in Hindi do not usually have more
than four inflectional forms.

The scarcity of suffix evidence for most word-
forms poses a huge obstacle to the extraction of a
high-coverage lexicon because :

1. There are usually multiple ways to pick a
stem from word-forms with a BSE of 1 or 2.

2. Spurious stems cannot be detected easily
when there is no overwhelming suffix evi-
dence in favour of the correct stem.

3.4 Gold Standard

The gold standard consists of one thousand word-
forms picked at random from the intersection of



the unique word-forms in the unlabelled Web-
Duniya corpus and the POS labelled corpus. Each
word-form in the gold standard was manually ex-
amined and a stem and a root word-form found for
it.

For word-forms associated with multiple POS
categories, the stem and root of a word-form were
listed once for each POS category because the seg-
mentation of a word could depend on its POS cat-
egory. There were 1913 word and POS category
combinations in the gold standard.

The creation of the stem gold standard needed
some arbitrary choices which had to be reflected
in the rules as well. These concerned some words
which could be stemmed in multiple ways. For in-
stance, the noun 1aDkI meaning ‘girl’ could be
segmented into the morphemes 1aDk and T or al-
lowed to remain unsegmented as 1aDkI. This is
because by doing the former, the stems of both
laDkA and 1aDkI could be conflated whereas
by doing the latter, they could be kept separate
from each other. We arbitrarily made the choice
to keep nouns ending in I unsegmented and made
our rules reflect that choice.

A second gold standard consisting of 1000
word-forms was also created to be used in eval-
uation and as training data for supervised algo-
rithms. The second gold standard contained 1906
word and POS category combinations. Only word-
forms that did not appear in the first gold standard
were included in the second one.

3.5 Stemmer

Since the list of valid suffixes is given, the stem-
mer does not need to discover the stems in the lan-
guage but only learn to apply the right one in the
right place. We experimented with three heuristics
for finding the right stem for a word-form. The
heuristics were:

e Longest Suffix Match (LSM) - Picking the
longest suffix that can be applied to the word-
form.

e Highest Suffix Evidence (HSE) - Picking the
suffix which yields the stem with the highest
value for suffix evidence.

e Highest Suffix Evidence with Supervised
Rule Selection (HSE + Sup) - Using labelled
data to modulate suffix matching.
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3.5.1 Longest Suffix Match (LSM)

In the LSM heuristic, when multiple suffixes can
be applied to a word-form to stem it, we choose
the longest one. Since Hindi has concatenative
morphology with only postfix inflection, we only
need to find one matching suffix to stem it. It is
claimed in the literature that the method of us-
ing the longest suffix match works better than ran-
dom suffix selection (Sarkar and Bandyopadhyay,
2008). This heuristic was used as the baseline for
our experiments.

3.5.2 Highest Suffix Evidence (HSE)

In the HSE heuristic, which has been applied be-
fore to unsupervised morphological segmentation
(Goldsmith, 2001), stemming (Pandey and Sid-
diqui, 2008), and automatic paradigm extraction
(Zeman, 2007), when multiple suffixes can be ap-
plied to stem a word-form, the suffix that is picked
is the one that results in the stem with the high-
est suffix evidence. In our case, when computing
the suffix evidence, the following additional con-
straint is applied: all the suffixes used to compute
the suffix evidence score for any stem must be as-
sociated with the same POS category.

For example, the suffix yon is only applicable
to nouns, whereas the suffix ta is only applicable
to verbs. These two suffixes will therefore never
be counted together in computing the suffix evi-
dence for a stem. The algorithm for determining
the suffix evidence computes the suffix evidence
once for each POS category and then returns the
maximum.

In the absence of this constraint, the accuracy
drops as the size of the raw word corpus increases.

3.5.3 HSE and Supervised Rule Selection
(HSE + Sup)

The problem with the aforementioned heuristics is
that there are no weights assigned to rules. Since
the rules for the system were written to be as gen-
eral and flexible as possible, false positives were
commonly encountered. We propose a very sim-
ple supervised learning method to circumvent this
problem.

The training data used was a set of 1000 word-
forms sampled, like the gold standard, from the
unique word-forms in the intersection of the raw
text corpus and the POS labelled corpus. The set
of word-forms in the training data was disjoint
from the set of word-forms in the gold standard.



Rules | Accur | Prec Recall | F-Score POS Correct | Incorrect | POS Errors
Rulesl | 73.65% | 68.25% | 69.4% | 68.8% Noun 749 231 154
Rules2 | 75.0% | 69.0% | 77.6% | 73.0% Verb 324 108 0
Adjective | 227 49 13

Table 8: Comparison of Rules Others 136 82 35
Gold 1 Accur | Prec | Recall | F-Score Table 10: Errors by POS Category
LSM 71.6% | 65.8% | 66.1% | 65.9%
HSE 76.7% | 70.6% | 77.9% | 74.1% 3.5.5 Error Analysis
HSE+Sup | 78.0% | 72.3% | 719.8% | 75.9% Table 10 lists the number of correct stems, in-
Gold 2 Accur | Prec | Recall | F-Score | correct stems, and finally a count of those incor-
LSM 757% | 707% | 72.7% | 71.7% rect stems that the HSE+Sup heuristic would have
HSE 75.0% | 69.0% | 77.6% | 73.0% gotten right if the POS category had been avail-
HSE+Sup | 75.3% | 69.3% | 78.0% | 73.4% able. From the numbers it appears that a size-

Table 9: Comparison of Heuristics

The feature set consisted of two features: the
last character (or diacritic) of the word-form, and
the suffix. The POS category was an optional fea-
ture and used when available. If the number of in-
correct splits exceeded the number of correct splits
given a feature set, the rule was assigned a weight
of 0, else it was given a weight of 1.

3.5.4 Comparison

We compare the performance of our rules with
the performance of the Lightweight Stemmer for
Hindi (Ramanathan and Rao, 2003) with a re-
ported accuracy of 81.5%. The scores we report
in Table 8 are the average of the LSM scores
on the two gold standards. The stemmer using
the standard rule-set (Rules1) does not perform as
well as the Lightweight Stemmer. We then hand-
crafted a different set of rules (Rules2) with ad-
justments to maximize its performance. The ac-
curacy was better than Rules1 but not quite equal
to the Lightweight Stemmer. However, since our
gold standard is different from that used to eval-
uate the Lightweight Stemmer, the comparison is
not necessarily very meaningful.

As shown in Table 9, in F-score comparisons,
HSE seems to outperform LSM and HSE+Sup
seems to outperform HSE, but the improvement
in performance is not very large in the case of the
second gold standard. In terms of accuracy scores,
LSM outperforms HSE and HSE+Sup when eval-
uated against the second gold standard.
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able fraction of the errors, especially with noun
word-forms, is caused when a suffix of the wrong
POS category is applied to a word-form. More-
over, prior work in Bangla (Sarkar and Bandy-
opadhyay, 2008) indicates that POS category in-
formation could improve the accuracy of stem-
ming.

Assigning POS categories to word-forms re-
quires a POS tagger and a substantial amount of
POS labelled data as described below.

3.5.6 POS Tagging

The POS tagset used was the hierarchical tagset
IL-POST (Sankaran et al., 2008). The hierarchical
tagset supports broad POS categories like nouns
and verbs, less broad POS types like common and
proper nouns and finally, at its finest granularity,
attributes like gender, number, case and mood.

We found that with a training corpus of about
45,000 tagged words (2366 sentences), it was pos-
sible to produce a reasonably accurate POS tag-
ger?, use it to label the raw text corpus with broad
POS tags, and consequently improve the accuracy
of stemming. For our experiments, we used both
the full training corpus of 45,000 words and a sub-
set of the same consisting of about 20,000 words.
The POS tagging accuracies obtained were ap-
proximately 87% and 65% respectively.

The reason for repeating the experiment using
the 20,000 word subset of the training data was to
demonstrate that a mere 20,000 words of labelled
data, which does not take a very great amount of

>The Part-of-Speech tagger used was an implementa-
tion of a Cyclic Dependency Network Part-of-Speech tagger
(Toutanova et al., 2003). The following feature set was used
in the tagger: tag of previous word, tag of next word, word
prefixes and suffixes of length exactly four, bigrams and the
presence of numbers or symbols.



time and effort to create, can produce significant
improvements in stemming performance.

In order to assign tags to the words of the gold
standard, sentences from the raw text corpus con-
taining word-forms present in the gold standard
were tagged using a POS tagger. The POS cate-
gories assigned to each word-form were then read
off and stored in a table.

Once POS tags were associated with all the
words, a more restrictive criterion for matching a
rule to a word-form could be used to calculate the
BSE in order to determine the stem of the word-
form. When searching for rules, and consequently
the suffixes, to be applied to a word-form, only
rules whose ~ value matches the word-form’s POS
category were considered. We shall call the HSE
heuristic that uses POS information in this way
HSE+Pos.

3.6 Root Selection

The stem lexicon obtained by the process de-
scribed above had to be converted into a root word-
form lexicon. A root word-form lexicon is in some
cases more useful than a stem lexicon, for the fol-
lowing reasons:

1. Morphological lexicons are traditionally in-

dexed by root word-forms

Multiple root word-forms may map to one
stem and be conflated.

. Tools that use the morphological lexicon may
expect the lexicon to consist of roots instead
of stems.

. Multiple root word-forms may map to one
stem and be conflated.

. Stems are entirely dependent on the way
stemming rules are crafted. Roots are inde-
pendent of the stemming rules.

The stem lexicon can be converted into a root
lexicon using the raw text corpus and the morpho-
logical rules that were used for stemming, as fol-
lows:

1. For any word-form and its stem, list all rules
that match.

2. Generate all the root word-forms possible
from the matching rules and stems.
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3. From the choices, select the root word-form
with the highest frequency in the corpus.

Relative frequencies of word-forms have been
used in previous work to detect incorrect affix at-
tachments in Bengali and English (Dasgupta and
Ng, 2007). Our evaluation of the system showed
that relative frequencies could be very effective
predictors of root word-forms when applied within
the framework of a rule-based system.

4 Evaluation

The goal of our experiment was to build a high-
coverage morphological lexicon for Hindi and to
evaluate the same. Having developed a multi-stage
system for lexicon extraction with a POS tagging
step following by stemming and root word-form
discovery, we proceeded to evaluate it as follows.

The stemming and the root discovery module
were evaluated against the gold standard of 1000
word-forms. In the first experiment, the precision
and recall of stemming using the HSE+Pos algo-
rithm were measured at different POS tagging ac-
curacies.

In the second experiment the root word-form
discovery module was provided the entire raw
word corpus to use in determining the best pos-
sible candidate for a root and tested using the gold
standard. The scores obtained reflect the perfor-
mance of the overall system.

For stemming, the recall was calculated as the
fraction of stems and suffixes in the gold standard
that were returned by the stemmer for each word-
form examined. The precision was calculated as
the fraction of stems and suffixes returned by the
stemmer that matched the gold standard. The F-
score was calculated as the harmonic mean of the
precision and recall.

The recall of the root lexicon was measured as
the fraction of gold standard roots that were in the
lexicon. The precision was calculated as the frac-
tion of roots in the lexicon that were also in the
gold standard. Accuracy was the percentage of
gold word-forms’ roots that were matched exactly.

In order to approximately estimate the accuracy
of a stemmer or morphological analyzer that used
such a lexicon, we also calculated the accuracy
weighted by the frequency of the word-forms in
a small corpus of running text. The gold standard
tokens were seen in this corpus about 4400 times.
We only considered content words (nouns, verbs,
adjectives and adverbs) in this calculation.



Gold1 Accur | Prec Recall | F-Sco
POS 86.7% | 82.4% | 86.2% | 84.2%
Sup+POS | 88.2% | 85.2% | 87.3% | 86.3%
Gold2 Accur | Prec Recall | F-Sco
POS 81.8% | 77.8% | 82.0% | 79.8%
Sup+POS | 83.5% | 80.2% | 82.6% | 81.3%

Table 11: Stemming Performance Comparisons

Gold 1 Accur | Prec Recall | F-Sco
No POS 76.7% | 70.6% | 77.9% | 74.1%
65% POS | 82.3% | 77.5% | 81.4% | 79.4%
87% POS | 85.4% | 80.8% | 85.1% | 82.9%
Gold POS | 86.7% | 82.4% | 86.2% | 84.2%

Table 12: Stemming Performance at Different
POS Tagger Accuracies

5 Results

The performance of our system using POS tag in-
formation is comparable to that obtained by Sarkar
and Bandyopadhyay (2008). Sarkar and Bandy-
opadhyay (2008) obtained stemming accuracies of
90.2% for Bangla using gold POS tags. So in the
comparisons in Table 11, we use gold POS tags
(row two) and also supervised learning (row three)
using the other gold corpus as the labelled training
corpus. We present the scores for the two gold
standards separately. It must be noted that Sarkar
and Bandyopadhyay (2008) conducted their ex-
periments on Bangla, and so the results are not
exactly comparable.

We also evaluate the performance of stemming
using HSE with POS tagging by a real tagger at
two different tagging accuracies - approximately
65% and 87% - as shown in Table 12. We com-
pare the performance with gold POS tags and a
baseline system which does not use POS tags. We
do not use labelled training data for this section of
the experiments and only evaluate against the first
gold standard.

Table 13 compares the F-scores for root discov-

Gold 1 Accur | Prec Recall | F-Sco
No POS 71.7% | 77.6% | 78.8% | 78.1%
65% POS | 82.5% | 87.2% | 88.9% | 88.0%
87% POS | 87.0% | 94.1% | 95.3% | 94.6%
Gold POS | 89.1% | 95.4% | 97.9% | 96.6%

Table 13: Root Finding Accuracy
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Gold 1 Stemming | Root Finding
65% POS | 85.6% 87.0%
87% POS | 87.5% 90.6%
Gold POS | 88.5% 90.2%

Table 14: Weighted Stemming and Root Finding
Accuracies (only Content Words)

ery at different POS tagging accuracies against a
baseline which excludes the use of POS tags alto-
gether. There seems to be very little prior work
that we can use for comparison here. To our
knowledge, the closest comparable work is a sys-
tem built by Oliver and Tadi¢ (2004) in order to
enlarge a Croatian Morphological Lexicon. The
overall performance reported by Tadi¢ et al was
as follows: (precision=86.13%, recall=35.36%,
F1=50.14%).

Lastly, Table 14 shows the accuracy of stem-
ming and root finding weighted by the frequencies
of the words in a running text corpus. This was
calculated only for content words.

6 Conclusion

We have described a system for automatically con-
structing a root word-form lexicon from a raw
text corpus. The system is rule-based and uti-
lizes a POS tagger. Though preliminary, our re-
sults demonstrate that it is possible, using this
method, to extract a high-precision and high-recall
root word-form lexicon. Specifically, we show
that with a POS tagger capable of labelling word-
forms with POS categories at an accuracy of about
88%, we can extract root word-forms with an ac-
curacy of about 87% and a precision and recall of
94.1% and 95.3% respectively.

Though the system has been evaluated on Hindji,
the techniques described herein can probably be
applied to other inflectional languages. The rules
selected by the system and applied to the word-
forms also contain information that can be used to
determine the paradigm membership of each root
word-form. Further work could evaluate the accu-
racy with which we can accomplish this task.
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Lexical Morphology in Machine Translation: a Feasibility Study
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2 Issues
Abstract
Unknown words are a problematic issue in any

This paper presents a feasibility study for im- NLP tool. Depending on the studies (Ren and
plementing lexical morphology principles in a  Perrault 1992; Maurel 2004), it is estimated that
machine translation system in order to solve petween 5 and 10 % of the words of a text writ-
unknown words. Multilingual symbolic wreat-  ten jn “standard” language are unknown to lexi-
ment of word-formation is seducing but re- o5 ragoyrces. In a MT context (analysis-transfer-
quires an in-depth analysis of every step that oo ration)  unknown words remain not only
has to be performed. The construction of a unanalysed but they cannot be translated, and

prototype is firstly presented, highlighting the ! .
methodological issues of such approach. Sec- sometimes they also stop the translation of the

ondly, an evaluation is performed on a large Whole sentence.
set of data, showing the benefits and the limits ~ Usually, three main groups of unknown words

of such approach. are distinguished: proper names, errors, and ne-
ologisms, and the possible solution highly de-
1 Introduction pends on the type of unknown word to be solved.

In this paper, we concentrate on neologisms
Formalising morphological information to deal which are constructed following a morphological
with  morphologically constructed unknown process.
words in machine translation seems attractive, The processing of unknown “constructed ne-
but raises many questions about the resourcegogisms” in NLP can be done by simple guess-
and the prerequisites (both theoretical and practing (based on the sequence of final letters). This
cal) that would make such symbolic treatmenpption can be efficient enough when the task is
efficient and feasible. In this paper, we describgnly tagging, but in a multilingual context (like
the prototype we built to evaluate the feasibilityin MT), dealing with constructed neologisms
of such approach. We focus on the knowledgénplies a transfer and a generation process that
required to build such system and on its evaluaequire a more complex formalisation and im-
tion. First, we delimit the issue of neologismsplementation. In the project presented in this pa-
amongst the other unknown words (section Z)per, we propose to imp|ement lexical morphol—
and we present the few related work done ibgy phenomena in MT.
NLP research (section 3). We then explain why
implementing morphology in the context of ma-3 Related work

chine translation (MT) is a real challenge and

what kind of aspects need to be taken into adMmpPlementing lexical morphology in a MT con-
count (section 4), and we show that translatindet has seldom been investigated in the past,
constructed neologisms is not only a mechanicdl'oPably because many researchers share the
decomposition but requires more fine-grained®!loWing view: “Though the idea of providing
analysis. We then describe the methodology ddUles for translating derived words may seem
veloped to build up a prototypetanslator of attractive, it raises many problems and so it is
constructed neologisms (section 5) with all the&urrently more of a research goal for MT than a
extensions that have to be made, especially ipractical possibility” (Amold, Balkan et al.

terms of resources. Finally, we concentrate off994)- AS far as we know, the only related pro-

the evaluation of each step of the process and &fCt IS described in (Gdaniec, Manandise et al.
the global evaluation of the entire approach (sec?001), where they describe a project of imple-
tion 6). This last evaluation highlights a set ofmentation of rules for dealing with constructed
methodological criteria that are needed to exploi/0rds in the IBM MT system.

lexical morphology in machine translation.

Proceedings of the 12th Conference of the European Chapter of the ACL, pages 130-138,
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Even in monolingual contexts, lexical mor- In the two languages chosen for the experi-
phology is not very often implemented in NLP.ment, few divergences were found in the way
Morphological analyzers like the ones describedhey construct prefixed neologisms. However, in
in (Porter 1980; Byrd 1983; Byrd, Klavans et al.some cases, although the morphosemantic proc-
1989; Namer 2005) propose more or less deepess is similar, the item used to build it up (ite
lexical analyses, to exploit that dimension of theffixes) is not always the same. For example, to

lexicon. coin nouns of the spatial location “before”,
. where Italian uses the prefietro, French uses
4  Proposed solution rétro and arriére. A deeper analysis shows that

. . Italian retro is used with all types of nouns,
Since morphological processes are regular an
]

L hereas in Frenchrétro only forms processual
exist in many languages, we propose an approac

where constructed neologisms in source lan- uns (derived from verbs, likeétrovision
9 rétroprojection). For the other type of nouns

guage (SL)_ can be analysed and their translatig enerally locative nounspriére is used 4r-
generated in a target language (TL) through thel : -
riere-cabine arriére-cour).

transfer of the constructional information. Other problematic issues appear when there is
For example, a con;truqted ne_ologlsm N ONG ore than one prefix for the same LFR. For ex-
language (e.g.ricostruire in Italian) should ample, the rule for “indeterminate plurality” pro-

firstly be analysed, i.e. find (i) the rule thabpr . . .
duced it (in this case <reiteration rule>) and (ii)VIOIeS in both languages a set of two prefixes

the lexeme-base which it is constructed Or{multi/pluri in Italian andmulti/pluri in French)
(costruire, with all morphosyntactic and transla- with no known restrictions for selecting one or
tional infc;rmation). Secondly, through a transferth.e oth_er (e botplurldlmenspnnetandmu|t|-
mechanism (of both the rule and the base), dimensionnel are acceptaple in French). For
translation can be generated by rebuilding a cons oo Ca>o> further empirical research have to be
structed word, (in Frencheconstruire,Eng: to performed to identify restrictions on the rule.

rebuild). On a theoretical side, the whole proces Another important divergence is found in the
. i . " ' pro Brefixation of relational adjectives. Relational
is formalised into bilingual Lexeme Formation

Rules (LFR), as explained below in section 4.3 adjectivesare derived from nouns and designate
Althouah ’this ap roach seems to be sir.n 'Ia relation between the entity denoted by the noun
g PP P G‘fhey are derived from and the entity denoted by

e e noun hey mocly. Consequenty, i & pre-
yPp : ’ ixation such asanticostituzionale the formal

auzyiﬁmotgntg?ﬁjlaﬁ g%ﬂ??ésorlﬁir:i?rtueonreo'fc base is a relational adjectiveogtituzionaly but
guag ' PrOJECH, o semantic base is the noun the adjective is de-

and to concentrate on methodological issues, Wived from costituziong The constructed word
focused on the pref|xa_t|on process and on .tW%nticostituzionaIe:an be paraphrased ajainst
related languages (ltalian and French). PreflXat'he constitutioh Moreover, when the relational

tl(r)c?celz’s ?;tirecfllcj)mi)s(?r:logﬁ dthereg:(%f C%f%léCt:r\]/graedjective does not exist, prefixation is possible
proc gism, P . —'0n a nominal base to create an adjectbegiadra
easily processed in terms of character strings,

Regarding the language, we choose to deal Wit%ntldroga). In cases where the adjective does

the translation of Italian constructed neoIogismseXlSt’ both forms are possible and seem to be

into French. These two languages are historicallequally used, like in the ltaliaollaborazione

i %teruniversité | collaborazione interuniversi-
and morphologically related and are conse;

guently more “neighbours” in terms of neolo-taria.' From a co_ntrastive_ po_int of vi_ew, t_he pre-
gism coinage fixation of rela_tlonal adjectives exists in both
In the foIIoWing we firstly describe precisely languages (Ital!a_n and French) and in bOth. the_se
the phenomena that have to be formalized anl@nguages p!reflxmg_ anoun to create an adjective
then the prototype built up for the experiment ! QISO po_SS|blea(ntlcqstltuzmne(Adj)). But we
" notice an important discrepancy in the possibility
4.1 Phenomenato beformalized of constructing relational adjectives (a rough es-
L . . timation performed on a large bilingual diction-
Like in any MT project, the formallsano_n_wor_k ary (Garzanti IT-FR (2006)) shows that more
has to face different issues of contrastivity, i.e51,"1 000 Jtalian relational adjectives have no

highlighting the divergences and the similarities,qjiyalent in French (and are generally translated
between the two languages. with a prepositional phrase).
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All these divergences require an in-dept analyeme : the surface section (G and F), the syntactic
sis but can be overcome only if the formalismcategory (SX) and the semantic (S) sections. In
and the implementation process are done followthis theoretical framework, affixation is only one

ing a rigorous methodology. of the instructions of the rule (the graphemic and
phonological modification), and consequently,

4.2 Theprototype affixes are called “exponent” of the rule.

In order to evaluate the approach described Italian French

above and to concretely investigate the ins and, '\')_p”t '\'/‘p”t

outs of such implementation, we built up a protd G /\';n/ /\}rfr/

type of a machine translation system specialize@sx) | cat v cat v

for constructed neologisms. This prototype iS(S) | Vi'(..) Ve'(..)

composed of two modules. The first one checks ! o t

every unknown word to see if it is potentially output output

constructed, and if so, performs a morphologicafE) | Vi reVe

analysis to individualise the lexeme-base and t*.%?x) /(IZECVH/ /EZE\//V il

rule that coined it. The second module is the acisy™ [ eiterativity (v (..) reiterativity (V')

tual translation module, which analyses the con- where \{' = V', translation equivalent

structed neologism and generates a possibl Figure2: Bilingual LFR of reiterativity

translation. This formalisation is particularly useful in a
bilingual context for rules that have more than

IT neologism > analysi: one prefix in both languages: more than one affix

can be declared in one single rule, the selection
being made according to different constraints or

LFR Lexice restrictions. For example, the rule for “indeter-
\ / minate plurality” explained in section 4.1 can be
_ : formalised as follows:
FR necogism <—| generatio ltalian French
input input
Figure 1: Prototype (G) Xi X,
The whole prototype relies on one hand on(F) | /X Xl
lexical resources (two monolingual and one bj-(SX) cat:n cat n
lingual) and on a set of bilingual Lexeme Forma-(8) | *((.. - LX) -
tion Rules (LFR). These two sets of informatiop 5
f . } utput output
helps the analysis and the generation steps. WHeg) T muitirplurix, multi/pluriX,
a neologism is Iqoked-up, the system Checks iflikr) Imulti/pluri/O/Xy/ Imvylti/plyri/0/X/
is constructed with one of the LFRs and if thersx) T cat n catn
lexeme-base is in the lexicon. If it is the cabe, t[(S) | indet. plur. (X(...)) indet. plur. (%(...))
transfer brings the relevant morphological and where %' = Xy, translation equivalent

lexical information in the target language. The Figure 3: Bilingual LFR of indeterminate plurality
generation step constructs the translation equiva- In this kind of rules with “multiple expo-
lent, using the information provided by the LFRNents”, the two possible prefixes are declared in
and the lexical resources. Consequently, th&e surface section (G and F). The selection is a
whole system relies on the quality of both themonolingual issue and cannot be done at the

lexical resources and the LFR. theoretical level. _ '
. _ Such rules have been formalised and imple-
4.3 Bilingual Lexeme Formation Rules mented for the 56 productive prefixes of Italian

The whole morphological process in the systenfl@cobini 2004), with their French translation
is formalised through bilingual Lexeme Forma-quivalent. However, finding the translation
tion Rules. Their representation is inspired byeduivalent for each rule requires specific studies

(Fradin 2003) as shown in figure 2 in the rule of
reiterativity. . Lj.e.a, ad, anti, arci, auto, co, contro, de, dis, extra, in,
Such rules match terther two mono"ngua‘nter, intra, iper, ipo, macro, maxi, mega, metacnm, mini,
rules (to be read in columns). Each monolinguahulti, neo, non, oltre, onni, para, pluri, poli, §topre, pro,
rule describes a process that applies a series refro, ri, s, semi, sopra, sotto, sovra, stra, ssiper, trans,
instructions on the different sections of the lexltra, vice, mono, uni, bi, di, tri, quasi, pseudo.
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of the morphological system of both languages ibase, easily accessible and modifiable by the

a contrastive perspective. user, as shown below:
The following section briefly summarises the
contrastive analysis that has been performed tq arci a a 2.1.2 archi
acquire this type of contrastive knowledge. Eifc]i n n 212 archi
4.4 Knowledge acquisition of bilingual LFR pro a_rel a 1.1.10 pro
pro n a 1.1.10 pro

As in any MT system, the acquisition of bilin- [.]
gual knowledge is an important issue. In mor- | v v 6.1 re
phology, the method should be particularly accu- | ri n_dev n 6.1 re
rate to prevent any methodological bias. To for-| [...]
malise translation rules for prefixed neologisms,

we adopt a meaning-to-form approach, i.e. dis- Figure 4: Implemented LFRs
covering how a constructed meaning is morpho- Implemented LFRs describe (i) the surface
logically realised in two languages. form of the Italian prefix to be analysed, (ii) the

We build up atertium comparationifa neu- category of the base, (iii) the category of the de-
tral platform, see (James 1980) for details) thafived lexeme the outpuy, (iv) a reference to the
constitute a semantic typology of prefixationrule implied and (v) the French prefix(es) for the
processes. This typology aims to be universgjeneration.
and therefore applicable to all the languages con- The surface form in (i) should sometimes take
cerned. On a practical point of view, the typol-into account the different allomorphs of one pre-
ogy has been built up by summing up varioudix. Consequently, the rule has to be reiterated in
descriptions of prefixation in various languagegrder to be able to recognize any forms (e.g. the
(Montermini 2002; lacobini 2004; Amiot 2005). prefix in has different forms according to the ini-
We end up with six main classetcation, tial letter of the base, and four rules have to be
evaluation, quantitative, modality, negation andimplemented for the four allomorphmil, im,
ingressive The classes are then subdivided aclf))- In some other cases, the initial consonant is
cording to sub-meanings: for examplegation ~doubled, and the algorithm has to take this phe-
is subdivided iemporalandspatial and within ~nomenon into account.
spatial location,a distinction is made between In (ii), the information of the category of the
different positions tefore above below in base has been “overspecified”, to differentiate
front, ...). gualitative and relational adjectives, and deverbal

Prefixes of both languages are then literallypouns and the other onesa_(el/a  or
“projected” (or classified) onto theertium For n_dev/n ). These overspecifications have two
each terminal sub-class, we have a clear pictu@bjectives: optimizing the analysis performance
of the prefixes involved in both languages. Folreducing the noise of homographic character
example, the LFR presented in figure 1 is thetrings that look like constructed neologisms but
result of the projection of the Italian prefi)( that are only misspellings - see below in the
and the French oneg] on the sub-clasitera- evaluation section), and refining the analysis, i.e
tivity, which is a sub-class afiodality. selecting the appropriate LFR and, consequently,

At the end of the comparison, we end up witlthe appropriate translation.
more than 100 LFRs (one rule can be reiterated To identify relational adjectives and deverbal
according the different input and output categonouns, the monolingual lexicon that supports the
ries). From a computing point of view, con-analysis step has to be extended. Thereafter, we
straints have to be specified and the lexicon hgyesent the symbolic method we used to perform
to be adapted consequently. such extension.

5 Implementation 5.1 Extension of the monolingual lexicon

Implementation of the LFR is set up as a datag).ur MT prot_otypg relies on lexical resources: it
base, from where the program takes the informa1mMs at dealing with unknown words that are not
tion to perform the analysis, the transfer and th! @ Reflerendce l.i):'fon ar|1d thtes_e Iutnhkr][o_wn V\{[%rds
generation of the neologisms. In our approac are analyzed with fexical material that 1S n this
LFRs are simply declared in a tab format data—éx'con' . : .

From a practical point of view, our prototype

is based on two very large monolingual data-
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bases Mmorph (Bouillon, Lehmanret al. 1998)) second one can be easily captured using the typi-
for Italian and French, that contain only morpho-cal suffixes of such processes. Consequently, we
syntactic information, and on one bilingual lexi-considere that any noun ending with suffixes like
con that has been built semi-automatically for théone, aggiogr mentoare deverbal.

use of the experiment. But the monolingual Thanks to this extended lexicon, overspecified
lexica have to be adapted to provide specific ininput categories (like_rel for relational ad-
formation necessary for dealing with morpho-ective or n_dev for deverbal nouh can be

logical process. stated and exploited in the implemented LFR as
As stated above, identifying the prefix and theshown in figure 4.

base is not enough to provide a proper analysis _ _

of constructed neologisms which is detailecP-2 Applying LFRsto translate neologisms

enough to be translated. The main informatiofynce the prototyped MT system was built and
that .is essential for the achievemen'g of the proghe lexicon adapted, it was applied to a set of
ess is the category of the base, which has to BRologisms (see section 6 for details). For exam-
sometimes “overspecified”. Obviously, the Ital—p|e, unknown Italian neologisms such ai-
ian reference lexicon does not contain such ingontento, ridescrizione, deitalianizzarayere
formation. Consequently, we looked for a simpleyytomatically translated in Frendrchi-content,
way to automatically extend the ltalian 'eXicon-redescription, désitalianiser.
For example, we looked for a way to automati- The divergences existing in the LFR of <loca-
cally link relational adjectives with their noun  tjye position before> are correctly dealt with,
bases. _ thanks to the correct analysis of the base. For
Our approach tries to take advantage of onlgxample, in the neologismetrobottega the lex-
the lexicon, without the use of any larger reeme-pase is correctly identified as a locative
sources. To extend the Italian lexicon, we simply,oun. and the French equivalent is constructed
built a routine based on the typical suffixes ofyith the appropriate prefixariere-boutiqug,
relational adjectives (in ltalian:ale, -are, -ario, hile in retrodiffusione the base is analysed as
-ano, -ico, -ile, -ino, -ivo, -0rio, -esco, -asco, deverbal,and the French equivalent is correctly
-iero, -izio, -aceqWandruszka 2004)). For every generatedrétrodiffusion).
adjective ending with one of these suffixes, the' For the analysis of relational adjectives, the
routine looks up if the potential base correspondgyerspecification of the LFRs and the extension
to a noun in the rest of the lexicon (modulo som@f the lexicon are particularly useful when there
morphographemic variations). For example, thgs no French equivalent for Italian relational ad-

routine is able to find links between adjectivegectives because the corresponding construction
and base nouns suchamsbientaleandambiente s not possible in the French morphological sys-

aziendaleandazienda cortisonicaandcortisone  tem_ For example, the Italian relational adjective
or contestualeand contesto.Unfortunately, this aziendale(from the nounazienda, Eng: com-
kind of automatic_ im_plementation does not findpany) has no adjectival equivalent in French. The
links between adjectives made from the learneggjian prefixed adjectivinteraziendalecan only
root of the noun, grandiale = pranzo, bellico pe translated in French by using a noun as the
= guerra). _ _ base ipterentreprisg. This translation equivalent
This automatic extension has been evaluategan pe found only if the base noun of the Italian
Out of a total of more than 68 000 adjectiveygjective is found ifiteraziendale, in-
forms in the lexicon, we identified 8 466 rela-(er+aziendale > azienda, azienda = entreprise,
tional adjectives. From a “recall” perspective, it interentreprisg The same process has been
is not easy to evaluate the coverage of this exteRpplied for the translation ofrecongressuale,
sion because of the small number of resourcgsyst-transfuzionale by précongrés, — post-
containing relational adjectives that could be&ransfusion.
used as a gold standard. Obviously, all the mechanisms formalised in

A similar extension is performed for the thjs prototype should be carefully evaluated.
deverbal aspect, for the lexicon should also dis-

tinguish deverbal noun. From a morphological 6 Evaluation
point of view, deverbalisation can be done trough _
two main productive processes: conversian (1he advantages of this approach should be care-

command=> to commanyland suffixation. If the fully evaluated from two points of view: the
first one is relatively difficult to implement, the
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evaluation of the performance of each step and afraints, not only in terms of improved perform-

the feasibility and portability of the system. ance but also in terms of loss of information. In-
deed, some of the constraints specified in the rule
6.1 corpus exclude some neologisms (false negatives). For

As previously stated, the system is intended téxample, the modality LFRs witto andri have
solve neologisms that are unknown from a lexibeen overspecified, requiring deverbal base-noun
con with LFRs that exploit information contained (and not just a noun). Adding this constraint im-
in the lexicon. To evaluate the performance oproves the performance of the analysis (i.e. the
our system, we built up a corpus of unknowrnumber of correct lexemes analysed), respec-
words by confronting a large Italian corpus fromtively from 69.48 % to 96 % and from 91.21 %
journalistic domain la Repubblica Online to 99.65 %. Obviously, the number of false nega-
(Baroni, Bernardini et al. 2004with our refer- tives (i.e. correct neologisms excluded by the
ence lexicon for this language (see section 4.gonstraint) is very large (between 50 % and 75 %
above). We obtained a set of unknown word®f the excluded items).
that contains neologisms, but also proper names In this situation, the question is to decide
and erroneous items. This set is submitted to th&hether the gain obtained by the constraints (the
various steps of the system, where constructégéproved performance) is more important than
neologisms are recognised, analysed and trande un-analysed items. In this context, we prefer
lated. to keep the more constrained rule. Un-analysed
_ items remain unknown words, and the output of
6.2 Evaluation of the performance of the  the analysis is almost perfect, which is an impor-
analysis tant condition for the rest of the process (i.e.

As we previously stated, the analysis step cafansfer and generation).
actually be divideo_l into_two tasks. First of aliet 63 Evaluation of the performance of the
program has to identify, among the unknown -
) . generation

words, which of them are morphologically con-
structed (and so analysable by the LFRs); seéseneration can also be evaluated according to
ondly, the program has to analyse the constructé@o points of view: the correctness of the gener-
neologisms, i.e matching them with the correceted items, and the improvement brought by the
LFRs and isolating the correct base-words. solved words to the quality of the translated sen-

For the first task, we obtain a list of 42 673tence.
potential constructed neologisms. Amongst To evaluate the first aspect, many procedures
those, there are a number of erroneous words thean be put in place. The correctness of con-
are homographic to a constructed neologism. F@tructed words could be evaluated by human
example, the itemprogesso,a misspelling of judges, but this kind of approach would raise
progresso(Eng: progres3, is erroneously ana- many questions and biases: people that are not
lysed as the prefixation ajesso(eng: plaste)  expert of morphology would judge the correct-
with the LFR inpro. ness according to their degree axceptability

In the second part of the processing, LFRs ar@hich varies between judges and is particularly
concretely applied to the potential neologismsensitive when neologism is concerned. Ques-
(i.e. constraints on categories and on overtions of homogeneity in terms of knowledge of
specified category, phonological constraints)the domain and of the language are also raised.
This stage retains 30 376 neologisms. A manual Because of these difficulties, we prefer to cen-
evaluation is then performed on these outputdre the evaluation on the existence of the gener-
Globally, 71.18 % of the analysed words are acated neologisms in a corpus. For neologisms, the
tually neologisms. But the performance is not thénost adequate corpus is the Internet, even if the
same for every rule. Most of them are very effi-use of such an uncontrolled resource requires
cient: among all the rules for the 56 Italian pre-some precautions (see (Fradin, Dal et al. 2007)
fixes, only 7 cause too many erroneous analysefQr a complete debate on the use of web re-
and should be excluded - mainly rules with verysources in morphology).
short prefixes (likea, di, 9, that cause mistakes Concretely, we use the robot Golf (Thomas
due to homograph. 2008) that sends each generated neologism auto-

As explained above, some of the rules arénatically as a request on a search engine (here
strongly specified, (i.e. very constrained), so wés00gle©) and reports the number of occurrences
also evaluate the consequence of some coas captured by Google. This robot can be param-
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eterized, for instance by selecting the appropriate For the 60 sentences of the test-suit (21 with
language. an unknown verb, 19 with an unknown adjective

Because of the uncontrolled aspect of the reand 20 with a unknown noun), we then counted
source, we distinguish three groups of reportethe number of errors before and after the intro-
frequencies: 0 occurrence, less than 5 occuduction of the neologisms in the lexicon, as
rences and more than 5. The threshold of 5 helghown below (errors are underlined).

to distinguish confirmed existence of neologismT Le defiscalizzazioni logiche di 17 Eurg
(> 5) from unstable appearances (< 5), that are Sono previste
closed to hapax phenomena. FR1 | Le_defiscalizzazioribgiques de 17 Eurp 2
The table below summarizes some results for sontprevus ,
some prefixed neologisms. FR2 | Les défiscalisations logiques de 17 Eufd
sont prévues

Prefix | tested formg 0Oocc| <5ocgc. >5o¢c. Table 2: E>_<ample of a tested s_entence .
n 301 82%| 56%| 862% For a global view of the evaluation, we classi-
anti 1120 86%| 1999 7159 fed in the table below the number of sentences
de 114 26%| 35%| 93909, according to the number of errors “removed”
super 951 28 % 30 % 429 thanks to the resolution of the unknown word.
pro 166 6.6 % 29.5 % 63.9 %
0 -1 -2 -3
Table 1: Some evaluation results Nouns 10 8 2
Globally, most of the generated prefixed ne- | Adjectives 18 1

ologisms have been found in corpus, and most ofl_Verbs 2 14 3 2

the time with more than 5 occurrences. Unfound Table 3: Reduction of the number of errors/sentence
items are very useful, because they help to point MOSt of the improvements concern only a re-
out difficulties or miss-formalised processesduction of 1, i.e. only the unknown word has
Most of the unfound neologisms were ill- b€€n solved. But it should be noticed that im-
analysed items in ltalian. Others were due t@rovement is more impressive when the un-
misuses of hyphens in the generation. Indeed, #'0Wn words are nouns or verbs, probably be-
the program, we originally implemented the us&@use. these categories influence much more
of the hyphen in French following the estab-items in the sentence in terms of agreement.
lished norm (i.e. a hyphen is required when the In two cases (involving verbs), errors are cor-

prefix ends with a vowel and the base starts Witﬁected because of the translation of the unknown
a vowel). But following this “norm”, some forms words, but at the same time, two other errors are

were not found in corpus (for exampaetibra- caused l_)y it. This probl_em comes from the fact
connier (Eng: antipoache) reports 0 occur- that addlr_lg new Words in the Ie_X|con of_ the sys-
rence). When re-generated with a hyphen, it rd€m requires somet[mes more mformatlor_l (such
ports 63 occurrences. This last point shows th&S Valency) to provide a proper syntaxctic gen-

in neology, usage does not stick always to th&ration of the sentence.
norm. _ 6.4  Evaluation of feasibility and portability

The other problem raised by unknown words _ .
is that they decrease the quality of the trangiatio T Ne relatively good results obtained by the proto-
of the entire sentence. To evaluate the impact dyPe are very encouraging. They mainly sho