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Introduction

Welcome to the proceedings of the system demonstration track of the 2023 Conference on Empirical Me-
thods in Natural Language Processing on December 6th — December 10th, 2023. For the EMNLP 2023
system demonstration track, we received a record number of 203 submissions, of which 52 were selected
for inclusion in the program (acceptance rate of 25%) after being reviewed by at least three members of
the program committee, while a small number of papers received only two reviews. We would like to
thank the members of the program committee for their timely help in reviewing the submissions. Lastly,
we thank the many authors that submitted their work to the demonstrations track. This year, the EMNLP
conference is a hybrid event. The demonstration papers will be presented through pre-recorded talks and
in presence during the poster sessions.
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FABRICATOR: An Open Source Toolkit for Generating
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Abstract

Most NLP tasks are modeled as supervised
learning and thus require labeled training data
to train effective models. However, manu-
ally producing such data at sufficient quality
and quantity is known to be costly and time-
intensive. Current research addresses this bot-
tleneck by exploring a novel paradigm called
zero-shot learning via dataset generation. Here,
a powerful LLM is prompted with a task de-
scription to generate labeled data that can be
used to train a downstream NLP model. For
instance, an LLM might be prompted to “gen-
erate 500 movie reviews with positive over-
all sentiment, and another 500 with negative
sentiment.” The generated data could then be
used to train a binary sentiment classifier, ef-
fectively leveraging an LLM as a teacher to a
smaller student model. With this demo, we in-
troduce FABRICATOR, an open-source Python
toolkit for dataset generation. FABRICATOR
implements common dataset generation work-
flows, supports a wide range of downstream
NLP tasks (such as text classification, question
answering, and entity recognition), and is in-
tegrated with well-known libraries to facilitate
quick experimentation. With FABRICATOR, we
aim to support researchers in conducting re-
producible dataset generation experiments us-
ing LLMs and help practitioners apply this ap-
proach to train models for downstream tasks.

1 Introduction

In recent years, natural language processing (NLP)
has witnessed remarkable progress due to the intro-
duction of pre-trained language models (PLMs)
(Devlin et al., 2019; Liu et al., 2019; Conneau
and Lample, 2019; He et al., 2021). These PLMs
are typically fine-tuned on large human-annotated
datasets, resulting in state-of-the-art performance
in tasks such as text classification, token classifica-
tion, and question answering. However, real-world

1

PLM (student model)
T

Generated dataset

il ]
bl bl
il ]
u\u positive review #1 } Lu\] negative review #1

T
LLM (teacher model)
T

Prompt: Generate 500 [positive, negative] movie reviews as
the provided example.

l—‘—l
Positive example: Negative example:

"A cinematic gem that leaves "A waste of time and money,
you wanting more." no recommendation.”

Figure 1: The process of learning via dataset generation.
A teacher model (LLM) is prompted to generate 500
movie reviews for each sentiment (positive, negative). A
smaller student PLM is trained on the generated dataset.

applications of this approach face the bottleneck
that sufficient amounts of human-annotated data
are often unavailable and too costly to produce
manually, especially when domain expertise is re-
quired.

Dataset generation with teacher LLMs. Re-
cently, a paradigm called zero-shot learning via
dataset generation (Meng et al., 2022; Ye et al.,
2022a,b) has emerged, potentially obviating the
need for human-annotated data. This approach
leverages the generation capability of large lan-
guage models (LLMs) to create class-conditioned
texts guided by label-descriptive prompts and, op-
tionally, few-shot examples of instances of the de-
sired classes. The generated dataset is then used to
train a smaller student PLM.

Refer to Figure 1 for an illustration of this pro-
cess: In this example, an LLM is instructed to write
500 positive and 500 negative movie reviews. To
guide the process, we include an example of a pos-
itive and negative review in the prompt. With this

Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing: System Demonstrations, pages 1-11
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prompt and 1-shot example, we generate a dataset
of 1,000 movie reviews labeled with binary senti-
ment. This dataset is used to train a student model
to perform binary sentiment analysis.
Limitations. However, despite the conceptual sim-
plicity of using LLMs to generate training data,
many open questions remain regarding the specifics
and ultimate potential of this approach. Questions
include: (/) How to best prompt the LLM and
whether to include examples in the prompt, (2) For
which downstream NLP task families and specific
tasks this approach is effective, and (3) Whether
it is better to generate large amounts of training
data or focus on smaller, high-quality generation
efforts. While various current works are investigat-
ing these questions for specific tasks, we find that,
at present, no open-source library specifically sup-
ports research on dataset generation with LLMs.
Contributions. To close this gap, we present
FABRICATOR, an open-source Python library for
dataset generation with LLMs. Our main goals are
to facilitate experimentation, enable the application
of dataset generation to specific downstream tasks,
and encourage the reproducibility of experiments.

FABRICATOR modularizes the dataset generation
process and provides a simple interface to facilitate
experimentation: Users may choose which LLM to
use, define prompts and label definitions, and lever-
age existing NLP datasets for few-shot examples
and NLP task definitions. Our library includes an
integration into HuggingFace’s DATASETS library
(Lhoest et al., 2021), allowing users to easily share
generated datasets and use them for training NLP
models. We provide examples for various NLP task
families, including text classification, textual entail-
ment, question answering, and entity recognition.
In this paper:

* We introduce the FABRICATOR library, give
an overview of core concepts and usage work-
flows (Section 2).

* We present a set of example experiments in
which FABRICATOR is used to create datasets
for various text classification, question an-
swering, and textual entailment tasks (Sec-
tion 3).

We publish the code on GitHub' under the
Apache 2 license.

lhttps ://github.com/flairNLP/fabricator

2 FABRICATOR

We first give a high-level overview of sup-
ported generation workflows in FABRICATOR (Sec-
tion 2.1), discuss the main classes and concepts
(Section 2.2), and walk through an example use
case and script (Section 2.3).

2.1 Generation Workflows

Depending on the downstream task, researchers
may have one of three data generation targets we
support in FABRICATOR:

1. Generate unlabeled data. The first generation
target is to produce unlabeled data. For instance,
during the development of a question answering
system, we might require a corpus of example ques-
tions or a corpus of texts on a particular topic. For
this scenario, users provide a prompt w (such as
“Generate a text in the domain of history that con-
tains facts someone can ask questions about.”), and
the auto-regressive LLM Gy generates appropriate
text x9.

2. Generate label-conditioned data. The second
generation target is generating data belonging to a
pre-defined class, such as classification tasks. The
LLM generates a text x9 corresponding to a spe-
cific label y from a set of labels.

As discussed in the introduction, one example is
to generate training data for a binary sentiment
classifier. To achieve this, one must define a set of
labels (y = {positive, negative}) and a prompt
wy, such as “Generate a <y> movie review:” The
generated sequence x9 will be paired with the label
y to form a training pair (x9, y) for fine-tuning.

3. Annotate unlabeled data. The third genera-
tion target holds if an unlabeled text dataset for
a domain is already available and only training la-
bels are missing. For instance, a corpus of movie
reviews might already be available, but sentiment
labels are missing.

In FABRICATOR, researchers can add labels to an
existing corpus by extending prompt w with fixed
label options y to form wy like “Annotate the
movie review either as: positive, negative.” The
generated label y is then paired with the unlabeled
data point x* to form a data pair (x",y).

The generation targets defined above will be ex-
ecuted multiple times to generate a corpus of a
specified size. The prompt may also be extended to


https://github.com/flairNLP/fabricator

Generated dataset
$
DatasetGenerator

. Generated example
iterate over unlabeled P

dataset or max. T

Dataset class: builds on
huggingface's dataset library

Prompt class: forms specific
prompts as defined by the user

number of API calls I
Prompt

4

1

(optional) pre-processing

(optional) few-shot examples

I
(optional) unlabeled data  Prompt template LLM

LLM class: haystack's LLM
interface.

Generator class: orchestrates the
generation process.

€P: composition of actual prompt

Figure 2: With FABRICATOR, the generation process involves a prompt template that creates the final prompt using
all provided arguments. The generator class creates training examples until the maximum number of prompt calls
is reached, or the unlabeled dataset is fully annotated. Ultimately, the generator class produces a HuggingFace

Dataset instance.

include few-shot examples of each class, as shown
in Figure 1. The prompt can also handle multiple
inputs (for example, for tasks like textual similar-
ity) using pre-defined interfaces in FABRICATOR.
In all cases, the correct prompt is composed and
executed in our backend.

2.2 Classes and Concepts

As Figure 2 illustrates, the key module in our ap-
proach is the DatasetGenerator class, which acts
as an orchestrator between the LLM (PromptNode),
the prompt (BasePrompt), and optionally, the few-
shot examples and unlabeled datasets.

The generate() function within the
DatasetGenerator class converts the
BasePrompt and the provided few-shot and
unlabeled data into a processable prompt for the
LLM. The method offers various arguments to
steer the generation process. Users can specify
parameters like the maximum number of API
calls, the sampling strategy of few-shot examples
(uniform vs. stratified), or the number of few-shot
examples to use in a single prompt. Our repository
contains documentation with details on all
available customization options.

2.2.1 HuggingFace Interoperability through
Dataset Class

FABRICATOR operates on the Dataset class from
HuggingFace’s DATASETS library. By default,
generate() produces the generated data as a
Dataset instance. This allows generated datasets
to be directly used in existing training scripts of the
TRANSFORMERS library (Wolf et al., 2020) and to
be shared among researchers via the Huggingface
dataset hub.

An existing dataset may also be used as input
to the generate() method. Since the DATASETS
library supports a wide range of standard bench-
marks and their formats, existing datasets can be
easily loaded and used as input. For instance, in
some generation workflows, we would like to add
labels to an existing corpus or use instances as few-
shot examples within a prompt.

2.2.2 Prompt Class

Prompting is crucial when operating on large lan-
guage models as it guides the auto-regressive gener-
ation process. While in the simplest case, a prompt
is a single textual string, we find that many scenar-
ios require more complex prompts and customiza-
tion options. For instance, when including few-shot
examples in a prompt, questions include how many
examples to include in each prompt and how these
are sampled (uniform vs. stratified) from available
few-shot data across different prompt calls. Sim-
ilarly, the complexity increases for tasks such as
textual entailment (requiring multiple inputs) and
entity recognition (potentially requiring transfor-
mation of token-level BIOES tags into span-level
prompting queries).

To address these challenges, FABRICATOR in-
troduces a simple yet powerful BasePrompt class
that offers clear interfaces for customizing prompts
for various dataset generation tasks. The interface
includes attributes to specify pre-defined label op-
tions for label-conditioned generation, and support
for having few-shot examples or unlabeled datasets
by selecting the relevant columns for generation
and few-shot information in the prompt.

Since the prompt class directly operates on the
dataset columns, FABRICATOR enables a sophis-



1 import os
> from datasets
3 from haystack.nodes

import load_dataset
import PromptNode

4 from fabricator import DatasetGenerator,

¢ dataset =

s prompt = BasePrompt(

load_dataset ("processed_fewshot_imdb",

BasePrompt

split="train")

9 task_description="Generate a {} movie review.",

10 label_options=["positive",
11 generate_data_for_column="text"”,
12 )

14 prompt_node = PromptNode (

15 model_name_or_path="gpt-3.5-turbo”,

"negative"],

16 api_key=os.environ.get ("OPENAI_API_KEY"),

17 max_length=100,

18 )

19

20 generator = DatasetGenerator (prompt_node)
21 generated_dataset = generator.generate(
2 prompt_template=prompt,

23 fewshot_dataset=dataset,

2 fewshot_sampling_strategy="uniform”,
25 fewshot_examples_per_class=1,

26 fewshot_sampling_column="1label",

27 )

28 generated_dataset.push_to_hub(”"generated-movie-reviews")

Listing 1: A script that uses FABRICATOR and generates additional movie reviews based on few-shot examples.

ticated and flexible prompt design. To illustrate,
when performing a textual similarity task, the user
can specify the first sentence and the label as the
few-shot information and prompt the LLM to gen-
erate a second sentence corresponding to the given
sentence and label.

2.23 LLMs

The LLM interface must be stable and ideally
compatible with models hosted as APIs or self-
hosted LLMs. We leverage the HAYSTACK?
framework (Pietsch et al., 2019), specifically the
PromptNode class, for interactions with LLMs.
The PromptNode implementation allows users
to select and use LLMs from various model
providers, including HuggingFace, OpenAl, Azure,
Anthropic, and Cohere.

2.3 Example Script

In Listing 1, we introduce an example script in
which FABRICATOR is used to generate additional
movie reviews for training a binary sentiment clas-
sification model (refer to generation workflow 2
as defined in Section 2.1). To implement this, we
define:

2https://github.com/deepset—ai/Haystack

* a pre-processed few-shot dataset (dataset,
line 6) having labels in natural language form
(e.g., 0 becomes “negative”). These examples
are used to augment the generation prompt,

* a prompt template (prompt, line 8) specifying
the instruction to the LLM,

ean LLM to use as teacher model

(prompt_node, line 14),

* a DatasetGenerator to execute the genera-
tion process with all parameters (generator,
line 20).

The prompt is configured in the construc-
tor of the BasePrompt class (lines 8-12): We
set a task_description with a placeholder for
label_options that we provide as a separate ar-
gument. We also specify for which column in the
loaded dataset to predict labels.

We then define a teacher LLM (lines 14-18)
and pass datasets, prompt, and LLM to the
DatasetGenerator orchestrator class (lines 20-
27). Here, we specify a few-shot strategy to sample
one label from the “label” column uniformly during
generation. We do so to generate either a positive or
a negative review. Upon completion, the generate
function returns the annotated Dataset instance.


https://github.com/deepset-ai/Haystack

Dataset Labels # Training examples
50 500 1k all (max. 10k)
IMDB Gold 37.6+35.8 88.5+0.8 90.0+04 93.0+0.2
Generated 53.8+11.5 88.8+0.6 90.2+0.4 92.0 £0.1
MRPC Gold 66.6 £0.8 73.0+1.3 75.24+1.1 83.9+0.2
Generated 684 +08 7214+1.0 724+1.2 75.8 £0.7
SNLI Gold 385+25 64.7+0.9 71.3+0.7 82.1+04
Generated 422424 54.8+1.0 56.1+1.1 63.1 £ 0.7
TREC-6 Gold 504+76 93.6+0.6 949+1.1 975+ 04
Generated 39.8+4.5 79.3+2.2 80.8£3.0 824+ 1.1
SQUAD Gold - - 39.1+4.9 68.8 = 0.5
Generated - - 46.8 +1.1 52.5+0.3

Table 1: Results on re-annotation experiments using 2 few-shot examples per prompt (uniformly sampled from 6
few-shot examples per class). We report accuracy except for SQuAD, where we report F1, and highlight bold those
experiments where generated data yielded similar scores as human-annotated data. We observe that GPT-3.5 is not
able to annotate on human-level performance except for simple classification tasks such as IMDB.

3 Experiments

To illustrate how FABRICATOR could be used in
research, we conduct an exploratory evaluation of
two scenarios: (/) how models trained on gener-
ated datasets compare to models trained on human-
annotated datasets, and (2) whether few-shot exam-
ples in the prompt improve generated datasets.

To do so, we train smaller PLMs on gener-
ated datasets and evaluate them on the human-
labeled test split of the respective benchmark. For
question answering, we fine-tune a roberta-base
PLM (Liu et al., 2019). For all other tasks, we fine-
tune a bert-base-uncased PLM (Devlin et al.,
2019). The hyperparameters are listed in Ap-
pendix A.2. We report the score and standard
deviation averaged over 5 random seeds for each
experiment.

3.1 Experiment 1: Comparison of Generated
and Human-Annotated Datasets

We re-annotate existing benchmark datasets with
generated labels in the first experiment. This ex-
periment aims to measure the difference in accu-
racy of downstream task models trained on human-
annotated data compared to models trained on gen-
erated data. We evaluate text classification, textual
similarity, and extractive question answering tasks.
Experimental setup. We conduct this evaluation
on 5 datasets spanning 3 NLP tasks: We use IMDB
(Maas et al., 2011), a binary sentiment classifica-
tion benchmark, and TREC-6 (Li and Roth, 2002),

a 6-class question type categorization dataset to
evaluate text classification tasks. We use the 2-
class MRPC (Dolan and Brockett, 2005) and the
3-class SNLI (Bowman et al., 2015)) datasets to
evaluate textual similarity tasks. Finally, we use
SQuAD-v2 (Rajpurkar et al., 2016)) to evaluate
extractive question answering. We use generation
prompts augmented by 2 examples per prompt sam-
pled from 6 possible few-shot examples per class.
Results (Table 1). For all datasets, we compare a
generated dataset of 50, 500, 1k and the full dataset
(limited to 10k if it is larger) to gold-annotated
data of the same size. For question answering,
models need to be trained on at least 1k to obtain
representative results, so we do not report scores
for 50 or 500 examples for SQuAD.

We find that for simple tasks such as binary sen-
timent classification (IMDB), models trained on
the annotations by LLMs achieve similar accuracy
on the gold-labeled test split ({1.0 pp. in accuracy
with 10k training examples). However, we as the
complexity of datasets increases (text classifica-
tion with more classes and extractive question an-
swering), we observe that the performance of mod-
els trained on LLM-annotated datasets falls short
(.19.0 pp. for SNLI and | 16.3 pp. for SQuAD, with
10k training examples).

These performance gaps indicate that the useful-
ness of LLMs as teacher models depends on the
specific task. In the next section, we present an
experiment that explores how to close this gap by
using additional few-shot examples.



Dataset  # few-shot examples # examples per class used in prompt
per class 0 1 2 3 4
0 45.5+2.3 - - - -
2 - 70.0+1.6 655=£0.9 - -
TREC-6 4 - 795+£11 71.1+20 86.6+06 69.8+1.5
8 - 76.1+£19 795+1.3 81.0+18 874+0.6
16 - 727+£21 781+19 81.0+24 742414

Table 2: Results on 500 annotated TREC-6 examples using varying amounts of few-shot examples. We sweep over
the number of few-shot examples and the number of few-shot examples used in the actual prompt. We highlight
bold where increasing few-shot examples improves over the 79.3 TREC-6 score of Experiment 1 (Table 1).

3.2 [Experiment 2: Impact of Few-Shot
Examples

In the second example experiment, we re-annotate
TREC-6 using a varying number of few-shot exam-
ples. This experiment aims to determine whether
adding few-shot examples for each class improves
dataset generation with FABRICATOR. We investi-
gate two variables: (/) The total number of avail-
able few-shot examples per class and (2) the actual
number of few-shot examples included per prompt.
For instance, there might be 8 few-shot examples
available in total, but only 3 are randomly sampled
to be included in each prompt call.
Results (Table 2). We note a generally positive
trend in that increasing the number of available
few-shot examples (column # few-shot examples
per class) and increasing the number of examples
used in each prompt (column # examples per class
used in prompt) improves model performance. In
particular, we find many settings that outperform
the numbers of our previous experiment (where we
sampled 2 examples per prompt out of a total of 6
possible examples), highlighted bold in Table 2.
However, we also find that improvements be-
come uneven when # examples per class used in
prompt is increased above 3, indicating prompts
should not be overloaded with too many examples.

4 Related Work

Significant progress has been achieved in enhanc-
ing dataset generation with teacher LLMs (Schick
and Schiitze, 2021b; Meng et al., 2022; Ye et al.,
2022a; Bonifacio et al., 2022; Peng et al., 2023;
Meng et al., 2023), effectively selecting few-shot
examples (Liu et al., 2022; Gunasekar et al., 2023)
and assessing the quality of datasets produced by
LLMs (Gilardi et al., 2023; Chen et al., 2023).

However, we note a lack of accessible frameworks
that facilitate straightforward and reproducible
dataset generation using teacher LLMs. While ex-
isting open-source toolkits like OpenPrompt (Ding
et al., 2022) partially extend to dataset generation
scenarios, our approach stands apart by having
lightweight, dedicated interfaces for the introduced
generation tasks, supporting a wide range of LLMs
using haystack, and integrating with HuggingFace
DATASETS for easy evaluation.

Prompt-based learning (Liu et al., 2021; Gao
et al., 2021; Schick and Schiitze, 2021a; Le Scao
and Rush, 2021) is another line of research that has
proven useful in improving downstream tasks in
zero- and few-shot settings by leveraging LLMs’
pre-training objectives (Brown et al., 2020; Ouyang
et al., 2022; Zhang et al., 2022; Scao et al., 2023;
Touvron et al., 2023). However, the availability
of training data in low-resource scenarios is still
crucial (Perez et al., 2021; Sahu et al., 2022). There-
fore, our method also seeks to fill this gap by pro-
viding a comprehensive and easily reproducible
dataset generation toolKkit.

5 Conclusion

We introduced FABRICATOR, a user-friendly li-
brary for dataset generation utilizing LLMs. With
FABRICATOR, researchers access a highly cus-
tomizable interface that enables efficient research
on zero-shot and few-shot learning via dataset gen-
eration. Further, we implemented various baselines
using generated datasets to illustrate potential ap-
plications of our repository and plan to support
further downstream tasks in the future. We be-
lieve that FABRICATOR will be a valuable tool for
the NLP community, facilitating advancements in
dataset generation and fostering research in various
natural language processing domains.



Limitations

While our paper aims to address dataset creation
for a wide range of downstream tasks, it is im-
portant to acknowledge certain limitations in our
study. Firstly, during our repository’s evaluation
phase, we could only test and assess a subset of
tasks due to resource and time constraints. Our
evaluation may only cover a portion of the tasks
researchers and practitioners commonly encounter
in their work. Future work must expand the evalua-
tion to include a broader range of tasks to provide
a more comprehensive understanding of the reposi-
tory’s effectiveness.

Additionally, despite our best efforts in design-
ing the repository layout to be versatile and adapt-
able, there might be specific tasks or domains
where our repository’s structure or features may
not be directly applicable. We acknowledge that
the landscape of downstream tasks is diverse and
constantly evolving, which may require tailored ap-
proaches or extensions to our existing framework.
Further, we aim to include existing research target-
ing high-quality dataset generation (e.g., Ye et al.
(2022b)) and conduct our own research on quality
and diversity metrics to steer the generation pro-
cess. We encourage open-source contributions and
active engagement from the community to address
these limitations. By involving a more comprehen-
sive range of perspectives and expertise, we aim to
consistently improve the repository and enhance its
suitability for various task requirements.

Furthermore, while we have endeavored to pro-
vide thorough documentation and guidelines within
the repository, there is always a possibility of over-
looked issues or unforeseen challenges that may
arise during dataset creation.

Ethics Statement

While large language models have shown remark-
able advancements in natural language understand-
ing and generation, their capabilities also raise im-
portant ethical considerations. One prominent con-
cern is the potential for hallucination, where the
models may generate false or misleading informa-
tion. This aspect can have serious implications,
especially when datasets are created for critical do-
mains such as medicine, law, or journalism. It is
crucial to exercise caution and verify the accuracy
and reliability of outputs generated by our reposi-
tory, particularly when making decisions that have
real-world consequences.

Another ethical concern is the presence of biases
in language models, which can perpetuate and am-
plify societal prejudices and inequalities. These
biases can arise from biased training data (Haller
et al., 2023) or biased patterns in human-generated
text that the models learn from. Since our reposi-
tory is in an early stage, we emphasize to carefully
inspect created datasets to identify and rectify bi-
ases that may be present.

To ensure a responsible dataset creation process,
it is essential to engage in thorough data valida-
tion, including identifying and addressing potential
biases, checking data sources for reliability and
credibility, and involving diverse perspectives in
dataset collection and annotation processes. More-
over, continuous monitoring and auditing of the
models’ outputs and performance can help iden-
tify and rectify any ethical concerns arising during
deployment.
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A Appendix

A.1 Screencast

A screencast about the FABRICATOR framework
can be found on Vimeo.

A.2 Hyperparameters for Experiments

We used AdamW (Loshchilov and Hutter, 2019) as
our optimizer with a batch size of 16. Further,
we used a linear warm-up for 10% of the opti-
mization steps. We fine-tune roberta-base for
question answering with a learning rate of le™
for two epochs without early stopping. For the
bert-base-uncased PLM, we fine-tune using a
learning rate of 2e~° for either 5 (if training data
has more than 1000 examples), 10 (if training
dataset has at least 500 but less than 1001 exam-
ples) or 20 epochs (if training data is less than 501
examples). Further, across all experiments, we use
10% of the data as a validation split for model se-
lection.

A.3 Generate Label-Conditioned Training
Data

This experiment used label-conditioned generation
to create new data for the TREC dataset containing
six classes. To achieve this, we sampled a small
few-shot dataset from the existing training split,
consisting of 8 examples per class. During genera-
tion, for each label y, we included three uniformly
sampled few-shot examples associated with that
label. We generated 10k data pairs (x9, y) and used
them for fine-tuning. It is important to note that
the gold-labeled dataset contains only around 3k
examples. Thus the column “all” refers either to
the 10k examples generated with GPT or to the ~3k
gold-labeled examples. The experimental setup is
identical to Section 3.

The results are depicted in Table 3. We ob-
serve significant performance drops compared to
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the re-annotation experiments for TREC from Sec-
tion 3.1. For instance, using 10k generated exam-
ples achieves a performance level similar to us-
ing 50 human-annotated examples (compare to Ta-
ble 1). However, we note that we performed no
prompt optimization techniques or hyperparame-
ter searches in all experiments. Additionally, we
generated a uniform distribution of classes, while
the gold-labeled dataset is skewed towards certain
categories. It is worth mentioning that this class
distribution information may not be available in
real-world few-shot settings.

A.4 Impact of Few-Shot Examples on
Label-Conditioned Generation

In this experiment, we generated 500 label-
conditioned data pairs for the TREC dataset, fol-
lowing the approach described in Section 3.2. We
conducted a sweeping analysis over two factors:
the total number of few-shot examples per class
and the number of few-shot examples included in
the actual prompt.

The results are depicted in Table 4. Our find-
ings show that including even a small number of
few-shot examples (< 4) yields better results com-
pared to generating without any few-shot examples.
Moreover, when we used at least four examples per
class, we observed significant improvements in the
generation results, from 30.2 to 54.8 in accuracy
(1 24.6 pp. in accuracy). Additionally, using more
examples in a distinct prompt slightly improved the
model performance. We encountered one outlier
when using 16 examples per class and including
five examples in the prompt for generation, which
resulted in lower performance than sampling from
8 few-shot examples per prompt. It is important to
note that during this experiment, we did not adjust
any hyper-parameters of the LLM for generation,
such as temperature or top-k sampling.

A.5 Instruction-tuning open-source models

In this experiment, we compare the annotation per-
formance of OpenAl’s GPT-3.5 with an instruction-
tuned open-source LLaMA model. To conduct this
evaluation, we choose the token classification task
on the CoNLL-03 dataset (Tjong Kim Sang and
De Meulder, 2003), which generates one label for
each token in the input, making it a structured task.

The results are shown in Table 5. We observe
that using the dataset as-is results in often unusable
annotation outputs, primarily due to imprecise for-
matting. To address this, we convert the token-level
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Dataset Data # Training examples
50 500 1000 all
TREC-6 Gold 427+£9.6 938=£03 95.1+06 97.1£0.3

Generated 27.5+£11.0 56.2+33 579+1.6 626+3.4

Table 3: Results on TREC-6 with generated questions by GPT-3.5 using 3 few-shot examples (uniformly sampled
from 8 possible few-shot examples per class). We observe that the generation performance is worse compared
to an equally sized human-annotated dataset. However, the performance increases with the number of examples

generated.
Dataset # few-shot examples # examples per class used in prompt
per class 0 2 3 4 5
0 30.2+0.6 - - - -
2 - 43.0 £ 3.7 - - -
TREC-6 4 - 56.0 £ 0.5 56.3+24 583422 -
8 - 52.8 +1.5 58.8+1.0 582+1.0 64.0+£2.0
16 - 58308 59.8+£25 587x11 548+£1.5

Table 4: Results on 500 generated TREC-6 examples with different sizes of few-shot examples and number of
few-shot examples included in the prompt. We observe that more few-shot examples result in better performance on

the gold annotated test split.

Model Acc. (micro) F1
LLaMAV2 + Instr. Tuning 92.4 60.0
GPT-3.5* 88.4 52.5

Table 5: Comparison of instruction-tuned LLaMA mod-
els with 3-shot GPT-3.5 based on the training split of
CoNLL-03. We report accuracy and span-level F1 score
the annotation on the validation split. *: We convert
tag sequences to spans in order to prompt the LLM
with strings rather than sequence. However, 38% of
the validation split annotations have different lengths
after tokenization which have been filtered out for a fair
comparison.

labels into spans and prompt the LLM to extract all
named entities for the relevant categories. We then
transform the found entities into token-level tags
by searching for the annotations as substrings of
the input text. We compare the performance of this
approach with a instruction-tuned LLaMA model
on the entire training split of CoNLL-03 by letting
both LLMs annotate the validation set.

Unlike the previous evaluation, we did not train
and evaluate a smaller PLM on the gold-labeled
test set. Instead, we assess the performance be-
tween the gold-annotated validation split and the
annotations made by the LLM. Our findings indi-
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cate that the annotation quality of instruction-tuned
LLMs can significantly improve over OpenAl’s
GPT, as evident from the higher F1 score. This
finding suggests that instruction-tuned models for
dataset generation have the potential to facilitate
the generation process for complex downstream
tasks in future research endeavors.



End-to-End Evaluation for Low-Latency Simultaneous Speech Translation

Christian Huber!, Tu Anh Dinh!, Carlos Mullov', Ngoc Quan Pham!,
Thai Binh Nguyen', Fabian Retkowski', Stefan Constantin', Enes Yavuz Ugan',

Danni Liu', Zhaolin Li', Sai Koneru', Jan Niehues' and Alexander Waibe

11,2

IKarlsruhe Institute of Technology, Karlsruhe, Germany
firstname.lastname@kit.edu
2Carnegie Mellon University, Pittsburgh PA, USA
alexander.waibel@cmu.edu

Abstract

The challenge of low-latency speech transla-
tion has recently draw significant interest in
the research community as shown by several
publications and shared tasks. Therefore, it is
essential to evaluate these different approaches
in realistic scenarios. However, currently only
specific aspects of the systems are evaluated
and often it is not possible to compare different
approaches.

In this work, we propose the first framework
to perform and evaluate the various aspects of
low-latency speech translation under realistic
conditions. The evaluation is carried out in an
end-to-end fashion. This includes the segmen-
tation of the audio as well as the run-time of
the different components.

Secondly, we compare different approaches to
low-latency speech translation using this frame-
work. We evaluate models with the option to
revise the output as well as methods with fixed
output. Furthermore, we directly compare state-
of-the-art cascaded as well as end-to-end sys-
tems. Finally, the framework allows to automat-
ically evaluate the translation quality as well
as latency and also provides a web interface to
show the low-latency model outputs to the user.

1 Introduction

In many applications scenarios for speech transla-
tion, the quality of the translations is not the only
important metric, but it is also essential to provide
the translation with a low latency. This is for exam-
ple the case in translations of presentations or meet-
ings. Therefore, we observe an increasing interest
in the field of low-latency speech translations, as
shown by numerous published techniques and the
organization of a dedicated shared task as part of
the International Conference on Spoken Language
Translations (IWSLT) (Agrawal et al., 2023).

In order to enable further progress in the field as
well as a wide adoption of the technique a frame-
work to evaluate different approaches is essential.

Speech Translation System

Speech processing

Mediator
Text processing
API
Audio Client Website

Figure 1: Framework overview

However, the current evaluation only considers a
limited number of aspects or techniques. In con-
trast, for an overall evaluation of different archi-
tectures (end-to-end and cascaded) and presenta-
tion style (revision and fixed) a general evaluation
framework is needed. This should also consider
the computational latency as well as the ability to
process several sessions in parallel.

Motivated by this, we present a new framework
to apply and evaluate low-latency, simultaneous
speech translation. Thereby we focus on a frame-
work that can evaluate the different approaches in
as realistic conditions as possible. The system is
able to simulate different load conditions as well
as compare systems using different design choices.
Finally, we also provide a web interface' to present
the low-latency model outputs to the user.

The main contributions of our paper are:

* A framework? for low-latency speech transla-
tion with dynamic latency adjustment

* An evaluation setup that allows for assessing
the quality and latency of a low-latency sce-
nario in an end-to-end fashion

1https: //lecture-translator.kit.edu
*https://git.scc.kit.edu/isl/1t-middleware/
1tpipeline
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* A comprehensive evaluation of different trans-
lation approaches and streaming algorithms

In the next section, we describe the overall ar-
chitecture of the framework. The two following
sections explain the streaming algorithms for the
speech and text processing components. After that,
we illustrate how we evaluate our framework and
then how the experimental setup looks like. In Sec-
tion 7 we present the results. Then, we review the
related work. At the end we describe the limitations
and conclude our work.

2 Dynamic Framework for low-latency
speech translation

Motivated by previous work (Cho et al., 2013), we
use a central mediator that coordinates the inter-
action of the different components (see Figure 1).
The user sends data to an API component which
then sends the data to the mediator. The media-
tor forwards all arriving data to the corresponding
component(s), e.g., the audio signal from the user
to the speech processing component, the resulting
transcripts to the text processing component and
the output (through the API) to the user. In order to
allow a flexible processing, for each session a graph
dynamically defines how the data is sent to the dif-
ferent components. We process different requests
at each component using the existing streaming
framework Kafka’.

Each component consists of a middleware and
a backend with the processing separated into three
steps:

1) Input processing: The middleware imple-
ments the streaming algorithms and can be run
on the CPU. It uses the state of the current ses-
sion to generate requests to the backend. Other
approaches (Niehues et al., 2018) repeatedly send
requests to the backend for all input messages. This
can result in increasing latency if the backend is
not able to keep up in high-load situations. In or-
der to minimize this, we enable the middleware to
skip intermediate processing steps. This is done by
combining multiple input messages by concatenat-
ing audio or text. Several middleware workers can
be run in parallel. We achieve the locality of the
state by sticky queues, where a message from the
same session is always sent to the same middleware
worker.

2) Backend request: The backend contains the
hosted models. It processes the requests without

3https ://kafka.apache.org

Encoder Decoder Model output [H]

Input [M] : Audio or Text ~ Stable output [S]

[M1] Model forward H1 = ‘Hello my name is Kris’
So=" S1=common_prefix(Hi,Ho=") ="
[M1, Mz] Model forward Hz = ‘Hello my name is Christian Koo’
Si S2=“Hello my name is’
[M1, M2, Ms] Mode! forward Hs = ‘Hello my name is Christian Huber’
S2 Ss = ‘Hello my name is Christian’

Figure 2: Stability detection

additional state information, is flexible to run on
any device and is shared between different sessions.
Because of the division in a stateful middleware
and a stateless backend, we are able to share the
backend and use batching of the requests.

3) Output processing: The output of a backend
request is used to send information to the next com-
ponent(s). Furthermore, the state of the correspond-
ing session is updated.

Our framework supports two modes for low-
latency speech translation. First, a revision mode
(Niehues et al., 2018) where the component (Auto-
matic speech recognition (ASR) or machine trans-
lation (MT)) can send stable and unstable outputs.
Given more context at a later time step, the com-
ponent can revise the unstable outputs. Second, a
fixed mode (Liu et al., 2020a; Polék et al., 2022)
where the component is only allowed to send stable
output. For fixed mode (and the revision mode of
the ASR component), the component needs to per-
form a stability detection (see Sections 3 and 4 and
Figure 2), i.e., determine which parts of the out-
put should be considered stable. Note that for our
streaming algorithms the backend models need to
support prefix decoding, i.e., one can send a prefix
which is then forced in the output.

Our framework is easily extendable by deploying
additional backend models for different languages,
adding new streaming algorithms in the middle-
ware or adding custom components (e.g., speaker
diarization as a preprocessing step before the ASR)
and including them in the session graph.

3 Low-latency Speech Processing

The speech processing component receives a
stream of audio packets and sends chunks of text
(transcript or translation) to the mediator. For this
two steps are run:

Input processing: First, a voice activity detec-


https://kafka.apache.org

tion generates a speech segment that can be ex-
tended when new packets of audio arrive. For this
we use WebRTC Voice Activity Detector (Wise-
man, 2016). Each audio frame (30ms) is classified
if it contains speech or not. Then a moving average
is calculated. If it exceeds a certain threshold, a
new segment is started. New audio is added to this
segment until the moving average falls below a cer-
tain threshold and the segment ends. Second, the
backend model (ASR or speech translation (ST))
is run. If there exist speech segments that already
ended, they are processed only once and the output
is sent as stable text, other segments are constantly
processed until they end.

Stability detection and output processing: We
use the method local agreement two (LA2) from
Poldk et al. (2022). The intuition is that if the
prefix of the output stays the same when adding
more audio, the prefix should be considered sta-
ble. Let C' denote the chunk size hyperparameter
(LA2_chunk_size). The fixed mode works as fol-
lows (see Figure 2): It waits until the segment con-
tains (at least) C' seconds of audio (denoted by M)
and then runs the model but does not output any
stable text. Let’s denote this first model output by
H,. After the segment contains (at least) C' more
seconds of audio (denoted by M>) the model is run
again with all the audio and outputs Hy. Then the
component outputs the common prefix of 7, and
Hj as stable output So. After the segment again
contains (at least) C' more seconds of audio (de-
noted by M3) the model is run again with all the
audio. However, now S5 is forced as prefix in the
ASR/ST model decoding. The model outputs Hg
and the common prefix from Hy and Hj is the next
stable output S3. This procedure is continued until
the speech segment ends.

Note that the ASR/ST model has a certain maxi-
mum input size due to latency, memory and com-
pute constraints. Therefore, if this limit is reached,
the input audio to the model as well as the corre-
sponding forced prefix is cut away.

The revision mode differs from the fixed mode in
that the last hypothesis except the common prefix
is sent as unstable output. Furthermore, in the time
period until the speech segment contains again C
more seconds of audio, the currently given audio
is run through the model and the hypothesis except
the last stable output is sent as unstable output.
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4 Low-latency Text Processing

The text processing component receives a stream
of (potentially revisable) text messages and sends
chunks of text (translation) to the mediator.

Input processing: First, all input text that ar-
rived is split into sentences by punctuation. Then,
the backend model (MT) is run.

Stability detection and output processing: All
sentences containing only stable text are processed
once and the output is sent as stable text. For the
other sentences containing unstable text the behav-
ior depends on the mode. If text is stable or not is
given by the speech processing component.

The revision mode works as follows: All sen-
tences containing unstable text are processed by
the backend model and the output text is sent as
unstable text. A similar approach is not possible in
the speech processing revision mode (see Section
3) since speech segments are not limited in size but
the model input size is.

For the fixed mode we use the method local
agreement from Liu et al. (2020a). The processing
is similar to the speech processing. The difference
is that the backend model is run when at least one
new word is given instead of at least C' seconds
of audio. In our preliminary experiments, up to
at least five words but the results were basically
identical since the input is extended by a few words
most of the time. Furthermore, only the stable part
of the sentences containing unstable text is used as
input. This restriction is not necessary in the speech
processing component since there is no unstable
audio input.

5 Evaluation Framework

We evaluate our system in an end-to-end fashion.
That is, given an input audio, we send it to the
system and evaluate the final returned transcript and
translation. We provide an evaluation framework*
that assess the system in different aspects and logs
the results to categorized experiments on an Ul
board using MLflow (Zaharia et al., 2018). We
consider different evaluation metrics as follows.

BLEU: In order to assess the translation quality,
we use case-sensitive BLEU score, calculated using
sacreBLEU (Post, 2018). We extract the final stable
translation, align it sentence-wise with the gold
reference using mwerSegmenter (Matusov et al.,
2005) before calculating the BLEU score.

*https://git.scc.kit.edu/isl/1t-middleware/
lt-evaluation
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Figure 3: Example of collecting first-unchanged mes-
sages from an unstable-to-stable message block. The
first-unchanged messages are in green.

WER: In order to assess the transcription qual-
ity of the ASR component in the cascaded setting,
we use the case-sensitive Word Error Rate (WER)
calculated using JIWER?®. Similar as before, we ex-
tract the final stable transcription, align it sentence-
wise with the gold reference using mwerSegmenter
(Matusov et al., 2005) before calculating the WER.

Latency: We evaluate the latency of the system
in an end-to-end manner. Factors such as network
latency influence our latency metrics. However,
our experiments are conducted locally, thus such
factors are constant and negligible.

We define the end-to-end latency of the system
as the average time (in seconds) it takes since an
utterance is spoken until its first-unchanged trans-
lation is returned by the system. Note that the first-
unchanged translation is not necessarily already
marked as “stable" by the system.

For each message returned by the system, we
have the stable/unstable flag along with three times-
tamps, ts, te, t,. The timestamps t5 and ¢, are the
start and end time of the audio segment that aligns
to the message. The timestamp ¢, is when the mes-
sage was received. We collect the first unchanged
messages as follows. We split the received mes-
sages into blocks of messages marked from “unsta-
ble" to “stable". In each unstable-to-stable block,
from the last stable message, we backtrack the pre-
viously received unstable messages to find the first
ones that has prefix-overlaps with the final stable
message. The illustration is shown in Figure 3.

Once we have collected the first-unchanged mes-
sages, we can calculate the latency. We use the
same definition of delay as Niehues et al. (2016),
where the average delay of the i*" message is:

i+t
.

5https://github.com/jitsi/jiwer
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Figure 4: Example of flickers (denoted by red arrows)
in an unstable-to-stable message block.

Then we calculate the latency as the weighted
average of the delays of all m first-unchanged mes-
sages based on their length:

T d(t 8 x (6 — t)

sr7er”’r

iz (te — 1)

Note that the timestamps ¢ and ¢, in our la-
tency formula are calculated by the used streaming
algorithm. Therefore, we also tried another model-
independent latency metric that only uses ¢,.. This
metric approximates the segment-message align-
ment by assuming that each word output by the
system has the duration of 0.3 second in the au-
dio. Due to the strong assumption, this metric does
not represent well the perceived latency. We only
use this metric in order to verify our main model-
dependent latency metric.

We find that the model-independent latency met-
ric and our model-dependent metric provide the
same relative ranking of the systems. This indi-
cates that the timestamps ¢ and ¢, provided by the
model itself are reliable to measure latency.

Flickering rate: The flickering rate is the av-
erage number of flickers per reference word. We
count the number of flickers by looking at every
pair of consecutive messages in a message block. If
two words in the same position in the two messages
differ, then it is counted as a flicker (see Figure 4).
The flickering rate is calculated as the total number
of flickers divided by the total number of words in
the reference.

D:

6 Experimental setup

6.1 Evaluation data
We test our system using datasets from different

language pairs. Test datasets includes:

 Test data from the IWSLT shared task (zst19,
tst20) (Anastasopoulos et al., 2021, 2022),
where the domain is TED talks.
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Test data Lang. pair Hours # Utt.
tst19 en—de 482 2279
tst20 en—de 4.09 1804
LT CS de—en 6.39 2454
LT nonCS de—en 2.66 1516
mTEDx es—en 2.07 1012

it—en 2.16 999
ACL dev * en—X 0.95 468

Table 1: Statistics of the test data. *Test data containing
en audio with translations into de, ja, zh, ar, nl, fr, fa, pt,
ru and tr.

Cascaded ST E2E ST
Testset C W] BT LJ Bt LJ|
tst19 S5 208 216 3.6 20.5 2.1
1 170 246 5.6 22.8 2.6
2 164 255 6.8 232 39
3 166 257 7.8 236 5.0
ACL S5 187 298 43 224 2.1
dev 1 167 32.6 6.2 254 2.7
2 167 342 74 26.5 4.0
3 172 352 8.6 26.2 5.3
Table 2: Quality vs. latency (in fixed mode).

C: LA2_chunk_size (s), W: WER, B: BLEU score,
L: Latency (s) of the translation output.

* The test split of Multilingual TEDx Corpus
(mTEDx) (Salesky et al., 2021), where the
domain is TED talks.

¢ Lecture data (LT) which we collected inter-
nally at our university. This test set include
a CS variance which includes lectures on the
Computer Science domain, and a nonCS vari-
ance which includes lectures outside of the
Computer Science domain.

* ACL development (ACL dev) set (Salesky
et al., 2023), where the domain is ACL con-
ference talks.

The detailed statistics of the test data is shown in
Table 1.

6.2 Transcription and translation models

The English ASR models are built based on
pretrained WavLM (Chen et al.,, 2022) and
BART (Lewis et al., 2019)°, while for Multilin-
gual ASR we utilized the XLS-R models (Babu
et al., 2021) for the encoder and the MBART-
50 model (Liu et al., 2020b) for the decoder fol-
lowing (Pham et al., 2022). On the other hand,
the translation models are based on the pretrained

SWith the recipe available at here.

36 ®| o c=0s
X O x
g 34 X ° e C=1
(o) ° X
a
X @ C=2
.__.‘:_.’ 32 X
m @ C=3
30 @ Revision mode X
X  Fixed mode *

9 8 7 6 5 4 3
Latency (s)
Figure 5: Latency vs. quality (for the cas-
caded model) in revision mode or fixed mode.
C: LA2_chunk_size (s).

DeltalLM (Ma et al., 2021). For the en—X direc-
tion, the models are fine-tuned to optimize for ACL
talks based on Liu et al. (2023). For other direc-
tions, DeltalLM is fine-tuned on the combination of
commonly available datasets’.

Finally, for the end-to-end ST system, we used
the language-agnostic model from Huber et al.
(2022) that can decode en-de ST and de ASR.

7 Results and Discussion

7.1 Quality vs Latency trade-off

In the first experiment, we assess the trade-off be-
tween translation quality and latency by modifying
the LA2_chunk_size parameter. The results are
shown in Table 2. As can be seen, as we increase
chunk size, the translation quality improves while
the latency gets worse, both for cascaded ST and
end-to-end ST. This is expected, since higher chunk
size means longer input given to the model at each
step, thus the output has better quality due to hav-
ing more context, while the latency gets worse due
to more waiting time for collecting the input.

7.2 Revision mode vs fixed mode

Second, we report the results of comparing the
revision mode to the fixed mode with different
LA2_chunk_size values when performing cas-
caded translation on the en-de ACL dev set. As
can be seen in Figure 5, in general, revision mode
has better BLEU score yet worse latency than fixed
mode. This is expected, since for the revision mode,
when more input audio is available, the system can
correct its previous output, thus ending up having
better translation quality yet worse latency due to
the additional re-translation overhead.

"Paracrawl, UNPC, EUBookshop, MultiUN, EuroPat,
TildeMODEL, DGT, Europarl, QED and NewsCommentary.
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Figure 6: Latency vs. quality (in revision mode)
for the cascaded ST or End-to-End ST model.
C: LA2_chunk_size (s).

7.3 Cascaded vs End-to-End

Third, we report the results of comparing the cas-
caded setting to the end-to-end setting when per-
forming online translation with revision mode on
the ACL dev set. As can be seen in Figure 6, in
general, cascaded ST has better BLEU score yet
worse latency than end-to-end ST. Cascaded ST has
worse latency since it contains two components and
each component has to do computation. However,
we observe that, with a similar latency of ~ 3.5
seconds, cascaded ST still obtains a better BLEU
score. On the other hand, end-to-end ST has a bet-
ter minimum latency that can be achieved (almost
two seconds lower than the cascaded system).

7.4 Load balancing

In order to assess the system’s capability to balance
loads, we conduct experiments on running multi-
ple sessions simultaneously using the same hosted
model, with and without scaling the system’s num-
ber of middleware workers. For speech processing,
we test parallel sessions on ACL dev en-de using
the end-to-end ST model. For text processing, we
test one cascaded ST session on ACL dev where
the number of parallel sessions is the number of
requested MT languages. In all experiments, we set
LA2_chunk_size = 2. We report only the en-de
results.

The results are shown in Table 3. As expected,
the latency gets worse as the number of parallel ses-
sions increases. Using multiple middleware work-
ers counteracts that to some extent by making sure
that the backend model is always busy and not wait-
ing for the next request. Furthermore, we see that
when the number of parallel sessions increases, the
flickering rate decreases. This is because during
higher load, fewer requests are sent to the backend
and we observe less flickering. Here our automatic
load balancing can be seen in action.
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Speech processing Text processing

w s Bt LJ| FJ BT L} FJ
1 1 259 32 05 349 67 05
2 261 202 0S5 346 84 04
5 213 282 02 348 28.1 0.2
5 1 262 32 06 351 6.1 0.5
2 265 46 05 336 80 0.5
5 253 167 03 345 159 02
Table 3: Quality, latency and flickering rate when

scaling the number of sessions (with one hosted
model per language). w: number of middle-
ware workers, s: number of parallel sessions, B: Qual-
ity (BLEU score), L: Latency (s), F: Flickering rate.
LA2 chunk_size is set to 2 seconds.

8 Related work

SimulEval (Ma et al., 2020) provides an evaluation
framework for low-latency simultaneous speech
translation with a decoupled client-server archi-
tecture allowing to plug-in translation models and
stability detection policies. As the main difference
we leave the audio segmentation up to the model
whereas Ma et al. (2020) rely on a pre-segmentation
of the audio, we factor in the computational latency
in addition to the model latency and explore the
scaling behavior in multi-session scenarios, both
for a more realistic deployment scenario. Similar
to this work Franceschini et al. (2020) implement
a low-latency speech translation pipeline, however,
their architecture does not scale well to multiple
sessions and is not well suited for end-to-end eval-
uation.

9 Limitations and Conclusion

Since we run and evaluate the experiments in a
realistic real-world scenario, it is difficult to exactly
reproduce the results. The experiments are non-
deterministic, e.g., because of network latencies.
Furthermore, the results depend on the speed of the
used hardware, especially the used hardware for the
backend models. Additionally, we expect that each
streaming algorithm implemented returns start and
end timestamps. This may not be the case for all
streaming algorithms one could want to compare.
In conclusion, this paper presented a frame-
work for running and evaluating low-latency speech
translation under realistic conditions. The research
opens up new possibilities for advancing low-
latency translation systems and serves as a resource
for researchers seeking to improve the latency and
quality of real-time speech translation applications
by being able to properly evaluate different models



and streaming algorithms.
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A Detailed results

We report the overall performance of our system on
different test data and language pairs with different
settings at Table 4. In this experiment, we use the
cascaded setting with LA2_chunk_size = 2. As
can be seen, the BLEU scores drop around by one
point when we move from offline to online setting
(in fixed mode a little more), depending on the
language directions.

B Additional information

A video demonstrating the system can be found
here: Video link
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Offline Online: Revision mode Online: Fixed mode
BLEU 1 ABLEU 1 Latency | Flickering rate | ABLEU 1 Latency |

TED tst19 27.2 -1.3 54 0.5 -1.7 53
(en—de) tst20 29.8 -1.1 5.1 0.5 -1.5 6.9
LT CS 25.2 2.0 5.6 0.6 24 6.0
(de—en) nonCS 28.5 -0.2 7.1 0.6 -1.2 5.7
mTEDx es 31.0 -2.5 7.5 04 -2.6 7.6
(X—en) it 31.5 -4.2 12.5 0.5 -5.1 11.6
ACL dev de 36.5 -1.9 6.6 0.5 2.0 7.5
(en—X) ja 39.6 -1.6 8.4 0.1 -5.2 8.7
zh 453 -0.5 8.0 0.1 -4.6 8.0
ar 28.3 -0.8 6.8 0.5 -1.1 7.3
nl 42.7 -1.3 6.4 0.5 -2.5 7.4
fr 437 -0.4 5.9 0.5 -1.0 7.6
fa 21.8 -0.8 6.8 0.7 -1.8 7.5
pt 452 -1.2 6.0 04 -1.8 7.3
ru 13.5 -1.0 6.5 0.5 -1.2 7.4
tr 20.1 -0.9 6.6 0.5 -1.2 7.4

Table 4: Overall performance of our cascaded system with LA2_chunk_size set to 2 seconds: Quality, latency and
flickering rate. ABLEU: difference compared the corresponding offline setting.
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Abstract

In the face of climate change, are companies
really taking substantial steps toward more sus-
tainable operations? A comprehensive answer
lies in the dense, information-rich landscape
of corporate sustainability reports. However,
the sheer volume and complexity of these re-
ports make human analysis very costly. There-
fore, only a few entities worldwide have the
resources to analyze these reports at scale,
which leads to a lack of transparency in sus-
tainability reporting. Empowering stakehold-
ers with LLM-based automatic analysis tools
can be a promising way to democratize sustain-
ability report analysis. However, developing
such tools is challenging due to (1) the hallu-
cination of LLMs and (2) the inefficiency of
bringing domain experts into the Al develop-
ment loop. In this paper, we introduce CHA-
TREPORT, a novel LLM-based system to au-
tomate the analysis of corporate sustainabil-
ity reports, addressing existing challenges by
(1) making the answers traceable to reduce the
harm of hallucination and (2) actively involv-
ing domain experts in the development loop.
We make our methodology, annotated datasets,
and generated analyses of 1015 reports pub-
licly available.'?

1 Introduction

As climate change becomes an increasingly urgent
issue, sustainability is becoming a key global con-
cern, necessitating transparent public oversight of
corporate sustainability practices. However, the
substantial length of sustainability reports (often
more than 70 pages) makes it challenging for the
majority of stakeholders (including investors, pol-
icymakers, and the general public) to digest and
analyze them. At the same time, relying on third-
party rating agencies is not always a solution, as
their services can be expensive, lack transparency,

"Web app: https://reports.chatclimate.ai/ Demo video:

https://www.youtube.com/watch?7v=Q5AzaKzPE4M&t=15s
“https://github.com/EdisonNi-hku/chatreport
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and vary due to differing criteria for evaluating
sustainability performance (Berg et al., 2022).

In light of these challenges, automated and trans-
parent approaches are essential to improving acces-
sibility, efficiency, and accuracy when analyzing
corporate sustainability reports.

Large Language Models (LLMs) (Brown et al.,
2020; Ouyang et al., 2022; Touvron et al., 2023a;
OpenAl, 2023a; Touvron et al., 2023b, inter alia)
have revolutionized Natural Language Processing
(NLP), enabling advancements in automated rea-
soning, understanding, and generation of text. Such
advances can assist in conducting comprehensive
analyses of corporate sustainability reports auto-
matically. However, to develop such an LLM-based
system, there are two major challenges: LLMs (1)
may hallucinate in their outputs (Ji et al., 2023),
and (2) have no expertise in sustainability report
analysis. Furthermore, there exists no framework
which would actively involve domain experts in
the prompt development loop, injecting domain
expertise into the prompts.

In this paper, we propose CHATREPORT, a sys-
tem that automatically analyzes sustainability re-
ports based on the TCFD? (Task Force on Climate-
related Financial Disclosures) recommendations. It
computes the reports’ conformity score to TCFD
guidelines, proposing the first automatic metric for
disclosure quality benchmarking. CHATREPORT
also supports customized analysis with user ques-
tion answering. To reduce hallucination, we ground
the analytical prompts with retrieved information
from the target report, and further make the answers
traceable to help users identify hallucinations. To
actively bring domain experts into the development
loop, we design an automatic prompt engineering
algorithm that transfers experts’ feedback on spe-
cific outputs to general analysis guidelines, which

3We choose TCFD instead of other disclosure guidelines
because it is widely adopted and investor-friendly. Appendix L
covers an introduction for TCFD.
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Figure 1: CHATREPORT Pipeline

can be injected into our prompt template for future
analysis.

Furthermore, we conduct a rigorous human eval-
uation to analyze the system’s hallucination rate
quantitatively. We find that the system achieves an
admirable hallucination-free rate. For those hallu-
cinated cases, it is easy for users to identify them
because the system always (1) refers to relevant
sources and pages; and (2) answers questions in
an extractive manner, making it convenient to iden-
tify evidence sentences by keyword search. More-
over, we achieve a moderate inter-annotator agree-
ment on annotating hallucination (Cohen’s Kappa
of 0.54), further illustrating that the discrepancies
between answers and references are easy to iden-
tify. Our human evaluation results in an annotated
dataset of LLM outputs with attributions, which
may contribute to other domains (e.g., LLM attri-
bution verification (Yue et al., 2023) to check the
supportiveness of cited sources for the answer.).
Our contributions include:

1. We introduce CHATREPORT, a novel system

that automatically analyzes sustainability re-
porting along different dimensions.

We develop an efficient framework to actively
involve domain experts in Al tool develop-
ment, which may potentially benefit all inter-
disciplinary research.

‘We conduct a human evaluation on CHATRE-
PORT’s hallucination and attribution. The re-
sulting dataset contributes to automatic attri-
bution verification.

2 Related Work and Background

NLP for Climate Change NLP technologies have
been employed in various areas, including meta-
analyses in climate science (Callaghan et al., 2021),
or for financial climate disclosure analyses (Bin-
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gler et al., 2022a; Luccioni et al., 2020), detecting
stance in media about global warming (Luo et al.,
2020), detecting environmental claims (Stamm-
bach et al., 2023), and climate claims fact-checking
(Diggelmann et al., 2020; Webersinke et al., 2022).
More recently, Vaghefi et al. (2023) introduced
CHATCLIMATE, a chatbot based on the latest
IPCC Assessment Report. By leveraging NLP,
researchers aim to extract valuable insights from
textual data related to climate change to advance
research, decision-making, and public engagement.

Large Language Models LLMs have emerged as
the de-facto standard in recent years (Brown et al.,
2020; Ouyang et al., 2022; Chowdhery et al., 2022;
Touvron et al., 2023a; Anil et al., 2023; OpenAl,
2023a; Touvron et al., 2023b). Instruction fine-
tuned models, such as ChatGPT (OpenAl, 2023b)
and GPT-4 (OpenAl, 2023a), have showcased their
potential on comprehensive prompt-based Al ap-
plications (Shen et al., 2023; Schick et al., 2023).
Some strong LLMs can even be a cheap and reli-
able proxy for human preference, evaluating the
quality of generated texts (Chiang et al., 2023;
Kocmi and Federmann, 2023; Zheng et al., 2023).

However, hallucination still remains a major lim-
itation of the SOTA LLMs (Ji et al., 2023). Related
work has proposed initial efforts to (1) better align
LLMs (Zhou et al., 2023); and (2) fight false attri-
bution from LLM-based search engine (Liu et al.,
2023; Yue et al., 2023) and LLM-generated misin-
formation (Peng et al., 2023; Li et al., 2023). These
efforts suggest potential ways to mitigate LLM
hallucinations, but still left it as an open research
question.

Utilizing Experts’ Feedback Involving a human
in the loop has a long history in machine learn-
ing and NLP. However, previous work mainly fo-
cuses on active learning (Raghavan, 2006; Wu et al.,
2021) and using human feedback to improve spe-



cific outputs (Elgohary et al., 2020; Tandon et al.,
2021). In this work, we propose a novel prompting-
based approach to automatically improve general
prompts using experts’ feedback on specific out-
puts, which actively brings human experts into the
prompt engineering loop.

3 CHATREPORT

3.1 Pipeline

The pipeline of CHATREPORT is illustrated in Fig-
ure 1. Given a sustainability report, CHATREPORT
analyzes it with the following four modules.

Report Embedding (RE) To address the limited
context window, the RE module first splits the re-
port into text chunks, which are then transformed
into a vector space representation for future ref-
erence and semantic searching. We have domain
experts transfer TCFD recommendations to queries
for retrieval (details in Appendix E).

Report Summarization (RS) To assist in effi-
ciently reading the report, the RS module sum-
marizes it based on TCFD’s eleven recommended
aspects that companies are asked to describe. Given
each TCFD recommendation, the RS module first
retrieves the relevant part from the report using our
carefully designed query. Then it prompts the LLM
to summarize the report’s disclosure on that TCFD
recommendation, with the retrieved part (from the
RE module) and the company’s basic information
as context. Prompt templates for this module can
be found in Appendix A.

TCFD Conformity Assessment (TCA) In addi-
tion to the recommendations, TCFD also provides
detailed disclosure guidelines for each recommen-
dation, which specify the type and granularity of
information that companies need to disclose in
their report. To evaluate the reports’ conformity to
TCFD guidelines, we design the TCA module to
analyze to which extent the report follows TCFD
guidelines: for each TCFD recommendation, the
TCA module takes in relative contexts from the RE
module. It then evaluates it against the respective
TCFD guidelines, generating an analysis paragraph
and a TCFD conformity score from O to 100. The
prompt template for this model can be found in
Appendix D.

By explicitly defining the scoring criteria and
providing clear instructions, we aim to minimize
potential biases and enhance the reliability of the
evaluation process. However, it is essential to ac-
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knowledge that the LLM-generated scores might
be far from perfect (Zheng et al., 2023). We believe
that the scoring strategy implemented in our study
represents a valid and valuable first step toward
leveraging Al-based and automated methods for
rating sustainability reports. We encourage future
research and collaborative efforts to refine and im-
prove this scoring strategy, considering alternative
perspectives by including additional data sources
and engaging a broader range of stakeholders.*

Customized Question Answering (CQA) Be-
yond the analytical structure provided by our frame-
work, we enable users to conduct a personalized
analysis by posing customized questions. Our
prompt template takes in the user’s question and
the retrieved relevant contexts which are queried
by the question itself (using the RE module). Then,
the CQA module makes an LLM call to answer
the question. The CQA module’s prompt template
is almost the same as the RS module’s question-
answering prompt template, but with slightly differ-
ent responding guidelines to deal with the noisier
scenario where the questions are customized by the
users (see details in Appendix C).

3.2 Implementation Details

We use ChatGPT as the base LLM to conduct
experiments and analysis in this paper. We use
LangChain® to manage OpenAI API calls and
vector-database retriever. We use OpenAl’s text-
embedding-ada-002 for text chunk embedding. Em-
pirically, we find that splitting reports into chunks
of 500 characters (with an overlap of 20 charac-
ters between chunks) results in the best retrieval
performance. We usually retrieve the top 20 re-
lated chunks from the RE module. If the prompt
becomes too long (e.g., more than 4000 tokens)
after inserting the retrieved chunks, we gradually
remove the least relevant chunks until the prompt
is suitable for the context window. We set the tem-
perature to O for all LLM calls and reuse a static
vector database for each report.

3.3 Answer Traceability

To reduce hallucinations and improve interpretabil-
ity, we attach source numbers to retrieved chunks

*We recall that our TCFD conformity score is not a rating
or assessment of actual actions or commitments made by
companies to address climate change. Instead, it measures the
extent to which companies disclose relevant climate-related
information in their financial reports.

Shttps://python.langchain.com/



and prompt the LLM to provide its attribution (i.e.,
the chunks it refers to when summarizing informa-
tion about TCFD recommendations and answering
users’ questions). With the references attached,
human experts can efficiently check whether the
model produces misinformation. In Section 5.1, we
quantitatively analyze the system’s answer trace-
ability on a sampled set of outputs.

3.4 Expert-Involved Prompt Development

Prompt development is the critical part of CHATRE-
PORT to make sure the outputs (1) contain granular
details that stakeholders care about; (2) are for-
mulated in an honest and traceable way; and (3)
demonstrate awareness of potential cheap talk and
greenwashing. To accomplish this, it is crucial for
our domain experts to actively participate in prompt
development. We first write several prompt tem-
plates, choosing one of them based on domain ex-
perts’ feedback on outputs. Then we empower do-
main experts with an LLM-based automatic prompt
engineering tool, enabling them to fine-tune the
prompts’ specifics autonomously, without the help
of human prompt engineers. Details are described
below:

Prompt Template Selection: Question Answer-
ing or Summarization? There are multiple ways
to prompt an LLLM to summarize a report’s disclo-
sure regarding TCFD recommendations. One is to
directly copy the original TCFD recommendation
and prompt the LLM to summarize it (e.g., In gov-
ernance, the company must describe the board’s
oversight of climate-related risks and opportuni-
ties). Another is to first transfer the recommen-
dation to a question about the report (see E for
question-transformation details), then prompt the
LLM to answer the question (e.g., How does the
company’s board oversee climate-related risks and
opportunities?). Our prompts for both scenarios are
disclosed in Appendix A. We evaluate the prompt
templates with experts involved, where the expert’s
feedback shows that question answering outper-
forms disclosure summarization (one example is
shown in Table 2).

Automatic Prompt Engineering Without granu-
lar adjustment on prompts, ChatGPT’s analysis of
a sustainability report differs a lot from a human
expert’s. For example, ChatGPT tends to flatter
the user (due to its instruction-following nature),
answering with optimism prior and becoming less
critical of the possible cheap talk and greenwash-
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Figure 2: Automatic prompt engineering pipeline.

ing in the report. ChatGPT also tends to be wordy,
including irrelevant or even hallucinated informa-
tion in its response. Moreover, analysts usually
expect critical information from a good summa-
rization corresponding to TCFD recommendations,
for example, the quantifiability and verifiability
of the disclosure. However, ChatGPT fails to in-
clude such information because it is not explicitly
stated in the TCFD recommendations. Analysts
may even expect specific implicit information for
each recommendation. To better incorporate these
comprehensive, specific, and granular requirements
in prompting, we design an automatic prompt en-
gineering tool so that the domain experts can effi-
ciently transfer their feedback on specific outputs
to general analysis guidelines which can be used to
improve the prompts.

The workflow of automatic prompt engineering
is illustrated in Figure 2. The domain experts first
suggest improvements for specific answers. Then
we prompt ChatGPT to transform the feedback into
guidelines that can be used to guide future TCFD
question answering. In our prompt template, there
is a list of guidelines that the LLM needs to ad-
here to in its answer. The generated guidelines are
then appended to this list to improve the prompts.
We started with a guideline list containing general
guidelines for honest question answering:

Please adhere to the following guidelines in
your answer

1. Your response must be precise, thorough,
and grounded on specific extracts from the
report to verify its authenticity.

If you are unsure, simply acknowledge the
lack of knowledge, rather than fabricating
an answer.

2.

Then we develop new guidelines based on an-
swers generated with this guideline list. Finally,
we select five general guidelines for all question an-
swering and one specific guideline for each TCFD
recommendation. The general and specific guide-
lines can be found in Appendix C. Prompts of au-
tomatic prompt engineering can be found in Ap-
pendix B.
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Figure 3: Density plot of the TCFD conformity for an
arbitrary sample of corporate sustainability reports of
companies listed on NYSE, sampled from 2016 and
2021/22.

3.5 Feedback Collection

We regard CHATREPORT as an ongoing learning
system instead of a static analysis tool. Besides our
domain experts, we also want to engage our users in
the development and learning loop. We will collect
users’ feedback on TCFD disclosure summariza-
tion and TCFD conformity analysis. Such feedback
can either be used for both prompt improvements
using our automatic prompt engineering method
or be saved for memory and reflection for future
refinements (Tandon et al., 2022).

4 Usages

We collected 9781 sustainability reports spanning
2010 to 2022 (fiscal years). Most of the reports
are companies that are traded on the NASDAQ and
NYSE. We find that the number of pages in cor-
porate sustainability reports has slightly increased
over recent years: in the fiscal year 2017, the mean
length of the report has been at 59 pages. In 2021,
this number increased to 70 pages, illustrating the
increasing effort required by analyzing the reports
manually.

TCFD Conformity Analysis Using the RS and
TCA modules, we summarize TCFD disclosures
and compute TCFD conformity scores for 1015
sustainability reports. Among these reports, 777
are from 2021 and 2022, while 227 are from 2016.
Figure 3 illustrates the distribution of these scores
for the two sample sets. Our findings indicate
a significant impact of the TCFD recommenda-
tions on the average TCFD conformity, suggesting
that companies embrace these guidelines. How-

25

Backbone Content Source R1/R2/RL
ChatGPT 83.63 75.00 69.89/35.12/51.48
GPT-4 69.09 72.37  85.20/50.31/61.50

Table 1: The Content column shows the hallucination-
free rate on the content dimension. The Source column
shows the hallucination-free rate on the source dimen-
sion when the answer is not hallucinated in content.
R1/R2/RL shows the ROUGE-X precision scores us-
ing the retrieved report content as references. ChatGPT
results are obtained on June 28th, 2023. GPT-4 results
are obtained on July 6th, 2023.

ever, it is essential to note that TCFD conformity
does not necessarily reflect the genuine commit-
ment of companies toward their climate mitigation
goals. It is necessary to consider the possibility
of “cheap talk," where firms may make superfi-
cial claims without substantial actions to address
climate-related issues (Bingler et al., 2022b). In
Appendix H, we showcase TCFD conformity anal-
yses on sustainability reports of JP Morgan Chase,
Shell and UBS in detail to illustrate the analytic
usage of CHATREPORT.

Customized Analysis The CQA module allows
users to customize their analysis through question-
answering. Appendix G provides some illustrative
examples of valuable analytic questions. Posing
these questions allows us to gain valuable insights
from the sustainability reports beyond the TCFD
requirements summarized by the RS modules.

S Hallucination Analysis

We conduct a human evaluation to assess the fre-
quency and degree of hallucinations in CHATRE-
PORT’s output when answering questions.® Hal-
lucination is evaluated along two dimensions: (1)
Content: An answer is not hallucinated if all its
covered information is supported by the report. All
answers that are not fully supported (e.g., extrapola-
tion or partial support) are considered hallucinated
on the content dimension. (2) Source: An answer
is not hallucinated on the source dimension only
when the model honestly reports its references and
the content is not hallucinated; otherwise, the an-
swer is hallucinated on the source dimension (we
use binary annotation inspired by (Krishna et al.,
2023)).

We randomly sampled 10 sustainability reports
(110 TCFD question-answering pairs in total) for

®1t is important to note that we analyze the answers’ hon-
esty instead of quality.



human evaluation (sampling details in Appendix F).
We have two different annotators to annotate each
answer. If there is a disagreement on labeling, we
assign a third annotator to make the decision. We
conduct human evaluations on both ChatGPT and
GPT-4 as the backbone LLM.

We surprisingly find that despite our strict an-
notation standard, CHATREPORT reaches a satis-
factory hallucination-free rate. With ChatGPT,
it honestly conveys information from the report
83.63% of the time, considering the 51.5% aver-
age hallucination-free rate of existing generative
search engines reported by Liu et al. (2023).” Fur-
ther findings and discussion are presented in the
following subsections.

5.1 Answer Traceability

We find that CHATREPORT follows our instructions
well by answering questions through copying or
close paraphrasing. Table 1 shows that the answers
achieve a high ROUGE precision score against
the report content no matter with which backbone
LLM, illustrating that the answers tend to adhere to
the reports’ original utterances. This makes the out-
puts easy to trace using a simple keyword search.
If a piece of information is not entailed by its ev-
idence sentence, we mark it as hallucinated. An
example can be found in Appendix J.

5.2 How Does CHATREPORT Hallucinate?

Most of the hallucinations on the content dimension
lie in extrapolating reference chunks. Here is an
example where the answer falsely concatenates two
separate chunks:

Retrieved chunks in a prompt:

Content: ... Assurant may incur additional
costs associated with tracking

Source: 174

Content: climate hazards. Own Operations: In

addition to those noted in ...
Source: 186

. (more chunks and their source numbers)

LLM Answer:
. Risks include additional costs associated
with tracking climate hazards, declining
property values due to sea-level rise...

Although we explicitly told the model that the
retrieved chunks might contain incomplete sen-
tences at both ends and the chunks are delineated
by source numbers and new lines, the LLLM occa-
sionally falsely concatenates two chunks or makes

"We quote Liu et al.’s (2023) result for reference. These
numbers are not fully comparable because of the differences
in task and data. See more in Appendix L.
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erroneous extrapolations based on incomplete sen-
tences. We leave the mitigation and automatic de-
tection of such hallucinations to later versions of
CHATREPORT and future work.

5.3 Which Backbone LLM is More Suitable?

We surprisingly find that ChatGPT outperforms
GPT-4 by a large margin in answer honesty. This
is because GPT-4 tends to summarize information
at a higher level and make unnecessary inferences
when answering the questions, which leads to more
hallucination in detail. Since we label an answer
hallucinated even if there is only a minor error,
many GPT-4 answers are labeled as hallucinated. A
comparison between GPT-4 and ChatGPT answers
is showcased in Appendix K.

It is also harder to identify GPT-4’s hallucination
than ChatGPT. When annotating hallucinations, we
reach a Cohen’s Kappa of 0.54 for ChatGPT but
only 0.21 for GPT-4. Sometimes, the highly ab-
stractive and paraphrased nature of GPT-4 outputs
makes it hard even for our expert annotators to
identify hallucinations (though GPT-4 uses more
utterances from the original reports as illustrated by
the ROUGE precision scores). Therefore, we use
ChatGPT as the backbone LLM for CHATREPORT

5.4 The Annotated Dataset

Our human evaluation for hallucination results in
an expert-annotated dataset with labels of whether
the answer is fully supported by the references. Hu-
man evaluation of how attributable an answer is
to its reference is expensive and time-consuming,
future work may study how to automize this evalu-
ation process (Yue et al., 2023) and benchmark the
algorithm using our dataset.

6 Conclusion and Future Work

We propose CHATREPORT for automatic sustain-
ability report analysis and demonstrating its po-
tential applications and implications. Our prompt
development loop and annotated datasets about hal-
lucination could positively transfer to other NLP
and interdisciplinary research. CHATREPORT is an
open-sourced ongoing project. Our future work
will focus on (1) enhancing the retrieval module to
provide more accurate contexts for generation, (2)
developing automatic attribution-checking tools to
fight hallucination, and (3) migrating from OpenAl
models to local LLM for more controllable output.



Ethical Considerations

Generate False Information: Model hallucina-
tion is still a significant unresolved problem in NLP.
CHATREPORT also generates hallucinations and
requires some manual efforts to trace the answer.
Moreover, due to the imperfect retrieval module,
CHATREPORT may ignore some relevant informa-
tion. To avoid causing misinformation and disinfor-
mation, on one hand, we disclaim on our website
that CHATREPORT’s outputs can only be used as
references, and cannot be cited as evidence or fac-
tual claims. On the other hand, we are experiment-
ing with different approaches to make the outputs
more accurate and will release better versions in
the future.

Bias towards Firm Perspective: A limitation of
our approach is the inherent bias towards the firm’s
perspective in the extracted information from cor-
porate sustainability reports. As CHATREPORT re-
lies solely on the provided information as reported
by the firm, it may struggle to provide unbiased
and critical responses to certain questions. To mit-
igate this limitation, we will explore methods to
incorporate external perspectives and independent
sources of information in future work. This can
be achieved by integrating data from third-party
assessments, public opinion surveys, or expert eval-
uations. By incorporating a broader range of per-
spectives and data inputs, the analysis can provide
a more comprehensive and balanced understanding
of corporate sustainability performance.

Changing Behavior of OpenAl Models: Ope-
nAl continues to update their model, leading to
a changing performance of CHATREPORT’s back-
bone model (Chen et al., 2023). This may lead to
less or more hallucination rates than we reported.
In future work, we will substitute the OpenAl
closed-source models with our own LLM check-
points, making the system more controllable and
reproducible.

Human annotation: All human annotators are co-
authors of this paper, including climate and NLP
researchers who have full knowledge about the con-
text and utility of the collected data. We adhered
strictly to ethical guidelines, respecting the dignity,
rights, safety, and well-being of all participants.
There are no data privacy issues or bias against
certain demographics with regard to the annotated
data.

License of the Tool: We use Apache License 2.0
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to enable all stakeholders to use and adapt the Tool.

Broader Implications

Supporting Stakeholder Decision-making:

Stakeholders, including investors, customers, em-
ployees, and regulatory bodies, heavily rely on
corporate sustainability reports to make informed
decisions. The automated analysis provided by
the framework empowers stakeholders with valu-
able insights into a company’s sustainability per-
formance. Investors can use the extracted indica-
tors to assess the environmental, social, and gov-
ernance (ESG) risks and opportunities Customers
can make more sustainable choices by considering
a company’s sustainability practices. Employees
can evaluate a company’s commitment to social
and environmental responsibility. Regulators can
use the analysis results to monitor compliance with
sustainability regulations.

LLMs Disruptive Potential for the Rating
Industry:

Empowering all stakeholders with an automated
analysis framework could significantly diminish
the need to rely on rating agencies for sustainability
report assessments. This shift in power from rating
agencies to the general public and investors can
potentially disrupt rating agencies’ business mod-
els and challenge their long-standing dominance
in sustainability reporting analysis: Rating agen-
cies might start to focus on critical assessments of
the information disclosed by companies, and pro-
vide external analyses of the strategies, rather than
summarizing the firm’s information.
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For {guidelines}, we use the guideline list devel-
oped by our experts (details in Appendix C). For
{retrieved_chunks_with_source}, we append each
retrieved chunk with its chunk and page IDs for ref-
erence. For { A_TCFD_recommendation}, we use
the original TCFD recommendations. For {ques-
tion_regarding_a_TCFD_recommendation}, our
experts rewrite each TCFD recommendation into a
question form (details in Appendix E).

A.1 Prompt for Question Answering

As a senior equity analyst with expertise in
climate science evaluating a company's
sustainability report, you are presented
with the following background information:

{basic_info}

With the above information and the following
extracted components (which may have
incomplete sentences at the beginnings and

the ends) of the sustainability report at
hand, please respond to the posed
question, ensuring to reference the
relevant parts ("SOURCES").

Format your answer in JSON format with the two

keys: ANSWER (this should contain your
answer string without sources), and
SOURCES (this should be a list of the
source numbers that were referenced in
your answer).

QUESTION: {
question_regarding_a_TCFD_recommendation}

Please adhere to the following guidelines in
your answer:
{guidelines}

Your FINAL_ANSWER in JSON (ensure there's no
format error):

A.2  Prompt for Summarization

Your task is to analyze and summarize any
disclosures related to the following <
CRITICAL_ELEMENT> in a company's
sustainability report:

<CRITICAL_ELEMENT>: {A_TCFD_recommendation}

Provided below is some basic information about

the company under evaluation:

{basic_info}

In addition to the above, the following
extracted sections (which may have
incomplete sentences at the beginnings and

the ends) of the sustainability report
have been made available to you for review

{retrieved_chunks_with_source}

Your task is to summarize the company's
disclosure of the aforementioned <
CRITICAL_ELEMENT>, based on the
information presented in these extracts.
Please adhere to the following guidelines
in your summary:

{guidelines}

Your summarization should be formatted in JSON
with two keys:
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1. SUMMARY: This should contain your summary
without source references.

SOURCES: This should be a list of the
source numbers that were referenced
your summary.

in

Your FINAL_ANSWER in JSON (ensure there's no
format error):

A.3 Comparison between Two Prompts

The first row of Table 2 showcases an example of
question-answering outperforms summarization ac-
cording to experts’ feedback. One explanation is
that question answering explicitly tells the model
what information is wanted while asking for disclo-
sure summarization results in vague and superficial
information.

B Prompt for Automatic Prompt
Engineering

The prompt for automatic prompt engineering takes
in the prompt template, the old guideline list, Al’s
previous response, and an expert’s feedback on the
response. Then it comes up with a new guideline
the enhance the current guideline list. The prompt
is shown as follows:

You are a prompt engineer improving <Previous
Prompt> given <Expert Feedback> and <AI's
Previous Response>.

1. <Previous Prompt>: \"\"\"{original_prompt}

<0ld Guideline List>: {guideline_list}

AP

2. <AI's Previous Response>: \"\"\"{
old_response}\"\"\"

3. <Expert Feedback>: "{feedback}"

Given this feedback, could you please generate
a new guideline that we can add to our
existing list (<0ld Guideline List>) to
enhance future outputs? If <Expert
Feedback> is already a guideline-like
statement, keep its semantic while making
it more generalize for future output.

Following are some examples of feedback-to-
guideline transformation:

Expert Feedbackl: <xxx information> is very
important, please also analyze <xxx
information> in the report.

Generated Guidelinel: If the report provides
<xxx information>, include it in the
answer. Otherwise, explicitly state that
the report does not cover <xxx information
>.

Expert Feedback2: This answer includes some
cheap talks in the report.

Generated Guideline2: If a piece of
information looks like cheap talk,
explicitly mark it as possible cheap talk
in your answer.

The new guideline should be general enough for
answering random question about random
report. Avoid mention company-specific
information in the guideline.




Setting

Example Outputs

Expert’s Comment

Question
Answering
or Summa-

rization?

Summarization: Toyota’s Board of Directors oversees climate-related risks and opportu-
nities by monitoring progress towards targets, assessing risks multiple times a year, and
formulating measures to solve climate-related issues. are responsible for
assessing and managing climate-related risks and opportunities. Reporting to the Board of
Directors occurs every six months or when an important event arises.

Question Answering: The Board of Directors oversees climate-related risks and opportu-
nities by deliberating and supervising strategies, major action plans, and business plans,
monitoring progress toward qualitative and quantitative targets addressing climate issues,
and considering the financial impact of risks and opportunities.

in assessing and managing climate-related risks and opportunities, reporting to the
Board of Directors every six months or when an important event arises.

Both outputs include
information on  the
board’s oversights on
risks and opportunities,

, and the reporting
mechanism.  However,
question-answering
provides more detailed
and granular information
than summarization.

Answer
Length

No length limitation: Toyota uses multiple metrics to manage climate-related risks and
opportunities, including CO2 emissions and other elements related to climate change. The
metrics are
. Toyota

with three zero challenges. The company promotes electrification and renewable
energy in production processes and takes adaptation measures for natural disasters. The
risks relating to climate change are identified and assessed based on the TGRS, and
important risks and opportunities are reported to the Board of Directors. However, the
report lacks specific information on the targets and the company’s performance against
them.
50 words: Toyota uses multiple metrics to manage climate-related risks and opportunities,
including CO2 emissions, energy, water, resource recycling, and biodiversity. The metrics
are

. Toyota with

three zero challenges. The report does not provide sufficient information to evaluate the
organization’s performance against these targets.

Both answers cover
the key points about
Toyota’s metrics, s
and lacked information.
Longer responses tend to
over-include details that
are not directly asked for
and are not necessarily
more informative, which

may exaggerate the
richness of disclosed
information.

guidelines
on critical

With or
without

thinking

Without: Toyota has identified risks and opportunities associated with climate change that
may impact its businesses, strategy, and financial planning. The risks are classified into
physical and , including

, and increase in frequency and severity of
natural disasters. Toyota aims to achieve carbon neutrality by 2050 and has set multiple
metrics to manage climate-related risks and opportunities.
With: Toyota has identified risks and opportunities associated with climate change, in-
cluding physical risks such as storms and floods, and

. The company aims to achieve carbon

neutrality by 2050 and has metrics in place to assess climate-related risks and opportunities.
However, the report lacks concrete data on the impact of these risks and opportunities on
the company’s financial performance.

Both outputs summarize
details about Toyota’s
identification of physical
and risks and
the company’s goal. How-
ever, with critical think-
ing guidance, the out-
put becomes more con-
cise and raises a lack-of-
detail drawback.

Table 2: Illustrative examples for the expert-involved development loop. Each row shows a prior output in the
loop and an improved version after taking experts’ advice in prompts. Corresponding information aspects are
highlighted with the same color for clarity and comparison. Three rows of outputs correspond to the 1st (the
company’s board’s oversight), 9th (metrics for assessing risks and opportunities), and 3rd (climate-related risks
and opportunities) TCFD recommendations. We randomly pick Toyota’s 2022 sustainable report for illustration.
Similar phenomena can also be observed in other sustainability reports.

The new guideline should be concise and easy
to follow by an AI assistant. Please
format your answer in JSON with a single
key "GUIDELINE"

Your answer in JSON (make sure there's no
format error):

C Guidelines for Question Answering

Using automatic prompt engineering, we come up
with granular guidelines for question-answering
prompts using experts’ feedback, including five

guidelines for all question-answering:

3. Keep your ANSWER within {answer_length}
words.

4. Be skeptical to the information disclosed
in the report as there might be
greenwashing (exagerating the firm's
environmental responsibility). Always
answer in a critical tone.

5. cheap talks are statements that are
costless to make and may not necessarily
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reflect the true intentions or future
actions of the company. Be critical for
all cheap talks you discovered in the
report.

6. Always acknowledge that the information
provided is representing the company's
view based on its report.

7. Scrutinize whether the report is grounded
in quantifiable, concrete data or vague,
unverifiable statements, and communicate
your findings.

And specific guidelines for different TCFD ques-
tions:

tcfd_guidelines = {

"tcfd_1': "8. Please concentrate on the
board's direct responsibilities and
actions pertaining to climate issues,
without discussing the company-wide
risk management system or other topics

”
"tcfd_2': "8. Please focus on their direct
duties related to climate issues,
without introducing other topics such
as the broader corporate risk
management system.”,




'tefd_3': "8. Avoid discussing the company
-wide risk management system or how
these risks and opportunities are
identified and managed.”,

'tcfd_4': "8. Please do not include the
process of risk identification,
assessment or management in your
answer.",

'tefd_5': "8. In your response, focus
solely on the resilience of strategy
in these scenarios, and refrain from
discussing processes of risk
identification, assessment,
management strategies.”,

'tcefd_6': "8. Restrict your answer to the
identification and assessment
processes, without discussing the
management or integration of these
risks.",

'"tcfd_7': "8. Please focus on the concrete
actions and strategies implemented to
manage these risks, excluding the

process of risk identification or
assessment.”,

'tcfd_8': "8. Please focus on the
integration aspect and avoid
discussing the process of risk
identification, assessment, or the
specific management actions taken.”,

"tcfd_9': "8. Do not include information
regarding the organization's general
risk identification and assessment
methods or their broader corporate
strategy and initiatives.”,

'tcfd_10': "8. Confirm whether the
organisation discloses its Scope 1,
Scope 2, and, if appropriate, Scope 3
greenhouse gas (GHG) emissions. If so,

provide any available data or
specific figures on these emissions.
Additionally, identify the related
risks. The risks should be specific to
the GHG emissions rather than general
climate-related risks."”,

'tefd_11': "8. Please detail the precise
targets and avoid discussing the
company 's general risk identification
and assessment methods or their
commitment to disclosure through the
TCFD.",

or

}

All these guidelines contribute to the answer
quality. For example, the second and third row of
Table 2 illustrate that restricting the answer length
and adding guidelines for critical thinking improve
the answering quality.

D Prompt for TCFD Conformity
Assessment

In the prompt employed for scoring company
disclosures, we provide the following statement to
guide the process of rating the TCFD conformity
of the sustainability reports:

Your task is to rate a sustainability report's
disclosure quality on the following <
CRITICAL_ELEMENT>:
<CRITICAL_ELEMENT>: {tcfd_recommendation}
These are the <REQUIREMENTS> that outline the
necessary components for high-quality

disclosure pertaining to the <
CRITICAL_ELEMENT >:

<REQUIREMENTS >:
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{requirements}

Presented below are select excerpts from the
sustainability report, which pertain to
the <CRITICAL_ELEMENT>:

<DISCLOSURE>:

{disclosure}

Please analyze the extent to which the given <
DISCLOSURE> satisfies the aforementioned <
REQUIREMENTS >. Your ANALYSIS should
specify which <REQUIREMENTS> have been met

and which ones have not been satisfied.

Your response should be formatted in JSON with

two keys:

1. ANALYSIS: A paragraph of analysis (be in a
string format). No longer than 150 words.

2. SCORE: An integer score from @ to 100. A
score of @ indicates that most of the <
REQUIREMENTS > have not been met or are
insufficiently detailed. In contrast, a
score of 100 suggests that the majority of

the <REQUIREMENTS> have been met and are
accompanied by specific details.

Your FINAL_ANSWER in JSON (ensure there's no

format error):

Where "{requirements}" denote the TCFD of-
ficial guidelines for disclosure; "{disclosure}" de-
notes the extracted relevant chunks from the report;
and "{tcfd_recommendation}" denotes the TCFD
recommendation to be analyzed.

This prompt enables evaluators to systematically
assess the disclosure quality of sustainability re-
ports by assigning scores that reflect the level of
detail and comprehensiveness in the disclosed in-
formation. While the scoring strategy employed
is designed to assess the reports’ TCFD confor-
mity systematically, it is essential to acknowledge
that no scoring approach can be perfect. Acknowl-
edging the potential limitations and imperfections,
we firmly believe that the scoring strategy imple-
mented in our study represents a valid and valu-
able first step toward leveraging Al-based and au-
tomated methods for rating sustainability reports.
Moreover, by explicitly defining the scoring criteria
and providing clear instructions, we aim to mini-
mize potential biases and enhance the reliability of
the evaluation process. Nevertheless, we encourage
future research and collaborative efforts to refine
and improve this scoring strategy, considering alter-
native perspectives and engaging a broader range
of stakeholders.

E The Eleven TCFD Questions

Our domain experts rewrite the eleven TCFD rec-
ommendations (TCFD, 2017, 2021) into the fol-
lowing eleven questions:

GOVERNANCE



1. How does the company’s board oversee climate-related
risks and opportunities?

. What is the role of management in assessing and man-
aging climate-related risks and opportunities?

STRATEGY

. What are the most relevant climate-related risks and
opportunities that the organization has identified over
the short, medium, and long term? Are risks clearly
associated with a horizon?

. How do climate-related risks and opportunities impact
the organization’s business strategy, economic and fi-
nancial performance, and financial planning?

. How resilient is the organization’s strategy when con-
sidering different climate-related scenarios, including a
2°C target or lower scenario? How resilient is the orga-
nization’s strategy when considering climate physical
risks?

RISK MANAGEMENT

. What processes does the organization use to identify
and assess climate-related risks?

. How does the organization manage climate-related
risks?

. How are the processes for identifying, assessing, and
managing climate-related risks integrated into the orga-
nization’s overall risk management?

METRICS AND TARGETS

. What metrics does the organization use to assess climate-
related risks and opportunities? How do these metrics
help ensure that performance aligns with its strategy and
risk management process?

10. Does the organization disclose its Scope 1, Scope 2,

and, if appropriate, Scope 3 greenhouse gas (GHG)
emissions? What are the related risks, and do they differ
depending on the scope?

11. What targets does the organization use to understand,

quantify, and benchmark climate-related risks and op-
portunities? How is the organization performing against
these targets?

These questions are designed to extract spe-
cific information related to oversight, management,
risks, opportunities, resilience, processes, metrics,
disclosure, and targets concerning climate-related
aspects within the organization.

F Report Sampled for Hallucination
Analysis

Using a random seed of 43, we sampled 10 reports
for hallucination analysis: NYSE_WMT_2022.pdf,
NYSE_SE_2021.pdf, NYSE_PNC_2021.pdf,
NYSE_PLD_2016.pdf, NYSE_PBR_2016.pdf,
NYSE_ITT_2019.pdf, NYSE_FTV_2022.pdf,
NYSE_JPM_2021.pdf, NYSE_BV_2022.pdf,
and NYSE_AIZ_2022.pdf. All these reports are
available in our GitHub.
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G Customized Analysis Examples

This section provides some illustrative examples of
possible questions that can be answered by CHA-
TREPORT based on the information available in the
sustainability report of Sony and Shell, respectively.
The specific questions and the detailed answers are
provided in Table 4 and Table 5. Posing these ques-
tions allows us to gain valuable insights from the
sustainability reports beyond the TCFD require-
ments.

With the questions posed for Sony (Table 4),
we find that with respect to the compatibility of
Sony’s transition plan with a 1.5 degrees pathway,
the report lacks sufficient information to make a
determination. While the report mentions scenario
analysis using 2°C and 4°C scenarios and Sony’s
commitment to reducing greenhouse gas emissions,
it does not provide concrete data or targets to assess
the plan’s compatibility with a 1.5 degrees pathway.
While it mentions the establishment of annual plans
by individual business units and sites, incorporating
guiding principles and regular progress reviews, it
lacks specific details. Assessing the ambition of
Sony’s transition plan is challenging due to the
report’s lack of specific targets and progress data
related to its environmental goals. However, Sony
supports the TCFD and actively participates in the
TCFD Consortium in Japan.

With the questions posed for Shell (Table 5), we
observe that the report contains qualitative informa-
tion. Still, its adequacy in presenting a comprehen-
sive view of the company’s sustainability efforts
is uncertain. Moreover, we can identify instances
of cheap talk, where unrelated topics like the war
in Ukraine and the cost of living were mentioned,
potentially diverting attention from the company’s
sustainability performance. Regarding the com-
pany’s transition plan, the report lacks clarity on
the specific interim steps taken, only mentioning re-
sponsible investments in the energy transition and
screening investments against multiple criteria. In-
consistencies were noted in the review of global tar-
gets and the potential retirement of certain business
KPI targets without clear implications provided.
Additionally, the report acknowledges that Shell’s
operating plans cannot fully reflect their net-zero
emissions and NCI targets, raising concerns about
the feasibility of their transition plan.



FY Ql Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 QI0 QI1 Average # pages
2014 0 0 20 40 40 30 40 20 20 40 70 29.09 436
2015 O 20 20 30 50 20 40 20 20 30 40 26.36 529
2016 50 60 40 20 30 30 40 50 30 40 60 40.90 510
2017 10 30 20 10 40 20 40 40 0 60 60 30.00 561
2018 O 10 20 30 20 40 40 20 20 40 40 25.45 317
2019 60 60 40 40 40 70 60 70 30 50 50 51.81 214
2020 60 60 40 8 70 S50 10 50 20 60 50 58.18 170
2021 60 60 40 70 70 60 70 80 30 60 60 60.00 199
2022 70 60 40 60 60 60 70 60 30 60 50 56.36 164

Table 3: SONY Scores on TCFD-conformity

H TCFD Conformity Analysis Examples

The output of the TCFD analysis is structured ac-
cording to the eleven questions from the TCFD
report. This section provides the analysis summary
of the corporate sustainability reports of JP Morgan
Chase in 2015 and 2021, Shell in 2022, and UBS in
2022. For each of the eleven questions, we report
the question itself, the answer to the question, and
the analysis of the disclosed content, which gives
the score. The total score of the report is calculated
as the average over all eleven scores.

For JP Morgan Chase, CHATREPORT gives an
average score of zero for the year 2015 (Ap-
pendix H.1, which is reassuring since the TCFD
recommendations were not yet published and there
is almost no environmental information in JP Mor-
gan’s report. However, for the year 2021 (Ap-
pendix H.2), the score for JP Morgan reached
more than 61, clearly indicating the adoption of
TCFD guidelines in their climate-related disclo-
sure. In Appendix H.3, we observe that while Shell
acknowledges the significance of climate-related
risks and opportunities, CHATREPORT argues that
question five of the TCFD guidelines is not fully
addressed by the report. CHATREPORT criticizes
the lack of specific details on how the organiza-
tion’s strategy would adapt to the potential impact
of climate-related issues on financial performance
under different climate-related scenarios. More-
over, the report provides no information on the
resilience of Shell’s strategy when facing physi-
cal climate risks. Overall, the report’s disclosure
on this TCFD recommendation point is deemed
insufficient and therefore obtains a low score.

Inspecting UBS in Appendix H.4 as another ex-
ample, we find that for question four of the TCFD
report, the sustainability report provides some high-
quality information (score of 90). In particular, the
report provides a comprehensive overview of the
impact of climate-related issues across various as-
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pects, such as products and services, supply chain,
adaptation and mitigation activities, and access to
capital, among others. The report demonstrates a
holistic understanding of the interconnectedness
of these factors and their influence on the organi-
zation’s long-term value creation. Nevertheless,
CHATREPORT argues that the report falls short in
providing specific details on greenhouse gas emis-
sions targets and concrete actions to reduce emis-
sions in their operations and value chain or support
the transition to a low-carbon future.

H.1 JP Morgan Chase 2015

Governance:

Q1: How does the company’s board oversee
climate-related risks and opportunities?

A1: The report does not provide specific informa-
tion on how the company’s board oversees climate-
related risks and opportunities. It only mentions
that the board is responsible for governance issues
within the business.

Analysis1: The sustainability report does not pro-
vide any information on how the company’s board
oversees climate-related risks and opportunities.
The report only contains vague and irrelevant infor-
mation that does not meet any of the requirements
for high-quality disclosure pertaining to the critical
element. The report does not discuss the processes
and frequency by which the board and/or board
committees are informed about climate-related is-
sues, whether the board and/or board committees
consider climate-related issues when reviewing and
guiding strategy, major plans of action, risk man-
agement policies, annual budgets, and business
plans, or how the board monitors and oversees
progress against goals and targets for addressing
climate-related issues. As a result, the report re-
ceives a score of 0.

Scorel: 0



Question: "Is the transition plan compatible with a 1.5 de-
grees pathway, i.e., Paris-aligned pathway?"

Answer: The report does not provide sufficient information
to determine if Sony’s transition plan is compatible with a
1.5 degrees pathway. The report only mentions scenario anal-
ysis using 2°C and 4°C scenarios, and Sony’s commitment
to reducing greenhouse gas emissions. However, there is no
concrete data or targets provided to assess the compatibility
of Sony’s transition plan with a 1.5 degrees pathway.

Pages: [112, 98, 108]

Question: "What are the policies and activities that the com-
pany plans to implement in the next three years, i.e., short
term, to implement its transition plan?"

Answer: Sony’s sustainability report does not provide clear
and specific policies and activities that the company plans to
implement in the next 3 years to implement its transition plan.
The report only mentions that individual business units and
sites establish and implement their own annual plans, incorpo-
rating essential elements of guiding principles established by
the headquarters, and progress on the implementation of these
business plans is reviewed regularly by a committee. However,
the report lacks concrete details on the specific policies and
activities that will be implemented in the short term.

Pages: [107]

Question: "Does the company’s transition plan lack ambition?
What do you think?"

Answer: The report does not provide sufficient information
to determine whether Sony’s transition plan lacks ambition.
While the report mentions Sony’s Road to Zero environmental
plan, it does not provide specific details on the plan’s targets
or how it will achieve them. Additionally, the report lacks
concrete data on Sony’s progress towards its environmental
goals, making it difficult to assess the ambition of its transition
plan.

Pages: [113, 110]

Question: "Does the company support the TCFD?"

Answer: Yes, Sony Corporation supports the TCFD and par-
ticipates in the TCFD Consortium in Japan to facilitate im-
plementation and discussion among companies and financial
institutions that endorse the TCFD Recommendations. Sony
also disclosed climate-related information in accordance with
the TCFD Recommendations.

Pages: [113, 165, 166, 111]

Table 4: User-specific questions to a corporate sustain-
ability report: Sony FY2020

Q2: What is the role of management in assessing
and managing climate-related risks and opportuni-
ties?

A2: The report does not provide a clear answer on
the role of management in assessing and manag-
ing climate-related risks and opportunities. There
are no specific mentions of climate-related risks
and opportunities in the report, and the content
provided is not relevant to the question.

Analysis2: The given disclosure does not provide
any information on the role of management in as-
sessing and managing climate-related risks and op-
portunities. The report only contains general infor-
mation about the organization’s governance struc-
ture and its initiatives related to economic growth
and social issues. The report does not mention any
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Question: "What is the level of cheap talk in the report?"
Answer: The report contains some qualitative information,
but it is not clear whether it is sufficient to provide a complete
picture of the company’s sustainability efforts. The report
also includes some cheap talk, such as mentioning topical
issues like the war in Ukraine and the cost of living, which
may not be directly related to the company’s sustainability
performance.

Pages: [11]

Question: "What are the interim steps that the company takes
to implement its transition plan?"

Answer: Shell’s sustainability report does not provide clear
information on the interim steps taken to implement its transi-
tion plan. The report only mentions that the company invests
responsibly in the energy transition and screens its investments
against multiple criteria. However, it is unclear what specific
actions the company takes to transition to net-zero emissions.
Pages: [63]

Question: "What are possible inconsistencies in the firm’s
transition plan?"

Answer: The report mentions that existing global targets are
under review, and some business KPI targets may be retired as
part of normal strategy evolution. However, it is unclear what
specific targets are being reviewed and what the implications
of retiring them would be. Additionally, the report states
that Shell’s operating plans cannot reflect their 2050 net-zero
emissions target and 2035 NCI target, which raises questions
about the feasibility of their transition plan.

Pages: [88]

Question: "In which technologies will the company invest in
the next few years?"

Answer: Shell plans to invest in low-carbon energy solutions
such as biofuels, hydrogen, charging for electric vehicles,
wind, and solar power. They invested $8.2 billion in low-
carbon energy and non-energy products, around a third of
their total cash capital expenditure of $25 billion in 2022.
They also won bids with their partners to build four offshore
wind farms in the Netherlands, the UK, and the USA, and
extended their onshore wind activities into Australia and the
Philippines. They acquired Indian solar developer Spring
Energy and completed the acquisition of Nature Energy of
Denmark, which is Europe’s biggest producer of renewable
natural gas made from agricultural, industrial, and household
waste.

Pages: (24, 33, 3, 25]

Table 5: User-specific questions to a corporate sustain-
ability report: Shell FY2022

specific management-level positions or committees
responsible for climate-related issues, nor does it
describe any processes by which management is
informed about climate-related issues. Therefore,
the report fails to meet any of the requirements
for high-quality disclosure pertaining to the criti-
cal element of management’s role in assessing and
managing climate-related risks and opportunities.

Score2: 0

Strategy:
Q3: What are the most relevant climate-related

risks and opportunities that the organisation has
identified over the short, medium, and long term?



Are risks clearly associated with a horizon?

A3: The report does not provide a clear identifi-
cation of climate-related risks and opportunities
over the short, medium, and long term. The report
focuses on the company’s economic opportunity,
job creation, and public-private partnerships. The
report lacks concrete data and quantifiable infor-
mation on the company’s climate-related risks and
opportunities.

Analysis3: The given disclosure does not pro-
vide any information on the most relevant climate-
related risks and opportunities that the organiza-
tion has identified over the short, medium, and
long term. The disclosure does not meet any of
the requirements outlined for this critical element.
Instead, the report focuses on governance issues,
economic opportunity, and lessons learned broadly.
The report does not provide any information on the
process used to determine which risks and opportu-
nities could have a material financial impact on the
organization. The lack of information on climate-
related risks and opportunities makes it difficult to
assess the organization’s preparedness for climate
change. Therefore, the report’s disclosure quality
is poor.

Score3: 0

Q4: How do climate-related risks and opportuni-
ties impact the organisation’s businesses strategy,
economic and financial performance, and financial
planning?

A4: The sustainability report does not provide a
clear and specific answer to the question. While
the report highlights the company’s commitment
to economic growth and opportunity, it lacks con-
crete information on how climate-related risks and
opportunities impact the organization’s business
strategy, economic and financial performance, and
financial planning.

Analysis4: The given disclosure does not satisfy
the requirements for the critical element. The
report does not provide any information on how
climate-related risks and opportunities impact the
organization’s business strategy, economic and fi-
nancial performance, and financial planning. The
report does not discuss the impact of climate-
related issues on their financial performance and
financial position. The report does not describe
how climate-related issues serve as an input to their
financial planning process, the time period used,
and how these risks and opportunities are priori-
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tized. The report does not describe the impact of
climate-related issues on their operations, supply
chain, and investment in research and development.
The report does not describe their plans for transi-
tioning to a low-carbon economy.

Score4: 0

Q5: How resilient is the organisation’s strategy
when considering different climate-related scenar-
10s, including a 2°C target or lower scenario? How
resilient is the organisation’s strategy when consid-
ering climate physical risks?

AS: The report does not provide sufficient informa-
tion to evaluate the resilience of JPMorgan Chase’s
strategy in different climate-related scenarios or
physical risks. The report mainly focuses on the
company’s social and economic initiatives, with lit-
tle mention of climate risks or strategies to mitigate
them.

Analysis5: The sustainability report provided no
information on the resilience of the organization’s
strategy to climate-related risks and opportunities,
including a transition to a low-carbon economy con-
sistent with a 2°C or lower scenario and scenarios
consistent with increased physical climate-related
risks. The report did not discuss how the organi-
zation’s strategies might change to address poten-
tial risks and opportunities, the potential impact of
climate-related issues on financial performance and
financial position, or the climate-related scenarios
and associated time horizon considered. Therefore,
the report failed to meet any of the requirements
for high-quality disclosure pertaining to the critical
element of the organization’s strategy’s resilience
to climate-related risks and opportunities.

Score5: 0

Risk management:

Q6: What processes does the organisation use to
identify and assess climate-related risks?

AG6: The report does not provide specific informa-
tion on the processes used by JPMorgan Chase to
identify and assess climate-related risks. The re-
port only mentions the company’s commitment to
addressing climate change and its efforts to reduce
its carbon footprint.

Analysis6: The sustainability report provided no
information on the processes used by JPMorgan
Chase to identify and assess climate-related risks.
The report did not describe the organization’s risk



management processes for identifying and assess-
ing climate-related risks, nor did it provide any
information on how the organization determines
the relative significance of climate-related risks
in relation to other risks. The report did not dis-
close whether the organization considers existing
and emerging regulatory requirements related to
climate change or other relevant factors. The report
did not provide any information on the processes
for assessing the potential size and scope of iden-
tified climate-related risks or definitions of risk
terminology used or references to existing risk clas-
sification frameworks used. As a result, the report
does not meet any of the requirements for high-
quality disclosure pertaining to the critical element
of identifying and assessing climate-related risks.

Score6: 0

Q7: How does the organisation manage climate-
related risks?

A7: JPMorgan Chase’s sustainability report does
not provide concrete information on how the or-
ganization manages climate-related risks. The re-
port only mentions governance issues within the
business, but no specific actions or strategies are
outlined to address climate risks.

Analysis7: The given disclosure does not provide
any information on how JPMorgan Chase manages
climate-related risks. The report does not describe
the organization’s processes for managing climate-
related risks, including how they make decisions
to mitigate, transfer, accept, or control those risks.
Additionally, the report does not describe their pro-
cesses for prioritizing climate-related risks, includ-
ing how materiality determinations are made within
their organizations. The disclosure is irrelevant and
does not meet any of the requirements for high-
quality disclosure pertaining to the critical element
of how the organization manages climate-related
risks.

Score7: 0

Q8: How are the processes for identifying, assess-
ing, and managing climate-related risks integrated
into the organisation’s overall risk management?

A8: The report does not provide sufficient informa-
tion on how the processes for identifying, assessing,
and managing climate-related risks are integrated
into the organization’s overall risk management.
The report only mentions the company’s commit-
ment to sustainability and its efforts to reduce its
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carbon footprint, but it lacks concrete data and spe-
cific actions taken to address climate-related risks.
Analysis8: The given sustainability report does
not provide any information on how the processes
for identifying, assessing, and managing climate-
related risks are integrated into the organization’s
overall risk management. The report contains irrel-
evant and unrelated content that does not address
the TCFD recommendation point. Therefore, the
report fails to meet the TCFD guidelines for high-
quality disclosure on the TCFD recommendation
point.

Score8: 0

Metrics and targets:

Q9: What metrics does the organisation use to as-
sess climate-related risks and opportunities? How
do the metrics help ensure that the performance
is in line with its strategy and risk management
process?

A9: The report does not provide specific metrics
used by JPMorgan Chase to assess climate-related
risks and opportunities. It only mentions that the
company considers climate change as a significant
risk and opportunity and has integrated it into its
risk management process and business strategy.
However, the report lacks concrete data to support
these claims.

Analysis9: The given disclosure does not provide
any information on the metrics used by the organi-
zation to assess climate-related risks and opportuni-
ties. Instead, it contains general information about
the company’s economic growth, partnerships, and
initiatives. The disclosure does not meet any of
the requirements outlined for this critical element.
There is no mention of key metrics used to measure
and manage climate-related risks and opportunities,
metrics consistent with the cross-industry, metrics
on climate-related risks associated with water, en-
ergy, land use, and waste management, or internal
carbon prices. The disclosure also does not provide
any information on how related performance met-
rics are incorporated into remuneration policies or
climate-related opportunity metrics. Therefore, the
score for this disclosure is 0.

Score9: 0

Q10: Does the organisation disclose its Scope 1,
Scope 2, and, if appropriate, Scope 3 greenhouse
gas (GHG) emissions? What are the related risks



and do they differ depending on the scope?

A10: JPMorgan Chase does disclose its Scope 1
and Scope 2 GHG emissions, but not its Scope 3
emissions. The report does not provide any specific
figures on these emissions. The related risks are
not mentioned in the report.

Analysis10: The sustainability report of JPMorgan
Chase does not provide any information on the or-
ganization’s Scope 1, Scope 2, and Scope 3 green-
house gas emissions. The report does not meet any
of the requirements for high-quality disclosure per-
taining to the critical element. The report does not
provide any information on the related risks and
how they differ depending on the scope. The report
does not provide any information on the method-
ologies used to calculate or estimate the metrics.
The report does not provide any historical data to
allow for trend analysis. The report does not pro-
vide any industry-specific GHG efficiency ratios.
The report does not consider disclosing Scope 3
GHG emissions.

Scorel0: 0

Q11: What targets does the organisation use to un-
derstand/quantify/benchmark climate-related risks
and opportunities? How is the organization per-
forming against these targets?

A11: The report does not provide any specific tar-
gets used by JPMorgan Chase to understand/quan-
tify/benchmark climate-related risks and opportu-
nities. Therefore, it is impossible to evaluate the
organization’s performance against these targets.
Analysis11: The sustainability report provided no
information on the targets used by the organization
to manage climate-related risks and opportunities
and performance against targets. The report did
not describe any key climate-related targets such
as those related to GHG emissions, water usage,
energy usage, etc. The report did not provide any
information on whether the target is absolute or
intensity based, time frames over which the target
applies, base year from which progress is mea-
sured, and key performance indicators used to as-
sess progress against targets. The report did not
disclose associated interim targets in aggregate or
by business line, where available. The methodolo-
gies used to calculate targets and measures were
not described. Therefore, the report does not meet
any of the requirements for high-quality disclosure
pertaining to the critical element.

Scorell: 0
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Average score: 0.0

H.2 JP Morgan Chase 2021

Governance:

Q1: How does the company’s board oversee
climate-related risks and opportunities?

Al: The board oversees climate-related risks and
opportunities through the Public Responsibility
Committee, which oversees reputational and con-
duct risks, within its scope of responsibility, and the
Risk Committee, which is responsible for setting
the internal approach to managing climate risk, in-
cluding developing relevant policies and standards
as well as building the approach to climate risk
data. The board also receives periodic updates on
ESG initiatives from senior leaders.

Analysis1: The sustainability report provides some
information on the board’s oversight of climate-
related risks and opportunities. It mentions the
existence of a dedicated Climate Risk team and
the development of relevant policies and standards.
The report also states that the board oversees ESG
matters and receives periodic updates on ESG ini-
tiatives. However, the report lacks specific details
on the processes and frequency by which the board
is informed about climate-related issues, whether
the board considers climate-related issues when re-
viewing and guiding strategy, and how the board
monitors and oversees progress against goals and
targets for addressing climate-related issues. Over-
all, the disclosure is insufficient to fully satisfy the
TCFD guidelines.

Scorel: 60

Q2: What is the role of management in assessing
and managing climate-related risks and opportuni-
ties?

A2: JPMorgan Chase has a dedicated Climate Risk
team that establishes the internal approach to man-
aging climate risk, develops relevant policies and
standards, and integrates climate considerations
into line-of-business risk management frameworks.
The team collaborates with stakeholders across the
Firm to prepare for the impacts of climate change
on locations, people, technology, and suppliers.
The company plans to publish a standalone climate
report later this year.

Analysis2: The disclosure provides some infor-



mation on management’s role in assessing and
managing climate-related risks and opportunities.
It mentions the existence of a dedicated Climate
Risk team and an internal risk classification system.
However, it lacks specific details on the organiza-
tional structure, processes for informing manage-
ment about climate-related issues, and how man-
agement monitors climate-related issues. The dis-
closure also refers to a standalone climate report
that will provide additional detail on the efforts to
integrate climate risk into the Firmwide risk man-
agement framework. Overall, the disclosure par-
tially meets some of the TCFD guidelines, but it
lacks specific details and does not provide a com-
prehensive overview of management’s role in as-
sessing and managing climate-related risks and op-
portunities.

Score2: 60
Strategy:

Q3: What are the most relevant climate-related
risks and opportunities that the organisation has
identified over the short, medium, and long term?
Are risks clearly associated with a horizon?

A3: JPMorgan Chase has identified physical and
transition risks as the most relevant climate-related
risks. The impacts of these risks are assessed
against strategic, market, operational, and credit
and investment risk. The company plans to dis-
close additional detail on its efforts to integrate
climate risk into its Firmwide risk management
framework in a standalone climate report later this
year.

Analysis3: The sustainability report provides some
information on the climate-related risks and oppor-
tunities that the organization has identified over the
short, medium, and long term. The report mentions
the specific climate-related issues that could have a
material financial impact on the organization and
the process used to determine which risks and op-
portunities could have a material financial impact
on the organization. However, the report lacks a
clear description of the relevant short-, medium-,
and long-term time horizons, taking into consider-
ation the useful life of the organization’s assets or
infrastructure. The report also does not provide a
description of the risks and opportunities by sector
and/or geography. Overall, the disclosure quality
is moderate.

Score3: 70
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Q4: How do climate-related risks and opportuni-
ties impact the organisation’s businesses strategy,
economic and financial performance, and financial
planning?

A4: JPMorgan Chase is committed to understand-
ing how climate change may influence the risks it
manages. The firm has a dedicated Climate Risk
team that establishes their internal approach to man-
aging climate risk, including developing relevant
policies and standards as well as building their ap-
proach to climate risk data. They plan to disclose
additional detail on their efforts to integrate climate
risk into their Firmwide risk management frame-
work in a standalone climate report which they plan
to publish later this year.

Analysis4: The sustainability report provides some
information on how climate-related risks and op-
portunities impact the organization’s businesses
strategy, economic and financial performance, and
financial planning. The report discusses the poten-
tial impacts of climate risks on the organization’s
businesses, strategy, and financial planning, and
how these risks are managed across different risk
types. The report also mentions the development
of an internal risk classification system and a dedi-
cated Climate Risk team. However, the report lacks
specific details on how climate-related issues serve
as an input to the financial planning process, the im-
pact of climate-related issues on the organization’s
financial performance and position, and the orga-
nization’s plans for transitioning to a low-carbon
economy. Overall, the report partially meets the
TCFD guidelines, and the is 60.

Score4: 60

Q5: How resilient is the organisation’s strategy
when considering different climate-related scenar-
i0s, including a 2°C target or lower scenario? How
resilient is the organisation’s strategy when consid-
ering climate physical risks?

AS: JPMorgan Chase has developed an internal
risk classification system that projects how various
climate-risk drivers can translate into potential im-
pacts for their clients, customers, and firm. They
plan to disclose additional detail on their efforts to
integrate climate risk into their Firmwide risk man-
agement framework in a standalone climate report
which they plan to publish later this year. However,
the report lacks concrete data on the resilience of
their strategy in different climate-related scenarios.



Analysis5: The sustainability report provides some
information on the organization’s approach to
climate-related risks and opportunities, including
physical and transition risks. The report men-
tions the development of an internal risk classifi-
cation system that projects how various climate-
risk drivers can translate into potential impacts
for the organization’s clients, customers, and the
firm. The report also mentions the establishment
of a dedicated Climate Risk team responsible for
managing climate risk and integrating climate con-
siderations into line-of-business risk management
frameworks. However, the report lacks specific
details on how the organization’s strategy might
change to address potential risks and opportunities,
the potential impact of climate-related issues on
financial performance and financial position, and
the climate-related scenarios and associated time
horizon considered. The report also mentions plans
to disclose additional detail on efforts to integrate
climate risk into the firm’s risk management frame-
work in a standalone climate report later this year.

Score5: 70
Risk management:

Q6: What processes does the organisation use to
identify and assess climate-related risks?

A6: JPMorgan Chase has developed an internal risk
classification system that evaluates how their busi-
nesses and clients could be impacted by climate
change. They have a dedicated Climate Risk team
that collaborates with stakeholders across the firm
to assess the impacts of climate risks on the four
major risk types they manage. They plan to dis-
close additional detail on their efforts to integrate
climate risk into their Firmwide risk management
framework in a standalone climate report later this
year .

Analysis6: The sustainability report provides some
information on the organization’s processes for
identifying and assessing climate-related risks. The
report mentions that the organization has devel-
oped an internal risk classification system and a
dedicated Climate Risk team that collaborates with
stakeholders across the Firm. However, the report
lacks specific details on how the organization de-
termines the relative significance of climate-related
risks in relation to other risks and whether they
consider existing and emerging regulatory require-
ments related to climate change. The report also
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does not disclose the processes for assessing the po-
tential size and scope of identified climate-related
risks and definitions of risk terminology used or ref-
erences to existing risk classification frameworks
used. Overall, the disclosure is insufficient in meet-
ing the TCFD guidelines.

Score6: 50

Q7: How does the organisation manage climate-
related risks?

A7: JPMorgan Chase has a dedicated Climate Risk
team that establishes internal policies and standards
for managing climate risk. They have developed
an internal risk classification system that projects
how climate risks could materialize across the four
major risk types they manage. They plan to dis-
close additional detail on their efforts to integrate
climate risk into their Firmwide risk management
framework in a standalone climate report later this
year.

Analysis7: The disclosure provides a comprehen-
sive overview of the organization’s approach to
managing climate-related risks. The report de-
scribes the organization’s processes for managing
climate-related risks, including how they make de-
cisions to mitigate, transfer, accept, or control those
risks. The report also describes the organization’s
processes for prioritizing climate-related risks, in-
cluding how materiality determinations are made
within their organizations. The report mentions
the development of an internal risk classification
system that considers the horizon, business sector,
and geography to better understand how these risks
may emerge within the firm. The disclosure also
mentions the establishment of a dedicated Climate
Risk team, which collaborates with stakeholders
across the firm to integrate climate considerations
into line-of-business risk management frameworks.
However, the report does not provide specific de-
tails on how the organization prioritizes climate-
related risks.

Score7: 90

Q8: How are the processes for identifying, assess-
ing, and managing climate-related risks integrated
into the organisation’s overall risk management?

A8: JPMorgan Chase has developed an internal
risk classification system and a dedicated Climate
Risk team to manage climate-related risks. They
plan to disclose additional detail on their efforts
to integrate climate risk into their Firmwide risk



management framework in a standalone climate
report which they plan to publish later this year.
However, the report lacks concrete data on how
climate-related risks are integrated into the organi-
zation’s overall risk management.

Analysis8: The disclosure provides some informa-
tion on how the organization integrates climate-
related risks into its overall risk management. The
report mentions that the organization has devel-
oped an internal risk classification system and a
dedicated Climate Risk team that collaborates with
stakeholders across the Firm. However, the re-
port lacks specific details on how the organization
identifies, assesses, and manages climate-related
risks. The report also mentions that the organiza-
tion plans to disclose additional detail on its efforts
to integrate climate risk into its Firmwide risk man-
agement framework in a standalone climate report,
which is yet to be published. Overall, the disclo-
sure provides some information on the integration
of climate-related risks into the organization’s over-
all risk management, but lacks specific details and
completeness.

Score8: 70
Metrics and targets:

Q9: What metrics does the organisation use to as-
sess climate-related risks and opportunities? How
do the metrics help ensure that the performance
is in line with its strategy and risk management
process?

A9: JPMorgan Chase has developed an internal
risk classification system that projects how vari-
ous climate-risk drivers can translate into potential
impacts for clients, customers, and the firm. The
firm has a dedicated Climate Risk team that collab-
orates with stakeholders across the firm to integrate
climate considerations into line-of-business risk
management frameworks. The firm plans to dis-
close additional detail on its efforts to integrate
climate risk into its firm-wide risk management
framework in a standalone climate report which it
plans to publish later this year.

Analysis9: The sustainability report provides some
information on the metrics used to assess climate-
related risks and opportunities. The report men-
tions that the organization has developed an internal
risk classification system and a dedicated Climate
Risk team to manage climate risk. However, the
report lacks specific details on the metrics used to
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measure and manage climate-related risks and op-
portunities. The report does not provide metrics on
climate-related risks associated with water, energy,
land use, and waste management. The report also
does not mention whether and how related perfor-
mance metrics are incorporated into remuneration
policies. While the report mentions that the orga-
nization plans to disclose additional detail on its
efforts to integrate climate risk into its Firmwide
risk management framework in a standalone cli-
mate report, it does not provide forward-looking
metrics for the cross-industry or a description of
the methodologies used to calculate or estimate
climate-related metrics.

Score9: 50

Q10: Does the organisation disclose its Scope 1,
Scope 2, and, if appropriate, Scope 3 greenhouse
gas (GHG) emissions? What are the related risks
and do they differ depending on the scope?

A10: JPMorgan Chase discloses its Scope 1, Scope
2, and Scope 3 greenhouse gas emissions. The
majority of their business travel-related emissions
are Scope 3 emissions from commercially operated
air and rail, reimbursed personal vehicle and rental
car travel, and hotel stays. The risks associated
with these emissions are not specified in the report.
Analysis10: The sustainability report provides dis-
closure on Scope 1, Scope 2, and Scope 3 GHG
emissions, and the related risks. The report also in-
cludes GHG emissions intensity and historical data
for trend analysis. However, it is unclear whether
the GHG emissions have been calculated in line
with the GHG Protocol methodology, and whether
the organization has provided generally accepted
industry-specific GHG efficiency ratios. The report
meets the requirement of disclosing Scope 3 GHG
emissions, but it is not clear whether the organi-
zation has provided a description of the method-
ologies used to calculate or estimate the metrics.
Overall, the report provides some information on
the TCFD recommendation point, but there is room
for improvement in terms of providing more spe-
cific details.

Scorel0: 75

QI11: What targets does the organisation use to un-
derstand/quantify/benchmark climate-related risks
and opportunities? How is the organization per-
forming against these targets?

Al1l: JPMorgan Chase plans to disclose additional



detail on its efforts to integrate climate risk into its
Firmwide risk management framework in a stan-
dalone climate report which it plans to publish later
this year. No specific targets were mentioned in the
report.

Analysis11: The sustainability report provides lim-
ited information on the targets used by the organi-
zation to manage climate-related risks and opportu-
nities and performance against targets. While the
report mentions the development of relevant poli-
cies and standards, it does not provide specific de-
tails on the key climate-related targets, time frames,
base year, or key performance indicators used to as-
sess progress against targets. The report also lacks
information on the methodologies used to calculate
targets and measures. While the report mentions
the establishment of a robust governance process
for tracking progress, it does not provide specific
details on the process. Overall, the report does
not meet the TCFD guidelines for high-quality dis-
closure pertaining to the TCFD recommendation
point.

Scorell: 20

Average score: 61.36

H.3 Shell 2022

Governance:

Q1: How does the company’s board oversee
climate-related risks and opportunities?

Al: The board oversees climate-related risks and
opportunities through the Shell Energy and Sustain-
ability Committee, which reviews policies, prac-
tices, targets, and performance of Shell, primar-
ily with respect to safety, environment including
climate change, and broader sustainability. The
committee also reviews wider matters of public
concern such as plastic waste, methane emissions,
the flaring of natural gas, water scarcity, just tran-
sition, human rights, diversity and inclusion, and
access to energy in low- and middle-income coun-
tries. However, the report lacks concrete data on
the board’s direct actions and responsibilities.
Analysisl: The disclosure provided by the com-
pany does not adequately address the requirements
for describing the board’s oversight of climate-
related risks and opportunities. While the report
mentions the existence of a committee that reviews
policies, practices, targets, and performance of the
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company with respect to climate change, it does
not provide any details on how the board is in-
formed about climate-related issues, how it con-
siders climate-related issues when reviewing and
guiding strategy, risk management policies, and
business plans, and how it monitors and oversees
progress against goals and targets for addressing
climate-related issues. The report provides some
information on the company’s climate-related fi-
nancial disclosures and its membership in various
organizations, but this information is not sufficient
to meet the requirements for high-quality disclo-
sure.

Scorel: 20

Q2: What is the role of management in assessing
and managing climate-related risks and opportuni-
ties?

A2: Shell’s management is responsible for assess-
ing and managing climate-related risks and oppor-
tunities. They have established internal carbon
performance standards or industry benchmarks for
projects expected to have a material greenhouse gas
impact. However, the report lacks concrete data
on how they are managing physical risks and the
potential impact of climate change on their opera-
tions.

Analysis2: The disclosure provides some informa-
tion on management’s role in assessing and man-
aging climate-related risks and opportunities. It
mentions that projects under development that are
expected to have a material greenhouse gas impact
must meet internal carbon performance standards
or industry benchmarks. It also identifies climate
change and the associated energy transition as a
material risk and mentions that Shell has estab-
lished remuneration policies designed to support
short-term climate targets. However, the disclo-
sure lacks specific information on whether the or-
ganization has assigned climate-related responsi-
bilities to management-level positions or commit-
tees, the associated organizational structure, pro-
cesses by which management is informed about
climate-related issues, and how management mon-
itors climate-related issues. Therefore, the disclo-
sure is insufficient to meet the TCFD guidelines.

Score2: 40

Strategy:

Q3: What are the most relevant climate-related



risks and opportunities that the organisation has
identified over the short, medium, and long term?
Are risks clearly associated with a horizon?

A3: Shell has identified climate change and the
associated energy transition as a material risk. The
risk could potentially result in changes to the de-
mand for their products, operational costs, supply
chains, markets, the regulatory environment, their
license to operate, and litigation. They have estab-
lished remuneration policies designed to support
them in achieving their short-term climate targets.
Shell has also identified physical risks associated
with climate change and takes climate variability
into consideration in the design and operation of
their assets and infrastructure to minimize the risk
of adverse incidents to their employees and con-
tractors, the communities where they operate, their
equipment, and infrastructure. Shell has estab-
lished internal carbon performance standards or in-
dustry benchmarks for projects under development
that are expected to have a material greenhouse
gas impact. They have identified various climate-
related risks and opportunities, including energy
affordability and accessibility, environmental, so-
cial, and governance risks involved in the transition
to renewable solutions, offsets, stakeholder engage-
ments, and involvement with the Science Based
Targets initiative’s social aspects. However, the
report lacks concrete data and cross-referencing of
topics, and some statements may be cheap talks.

Analysis3: The sustainability report provides some
information on climate-related risks and opportuni-
ties, but it falls short of meeting the TCFD guide-
lines for high-quality disclosure. The report does
not provide a clear description of the relevant short-
, medium-, and long-term time horizons, nor does
it describe the specific climate-related issues that
could have a material financial impact on the orga-
nization. The report does mention the process used
to determine which risks and opportunities could
have a material financial impact on the organiza-
tion, but it does not provide a sector or geography-
wise breakdown. Overall, the report lacks speci-
ficity and detail, making it difficult to assess the
organization’s climate-related risks and opportuni-
ties.

Score3: 40

Q4: How do climate-related risks and opportuni-
ties impact the organisation’s businesses strategy,
economic and financial performance, and financial
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planning?

A4: Shell identifies climate change and the energy
transition as material risks that could affect demand,
operational costs, supply chains, markets, regula-
tory environment, license to operate, and litiga-
tion. The company has established internal carbon
performance standards for projects with material
greenhouse gas impact and has set short-term cli-
mate targets. However, the report lacks concrete
data on the financial impact of climate-related risks
and opportunities on the company’s strategy and
financial performance.

Analysis4: The sustainability report provides some
information on how climate-related risks and oppor-
tunities impact the organization’s businesses strat-
egy, economic and financial performance, and fi-
nancial planning. The report discusses how climate-
related risks are assessed at a project level and how
they affect the demand for products, operational
costs, supply chains, markets, the regulatory envi-
ronment, license to operate, and litigation. How-
ever, the report lacks specific details on the impact
of climate-related issues on the organization’s finan-
cial performance and financial position. The report
also does not describe how climate-related issues
serve as an input to their financial planning process,
the time period used, and how these risks and oppor-
tunities are prioritized. Overall, the report partially
meets the TCFD guidelines for high-quality dis-
closure pertaining to the TCFD recommendation
point.

Scored: 60

Q5: How resilient is the organisation’s strategy
when considering different climate-related scenar-
ios, including a 2°C target or lower scenario? How
resilient is the organisation’s strategy when consid-
ering climate physical risks?

AS5: Shell has identified climate change and the
associated energy transition as a material risk. The
company has established internal carbon perfor-
mance standards for projects under development
that are expected to have a material greenhouse gas
impact. Shell’s climate target is to become a net-
zero emissions energy business by 2050. However,
the report lacks concrete data on how resilient the
organization’s strategy is when considering differ-
ent climate-related scenarios or physical risks.
Analysis5: The sustainability report provides some
information on how Shell’s strategy is resilient to
climate-related risks and opportunities, but it falls



short of meeting the TCFD guidelines outlined for
this TCFD recommendation point. The report men-
tions that assessing climate-related risks is impor-
tant for making investment decisions and that Shell
has identified climate change as a material risk.
However, it does not provide specific details on
how the organization’s strategy might change to
address potential risks and opportunities, the po-
tential impact of climate-related issues on financial
performance and position, or the climate-related
scenarios and associated time horizons considered.
The report also lacks information on how resilient
Shell’s strategy is when considering physical cli-
mate risks. Overall, the report provides insufficient
information to assess the quality of disclosure on
this TCFD recommendation point.

Score5: 40
Risk management:

Q6: What processes does the organisation use to
identify and assess climate-related risks?

A6: Shell assesses climate-related risks at a project
level by ensuring that projects meet internal car-
bon performance standards or industry benchmarks.
The company has identified climate change as a ma-
terial risk that could affect its demand, operational
costs, supply chains, markets, regulatory environ-
ment, license to operate, and litigation. Shell also
considers physical risks associated with climate
change in the design and operation of its assets and
infrastructure. The company is a member of the
Taskforce on Nature-related Financial Disclosures
Forum and joined the Science Based Targets Net-
work Corporate Engagement Program in 2022 to
develop a risk management and disclosure frame-
work for organizations to report and act on evolving
nature-related risks.

Analysis6: The sustainability report provides some
information on the organization’s processes for
identifying and assessing climate-related risks. The
report mentions that assessing climate-related risks
is an important part of making initial investment
decisions and that the organization has established
internal carbon performance standards or industry
benchmarks. However, the report lacks specific
details on how the organization determines the rel-
ative significance of climate-related risks in rela-
tion to other risks, whether they consider existing
and emerging regulatory requirements related to
climate change, and the processes for assessing
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the potential size and scope of identified climate-
related risks. The report also does not provide def-
initions of risk terminology used or references to
existing risk classification frameworks used. Over-
all, the disclosure is insufficient to meet the TCFD
guidelines.

Score6: 40

Q7: How does the organisation manage climate-
related risks?

A7: Shell manages climate-related risks by as-
sessing them at a project level and ensuring that
projects meet internal carbon performance stan-
dards or industry benchmarks. They also take cli-
mate variability into consideration in the design and
operation of their assets and infrastructure. Shell
has identified climate change as a material risk
that could result in changes to demand, operational
costs, supply chains, markets, regulatory environ-
ment, license to operate, and litigation. They have
established remuneration policies to support short-
term climate targets and are a member of the Task-
force on Nature-related Financial Disclosures Fo-
rum. Shell invests in nature-based solution projects
that follow the Climate, Community and Biodiver-
sity Standards. They have set targets to reduce their
absolute Scope 1 and 2 emissions by 50
Analysis7: The report provides some information
on how the organization manages climate-related
risks. It describes the processes for managing
climate-related risks, including how they make de-
cisions to mitigate, transfer, accept, or control those
risks. It also describes the processes for prioritiz-
ing climate-related risks, including how material-
ity determinations are made within their organiza-
tions. However, the report lacks specific details
on how the organization manages climate-related
risks. For instance, it does not provide informa-
tion on how the organization identifies and assesses
climate-related risks, how it monitors and reports
on these risks, and how it engages with stakehold-
ers on these risks. Overall, the report provides
some information on how the organization man-
ages climate-related risks, but it could be more
detailed and specific.

Score7: 70

Q8: How are the processes for identifying, assess-
ing, and managing climate-related risks integrated
into the organisation’s overall risk management?

AS8: Shell integrates the assessment of climate-



related risks into its investment decisions by ensur-
ing that projects meet internal carbon performance
standards or industry benchmarks. The company
also has remuneration policies designed to support
short-term climate targets. Shell identifies climate
change and the associated energy transition as a
material risk that could result in changes to the
demand for its products, operational costs, supply
chains, markets, regulatory environment, license
to operate, and litigation. The company also takes
climate variability into consideration in the design
and operation of its assets and infrastructure to min-
imize the risk of adverse incidents to its employees
and contractors, the communities where it operates,
its equipment, and infrastructure.

Analysis8: The sustainability report provides some
information on how the organization integrates pro-
cesses for identifying, assessing, and managing
climate-related risks into its overall risk manage-
ment. The report mentions that assessing climate-
related risks is an important part of making initial
investment decisions, and projects under develop-
ment that are expected to have a material green-
house gas impact must meet internal carbon per-
formance standards or industry benchmarks. The
report also discusses the potential physical impacts
of climate change and how the organization takes
climate variability into consideration in the design
and operation of its assets and infrastructure. How-
ever, the report lacks specific details on how the
organization identifies and assesses climate-related
risks and how it manages these risks. Therefore, the
report only partially meets the TCFD guidelines.

Score8: 60
Metrics and targets:

Q9: What metrics does the organisation use to as-
sess climate-related risks and opportunities? How
do the metrics help ensure that the performance
is in line with its strategy and risk management
process?

A9: Shell uses internal carbon performance stan-
dards or industry benchmarks to assess climate-
related risks at a project level. The standards are
used to measure a project’s average lifetime green-
house gas intensity or energy efficiency per asset
type. The company has also established remunera-
tion policies to support short-term climate targets.
The 2022 Annual Report provides more informa-
tion on material climate-related risks and opportu-
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nities.

Analysis9: The sustainability report provides some
information on the metrics used to assess climate-
related risks and opportunities. The report men-
tions internal carbon performance standards and
industry benchmarks used to measure and man-
age climate-related risks and opportunities. How-
ever, the report lacks specific details on the metrics
used to assess climate-related risks and opportu-
nities. The report does not provide metrics con-
sistent with the cross-industry, metrics on climate-
related risks associated with water, energy, land
use, and waste management, or forward-looking
metrics for the cross-industry. The report does
not describe whether and how related performance
metrics are incorporated into remuneration policies.
The report provides some information on internal
carbon prices and climate-related opportunity met-
rics. Overall, the report lacks specific details on
the metrics used to assess climate-related risks and
opportunities, and therefore, the score is 50.

Score9: 50

Q10: Does the organisation disclose its Scope 1,
Scope 2, and, if appropriate, Scope 3 greenhouse
gas (GHG) emissions? What are the related risks
and do they differ depending on the scope?

A10: Yes, Shell discloses its Scope 1 and 2 green-
house gas emissions. Scope 3 emissions from en-
ergy products sold account for most of the total
emissions reported. The related risks include regu-
latory and reputational risks, as well as risks asso-
ciated with the energy transition. The report lacks
specific information on the risks associated with
each scope.

Analysis10: The sustainability report provides a
comprehensive disclosure of Scope 1 and Scope
2 GHG emissions under operational control, in-
cluding a breakdown of emissions by gas type and
historical trends. However, the report lacks a clear
disclosure of Scope 3 GHG emissions and associ-
ated risks, which are critical for a complete under-
standing of the company’s carbon footprint. The
report does mention that Scope 3 emissions from
energy products sold account for most of the total
emissions, but it does not provide any further de-
tails. The report also lacks a clear description of
the methodologies used to calculate or estimate the
metrics. Overall, the report partially meets the re-
quirements for high-quality disclosure pertaining to
the critical element of GHG emissions disclosure.



Scorel0: 70

Q11: What targets does the organisation use to un-
derstand/quantify/benchmark climate-related risks
and opportunities? How is the organization per-
forming against these targets?

A11: Shell uses internal carbon performance stan-
dards or industry benchmarks to assess climate-
related risks at a project level. The company aims
to reduce absolute Scope 1 and 2 emissions by 50
Analysis11: The report provides some information
on the targets used by the organization to manage
climate-related risks and opportunities and perfor-
mance against targets. The report mentions Shell’s
climate target to become a net-zero emissions en-
ergy business by 2050 and includes some specific
targets such as reducing absolute Scope 1 and 2
emissions by 50

Scorell: 60

Average score: 50.00

H.4 UBS 2022

Governance:

Q1: How does the company’s board oversee
climate-related risks and opportunities?

Al: The Board of Directors’ Corporate Culture and
Responsibility Committee oversees the company’s
climate risk program and approves Group-wide
sustainability and impact objectives. It considers
the progress of UBS’s climate risk program jointly
with the BoD Risk Committee and supports the
BoD in fulfilling its duty to set and supervise an ap-
propriate risk management and control framework.
Analysisl: The disclosure provides some infor-
mation on the board’s oversight of climate-related
risks and opportunities. It mentions that the board
is responsible for monitoring climate-related risks
and that designated management positions ensure
the development, implementation, and review of
policies and metrics. The board also considers
progress against goals and targets for addressing
climate-related issues. However, the disclosure
lacks specific details on the processes and fre-
quency by which the board and/or board commit-
tees are informed about climate-related issues. It
also does not provide sufficient information on
whether the board and/or board committees con-
sider climate-related issues when reviewing and
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guiding strategy, major plans of action, risk man-
agement policies, annual budgets, and business
plans. Overall, the disclosure partially meets the
requirements for high-quality disclosure pertaining
to the board’s oversight of climate-related risks and
opportunities.

Scorel: 60

Q2: What is the role of management in assessing
and managing climate-related risks and opportuni-
ties?

A2: UBS AG integrates climate-related risks into
its investment and risk management processes. Des-
ignated management-level positions ensure the de-
velopment, implementation, and review of frame-
work, policies, and metrics. The company applies
a sustainability and climate risk policy framework
to all relevant activities. However, the report lacks
concrete data and relies on vague statements, and it
is unclear how the company is addressing the lack
of data for some portfolios.

Analysis2: The disclosure provides some informa-
tion on management’s role in assessing and man-
aging climate-related risks and opportunities. It
mentions that regular management meetings are
held to monitor the status and progress of efforts
to manage climate-related risks. It also describes
the responsibilities of designated management and
the processes by which management is informed
about climate-related issues. However, the disclo-
sure lacks specific details on the organizational
structure and how management monitors climate-
related issues. It also does not mention whether
the management positions or committees report to
the board or a committee of the board. Overall,
the disclosure partially meets the requirements for
high-quality disclosure pertaining to the critical
element.

Score2: 60
Strategy:

Q3: What are the most relevant climate-related
risks and opportunities that the organisation has
identified over the short, medium, and long term?
Are risks clearly associated with a horizon?

A3: UBS AG has identified climate-driven risks
and opportunities across different time horizons.
Physical risks are moderately low, while transition
risks are emerging in the long term. Climate-related
risks are scored between O and 1, based on trans-



mission channels, and are rated from low to high.
Climate-related investment products are seen as
the highest-ranked immediate commercial oppor-
tunity. However, the report lacks concrete data
and timelines for risk management and opportunity
assessment.

Analysis3: The report provides a detailed descrip-
tion of the climate-related risks and opportuni-
ties identified by the organization over the short,
medium, and long term. The report describes the
relevant time horizons, specific climate-related is-
sues, and the process used to determine which risks
and opportunities could have a material financial
impact on the organization. The report also con-
siders providing a description of risks and oppor-
tunities by sector and/or geography, as appropriate.
However, the report lacks specific details on the
process used to determine the materiality of the
risks and opportunities identified. Overall, the re-
port meets most of the requirements, but there is
room for improvement in terms of providing more
specific details.

Score3: 85

Q4: How do climate-related risks and opportuni-
ties impact the organisation’s businesses strategy,
economic and financial performance, and financial
planning?

A4: Climate-related risks represent financial risks
for UBS and its clients, while investing in climate
change mitigation presents commercial opportuni-
ties. UBS has a climate strategy that covers manag-
ing climate-related financial risks and taking action
on a net-zero future. However, the report lacks
concrete data and relies on vague statements, and
there is a risk of greenwashing.

Analysis4: The sustainability report provides a
comprehensive discussion of climate-related risks
and opportunities and their impact on the organiza-
tion’s businesses, strategy, and financial planning.
The report describes the impact of climate-related
issues on various areas, including products and
services, supply chain, adaptation and mitigation
activities, investment in research and development,
operations, acquisitions or divestments, and access
to capital. The report also describes how climate-
related issues serve as an input to the financial plan-
ning process, the time period used, and how these
risks and opportunities are prioritized. The report
provides a holistic picture of the interdependen-
cies among the factors that affect the organization’s
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ability to create value over time. However, the
report lacks specific details on GHG emissions tar-
gets and specific activities intended to reduce GHG
emissions in their operations and value chain or to
otherwise support the transition.

Scored4: 90

Q5: How resilient is the organisation’s strategy
when considering different climate-related scenar-
ios, including a 2°C target or lower scenario? How
resilient is the organisation’s strategy when consid-
ering climate physical risks?

AS: UBS AG has integrated climate risk in the risk
control and monitoring process including scenario
analysis. However, for some portfolios, the assess-
ment of climate-related risks is not possible due to
lack of data. The company has developed climate-
and nature-related risk methodologies, which rate
cross-sectoral exposures to SCR sensitivity, on a
scale from high to low. The report does not provide
enough information to determine the resilience of
the organization’s strategy when considering differ-
ent climate-related scenarios or physical risks.
Analysis5: The sustainability report provides a de-
tailed description of the organization’s methodol-
ogy for assessing climate-driven risks and how it
has integrated climate risk in the risk control and
monitoring process, including scenario analysis.
The report also discusses the potential impact of
climate-related issues on financial performance and
position. However, the report lacks specific details
on how the organization’s strategies might change
to address potential risks and opportunities, and
the climate-related scenarios and associated time
horizon considered. Additionally, the report does
not provide a clear description of the organization’s
resilience to a 2°C or lower scenario. Overall, the
report provides a good level of disclosure but lacks
some specific details to fully satisfy the TCFD
guidelines.

Score5: 80

Risk management:

Q6: What processes does the organisation use to
identify and assess climate-related risks?

A6: UBS AG uses standard financial and non-
financial risk processes to identify and assess ma-
terial sustainability and climate risks. These pro-
cesses include controls during client onboarding,
transaction due diligence, product development, in-



vestment decision processes, own operations, sup-
ply chain management, and portfolio reviews. The
company also integrates climate risk in the risk
control and monitoring process, including scenario
analysis, and periodically reports on sustainability
and climate risk exposures. However, the report
acknowledges that climate risk analysis is a novel
area of research, and methodologies, tools, and
data availability are still evolving.

Analysis6: The disclosure provides some informa-
tion on the organization’s processes for identify-
ing and assessing climate-related risks. The report
mentions that standard financial and non-financial
risk processes ensure that material sustainability
and climate risks are identified, assessed, approved,
and escalated in a timely manner. The report also
mentions that climate risk is integrated into the risk
control and monitoring process, including scenario
analysis. However, the report lacks specific details
on how the organization determines the relative
significance of climate-related risks in relation to
other risks. The report also does not disclose the
processes for assessing the potential size and scope
of identified climate-related risks and definitions of
risk terminology used or references to existing risk
classification frameworks used. Therefore, the re-
port partially meets the requirements, and the score
is 60.

Score6: 60

Q7: How does the organisation manage climate-
related risks?

A7: UBS AG integrates risk data and insights
into their investment management processes to
manage climate risks. They have a sustainabil-
ity and climate risk management framework in
place, which includes risk identification and mea-
surement, monitoring and risk appetite setting, risk
management and control, and risk reporting pro-
cesses. They also offer innovative products and
services to help clients manage and protect their
assets from climate-related risks.

Analysis7: The disclosure provides a comprehen-
sive overview of the organization’s approach to
managing climate-related risks. The report de-
scribes the processes for managing climate-related
risks, including how they make decisions to miti-
gate, transfer, accept, or control those risks. The
report also describes the processes for prioritizing
climate-related risks, including how materiality de-
terminations are made within their organizations.
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The report provides details on the risk management
and control processes, including the identification,
measurement, monitoring, and escalation of mate-
rial sustainability and climate risks. However, the
report could have provided more specific details on
the methodologies used to assess climate-related
risks and how the organization integrates climate
risk data and insights into its investment manage-
ment processes.

Score7: 90

Q8: How are the processes for identifying, assess-
ing, and managing climate-related risks integrated
into the organisation’s overall risk management?
A8: UBS AG integrates sustainability and climate
risk considerations into its internal and external re-
porting, risk appetite setting, and management and
control processes. The company has a climate risk
program with defined responsibilities, processes,
and tools applicable to business divisions and group
functions. However, the report lacks concrete data
on the integration of climate-related risks into the
organization’s overall risk management.
Analysis8: The disclosure provides a comprehen-
sive description of how the organization integrates
processes for identifying, assessing, and managing
climate-related risks into its overall risk manage-
ment. The report describes how sustainability and
climate risk exposures are monitored and metrics
reported internally to enable risk appetite setting.
The report also describes how management and
control processes ensure that material sustainability
and climate risks are identified, measured, moni-
tored, and escalated in a timely manner. However,
the report lacks specific details on how the organiza-
tion integrates climate-related risks into its overall
risk management. For instance, the report does
not provide specific examples of how sustainabil-
ity and climate risk considerations are included in
internal and external reporting. Overall, the disclo-
sure meets most of the requirements and scores 85
out of 100.

Score8: 85
Metrics and targets:

Q9: What metrics does the organisation use to as-
sess climate-related risks and opportunities? How
do the metrics help ensure that the performance
is in line with its strategy and risk management
process?



A9: UBS AG uses periodic climate-related credit
and market risk metrics, climate risk heatmaps, cli-
mate scenario analysis and stress test exercises, and
a sustainability and climate risk scorecard to assess
climate-related risks and opportunities. These met-
rics help ensure that the performance is in line with
its strategy and risk management process by inte-
grating risk data and insights into its investment
management processes and enabling risk appetite
setting.

Analysis9: The given disclosure provides some
information on the metrics used to assess climate-
related risks and opportunities. The report men-
tions that key sustainability and climate risk con-
siderations are included in internal and external
reporting, and that sustainability and climate risk
exposures are monitored and metrics reported in-
ternally to enable risk appetite setting. However,
the report lacks specific details on the metrics used
to measure and manage climate-related risks and
opportunities. The report does not provide met-
rics on climate-related risks associated with water,
energy, land use, and waste management. The re-
port also does not provide forward-looking metrics
for the cross-industry, consistent with their busi-
ness or strategic planning time horizons. Overall,
the disclosure is insufficient in meeting the TCFD
guidelines.

Score9: 40

Q10: Does the organisation disclose its Scope 1,
Scope 2, and, if appropriate, Scope 3 greenhouse
gas (GHG) emissions? What are the related risks
and do they differ depending on the scope?

A10: Yes, UBS AG discloses its Scope 1, Scope
2, and Scope 3 greenhouse gas emissions. The re-
port identifies direct emissions from gas, oil and
fuel consumption, indirect emissions from electric-
ity and district heating and other indirect emissions
from leased assets, paper, waste and business travel.
The report also mentions that they are looking to
quantify any relevant scope 3 emissions from cate-
gories 1 to 14. The related risks are not explicitly
stated.

Analysis10: The sustainability report provides a
comprehensive disclosure of Scope 1 and Scope 2
GHG emissions, and a partial disclosure of Scope
3 GHG emissions. The report mentions that the
organization has made a first estimation of Scope 3
emissions and identified the top contributors. How-
ever, it does not provide a detailed breakdown of
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Scope 3 emissions by category, which is a require-
ment for high-quality disclosure. The report also
lacks information on the related risks and how they
differ depending on the scope. Overall, the report
partially meets the requirements for high-quality
disclosure of GHG emissions and related risks, but
there is room for improvement.

Scorel0: 70

Q11: What targets does the organisation use to un-
derstand/quantify/benchmark climate-related risks
and opportunities? How is the organization per-
forming against these targets?

All: UBS AG uses quantitative climate risk ap-
petite, integrates sustainability and climate risk into
policies and processes, builds in-house capacity,
centralizes and executes ESG data strategy to un-
derstand/quantify/benchmark climate-related risks
and opportunities. The report does not provide suf-
ficient information to evaluate the organization’s
performance against these targets.

Analysis11: The sustainability report provides
some information on the targets used by the or-
ganization to manage climate-related risks and op-
portunities and performance against targets. The
report mentions that the organization has devel-
oped methodologies to set climate-related targets
and identify climate-related risks, and that sustain-
ability and climate risk exposures are monitored
and metrics reported internally to enable risk ap-
petite setting. However, the report lacks specific de-
tails on the key climate-related targets, time frames,
base year, and key performance indicators used to
assess progress against targets. The report also does
not provide a description of the methodologies used
to calculate targets and measures. Therefore, while
the report provides some information on the TCFD
recommendation point, it does not fully satisfy the
TCFD guidelines.

Scorell: 50

Average score: 70.0

I Comparison with Liu et al. (2023)

Instead of hallucination-free rates, Liu et al. (2023)
measures citation recall and precision to evaluate
the attribution quality. Citation recall is similar
to our content-dimension hallucination-free rate.
It measures the proportion of verification-worthy
statements that are fully supported by the associ-



ated citations. However, citation recall is statement-
level while our metric is paragraph-level: an an-
swer paragraph is hallucination-free only when
all its statements are grounded by evidence. ci-
tation precision is the portion of citations that sup-
port their statements, while our source-dimension
hallucination-free rate measures the proportion
of answers that honestly include all supportive
sources. It is important to note that Liu et al. (2023)
includes queries of various domains to evaluate
the trustworthiness of general-purpose search en-
gines, while our human evaluation focus on CHA-
TREPORT.

J Answers Are Easy to Trace

The following example showcases the traceabil-
ity of an answer produced by ChatGPT. There are
three sentences in the answer. Searching for the
underlined keywords, we easily identify the first
and second sentence’s evidence sentence in Source
215 and 166 respectively.

Answer: Assurant conducted a
preliminary scenario analysis in 2021 to
identify and analyze climate-related risks
faced by 10 of its critical and/or highly
vulnerable facilities across the globe.
The company's longer-term strategic planning
process prioritized climate as a multi-
year ESG area of focus. However, the
report lacks concrete data on the
resilience of the organization's strategy
in different climate-related scenarios.

Source 215: Preliminary Scenario Analysis: The
process of screening for climate-related
risks and opportunities across operations
and business units informed our
preliminary scenario analysis activities. We
conducted an initial climate scenario
analysis in 2021, with third-party support
, to identify and analyze the various
climate-related risks faced by 10 of
Assurant's critical and/or highly
vulnerable facilities across the globe

Source 166: Assurant 's longer-term strategic
planning process, overseen by our Board,
prioritized climate as a multi-year ESG
area of focus

K Answer Comparison

An example of ChatGPT and GPT-4 outputs com-
parison. ChatGPT answers the question extrac-
tively and adheres to the authentic information:
asserting that it is “the executive leadership team”
that reviews Walmart’s climate strategy at least an-
nually. However, GPT-4 mistakenly summarizes
that the board oversees ESG issues through “its
Nominating and Governance Committee (NGC)”.
It asserts that “the NGC reviews Walmart’s climate
strategy at least annually”, which is not accurate.
GPT-4 conducts unnecessary summarizations and

inferences. This hallucinates the company’s differ-
ent committees.

Question:
How does the company's board oversee climate-
related risks and opportunities?

ChatGPT Answer:

Walmart's board oversees the overall ESG
strategy and certain priority issues,
including climate-related risks and
opportunities. The Chief Sustainability
Officer provides updates on the ESG agenda

and progress to the Nominating and
Governance Committee. The executive
leadership team reviews Walmart's climate
strategy at least annually. The Nominating
and Governance Committee discussed
Walmart's ESG strategies and progress,
including climate and public policy
strategies and practices in 2021

GPT-4 Answer:

The Walmart Board of Directors oversees the
company's climate-related risks and
opportunities through its Nominating and
Governance Committee, which reviews the
climate strategy at least annually. The
Board also engages with stakeholders and
advocates for an enabling policy
environment. The company's executive
leadership team and ESG Steering Committee

also have oversight responsibility for
particular ESG issues.

L TCFD Introduction

The TCDF is an internationally recognized initia-
tive established by the Financial Stability Board in
2015. Its general structure - covering governance,
strategy, risk management, and metrics and targets
- emerges as the premier candidate of voluntary re-
porting frameworks to be adopted for regulatory
reporting and international standards®. The pur-
pose of the TCFD is to provide a voluntary report-
ing framework to encourage companies to disclose
information on climate-related risks and opportu-
nities. This information is crucial for stakehold-
ers and investors to make informed decisions that
account for climate-related risks. Companies are
asked to disclose this information in their annual
reports and financial filings, within their sustain-
ability reports, or as stand-alone documents. To
date, most companies have included the informa-
tion as part of their sustainability reports, due to no
or limited assurance and legal liability concerns if
it was included in the annual reports. This is why
our analysis focuses on content in sustainability
reports from the perspective of a reporting standard
such as the TCFD, but it can also be extended to
any other corporate report. However, it is important
to keep in mind that our analysis primarily evalu-

8The main emerging standards in this context are the draft
disclosure standards provided by the International Financial
Reporting Standards’ International Sustainability Standards
Board (ISSB).
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ates the disclosed information rather than directly
measuring the genuine implementation of tangible
actions by the company.
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Abstract

Retrieval-augmented large language models
(R-LLMs) combine pre-trained large language
models (LLMs) with information retrieval
systems to improve the accuracy of factual
question-answering. However, current libraries
for building R-LLMs provide high-level ab-
stractions without sufficient transparency for
evaluating and optimizing prompts within spe-
cific inference processes such as retrieval
and generation. To address this gap, we
present RALLE, an open-source framework de-
signed to facilitate the development, evaluation,
and optimization of R-LLMs for knowledge-
intensive tasks. With RALLE, developers can
easily develop and evaluate R-LLMs, improv-
ing hand-crafted prompts, assessing individ-
ual inference processes, and objectively mea-
suring overall system performance quantita-
tively. By leveraging these features, developers
can enhance the performance and accuracy of
their R-LLMs in knowledge-intensive genera-
tion tasks. We open-source our code at https:
//github.com/yhoshi3/Ralle.

1 Introduction

Large language models (LLMs) have shown great
potential for natural language understanding and
generation tasks (Brown et al., 2020; Chowdh-
ery et al., 2022; OpenAl, 2023). However, they
face challenges when answering factual questions
due to hallucinations (or confabulations) (Bang
et al., 2023; Borji, 2023), outdated parametric
knowledge (Liska et al., 2022), and memory effi-
ciency of parametric knowledge (e.g., Heinzerling
and Inui, 2021). To address these limitations, re-
searchers have turned to the retrieval-augmented
approach used in open-domain question answering
(QA) (Chen et al., 2017), hereinafter referred to as
retrieval-augmented LLMs or R-LLMs.

In comparison to closed-book settings where lan-
guage models generate answers without retrieval,

* These authors contributed equally to this work.
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R-LLMs (open-book settings) enable the retrieval
of relevant information from external databases
or corpora (Mialon et al., 2023; Ng et al., 2023),
which has led to improved accuracy in open-
domain QA (Shi et al., 2023). Additionally, R-
LLMSs can acquire extended features even without
additional training, such as explicit references, re-
lief from fact hallucination (Nakano et al., 2021),
and easy updates to the knowledge source (e.g.,
Guu et al., 2020; Ng et al., 2023).

Retrieval-augmented generation needs further
research and development to reach its full poten-
tial. For example, even though the retriever-reader
system has been trained on the Natural Questions
(NQ) dataset (Kwiatkowski et al., 2019), its F1
score on the short answer task is 68.3 and still lags
behind the oracle F1 score of 75.7 (Asai and Choi,
2021). This implies that further improvements can
be made to the retrieval-augmented generation ap-
proach. Additionally, users would be probably
aware that the outputs generated by R-LLMs may
contain factual errors, particularly when applied
to knowledge-intensive tasks. However, there is
currently a lack of accessible evaluation framework
to assess their output quality. This makes it difficult
to identify areas for improvement.

Furthermore, having effective tools for develop-
ing R-LLMs is crucial. These tools should enable
the design of inference steps such as retrieve-then-
generate, selecting the combination of retrievers
and LLMs, evaluating the performance of the en-
tire system, and testing the prompts used in each
inference step. Currently available tools, such as
the ChatGPT Retrieval Pluginl, Guidance?, and
LangChain® (Chase, 2023), offer a high degree
of abstraction, making it challenging to verify the
functionality of individual inference steps or opti-

"https://github.com/openai/

chatgpt-retrieval-plugin
https://github.com/microsoft/guidance
*Note: Our code does not use either of these.
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RALLE: Retrieval-Augmented LLM Development and Evaluation framework
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Figure 1: Overview of RALLE, our proposed development and evaluation framework for R-LLMs. Any number of
actions can be defined for an R-LLM. Each action can be executed individually to test the corresponding prompts.
Experimental setup and evaluation results can be tracked using MLflow. Additionally, a simple chat interface can be
built to test out the best practices from the development and evaluation stages in a practical setting.

mize prompts within each step. This lack of trans-
parency might hinder the optimization of R-LLMs.

In this paper, we propose RALLE, an accessible
framework for Retrieval-Augmented Large Lan-
guage model development and Evaluation. We
also present evaluation results of several R-LLMs
that we have constructed by using open-source re-
trievers and LLMs. To the best of our knowledge,
RALLE is the first framework that empowers R-
LLM developers and open-domain QA researchers
to efficiently develop, evaluate, and improve R-
LLMs using objective metrics.

RALLE offers several key benefits:

1. Easy development and testing: users can eas-
ily select, combine, and test various retrievers
and LLMs, especially open-source models,
within a graphical interface.

Objective evaluation of R-LLMs: RALLE pro-
vides reproducible experiments with objec-
tive benchmarks/metrics, enabling objective
assessments of R-LLM performance.

. Transparent prompt engineering: all inputs
(prompts) and outputs of each action are vis-
ible to developers, allowing for easy explo-
ration and optimization of the prompts.
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2 RALLE Usage

Figure 1 presents an overview of the key features
of the proposed framework®*. The primary develop-
ment process involves three stages: (1) embedding
and indexing the knowledge source documents, (2)
designing an inference chain consisting of an R-
LLM with customized prompt templates for each
action, and (3) benchmarking the developed R-
LLM.

2.1 Document Embedding and Indexing

To begin, the knowledge source documents can be
encoded using an arbitrary encoder model, such
as a sparse or dense retriever. For efficient in-
dexing of dense embeddings, several methods
are available by default, including Faiss (Johnson
et al., 2019), HNSW (Malkov and Yashunin, 2020),
and DiskANN (Jayaram Subramanya et al., 2019).
By default, an HNSW index is constructed with
e f_construction = 128 (the size of the dynamic
list for the nearest neighbors) and m 32 (the
number of links created for every new element dur-
ing graph construction).

2.2 Chain Construction

Once the document embedding and indexing are
completed, the retrievers (and the correspond-
ing indices) and LLMs can be loaded via the

“Please also review the demonstration screencast.


https://youtu.be/wJlpGhlBHPw

Gradio’-based GUI (Abid et al., 2019) to es-
tablish an inference chain that comprises an
R-LLM. This chain of actions enables users
to design a pipeline for multi-step inference,
such as [retrieve]-[generate], or more intricate
workflows such as [rewrite queryl-[retrieve]-
[generate] proposed in Ma et al. (2023). The ver-
satility of this feature is especially beneficial in
creating the chains tailored to specific use cases.

A single-action chain can function as either a
simple retriever that returns the retrieved docu-
ments, or a closed-book QA that leverages the para-
metric knowledge of an LLM to provide answers
without retrieval. In contrast, a chain with multi-
ple actions that include retrieval enables retrieval-
augmented generation or open-book QA, allowing
an LLM to access external documents relevant to a
question. Our default setup for R-LLMs consists
of two actions: retrieve and generate.

2.3 Prompt Engineering

The RALLE framework allows developers to in-
teractively craft customized prompt templates for
LLMs and even for search queries on a per-chain
basis. Each action can be executed independently,
enabling precise control over LLM responses, such
as specifying the desired output format or suppress-
ing undesirable hallucinations. To enhance the ver-
satility of prompt development, RALLE integrates
support for f-strings and eval() function in Python.

2.4 Experiment Tracking

We utilize MLflow (LF Projects, 2023) to track the
experiments, along with their associated configura-
tion files and prompt templates. This allows us to
compare the performance of different experiment
runs objectively, which enables us to develop even
better R-LLMs.

2.5 Chat Al

RALLE also provides support for building a sim-
ple chat interface. This enables users to test out
best practices from the development and evaluation
stages in a practical setting.

3 Experimental Settings

In this section, we evaluate the performance of R-
LLMs constructed with several combinations of
open-source retrievers and LLMs on knowledge-
intensive tasks.

Shttps://www.gradio.app/
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3.1 Tasks and Datasets

We employ KILT (Knowledge Intensive Language
Tasks) benchmark (Petroni et al., 2021), an ex-
tensive benchmark that encompasses 11 datasets
across five knowledge-intensive natural language
processing tasks: fact checking, entity linking, slot
filling, open-domain question answering, and dia-
logue (for further details of KILT, see Petroni et al.
(2021)). We use the training sets for developing
prompts and the development set for evaluation.

As the knowledge source, we utilize the pre-
processed Wikipedia passages provided by KILT.
The passages are derived from English Wikipedia
articles based on the 2019/08/01 Wikipedia dump
data, consisting of a total of 5.9 million articles
and 22.2 million 100-word passages. For both
dense and sparse retrievers, we use the set of 100-
word passages after additional pre-processing that
prepends the title of the article to each passage.

Note that RALLE is dataset-agnostic, allowing
developers to use their own QA datasets and cor-
pora for development and evaluation. See Ap-
pendix A.10 for more information.

3.2 Models

This subsection details the retrievers and LLMs
employed to build R-LLMs in our experiments.
RALLE allows practitioners and researchers to eas-
ily experiment with the most recent models avail-
able in open-source repositories. With the excep-
tion of BM25, all models are available from Hug-
ging Face (Wolf et al., 2020) (see Appendix A.9
for the summary).

3.2.1 LLMs

The LLM used within the R-LLM must compre-
hend instructions provided in a prompt and gener-
ate appropriate responses based on the given infor-
mation. To achieve this, we use instruction-tuned
LLMs with a temperature parameter set to zero for
optimal performance and reproducibility.
Llama-2-chat is tuned with supervised fine-
tuning and reinforcement learning with human
feedback (RLHF) (Christiano et al., 2017; Stiennon
et al., 2020) to align to human preferences for help-
fulness and safety (Touvron et al., 2023b). In our
experiments, we utilize both 13-billion (Llama2-
13B) and 70-billion (Llama2-70B) models.
WizardVicunaLM-13B®  (W-Vicuna-13B)
(Lee, 2023) is formed by combining the concepts

®https://huggingface.co/junelee/
wizard-vicuna-13b


https://www.gradio.app/
https://huggingface.co/junelee/wizard-vicuna-13b
https://huggingface.co/junelee/wizard-vicuna-13b

Model dim. maxlen. MTEB Retrieval
BM25 - - 42.3%
m-€e5 1,024 514 51.43
e5 1,024 512 50.56

Table 1: Summary of the retrievers used in our eval-
uation. Dimensions of a dense embedding vector are
shown in dim., while the maximum token length of an
input sequence is max len.. The evaluation metric for
MTEB Retrieval is nDCG@10. #: Results from Ram
et al. (2022). Results on MTEB Retrieval except BM25
are copied from MTEB leaderboard’.

of WizardLM (Xu et al., 2023) (refining the
initial instructions with Evol-Instruct method (Xu
et al., 2023)) and Vicuna (Chiang et al., 2023) (a
fine-tuned LLaMA model (Touvron et al., 2023a)
with multi-round conversation data from chatbots).

3.2.2 Retrievers

We experiment with both sparse and dense retriev-
ers for document retrieval. Specifically, we select
dense retrievers that have achieved high accuracy
on the retrieval task of Massive Text Embedding
Benchmark (MTEB) (Muennighoff et al., 2023)
leaderboard” as of July 2023. A list of the retriev-
ers used in our study can be found in Table 1. In
the open-book experiments, the top-5 most relevant
documents are retrieved.

As the metrics of retrieval performance, we fol-
low Petroni et al. (2021) and use the page-level
R-precision (Craswell, 2016) and recall@5. The
page-level R-precision is the percentage of R gold
pages inside each provenance set among the top-R
retrieved pages. Typically, R-Precision is equiva-
lent to Precision@ 1 except FEVER and HotPotQA
(multi-hop datasets).

BM25 (Robertson and Zaragoza, 2009) is a
bag-of-words retrieval function based on the term-
matching. We use the Pyserini (Lin et al., 2021)
implementation of unigram BM25 with the default
parameters of k; = 0.9 (term frequency scaling)
and b = 0.4 (document length normalization). The
documents for BM25 retrieval is the same 100-
word passages as the dense retrievers.

e5-large-v2® (e5) (Wang et al., 2022) is a super-
vised bi-encoder model with a query encoder and a

"https://huggingface.co/spaces/mteb/
leaderboard

$https://huggingface.co/intfloat/
eb5-large-v2
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document encoder. multilingual-e5-large’ (m-e5)
is a multilingual fine-tuned e5 model.

3.3 Prompts

We utilize custom-designed prompt templates that
are specifically crafted for each dataset in KILT.
RALLE accepts templates with non-natural lan-
guage formats, such as f-strings and eval() func-
tions in Python. This allows developers to care-
fully craft their prompt templates for optimal per-
formance. The prompt templates used in our exper-
iments are shown in Appendix A.11.

For entity linking task of KILT (AY2, WnWi,
and WnCw), we employ a REWRITE-EL template
by default for search queries. This template ex-
tracts the specific entity mentions being questioned
as a query, as employing an entire span of a ques-
tion is unlikely to find relevant documents (we will
discuss in Section 4.3). After retrieving the rele-
vant documents, the top-1 Wikipedia title is output
as an answer. As a result, the downstream accuracy
in entity linking task is not affected by the number
of retrieved documents (if one or more).

4 KILT Benchmark Results

This section provides the downstream and retrieval
performance of the R-LLMs developed and evalu-
ated using RALLE.

4.1 Baseline

We compare our results with those of the BART-
large model (Lewis et al., 2020a) for the closed-
book setting and the RAG model (Lewis et al.,
2020b) for the open-book setting, which presented
in Petroni et al. (2021). Notably, these baseline
models were specifically fine-tuned on the KILT
benchmark, whereas our chosen LLMs and con-
structed R-LLMs were not. See also Appendix A.5
for additional information of the baselines.

4.2 Downstream Performance

We summarize the downstream performance'? in
Table 2. RALLE also includes has_answer per-
centage for short answers, a proxy metric to mea-
sure the proportion of questions that contain gold
answers within the final output generated by an

R-LLM (see Appendix A.3 for more details).

*https://huggingface.co/intfloat/
multilingual-eb-large

10See also Table 6 in Appendix A.6 for additional results in
a closed-book setting.
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Fact Check. Entity Linking Slot Filling Open Domain QA Dial.
Dataset ‘ FEV AY2 WnWi  WnCw  T-REx zsRE NQ HoPo TQA ELI5 WoWw
Model / Metric ‘ Accuracy Exact Match RL Fl1
BART-large® (closed-book) 80.7 86.6 479 48.0 43.8 3.0 26.2 16.9 325 22.7 X
Llama2-70B (closed-book) 33.6 (74.9) 30.8 5450 42.8 38 39257 28.5ws 113036 19.6 3749 13951 67.4 808) 23.0 13.3
RAG® 87.7 774 49.0 46.7 61.5 474 48.8 27.7 61.7 16.1 133
e5 + W-Vicuna-13B 10.6 424 51219 48.6G14 456614 316w 23.0@23 18.7a80 19.7 @83 43.1 6717 21.4 12.3
e5 + Llama2-13B 66.3 (73.5) 172 @23 31.7 @ 36.1 @33 143 @55  56.3 762 20.9 12.3
BM25 + Llama2-70B 46.2 6.3 18.0Gs59 19.1 322 142309 259 @0 314678 253343 259 @34 65.8 80.0) 21.3 12.2
e5 + Llama2-70B 49.9 88.6) 28.9 w92y 35.0 @32 36.4 4ss) 28.1 @358 71.1 839) 21.5 13.2
e5 (DiskANN) 49.9 37.9) 44.3 505 453 @s1)y 43.0 @ss) 25.3 @39 32.1 3679 36.1w@se 26.7 43 70.4 332 21.5 13.1
top-2 49.3 ss8.1) 23.5 449y 347 @300 33.7 62y 23.8 342 T71.3 29) 21.6 13.3
top-10 50.2 5.0y 31.1 @93) 35.4 @25 352@usy 249357 59.3 328 21.5 13.2
Model / Metric KILT-Accuracy KILT-EM KILT-RL | KILT-F1
RAG® 55.5 77.4 49.0 46.7 254 42.6 36.3 3.1 36.1 2.7 7.5
e5 + W-Vicuna-13B 8.4 335 51.2 120 48.6 us6) 45.5 w55y 19.0 es0) 22281 144278 8.6 119  26.6 403) 2.7 73
e5 + Llama2-13B 53.1 s8.7) 11.5 @257 29.8 ¢ss) 27.5@325 5.6006 34.7 wen) 2.7 7.4
BM25 + Llama2-70B 21.9 (44.4) 17.6 176) 189 as9 139 139 14.5 @5 249 @6 9.3 (124 45659  23.6 219 1.5 4.0
e5 + Llama2-70B 40.2 m.2) 19.2 297 32.8 w4y 27.7 363 11.3 45 42.8 @7 2.7 8.1
e5 (DiskANN) 38.3 ©8.5) 44.3 @a3) 453 @53 428 @8 193 42 302655 273659 9302y 421 @0 2.7 .
top-2 39.6 (707 15.6 @800 32.9 @06 257352 T.6a3y 431 @3 2.7 8.3
top-10 40.4 0.7 20.5 299 332398 27.1¢@6n 9943  36.1 ¢y 2.7 8.1

Table 2: Downstream performance on KILT dev set. Following Petroni et al. (2021), we report the results of typical
metrics for each dataset, with bold indicating the best result and underlined indicating the second. The metrics with
the prefix KILT- award output performance only when R-Prec = 1 (retrieval success). The figures in parentheses
represent has_answer percentage, which corresponds to the proportion of questions with gold answers included in
the final output. The figures shown in gray are copied from the column above because they do not change based
on the given setting (we use the Identity function of RALLE for the tasks, rather than an LLM). ¢: Results from

Petroni et al. (2021).

Our constructed R-LLM (e5 + Llama2-70B)
surpasses the performance of the RAG model on
both HoPo and TQA, despite not being fine-tuned
with KILT like RAG. Moreover, our constructed
R-LLMs demonstrate acceptable accuracy levels
on other datasets as well, without any significant
drawbacks. The results indicate that the LLMs used
in this study exhibit certain ability to comprehend
the retrieved documents.

Furthermore, our analysis reveals several fac-
tors that could contribute to improvement of down-
stream performance, including retrieval augmen-
tation (except ELIS), increased model scale (ex-
cept FEV and T-REX), and referring to more docu-
ments during generation (except NQ, HoPo, TQA
and WoW). However, some datasets exhibits excep-
tions to these tendencies or had lower performance
compared to their corresponding has_answer per-
centage (such as FEV, T-REx, NQ, and TQA). To
address this issue, developers can improve the R-
LLM with RALLE by refining the inference chain
and the prompt templates. In Section A.4, we pro-
vide our initial attempts at developing inference

chains with three actions on several datasets.

Overall, the downstream evaluation results pro-
vide valuable insights into how well the constructed
R-LLMs perform on knowledge-intensive tasks,
enabling developers to identify areas for improve-
ment.

4.3 Retrieval Performance

Table 3 shows retrieval performance of the cho-
sen retrievers on KILT development set (see also
Table 8 in Appendix for the results of recall@5).
According to Table 3, e5 (with Faiss Flat index)
achieves the highest retrieval performance on aver-
age, though m-e5 is better on MTEB Retrieval task
(Table 1). Despite the superior retrieval accuracy
of e5 compared to RAG on KILT, the downstream
performance of the R-LLM which employs e5 falls
short of that of RAG (Table 2). This indicates that
there is potential room for improvement through
further optimized prompts to enhance the perfor-
mance on a target dataset.

As described in Section 3.3, REWRITE-EL
serves as the default template for search queries
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Fact Check. Entity Linking Slot Filling Open Domain QA Dial.

Dataset ‘ FEV AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELI5 WoW | Avg.
Model ‘ R-Precision
RAG® 63.5 77.4 49.0 46.7 29.3 654 603 30.8 493 164 46.7 | 48.6
BM25 52.1 17.7 20.6 153 34.0 577 263 413 31.7 6.8 28.8 | 30.2

— REWRITE-EL 3017 0.1 (205 2.8% 23 25.9 (—43
m-e5 (Flat) 81.7 41.8 45.8 41.6 47.1 814 630 540 561 119 579 |529

— REWRITE-EL 32386 0.1-457 3.1 =35 41.8 (-11.1)
e5 (Flat) 82.0 51.6 51.6 49.2 45.3 819 652 543 561 129 56.8 | 55.2

— REWRITE-EL 34 482 0.0-s516 2.6 (—466 41.9 (133
e5 (HNSW) 67.9 38.9 423 40.5 23.1 53.0 603 349 504 102 545 | 433

— REWRITE-EL 2.9 360 0.0 423 1.6 (389 32.6 (-107)
e5 (DiskANN) 78.8 44.7 47.8 46.0 37.1 745 649 49.1 554 129 56.6 | 51.6

— REWRITE-EL 3.2 415 0.1 477 1.8 (—442) 394 (122

Table 3: Retrieval performances on KILT dev set. We report page-level R-Precision on KILT development set. Avg.
refers to macro-average of the retrieval scores in each dataset. Bold indicates the best result. ¢: Results from Petroni
et al. (2021). *: BM25 (without REWRITE-EL) failed with long queries (45 out of 5,599 questions) in WnCw.

Retrieval

Model Avg. R-Prec  Memory sec/Q
BM25 30.2 - 0.121
e5 (Flat) 55.2 84.8GB 0.169
e5 (HNSW) 433 90.4 GB 0.008
e5 (DiskANN) 51.6 109GB 0.022
Completion in the Closed-Book Setting sec/Q
Llama-70B 6.727
Retrieval + Generation sec/Q

BM25 + Llama2-70B 3.637
e5 + Llama2-70B 3.793
e5 (DiskANN) + Llama2-70B 3.628

Table 4: Execution latency in seconds per question
(sec/Q). Memory in Retrieval indicates the maximum
(DRAM) memory footprints.

related to entity linking task (AY2, WnWi, and
WnCw). As shown in Table 3, employing the
REWRITE-EL template leads to higher retrieval
accuracy when compared to using the full question
text as a search query (— REWRITE-EL setting).
This indicates that omitting unnecessary informa-
tion from the search queries is helpful especially
for entity linking task.

4.4 Speed Analysis

RALLE allows users to optimize the trade-off be-
tween latency (in seconds per question) and ac-
curacy by comparing various configurations. As
demonstrated in Table 4, employing approximate
nearest neighbor search (ANNS) algorithms such
as HNSW and DiskANN can significantly reduce
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retrieval latency at the cost of decreased accuracy.
Note that, the optimal balance between speed and
accuracy depends on the specific requirements of
the application, and RALLE enables users to easily
experiment with diverse ANNS settings to deter-
mine their impact on both factors.

Notably, DiskANN achieves an accuracy that
is only slightly lower than Faiss flat index while
significantly improving search speeds, despite re-
quiring less memory footprints than both flat and
HNSW indices. Though the reduction in R-
LLM execution time achieved through ANNS may
appear relatively minor, the significantly lower
DRAM requirements of Disk ANN could make it a
more practical solution for scenarios where DRAM
capacity is limited and the flat index exceeds avail-
able DRAM capacity. For further details regarding
latency, refer to Table 9 in Appendix A.8.

5 Conclusion

This paper introduces RALLE, an accessible frame-
work for developing and evaluating R-LLMs. We
also report evaluation results of several R-LLMs
built using open-source retrievers and LLMs on
knowledge-intensive tasks. Overall, RALLE offers
a significant advancement in retrieval-augmented
generation research, enabling efficient develop-
ment, evaluation, and improvement of R-LLMs.
We hope that RALLE will contribute to the devel-
opment of best practices for R-LLMs.

Limitations

All KILT evaluations presented in this paper were
conducted using a development set to maintain fair-



ness and consistency across evaluations, as the an-
swers of the test set remain confidential'!.

While R-LLMs exhibit high validity, it falls be-
hind the smaller yet specialized model, RAG, on
the KILT downstream task (refer to Table 2). This
disparity can be attributed to various factors, includ-
ing prompt maturity and the ability of LLMs to gen-
erate responses. Although the employed prompts
were carefully developed, it is likely that more opti-
mal prompts exist (discussed in Section 4.3). More-
over, fine-tuning LLMs with retrieval-augmented
generation tasks might enhance their performance
on downstream tasks. Therefore, the evaluation
accuracy reported herein would represent a conser-
vative estimate.

Prompt engineering is a crucial aspect of the
retrieval-augmented generation process, as the gen-
erated outputs can differ significantly between mod-
els, even when provided with the same prompt.
RALLE offers an advantage in this regard, allow-
ing users to effortlessly experiment with diverse
prompts for varying behaviors, datasets, and intri-
cate chain of actions.

In the realm of prompt development, techniques
like Automatic Prompt Engineer (APE) (Zhou
et al., 2023) automate the creation of prompts from
input-output pairs and sampling to identify the most
effective prompts. However, the input-output pairs
in retrieval-augmented generation are distinctly dif-
ferent from those of the simple instruction induc-
tion tasks. Because the input text for retrieval-
augmented generation can often be lengthy and
complex, it is difficult to automatically induce the
effective prompts from the input-output pairs.

This tool enables developers to construct an in-
ference chain with predefined actions, while recent
advances have also introduced methods allowing
LLMs to determine the actions (Yao et al., 2023).
One approach entails retrieving documents using
a query rewritten by an LLLM and then summariz-
ing them until the desired information is obtained.
However, in our initial experiments (not described
in this paper), we observed instances where rela-
tively small LLMs (typically less than 100 billion
parameters) became trapped in cycles of repeated
retrieval and summarization, hindering their ability
to reach the final answer generation. Our tool ad-
dresses this issue by intentionally building explicit
inference chains to avoid unintended operations.

"https://eval.ai/web/challenges/
challenge-page/689/overview
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A Appendix

A.1 Computational Resources

The evaluation experiments are conducted on an
Ubuntu 20.04.6 server equipped with Intel(R)
Xeon(R) Gold 6326 CPU at 2.90 GHz CPU cores,
and one node with 4 xNVIDIA A100 Tensor Core
GPU with 40 GB memory, and a RAID-5 array
with a Dell(R) PERC H745 Front controller and
KIOXIA(R) PM6-R SAS SSDs for storage. The
CUDA version is 12.2, the Python version is 3.9.16,
the PyTorch version is 2.0.1, and the Transformers
version is 4.29.2.
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Figure 2: A screenshot of the Development chain tab of RALLE. Developers can create tailored action chains
comprising multiple actions of inference. For each action, developers can specify a prompt template, confirm the
results of applying the template, and execute the action using the newly defined prompt, individually. Moreover,
RALLE can highlight the gold answers within the retrieved documents or the output of the LLM, as well as highlight
the Wikipedia IDs of successfully retrieved provenance.
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A.2 Development Screen of RALLE

Figure 2 shows the chain development screen'?.

Developers can create an inference chain for an R-
LLM on this Develop chain tab. One can choose a
dataset and specify the desired chain length, which
represents the total number of actions. By default,
there are two actions: retrieving with a retriever
and generating with an LLM.

Prompt templates for each action can be defined
using f-strings or eval functions in Python. The
results of applying the template can be confirmed
without executing retrieval and generation. The
execution result can be viewed by clicking the In-
terpret prompt and execute this action button.

The available action operators are LLM, Re-
triever, and Identity. LLM generates text based
on the given prompt. Retriever retrieves the top k
most relevant documents related to the input query.
And Identity simply outputs the original prompt
without employing a retriever or an LLM.

To execute the entire chain, click the Execute
entire chain button. At the bottom of this tab, the
selected question and its corresponding answer can
be reviewed. Also, RALLE enables to highlight
the gold answers within the retrieved documents
or the output of the LLM, as well as highlight the
Wikipedia ID of successfully retrieved provenance.

A.3 Additional Metric: has_answer

RALLE also includes has_answer percentage (e.g.,
Karpukhin et al., 2020) for short answers, a proxy
metric to measure the proportion of questions that
contain gold answers within the final output gen-
erated by an R-LLM. By tracking this metric, de-
velopers can identify situations where the model
generates responses that include gold answers but
may be overlooked due to evaluation biases such as
exact matching. This information can help refine
prompts to improve overall performance.

A4 Attempts to Build 3-action Chain

According to Section 4.2, retrieval augmentation
has a significant impact on performance in fact
checking, open-domain QA for short answers, and
slot filling tasks when comparing the closed-book
and open-book settings of Llama2-70B. In entity
linking task (AY?2, WnWi, and WnCw), however,
our approach described in Section 3.3 (retrieve,
then output the top-1 retrieved Wikipedia title) may
not be effective.

12Please also review the demonstration screencast.
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To improve the performance, we construct a 3—
action chain for AY2 dataset: (1) retrieve top-5
relevant documents, (2) explain the entity mention
being questioned, and (3) predict the Wikipedia
title based on the explanation and top-5 retrieved
titles. Additionally, we explore developing 3-action
chains for T-REx and NQ datasets, which involves
(1) retrieval, (2) question rewriting, and (3) answer
generation. Table 12 shows the prompts used in
3-action chains.

Table 5 shows the downstream performances
with the 3—action chains on AY2, NQ, and T-
REx datasets. While the 3-action chain outper-
forms the 2-action (retrieve-then-generate) chain
on NQ dataset, it underperforms the 2-action accu-
racies on AY2 and T-REx datasets. This suggests
that the 3-action chains constructed specifically
for these two datasets require further optimization.
However, the has_answer value for AY2 (70.0%)
is higher than that of the 2-action chain (47.8%),
indicating that incorporating post-processing steps
into the 3-action chain (thus to be 4-action chain)
could potentially boost accuracy, particularly for
AY2.

One of the benefits of our tool is that it allows for
easy definition of such additional inference actions.
This means that developers can customize the chain
to perform specific tasks beyond the default setting,
giving them greater flexibility and control over their
development.

A.5 Details of Baseline Model in Open-Book
Setting

As a baseline in open-book setting, we present
the results of the Retrieval-Augmented Genera-
tion (RAG) model (Lewis et al., 2020b) shown in
Petroni et al. (2021), which achieved strong perfor-
mance in the KILT benchmark. The RAG model
comprises a bi-encoder retriever and a sequence-
to-sequence generator (BART model (Lewis et al.,
2020a)), both of which are trained end-to-end. The
total number of trainable parameters in the RAG
model is approximately 626 million. It is important
to note that the RAG model was trained specifi-
cally for the KILT benchmark, whereas our chosen
LLMs and constructed R-LLMs were not.

A.6 KILT Downstream Performances in
Closed-Book Setting

Table 6 summarizes the KILT downstream results
in a closed-book setting. The baseline (BART-
large) model has been fine-tuned on the KILT


https://youtu.be/wJlpGhlBHPw

Fact Check. Entity Linking Slot Filling Open Domain QA Dial.

Dataset ‘ FEV AY2 WnWi  WnCw  T-REx zsRE NQ HoPo TQA ELI5 WoW
Model / Metric ‘ Accuracy ‘ Exact Match ‘ RL Fl1
Llama2-70B (closed-book) ‘ 33.6 (149 39.8 5450 42.8 538 39257 28.5@0s) 113 a3 19.6 374y 13.9 @51y  67.4 s08) 23.0 13.3
RAG® 87.7 774 49.0 46.7 61.5 474 48.8 27.7 61.7 16.1 13.3
e5 + Llama2-70B 499 @s86 512679 48.6:514) 45.6 514 289 @2 35.0@s2 364 @ss) 281 @ss 711 839) 21.5 13.2

3-action 24.4 (70.0) 16.3 @6.8) - 36.9 493
Model / Metric KILT-Accuracy KILT-EM KILT-RL | KILT-F1
RAG? 55.5 774 49.0 46.7 254 42.6 36.3 3.1 36.1 2.7 7.5
e5 + Llama2-70B 402 my 512612 48.6 @ 455a@ss) 19.2 e 32.8 @4y 27.7 e 113 ads)  42.8 @) 2.7 8.1

3-action 9.5 @11 10.4 279 - 28.0 36.6)

Table 5: Downstream performance of the 3—act ion chain on KILT dev set along with baselines. The figures in
parentheses represent has_answer percentage, which corresponds to the proportion of questions with gold answers
included in the final output of the LLM. ¢ Results from Petroni et al. (2021).

Fact Check. Entity Linking Slot Filling Open Domain QA Dial.
Dataset ‘ FEV AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELIS WoW
Model / Metric | Accuracy \ Exact Match | RL | FI
BART—]arge<> 80.7 86.6 47.9 48.0 43.8 3.0 26.2 16.9 32.5 22.7 13.8
W-Vicuna-13B 0.0 s8.4) 0.15229 209 00w@sn 179330 5965 6.2 214 1.7 a7y 20.0 @45  22.7 12.7
Llama2-13B 26.3 (50.7) 34.6 475y 35.0 @28 285@3 269@67n 7809 11521 833 43.0m2 27.6 13.0
Llama2-70B 33.6 (749 39.8 545 42838 392357 28.5ws 113 ase 19.6 374 1395y 674 08  23.0 13.3

Table 6: Downstream performance on KILT development set in a closed-book setting (generation without retrieval).
Following Petroni et al. (2021), we report the results of typical metrics for each dataset, with bold indicating the
best result. The figures in parentheses represent has_answer percentage, which corresponds to the proportion of
questions with gold answers included in the final output of the LLM. ¢: Results from Petroni et al. (2021).

datasets, while our chosen LLMs have not. Despite
this, the LLMs demonstrate superior performance
compared to the baseline on several datasets.

Specifically, the Llama2-70B model outperforms
the BART baseline on the zsRE and TQA datasets,
and the Llama2-13B model outperforms the base-
line on the ELI5 dataset. This suggests that the
parametric knowledge embedded in the LLMs and
their capacity for text generation can be leveraged
effectively for knowledge-intensive tasks, even
zero-shot setting. Nevertheless, as described in
Section 4.2, retrieval augmentation can enhance
the performance on downstream tasks, except the
ELIS dataset. We also present the closed-book per-
formances of several LLMs on the development set
of NQ dataset in Table 7.

A.7 Additional Results for Retrieval
Performance

Table 8 presents the recall @5 of the retrievers used
in our experiments. Note that even though m-
e5 outperforms e5 on the MTEB Retrieval task
(shown in Table 1), e5 still demonstrates superior
performance compared to m-e5 in terms of both
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R-precision (shown in Table 3) and recall@5.

A.8 Details of Speed Analysis

Table 9 presents the details of speed analysis on
KILT development set. The search speed of BM25
(without REWRITE-EL) decreases as the total
number of words in a query increases. In con-
trast, for dense vector search, the search speed re-
mains relatively constant regardless of the size of
the query due to the fixed dimensionality of the
embedding vectors.

According to Table 9, the execution times re-
quired for generation with an LLM is longer than
the times required for retrieval, particularly when
generating lengthy responses such as ELIS and
WoW. Therefore, it may seem counterintuitive that
the advantages of ANNS used in vector search are
not fully realized in terms of execution time of
R-LLMs. However, as previously discussed in Sec-
tion 4.4, DiskANN requires less memory compared
to other vector search algorithms, which means that
using such algorithm can actually help conserve
computational resources for R-LLM.

We observe that Llama2-13B requires more time



NQ

Model Name EM has_answer fl  sec/Q
Llama-2-70b-chat 19.6 37.4 36.8 2.254
Llama-2-13b-chat 11.5 29.1 28.1 1.179
StableBeluga2 16.2 40.9 355 2.858
gpt-3.5-turbo 254 38.9 41.1 -

Table 7: Accuracies on NQ dev set in a closed-book setting. For gpt-3.5-turbo (version 0613), the accuracy was
calculated excluding five questions out of 2,837 questions in the NQ development set that were deemed inappropriate
prompts by OpenAl and were not processed.

Fact Check. Entity Linking Slot Filling Open Domain QA Dial.

Dataset ‘ FEV AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELI5 WoW | Avg.
Model | Recall @5
RAG® 76.1 71.5 49.0 46.7 33.7 73.1 655 123 569 273 66.6 | 53.1
BM25 74.2 28.8 34.7 30.6 42.7 747 425 228 487 123 451 | 41.6

— REWRITE-EL 7.6 (-212) 3.1 (-316) 5.9% (—247) 34.5 -1
m-e5 (Flat) 91.0 58.5 60.6 62.2 53.1 87.0 69.5 404 654 19.1 750 | 62.0

— REWRITE-EL 7.8 (=507 3.8 (=568 5.5 (=567 47.1 (—149
m-e5 (HNSW) — REWRITE-EL 63.2 4.9 35 2.6 26.0 482 556 141 487 146 668 | 31.7
e5 (Flat) 90.6 66.1 63.3 66.7 52.1 872 716 409 654 213 753 | 63.7

— REWRITE-EL 7.6 (-585 3.4 (599 4.8 (-619 47.3 (—164)
e5 (HNSW) 74.7 49.6 50.7 50.8 26.7 559 652 193 586 160 709 | 489

— REWRITE-EL 6.0 (-136) 3.3 (-4749) 3.3 (415 36.4 (-125)
e5 (DiskANN) 86.6 57.1 58.3 60.9 42.1 787 707 347 646 208 75.0 | 59.0

— REWRITE-EL 7.4 4970 3.3 (=550 3.6 (=573 44.3 (—147)

Table 8: Retrieval performances (recall@5) on KILT dev set. Avg. refers to macro-average of the scores in each
dataset. Bold indicates the best result. The figures shown in gray are copied from the column above because they do
not change based on the given setting. ©: Results from Petroni et al. (2021). *: BM25 (without REWRITE-EL)
failed with long queries (45 out of 5,599 questions) in WnCw.

to process each question compared to Llama2-
70B. Upon further analysis, we discovered that
the Llama2-13B model occasionally produced non-
sensical responses such as multiple newline char-
acters (‘“\n”), partially due to the limitations of our
prompts.

A.9 Model Information

As shown in Table 10, we utilize several open-
source models from Hugging Face, specifically
their officially released versions. We load the dis-
tributed models in 8-bit precision by default except
Llama2-70B model (in 4-bit) using Hugging Face
Accelerate! library.

A.10 Using Custom Datasets

In addition to utilizing KILT datasets, RALLE en-
ables developers to develop and evaluate R-LL.Ms
on their own QA datasets and corpora. To use the

Bhttps://huggingface.co/docs/
accelerate/index
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custom datasets with RALLE, you will need to
perform the following preprocessing:

* Prepare your corpus as a TSV file containing
the document IDs, texts, and titles.

* Create a JSONL file for your QA dataset.

The format should look like this: {"id":
mnin , ] input n . nn , n Output ] :
[{"answer": "", "provenance'":
[{"wikipedia_id": "", "title":

""11}]}, where “input” represents a question.

See our repo for more detailed instructions:
https://github.com/yhoshi3/Ralle.

A.11 The Prompts used in the Evaluation

Table 11 summarizes the prompts used in our exper-
iment. Open-book indicates retrieve-then-generate
setting. The queries used for retrieval are the
raw questions without any rewriting, except for
the REWRITE-EL settings of AY2, WnWi, and
WnCw.


https://huggingface.co/docs/accelerate/index
https://huggingface.co/docs/accelerate/index
https://github.com/yhoshi3/RaLLe

Fact Check. Entity Linking Slot Filling Open Domain QA Dial.

Tasks ‘ FEV AY2 WnWi WnCw T-REx zsRE NQ HoPo TQA ELI5 WoW | Avg.
Models ‘ Completion in Closed-Book Setting (in seconds per question)

W-Vicuna-13B 1.565 13.040 10.870 9.793 0983 1.142  2.165 1.969 1.414 22.820 7.122 | 6.626
Llama2-13B 0.625 1.077 1.036 1.201 0940 0913 1270 1.185 1.014  40.100 9.522 | 5.353
Llama2-70B 1.765 2.936 2.745 2.618 1.953  2.031 2285 2.188 1.877  42.500 11.100 | 6.727

Retrieval + Generation (in seconds per question)

e5 + W-Vicuna-13B 1.529 1.310 1.368 1.158 1.192 1453  2.595 1.945 1.734 15.480 10.850 | 3.692
e5 + Llama2-13B 1.084 1.165 1.209 1.046 1300 1407 1.284 1.975 9.830 32.48 16.76 | 6.322
BM25 + Llama2-70B 1.841 0.008 0.009 0.008 2.015 2296 2206 2344 2.249 15.020 12.010 | 3.637
e5 + Llama2-70B 1.926 0.133 0.131 0.135 2135 2424 2419 2.346 2.238 16.030 11.810 | 3.793
e5 (top-2) + Llama2-70B 1.544 0.133 0.131 0.135 1.661 1908  1.994 1.833 1.759 15.120 10.820 | 3.367
e5 (top-10) + Llama2-70B 2.811 0.133 0.131 0.135 2951  3.276 - 13.900 14400  35.070  24.100 -
e5 (DiskANN) + Llama2-70B 1.803 0.044 0.044 0.043 2.009 2281 2166  2.247 2.116 15.780 11.370 | 3.628
e5 + Llama2-70B (3-action) - 25.41 - - 4.993 - 16.320 - - - -

Retrieval (in seconds per question)

BM25 0.038 0.008 0.009 0.008 0.018 0.013 0.052  0.105 0.086 0.136 0.857 | 0.121
BM25 (without REWRITE-EL) 0.038 5.700 4.531 5.440 0.018 0.013  0.052  0.105 0.086 0.136 0.857 1.543
m-e5 (Flat) 0.174 0.164 0.166 0.176 0.187  0.165 0.194  0.156 0.176 0.177 0.165 | 0.173
m-e5 (HNSW) 0.008 0.013 0.013 0.015 0.008  0.009 0.009  0.009 0.009 0.011 0.010 | 0.010
e5 (Flat) 0.177 0.168 0.172 0.159 0201  0.170  0.171 0.146 0.155 0.174 0.165 | 0.169
e5 (HNSW) 0.008 0.008 0.008 0.008 0.008  0.008 0.008  0.008 0.008 0.008 0.009 | 0.008
e5 (DiskANN) 0.018 0.020 0.038 0.020 0.020  0.030 0.020  0.021 0.019 0.019 0.021 0.022

Mean Query Length (tokens)

‘ 11.1+40 357.9+190 3315135 50521311 7.5+25  7.6+23 99+21 195166 17.9x89 21.0x107 86.3158,0‘

Table 9: Execution time (in seconds per question) in RALLE. Avg. refers to macro-average of the times in each
task. The mean query length and its standard deviation (shown as =+ after the value) are also displayed, which were
calculated using the e5 tokenizer.

Language Model
Model Name Size max len. embdim URL
wizard-vicuna-13b (Lee, 2023) 13,015,864,320 2,048 - https://huggingface.co/junelee/wizard-vicuna-13b
Llama-2-13b-chat (Touvron et al., 2023b)  13,015,864,320 4,096 - https://huggingface.co/meta-llama/Llama-2-13b-chat
Llama-2-70b-chat (Touvron et al., 2023b)  68,976,653,312 4,096 - https://huggingface.co/meta-1lama/Llama-2-70b-chat
StableBelugaZ 70B 4,096 - https://huggingface.co/stabilityai/StableBeluga2

Retriever

multilingual—eS—large 559,890,946 514 1,024 https://huggingface.co/intfloat/multilingual-e5-large
eS—large»vZ (Wang et al., 2022) 335,142,400 512 1,024 https://huggingface.co/intfloat/e5-large-v2

Table 10: Hugging Face links of the models used in our evaluation. Size refers to the total number of effective
parameters of each model. max len. refers to the maximum token length of model input.

Closed-book indicates that an LLM answers to
the given question without retrieval. Although
these prompts have been our established best prac-
tices, we recognize that there may be opportunities
for improvement (see also Section 5).

65


https://huggingface.co/junelee/wizard-vicuna-13b
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https://huggingface.co/intfloat/multilingual-e5-large
https://huggingface.co/intfloat/e5-large-v2

Open-book

Closed-book

FEVER © fstrings eval

Action 1: Retriever Action 1: LLM
{question} Answer IN ONE WORD if your knowledge SUPPORTS or REFUTES
"{question}".
Action 2: LLM GRS
{response[0]}
Answer IN ONE WORD if the document SUPPORTS or REFUTES
"{question}".
Answer:
AY2 f-strings O eval

Action 1: Retriever

'What is "'+ '{}'.format (question) .split (
' [START_ENT] ') [1] .split (' [END_ENT]') [0][1:-1] + '" 2!

Action 2: Identity

'{}'.format (wiki_id_title[0]).split('; ') [0].split ('
') [0]

Action 1: LLM

'What is the most relevant Wikipedia title to the en-
tity "'+ '{}'.format (question).split (' [START_ENT]

') [1].split (' [END_ENT]') [0] + '" in the context of

"'+ '{}'.format (question) .split (' [START_ENT]"') [0][-100:]
+ '{}'.format (question) .split (' [START_ENT]') [1].split(

' [END_ENT] ') [0] + '{}'.format (question) .split (
'[END_ENT] ') [1][:100] + '''..."?\n\nPlease answer only
the Wikipedia title.\n\nAnswer: '''

WnWi

° eval

f-strings

Action 1: Retriever

'What is "'+ '{}'.format (question) .split (
' [START_ENT] ') [1] .split (' [END_ENT]') [0] [1:-1] + '" 2!

Action 2: Identity

'.format (wiki_id_title[0]) .split('; ') [0].split ('
0]

Action 1: LLM

'What is the most relevant Wikipedia title to the en-
tity "'+ '{}'.format (question).split (' [START_ENT]

') [1].split (' [END_ENT] ') [0] + '" in the context of

"'+ '{}'.format (question) .split (' [START_ENT]') [0] [-100:]
+ '{}'.format (question) .split (' [START_ENT]') [1].split(
'[END_ENT] ') [0] + '{}'.format (question) .split (

' [END_ENT] ') [1][:100] + '''..."?\n\nPlease answer only
the Wikipedia title.\n\nAnswer: '''

WnCw

O eval

f-strings

Action 1: Retriever

'What is "'+ '{}'.format (question) .split (
' [START_ENT] ') [1] .split (' [END_ENT]') [0][1:-1] + '" 2!

Action 2: Identity

'{}'.format (wiki_id_title[0]).split('; ') [0].split ('
') [0]

Action 1: LLM

'What is the most relevant Wikipedia title to the en-
tity "'+ '{}'.format (question).split (' [START_ENT]

') [1] .split (' [END_ENT]') [0] + '" in the context of

"'+ '{}'.format (question) .split (' [START_ENT]"') [0][-100:]
+ '{}'.format (question) .split (' [START_ENT]') [1].split(

' [END_ENT] ') [0] + '{}'.format (question) .split (
'[END_ENT] ') [1][:100] + '''..."?\n\nPlease answer only
the Wikipedia title.\n\nAnswer: '''

Continued on next page...

Table 11: Prompt templates used in our experiments. The hook-left arrows <— refers to new line. Note that RALLE

supports f-strings and eval() function in Python.
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Table 11 — continued from previous page.

Open-book

Closed-book

T-REx

Action 1: Retriever (f-strings) Action 1: LLM (eval ())
{question} 'What is the '+ '"'+ '{}'.for-
mat (question) .split (' [SEP] ') [1] + '" of "'+ '{}'.for-
mat (question) .split (' [SEP]') [0] + '"'+ '''in 5 words or
l\ction 2: LLM (exza],()) less?\n\n'''+ '{}'.format (question).split('[SEP] ') [1] +
''"'Referring to the following document, answer "what
is the '''+ '{}'.format (question).split ('[SEP]"') [1] +
'of '+ '{}'.format (question).split ('[SEP]"')[0] + '''?2"
in 5 words or less.\n\n'''+ '{}'.format (response[0]) +
'"'"\n\n'''+ '{}'.format (question).split('[SEP]") [1] + ':
ZSRE
Action 1: Retriever (f-strings) Action 1: LLM (eval ())
{question} 'Tell me the '+ '"'+ '{}'.for-
mat (question) .split (' [SEP] ') [1l] + '" of "'+ '{}'.for-
mat (question) .split (' [SEP]') [0] + '"'+ '''in 5 words or
l\ction 2: LLM (exza],()) less.\n\n'''+ '{}'.format (question).split('[SEP] ') [1] +
Referring to the following document, answer "{ques-
tion}?" in 5 words or less.
{response[0]}
Answer:
NQ © fstrings eval
Action 1: Retriever Action 1: LLM
{question} Answer '{question}?'in 5 words or less.
Answer:
Action 2: LLM
Referring to the following document, answer "{ques-—
tion}?" in 5 words or less.
{response[0]}
Answer:
HoPo © fstrings eval

Action 1: Retriever

{question}

Action 2: LLM

Referring to the following document
tion}?" in 5 words or less.

answer "{ques-—

{response[0]}

Answer:

Action 1: LLM

Answer '{question}?'in 5 words or less.

Answer:

Continued on next page...
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Table 11 — continued from previous page.

Open-book

Closed-book

TOA

O fstrings eval
Action 1: Retriever Action 1: LLM
{question} Answer '{question}'in 5 words or less.
Answer:
Action 2: LLM
Referring to the following document, answer "{ques-—
tion}?" in 5 words or less.
{response[0]}
Answer:
ELI5 © f-strings eval
8

Action 1: Retriever

{question}

Action 2: LLM

Referring to the following document, answer

{response[0] }
Explain the following questions as if I were five years
old.

{question}

Answer:

"{question}".

Action 1: LLM

Explain '{question}'as if I were five years old.

Answer:

WoW

(o) f-strings

eval

Action 1: Retriever

{question}

Action 2: LLM

Referring to the following document, output a short and
informative reply to the conversation.

{response[0]}

Referring to the above document, output a short and in-
formative reply to the following conversation.

This conversation ends on your turn.
{question}

Informative and short answer:

Action 1: LLM

Output a short and informative reply to the conversation.
This conversation ends on your turn.

{question}

Informative and short answer:
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AY2 f-strings O eval

Action 1: Retriever

'What is "'+ '{}'.format (question).split (' [START_ENT] ') [1].split (' [END_ENT]')[0] + '" in the context of "'+
'{}'.format (question) .split (' [START_ENT]') [0] [-100:] + '{}'.format (question).split('[START_ENT]') [1].split (' [END_ENT]"') [0]
+ '{}'.format (question) .split (' [END_ENT]"') [1][:100] + '..."?2'
Action 2: LLM
'What is "'+ '{}'.format (question).split (' [START_ENT] ') [1].split (' [END_ENT]')[0] + '" in the context of "'+
'{}'.format (question) .split (' [START_ENT] ') [0] [-100:] + '{}'.format (question).split (' [START_ENT]') [1].split (' [END_ENT]') [0]
+ '{}'.format (question).split (' [END_ENT]') [1][:100] + '..."?\nAnswer in a short and conc sentence.'+ '''\n\nAnswer:\n'"''

Action 3: LLM

'Please select the most appropriate title for the word "'+ '{}'.format (question) .split (' [START_ENT]

""'"\nIf none of these titles suit your needs, please

') [1].split (' [END_ENT]') [0] + '" based on the given Description.'+
suggest a possible alternative title.'''+ '''\Titles: \n'''+ '/ '.join([titleid.split (', ') [0] for titleid in '{}'.for-
mat (wiki_id_title[0]).split('; ')1) + '''\n\nDescription:\n'''+ '{}'.format (response[l]) + '''\n\nWikipedia Title:\n'''

T-REx © fstrings eval

Action 1: Retriever

{question}

Action 2: LLM

Formulate a question that asks
'{question}

[SEP] in the following sentence:

Generated question:

Action 3: LLM
{response[0]}
answer "{response[l]}" in 5 words or less.

Referring to the document above,

Answer:

NQ © fstrings eval

Action 1: Retriever

{question}

Action 2: LLM

Please rewrite the following question clearly.
{question}?

Rewritten question:

Action 3: LLM

Referring to the following document, answer "{response[l]}" in 5 words or less.

{response[0]}

Answer:

Table 12: Prompt templates used in 3—action chains.
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create a flow map of wind
direction over northern europe

Plotting flow map for dataset
northern_european_cities.csv.

show me the temperature over
time for all cities in the dataset
in the year 2014

You got it! | have made the
changes to your plot as
requested.

Wind Direction: 334.61° (NNE) , Wind Speed: 8.04 s [

Dot

city
— Bergen
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date
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Figure 1: VISTS5 makes it easy for researchers and professionals to explore their data using natural language.
Users articulate their visualization preferences in a chat window, displayed in the left column. The panel lists the
responses of the dialog agent, containing both text and custom Vega-Lite visualization code. The right column
contains two visualization tools that can be controlled from the chat. At the top, a geographical map displays
geo-related plots, such as flow visualizations of wind directions. Below is a display area for Vega-Lite visualizations
that are generated based on user queries to the dataset.

Abstract tween applications. Its architecture is based
on a retrieval-augmented T5 language model
that leverages few-shot learning capabilities to

enable a rapid adaptation of the system.

The advent of large language models has
brought about new ways of interacting with
data intuitively via natural language. In re-
cent years, a variety of visualization systems
have explored the use of natural language
to create and modify visualizations through
visualization-oriented dialog. However, the ma-

1 Introduction

The field of visualization has witnessed a surge of
interest in integrating dialogue interfaces into visu-

jority of these systems rely on tailored dialog
agents to analyze domain-specific data and op-
erate domain-specific visualization tools and
libraries. This is a major challenge when trying
to transfer functionalities between dialog in-
terfaces of different visualization applications.
To address this issue, we propose VISTS, a
visualization-oriented dialog system that fo-
cuses on easy adaptability to an application do-
main as well as easy transferability of language-
controllable visualization library functions be-

70

alization applications, leading to the development
of various visualization-oriented natural language
interfaces (V-NLI) (Narechania et al., 2020; Luo
et al., 2021b; Liu et al., 2021; Kim et al., 2021).
The goal of these systems is to generate visualiza-
tions from natural language queries and modify
them accordingly in interaction with the user. How-
ever, visualization applications exist in various do-
main contexts, which require specific vocabulary
to be parsed and mapped to custom functionalities.
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For example, a visualization application that helps
researchers analyze climate data will handle differ-
ent user intent and different, domain-specific visu-
alization libraries than an application in a medical
context (Srinivasan et al., 2021; Gao et al., 2015).
Certain types of visualization techniques, such as
bar charts, line charts, or scatter plots, are very
general, so they can be used in almost any domain.
Others, such as flow maps for the visualization
of wind vectors, are not and their access via the
natural language interface must be integrated with
great effort. Transferring a set of solutions, such
as successfully mapping user queries to visualiza-
tion library functions, from one V-NLI to another
without writing new code is still a challenging task.
It would be ideal if created functionality could be
transferred between V-NLI applications by simply
showing the system how to use a particular library
with a few examples.

In this paper, we introduce VISTS, a V-NLI that
helps users perform text-related visualization tasks
while being adaptive to the visualization libraries
of the application domain. The system implements
a retrieval-augmented language model trained on
a mixture of visualization-specific text generation
tasks and a large collection of general text-to-text
translation tasks. Its retrieval augmentation allows
modular extension with domain-specific user com-
mands and portability of functionality between ap-
plications. Moreover, the language model meets
the requirements of small model size, fast trainabil-
ity, and fast inference on commodity hardware. We
illustrate the adaptation to the specifics of a domain
using the example of climate data exploration.

Our contributions can be summarized as follows:

o Efficient Multi-Task Architecture. Introduc-
tion of an efficient and generic multi-task ar-
chitecture for text-related visualization tasks.

Retrieval-Augmented Dialogue System.
The presentation of a dialog system that uses
an information retrieval component to ground
the dialog in knowledge retrieval from exter-
nal resources. This allows a smaller model
size while exploiting knowledge from exter-
nal databases.

Modular Extensibility via Few-Shot
Paradigm. Leveraging the few-shot capabili-
ties of the language model to enable modular
extensibility and portability of user intents
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between applications, as well as integration
of new custom intents in minutes.

For a demo video of the VISTS system please visit
https://youtu.be/bsgaV7hjlGs.

2 Related Work

Natural language interfaces for data visualization
have recently emerged as a powerful combination
of visualization and NLP techniques. In their
comprehensive survey, Shen et al. (2021) provide
an overview of how natural language interaction
can be integrated into the visualization pipeline
of Card (1999). Voigt et al. (2021, 2022) elaborate
on the different visualization tasks that can be
facilitated by natural language interactions. The
resulting V-NLI pipeline is shown in Figure 2.
The following is a sequential listing of the steps in
the V-NLI pipeline paired with recent work in each
step.

Query Interpretation. Interpreting the query is
about identifying the subset of the data the user
wants to see and the actions the user wants to per-
form on the data. Setlur et al. (2016) introduced
Eviza, which leverages a probabilistic grammar
defining a rule-based interaction schema on how to
react to specific types of queries. Flowsense (Yu
and Silva, 2019), another rule-based semantic pars-
ing approach, matches special utterances and maps
them to visualizations in a data flow architecture.
Other works focus on resolving linguistic ambi-
guity and vagueness in expressions using senti-
ment analysis and word co-occurrence (Hearst
et al., 2019; Setlur et al., 2019). Recent systems
have introduced neural sequence-to-sequence ap-
proaches that translate queries directly into visual-
izations (Luo et al., 2021b). Maddigan and Susn-
jak (2023) have conducted an investigation on di-
verse prompt designs for ChatGPT (Ouyang et al.,
2022), OpenAl Codex (Chen et al., 2021), and
GPT-3 (Brown et al., 2020), demonstrating the re-
markable capability of these LLMs in producing
high-fidelity visualizations from natural language
input. Our work takes a different approach, consid-
ering that training and inferring such large models
can be expensive and hardware-intensive, making
them unsuitable for computationally constrained
use cases. Instead, we concentrate on open access,
extensibility, and modularity, offering an alterna-
tive perspective.
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Figure 2: V-NLI Pipeline. Given a user query, the data is first transformed, then mapped to visual structures, and
then displayed in a view. The user, on the other hand, uses the interface by accessing different stages of the pipeline
via language to solve a visualization task action by action.

Data Transformation. Transforming the data ac-
cording to the action specified by the user is the
next step in the V-NLI pipeline (e.g. by aggre-
gation, filtering, binning, or grouping). A set
of approaches identifies transformation functions
from visualization libraries through phrase match-
ing (Gao et al., 2015; Hoque et al., 2017; Sun et al.,
2010; Srinivasan and Stasko, 2017; Dhamdhere
et al., 2017), others make use of a common data
interface such as SQL (Zhong et al., 2017; Wang
et al., 2019; Scholak et al., 2021; Xie et al., 2022;
Qi et al., 2022).

Visual Mapping. In V-NLI systems, the mapping
from data to visual representation is usually seen in
one of two flavors: 1) the data transformation (e.g.
selection of table, column, conditions) and the gen-
eration of the visualization specification (e.g. chart
type, color) are integrated, as in ncnet (Luo et al.,
2021b), or 2) the data transformation and visualiza-
tion specification are separated, with an appropriate
visualization for the resulting data being suggested
after the query is executed (Wongsuphasawat et al.,
2015, 2016; Zhu et al., 2020; Luo et al., 2018).
Quda (Fu et al., 2020) and ADVISor (Liu et al.,
2021) use neural intent classification methods that
are more flexible for integrating custom visualiza-
tion library functions, but still have the problem
of being difficult to extend and adapt to new user
intents without retraining.

View Transformation. In current systems, manip-
ulation of visual elements in the view is primarily
enabled through other channels of multimodal in-
teraction, such as touch and gesture (Kim et al.,
2021; Srinivasan et al., 2020b), as exemplified by
InChorus (Srinivasan et al., 2020a). Orko (Srini-
vasan and Stasko, 2017) combines written or spo-
ken text input with touch gestures to manipulate
view properties, as does Valletto (Kassel and Rohs,
2018).
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3 VISTS System

The VISTS system is composed of a language
model (Section 3.1), a dialog management
component (Section 3.2) that controls the mem-
ory and API calls to the various visualization
libraries used, and a user interface (Section 3.3).
The system architecture and the query exe-
cution process are shown in Figure 3. The
open-source code of the system is available
at https://github.com/clause-bielefeld
/VISTS5.git.

3.1 Language Model

The model architecture closely aligns with T5-base
and features 12 encoder and decoder blocks with
a token embedding dimension of 768 (Raffel
et al., 2020). We employ an input context width
of 2048 tokens to match the length of the input
prompt. Natural language queries are tokenized
using the SentencePiece tokenizer from Kudo and
Richardson (2018) based on a 32,000 subword
vocabulary. In total, this results in a size of 220
million parameters. The model is quantized and
deployed in an ONNX runtime, which leads to a
small memory footprint of only 225 MB (ONNX
Runtime developers, 2018). We initialize with
pre-trained FLAN-T5-base (Chung et al., 2022)
model weights, which are obtained from the
huggingface model hub (Wolf et al., 2020).

Datasets. We fine-tune the language model using
the following datasets:

* nvbench. nvbench is the largest dataset avail-
able for the NL2VIS task (Luo et al., 2021a).
In nvbench, text queries are translated into
Vega-Lite JSON specifications. The dataset
contains a large number of 25,750 examples
from 750 data tables in 105 domains.


https://github.com/clause-bielefeld
/VIST5.git
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Figure 3: VISTS system architecture. An example query interpretation includes the following steps: /) The query
is tokenized and embedded into a neural embedding vector. 2) The retrieval component returns examples relevant to
the query from long-term memory. 3) If similar examples are found, they are included in the prompt along with the
visualization state, table state and dialog history. 4) The prompt is fed into the model, which predicts an action and
arguments for that action. 5) The action is validated by the dialog management component and then executed. 6)
The output of the action is passed on to the frontend, where it leads to an update of the visualization.

e NIv2. The natural instructions dataset is used
for few-shot instruction fine-tuning (Wang
et al., 2022). The model is trained in such a
way that it first sees three similar input/output
examples in the prompt before generating a
response to the current query. This training
objective was explicitly chosen to train the T5
model on cases where few-shot examples are
available in addition to an input. The goal is to
train it to derive a solution (e.g., how to call a
particular function) based on given examples
and then apply it to the input.

Domain-Specific Dialogs. The VISTS sys-
tem is equipped with an online annotation
tool to capture domain-specific utterances and
commands during runtime. We employed it
to collect 300 dialog turns from researchers
exploring the system. This very small dataset
contains contextual queries from the domain
of climate science. It is used as a showcase to
demonstrate how the annotation tool can be
used to adapt the model to a specific domain.

From the above datasets, we use nvbench and the
domain-specific dialogs in their entirety. From
NIv2, we take a random sample of 50k. We then
use an NVIDIA A6000 GPU to fine-tune the lan-
guage model for four hours (one epoch).

3.2 Dialog Management

To manage the dialog, we use two additional com-
ponents. The first is the agent’s short-term memory,
which stores the status of the visualization and the
currently selected data table as well as the most
recent dialog history. The second is a long-term
memory, which is a vector database of domain-
specific few-shot examples.
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3.2.1 Short Term Memory

The visualization state in our application consists
of the composition of the currently displayed Vega-
Lite chart. This is a JSON object that contains all
the properties of the visualization such as mark and
channel encodings as well as data transformations
like filters or aggregations. The Vega-Lite JSON
object is flattened and converted to a normalized
JSON string (Wes McKinney, 2010). The rable
state consists of a Pandas dataframe (pandas de-
velopment team, 2020), which is serialized as the
header, followed by the first three rows. The dialog
history is stored as a sequence of query/response
pairs.

3.2.2 Long Term Memory

The main task of the long-term memory is to adapt
the application to the context of use, e.g., domain-
specific utterances, libraries, and functions that are
used during the analysis of climate data. This is
realized by storing a list of application-specific
few-shot examples. A few-shot example is an
input-output pair that contains an example user
input and the desired action, as well as the argu-
ments that the model should use to execute that
action. An example to call a function of a do-
main specific library looks like this: INPUT: show
me a heat map of temperature, OUTPUT:
action: create_heat_map; args: "column"”:
"temperature”. During runtime, a Sentence-
Transformer (Reimers and Gurevych, 2019) is used
to encode the input query into a neural embedding
vector. Then, the cosine similarities between the
encoded query vector and all stored encoded few-
shot example vectors are computed. All examples
that exceed a similarity threshold « are kept. We
set « to a similarity value of 0.8. This ensures that



only very relevant examples are returned. Of the
retrieved examples, the top 3 are then passed into
the prompt. If no example exceeds the threshold,
no example is returned and the model must respond
to the input without further assistance based on the
knowledge contained in its weights.

3.2.3 API Orchestration

To manage the different visualization libraries used,
all functionalities (= function names and their argu-
ments in JSON format) are listed in an action space.
The interpretation of a request from perception to
final response is as follows: Upon receiving a user
request, relevant examples are first retrieved from
long-term memory. The prompt is then assembled
from these (potentially) retrieved few-shot exam-
ples, the current visualization state as a Vega-Lite
JSON string, the fable state, and the user input (see
Appendix A for details). Based on this prompt,
the model generates an action and the correspond-
ing arguments. After generation, the control loop
checks to see if the generated action exists in the
action space, and if it does, the function is called
and executed with the specified arguments. The
output of this function is then sent to the frontend,
where it causes a change in the targeted visualiza-
tion display.

3.3 User Interface

The user interface is built in HTML, CSS, and
JavaScript (see Figure 1). The backend, which
serves the website and hosts the language model
for inference, is based on fastAPI (tiangolo, 2023).
Visualization Display. The visualization area con-
sists of a geographic map onto which the climate
data is projected. To create the map the visualiza-
tion library leaflet (leaflet, 2023) is used. Below the
map, a display for Vega-Lite visualizations (Satya-
narayan et al., 2018) is provided. The visualization
is dynamically updated with new visualization spec-
ifications generated by the language model based
on user requests.

Chat Window. On the left side, there is a chat
window that contains the dialog history of the con-
versation. It allows the user to submit requests to
the system and view the exact system responses
including the generated Vega-Lite specs.

Online Annotation Tool. After receiving a re-
sponse, the user can interactively edit the created
Vega-Lite specification if desired. If a customized
Vega-Lite specification is to be used as a training
example in the future, it can also be immediately
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submitted back to the system in this manner.
Data Display. The Vega-Lite display can be
switched to a data display. It shows an overview of
the selected data set with the column headers of the
data frame, their data types, and the first 1k rows
of the data set.

4 Features

The focus of the system is to provide visualiza-
tions in response to user queries to help users solve
application-specific visualization tasks as defined
by Brehmer and Munzner (2013). In the VISTS5
system, this involves three main tasks: 1) trans-
lating a natural language query into a visualiza-
tion specification, 2) engaging in a domain-specific
analytical conversation by exchanging contextual
queries to gain insight into the data, and 3) cus-
tomizing a visualization specification to meet user
needs. To measure the response quality of the sys-
tem in these tasks, we conducted a user study with
24 participants. It revealed that the system pro-
vided high-quality responses to diverse visualiza-
tion requests, and that the vast majority of few-shot
requests were also successful. Of particular note is
that the users felt really engaged with the system,
as evidenced by the high average number of user
turns per dialog of 11.6. A detailed description of
the study can be found in Appendix B.

4.1 Natural Language Query to Visualization

The Natural Language Query to Visualization
(NL2VIS) task is the most prominent task sup-
ported by the system (Luo et al., 2021a). Given a
query, the system responds with a Vega-Lite speci-
fication that it believes is the best one to help users
answer their question. To demonstrate, consider
the query: "Show me Seattle’s temperature
in 2018 as a line chart”. The query is en-
tered into the dialog interface and sent to the back-
end. Since the model was trained on this task,
there are no few-shot examples stored in long-
term memory for it. As a result, no examples are
added to the prompt. The prompt is then fed to
the model. The model recognizes the NL2VIS
request and generates a create_vegalite ac-
tion with the appropriate arguments "mark":
"line", "encoding_x_field": "date"”,
"encoding_x_type": "temporal”, . The
generated specification is then converted from a
normalized JSON string back to a JSON object,
passed to the front end, and displayed to the user.



4.2 Analytical Conversations

Analytic conversations, consisting of a back-and-
forth of contextual queries and responses, are crit-
ical because, in data exploration, no one knows
where insights will be found until they see the
data. Often, interest in certain aspects of the data
is highly situational, leading to contextual queries.
For example, a user might first query the temper-
ature in Seattle, as in the previous example. Af-
ter viewing the output, the user is interested in
comparing this temperature curve to the city of
New York, which is on the other side of the conti-
nent. In this context, given the initial visualization,
the user might simply ask, "Okay, now add the
temperature in New York to the plot. This
request implies to the model that /) the user wants
to keep the temperature in Seattle in the plot, 2)
the user wants to add the temperature in New York
to the plot, 3) the year of focus is 2018, and 4) it
might be better to color the curves for the two cities
differently, otherwise it will be difficult for the user
to compare the two. Extending a language inter-
face from single-turn interactions, such as NL2VIS
queries, to contextual queries greatly increases its
flexibility, since practical use is always contextual.
Visualization Customization. Since the Vega-
Lite specifications are available to the model in the
prompt, users can also customize data-only visual-
izations by adding titles, labels, changing colors, or
swapping axes on the fly. After completing their ex-
ploration, users may want to share a plot with their
colleagues to discuss an interesting trend in the
temperature curves for New York and Seattle that
they observed during the exploration. To accom-
plish this, a user could give the instruction: "Add
a title to the chart that reads Seattle
vs. New York Temperature 2018". The model
will update the plot, and once received, the user
can share the visualization with a colleague.

Domain-Specific Visualizations. The analysis of
climate data depends heavily on the interpretation
of the measurements in the context of the geograph-
ical location of a weather station. Only when the
characteristics of the environment in terms of alti-
tude, vegetation, and urbanization can be consid-
ered together with the data, reliable conclusions
can be drawn. To this end, we integrate three geo-
specific plot types to expand the range of options
available to climatologists working with VISTS.
For example, we enable marker plots of weather
stations on the leaflet map, giving the user an
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overview of where weather stations are located.
A second function is the generation of heat maps,
which can be specified by naming the column in
the dataset from which a heat map is to be gener-
ated. An example would be "Show me a heat
map of precipitation”. This is an instruction
that the model has never seen during training, but it
can be solved by seeing a few examples. The third
geospatial map we have integrated following this
paradigm is flow maps to visualize wind directions.
Custom Functionalities. Custom functionalities
are functions that are provided by the application
but usually have to be integrated into the language
interface by hand, otherwise, they are inacces-
sible without training data. Using the few-shot
paradigm, we integrate a function to export plots
and share them with colleagues. Furthermore, it
is possible to change the map type between satel-
lite/dark/street/hybrid, depending on the interest of
the exploration scenario. Finally, it is also possible
to ask the model to update the weather dataset with
fresh data points from the Open Meteo Weather
API (open meteo, 2023). When exploring climate
data on maps, it is particularly helpful to use large
screens. A drawback for the language interface,
in this case, is that typing-based chat is very im-
practical, as it is annoying to switch back and forth
between the keyboard and the screen. We, there-
fore, decided to include a number of voice loco-
motion interactions in the form of few-shot exam-
ples. We use a text-to-speech service based on
the VOSK library (Shmyrev and other contribu-
tors, 2022). Interactions include zoom in/out, move
left/right/up/down, and navigating to a specific lo-
cation by naming it as in "Navigate to the city
of London, please.”. The map adjusts seam-
lessly and exploration can continue hands-free.

5 Conclusion

In this work, we have proposed VISTS5, a system
that demonstrates the adaptation of a V-NLI to an
application domain using online annotation and
few-shot learning techniques. The system performs
a retrieval-augmented dialog by using the external
knowledge contained in few-shot examples to gen-
erate responses to user input. This makes it fast,
modular, and easily adaptable to a user-defined
domain. Unlike large language models, VIST5
focuses on small model size, fast trainability, and
fast inference on commodity hardware to meet the
needs of applications with privacy concerns or lim-



ited computational resources. We hope that the
system will inspire the community to further im-
prove the architecture and create more applications
and datasets for visualization-oriented dialogue to
promote the combination of NLP and visualization
techniques.

Limitations

Compared to very large models such as GPT-4,
PalLM2, or ChatGPT, VISTS’s capabilities are lim-
ited to a much smaller set of tasks. The model is not
a general dialog agent like, e.g., ChatGPT and only
works on tasks for which it has been trained, or if
it is provided with sufficient few-shot examples by
the retrieval mechanism. We see this limitation as
a clear trade-off that the application developer has
to make between the size of the model that can be
used in their application and the model properties
that are needed for the current application.

A second limitation we see is the collision of
similar few-shot examples when the number of
tasks to be integrated via the few-shot paradigm
becomes very large. This can lead to the retrieval
mechanism not always returning the optimal exam-
ples and thus providing the model with incorrect
starting points that reduce the response quality. A
possible compromise here could be to fine-tune the
sentence transformer model on the large set of few-
shot examples to ensure that the optimal examples
are always retrieved.

A third limitation we see is the limitation of the
model to generate complete visualization specifi-
cations only from the Vega-Lite visualization li-
brary. Adding functionality from other visualiza-
tion libraries such as D3.js or Observable Plot is
possible via the few-shot paradigm, but the longer
the visualization specifications to be generated, the
more error-prone the few-shot approach becomes
for small models such as T5-base (e.g., large Vega-
Lite specifications can contain more than a hundred
properties). We see three approaches as promising
directions for the future: 1) visualization specifica-
tions for general plots, e.g. bar charts, are speci-
fied in a library-independent way and can then be
parsed from the general specification into the re-
spective library, 2) methods for integrating code
documentation of specific libraries into the prompt
and making it usable so that even small language
models can benefit from it need to be explored, 3)
for large plot specifications of specific visualization
libraries, training data needs to be generated either

76

by humans or (depending on quality requirements)
by larger models, e.g. GPT-4.

Ethics Statement

The nvbench and NIv2 datasets, as well as the
T5 and FLAN-T5 models, are available for re-
search and non-commercial use. We explicitly
state that the intended use of our model is to as-
sist researchers and domain experts in their data
exploration procedures by allowing them to eas-
ily generate visualizations from natural language
descriptions. The reliability of the generated vi-
sualizations and their one-to-one correspondence
with the underlying data set must always be verified
by the user of the VISTS system. The language
model generates visualizations based on the input
query and the information contained in the prompt,
within its capabilities. During generation, misin-
terpretations or misapplied data transformations
may occur, leading to incorrect results. Therefore,
we encourage users not to take the results gener-
ated by the model for granted, but to verify the
generation process by always double-checking the
specifications provided in the chat window for the
generated visualizations and making sure that they
make sense in the current context given the query
and dataset at hand.
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A Prompt Design

The prompt is assembled as a sequence of the visu-
alization state and the table state. Below that we
put the dialog history, followed by a new line sig-
naling the new input guery. After the input query,
relevant examples from long-term memory are dis-
played. A visual summary of the prompt design
can be seen in Figure 4.

Visualization State:

"mark": "bar", "encoding_x_field": "city",
"encoding_y_aggregate": "mean", "encoding_y_field":
"encoding_y_type": "quantitative"

"encoding_x_type": "nominal",
"temperature",

Table State:

table_name : northern_european_cities

col : date (object) | temperature (float6u) | radiation (floatéu) ...
row_0 : 2003-02-16 | -3.5 | 4.34 ...

Conversation History:

INPUT: Hello

OUTPUT: action: text_response; args: "text": "Hi, how can I help?"

INPUT: show me a bar chart of the mean temperature per city

OUTPUT: action: create_vegalite; args: "mark": "bar", "encoding_x_field": "city",

NEW INPUT: change the map type to hybrid please

Here are some examples:
INPUT: change the leaflet map type to street
OUTPUT: action: change_map; args: "type": "street"
P

INPUT: change map type to satellite
OUTPUT: action: change_map; args: "type":
P

INPUT: turn the leaflet map theme to dark
OUTPUT: action: change_map; args: "type": "dark"

"satellite"

Figure 4: Example prompt of the VISTS language
model. Blue: The visualization state contains the stringi-
fied Vega-Lite specification. Black: The table state con-
tains a stringified version of the column header and the
first three rows of the Pandas data frame of the currently
used dataset. Green: The conversation history contains
up to eight previous turns in the dialog. Red: The new
input field contains the current user query. Purple: The
examples section contains up to three possible retrieved
few-shot examples from long-term memory. Orange:
The word OUTPUT is the last word entered into the model,
signaling the start of the generation process. The subse-
quent action and arguments are possible outputs to be
generated by the model given the preceding prompt.

B Evaluation

We evaluated the system by conducting an active
user study engaging 24 users with the VISTS
dialog assistant. The user study was conducted
with people of academic background (58.3% male,
37.5% female, 4.2% prefer not to say). 8.4% of
the participants are in NLP, 54.2% are in Visualiza-
tion, 20.8% are in climate science, and 16.6% are
people from other fields subsumed under ’Others’.
62.5% of the participants were between the ages
of 20 and 30, 29.2% were between 30 and 40, and
8.3% were between 40 and 50. 29.2% had less than
three years of experience in their domain, 37.5%
between three and five years, and 33.3% more than
five years.
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B.1 Method

The main goal of our study was to find out:

1. The quality of the answers given by the system
with respect to the different types of queries
in the NL2VIS task.

2. The system’s response quality on few-shot
tasks.

We put participants into a task-oriented dialog sit-
uation. Users were given the option to choose
from a set of seven different climate data sets. To
generate goals for users to achieve with the sys-
tem, we generate visualization tasks from the pool
of common low-level visualization tasks specified
by Amar et al. (2005): : characterize distribu-
tion, compute derived value, correlate, determine
range, filter, find extremum, find anomalies, clus-
ter, retrieve value, sort. Every user is randomly
assigned two of those tasks. A low-level visual-
ization task is presented to the user as a general
instruction, e.g., to filter the dataset according to a
certain condition. The user must then try to solve
the task by interacting with the chatbot. Further,
every participant was assigned one few-shot task
from the pool of few-shot categories: custom visu-
alization, custom functionality, locomotion which
each is comprised of several few-shot tasks, but we
are mainly interested in the response quality per
category. The custom visualizations that can be
created are marker plots, heat maps, flow visual-
izations. Custom functions to be invoked include
exporting visualizations, changing map style, and
updating the dataset. Locomotion few shot tasks
include zooming in/out, moving left/right/up/down,
and navigating to a city of choice. To solve a task,
a user can ask as many questions as necessary. Dur-
ing the interaction, users are prompted to rate the
quality of each response from the chatbot on a Lik-
ert scale from 1 (poor) to 5 (very good), i.e. how
appropriate the response was given the query. In
addition, users are asked to provide textual feed-
back on what they consider to be particularly good
or bad answers. This helps us understand these ex-
treme cases better in hindsight and learn from them.
Before the study began, users were shown a video
of a short sample conversation (less than 10 turns)
between a user and the chatbot, explaining how to
rate responses and where to provide feedback.
Once all tasks have been completed, we allow
the participants to explore the system freely in an
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Figure 5: Results of the user evaluation on the ten low-
level tasks of Amar et al. (2005): a) characterize the
distribution, b) compute a derived value, c) correlate,
d) determine range, e) filter, f) find extremum, g) find
anomalies, h) cluster, i) retrieve value, j) sort. The mean
is provided in the first row of the table below, std in the
second.

unbounded way. The unconstrained interaction
helps us get additional feedback for a broader hori-
zon of uses that we may not have thought of be-
fore. This feedback is interesting for guiding future
work.

B.2 Results

All in all, we collected a set of 279 dialog turns
from the users during the study. The average di-
alog has a number of 11.6 user turns, which is
higher than the average number of user turns in
current task-oriented dialog datasets such as Multi-
WOZ (Budzianowski et al., 2018).
NL2VIS Tasks. The results on the low-level visu-
alization tasks are shown in Figure 5. The mean
Likert score across all tasks is 3.82. The standard
deviation across all tasks is 1.53. The mean for
each task is shown in the first row of the table in
Figure 5, and the standard deviation is shown in the
second row. We can see that the mean score for the
tasks compute derived value, determine range, find
extremum, find anomalies, retrieve value and sort is
very high, with an average value above 4. This tells
us that the system provides high-quality responses
for these subsets of low-level visualization tasks.
Tasks like characterize distribution, correlate,
filter and cluster have an average value above 3,
but also show a larger standard deviation. This
shows that for these tasks the response quality
varies more between appropriate and inappropri-
ate responses, but the tendency is towards positive
responses. Overall, the system does not perform
below average on any of the tasks.
Few-Shot Tasks. The results on the few-shot tasks
are shown in Figure 6. The average rating over all
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Figure 6: Results of the user evaluation on the three few-
shot task categories: k) custom functionality, 1) custom
visualization, m) locomotion. The mean is provided in
the first row of the table below, std in the second.

tasks is 3.77. The standard deviation over all tasks
is 1.65. The mean for each task is shown in the first
row of the table in Figure 6, and the standard devi-
ation is shown in the second row. We can see that
the means for the custom visualization task and the
locomotion task are very high with values above
4. This shows that the system had no problems
finding out how to create custom visualizations on
the leaflet map and navigating it based on a few
examples. The mean scores for the custom func-
tionality task are above 3 and show higher standard
deviations, indicating that the response quality is
more variable for this few-shot category. We found
a possible explanation for this in the vulnerability
of the few-shot paradigm to typos. In particular,
typos when changing the map type or selecting
column names cause problems because the system
usually passes the arguments as they are given in
the input to the function, which then leads to errors
in execution. The integration of a spell checker
or the use of system-initiated check questions in
case of uncertainty are possible levers for future
improvements in this respect.

Overall, the system always scores above the
mean of 3 for all tasks. This shows that, on average,
users found the responses to be helpful. However,
it also shows that while the system performed well
on the majority of responses, it did not perform
optimally on all inputs.
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Abstract

Large Language Models (LLMs) represent a
revolution in Al. However, they also pose many
significant risks, such as the presence of biased,
private, copyrighted or harmful text. For this
reason we need open, transparent and safe so-
lutions. We introduce a complete open-source
ecosystem for developing and testing LLMs.
The goal of this project is to boost open alterna-
tives to closed-source approaches. We release
h20GPT, a family of fine-tuned LLMs from 7 to
70 Billion parameters. We also introduce H20
LLM Studio, a framework and no-code GUI
designed for efficient fine-tuning, evaluation,
and deployment of LLMs using the most recent
state-of-the-art techniques. Our code and mod-
els are licensed under fully permissive Apache
2.0 licenses. We believe open-source language
models help to boost Al development and make
it more accessible and trustworthy.

1 Introduction

Since the Transformer (Vaswani et al., 2017) was
introduced in the Natural Language Processing
(NLP) community, the advances in this field have
increased exponentially (Wolf et al., 2020).
Starting from popular models such as BERT (De-
vlin et al., 2018a) or Generative Pre-trained Trans-
formers (GPT) (Radford et al., 2018) -both intro-
duced in 2018-, researchers have been pushing the
limits of scaling and learned representations in lan-
guage models (Liu et al., 2019; Radford et al., 2019;
Brown et al., 2020; Chowdhery et al., 2022).
Recent advances in Large Language Models
(LLMs) are all over the news; these models rep-
resent a revolution in Artificial Intelligence (Al)
due to their real-world applications through natural
language processing (NLP), from internet chatbots
to virtual assistants and programmers. However,
these also pose significant risks and challenges.
The most popular models (e.g., chatGPT (OpenAl,
2023)) are proprietary and not truly open-source,
either transparent regarding their training data.
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Figure 1: Evolution of our project in GitHub. Our tools
have been widely adopted by the NLP community. See
https://github.com/h20ai/h2ogpt.

This fast advance leads to a wide range of practi-
cal challenges that must be addressed in order for
these models to be widely utilized and explored.
The popularity and demand of LLMs call for sys-
tems to train, fine-tune, evaluate, scale, and deploy
the models on a variety of platforms. Given the
training costs (millions of dollars), practitioners
increasingly rely on pre-trained general-purpose
LLMs and fine-tune them for specific downstream
tasks and datasets. This requires a wide catalogue
of open-source pre-trained LLMs, and sophisti-
cated procedures and tools for efficient fine-tuning.
Moreover, considering the massive size of these
models (usually from 7 to 100 Billion parameters),
we also need compression techniques to deploy
them successfully on different platforms.

We believe open-source language models help
to boost Al development and make it more ac-
cessible and trustworthy. They lower entry hur-
dles, allowing people to tailor these models to their
needs. This openness increases innovation, trans-
parency, and fairness. As part of this effort, we
introduce two open-source libraries: 720GPT
and H20 LLM Studio, for LLMs development, in-
cluding Multi LLM deployment and evaluation —
widely adopted in the NLP community (see Fig. 1).
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h20GPT (https://github.com/h2oai/h2ogpt)
is a library dedicated to supporting open-source
LLMs research, and facilitating their integration
while ensuring privacy and transparency. Most in-
tegrated models are designed for both research and
production. The main use-case of this library is to
deploy and test efficiently a wide variety of LLMs
on private databases and documents. This tool al-
lows users to compare different models on several
tasks and datasets concurrently. An example of this
application is https://gpt.h20.ai/.

H20 LLM Studio (https://github.com/
h2oai/h20-11lmstudio) complements the previ-
ous library, and allows users to efficiently fine-tune
any LLM using the most recent state-of-the-art
techniques such as LoRA adapters (Hu et al.,
2021), reinforcement learning (RLHF), and 4-bit
training.  After fine-tuning (or training), the
models can be easily exported and deployed at
the Hugging Face Hub '. Moreover, the library
includes a graphic user interface (GUI) specially
designed for large language models.

h20GPT and H20 LLM Studio are an ongoing ef-
fort maintained frequently by the team of engineers
and researchers at H20O.ai with exciting support
from the open-source NLP community and external
contributors. Both are released under the Apache
2.0 license 2. Tutorials and detailed documentation
are available at the corresponding websites and the
technical report (Candel et al., 2023).

2 Related Work

Large language models (LLMs) are designed to
process and understand vast amounts of natural
language data e.g., internet questions, text in doc-
uments, financial data, textbook material, etc. As
foundation models (Bommasani et al., 2021), these
are trained from broad data at scale (Howard and
Ruder, 2018), and can be adapted (ie. fine-tuned)
to a wide range of down-stream tasks (Wang et al.,
2018; Lewis et al., 2019).

They are built on the Transformer neural net-
work architecture (Vaswani et al., 2017), which
allows them to capture complex language patterns
and relationships. Derived from the Transformer,
we find BERT-like models (Devlin et al., 2018b;
Le et al., 2020; Liu et al., 2019) focused on pre-
training with bidirectional encoders. We also find

1https ://huggingface.co/models
2https ://www.apache.org/licenses/LICENSE-2.0

the popular Generative Pre-trained Transformers
(GPTs) (Radford et al., 2018, 2019; Brown et al.,
2020; OpenAl, 2023), focused on generative pre-
training. These serve as the engine of chatGPT.

Since 2022, we experience a new revolution in
NLP with the rise of LLMs (over billion parame-
ters models). These models usually follow a multi-
stage training strategy, starting with a task-agnostic
pre-training on large and diverse datasets. Some
related LLMs are LLaMA (Touvron et al., 2023a),
GPT-NeoX (Black et al., 2022), BLOOM (Scao
et al., 2022), Palm (Chowdhery et al., 2022),
OPT (Zhang et al., 2022), and GPT-4 (OpenAl,
2023). We also explore community models such as
Falcon (Penedo et al.), Alpaca (Taori et al., 2023),
and OpenAssistant (Kopf et al., 2023).

2.1 Why Open-Source LLMs?

While commercially hosted and centralized LLMs
like ChatGPT -based on GPT-4 (OpenAl, 2023)-,
Microsoft’s Bing Al Chat, and Google’s Bard are
powerful and effective, they have certain risks and
limitations compared to open-source LLMs:

* Data Privacy and Security: Many require
sending data to external servers. This can
raise concerns about data privacy, security,
and compliance, especially for sensitive infor-
mation or industries with strict regulations.

* Dependency and Customization: We want
to allow users to train LLMs on private data
safely, and customize the models to their spe-
cific needs and applications. Moreover the
users can deploy them on their own infrastruc-
ture, and even modify the underlying code.

* Traceability and Transparency: To under-
stand the risky behaviours of LLMs (e.g., hal-
lucinations, biases, private information etc.),
and ensure their safe and trustworthy use, it is
fundamental to analyze the dataset and train-
ing strategies used to produce such model.

* Carbon footprint: Users tend to adopt our
open state-of-the-art models, instead of run-
ning expensive and complicated experiments
(in most cases to replicate results). Therefore,
we aim to reduce the overall carbon footprint
(ie. GPU hours consumption) by providing
high-quality models and tools.

Overall, open-source LLMs offer greater flexibil-
ity, control, and cost-effectiveness, while address-
ing data privacy and security concerns.
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= h20GPT [meta-llama/Llama-2-13b-chat-hf]

what is the current inflation in the US?

Provide just a number brother?

As of March 2023, the current inflation
rate in the United States is

brother is also 13 years old.

approximately 2.4% according to the
Bureau of Labor Statistics' Consumer
Price Index (CPI) data.

= h20GPT [meta-llama/Llama-2-7b-chat-hf]

If  am 13 years old, how old is my twin

If you are 13 years old, then your twin

5 h20GPT [gpt-3.5-turbo]

what is the meaning of GPT? Answer in
one line

GPT stands for "Generative Pre-trained
Transformer."

Query and summarize documents, chat and code locally and privately

Figure 2: Open LLM Ecosystem. (left) The user does not need to transfer private data to 3rd parties, and can select
any popular LLM e.g., LLaMA, Falcon. (mid) H20 LLM Studio allows to train and fine-tune any language model
using state-of-the-art techniques and a GUI without coding. (right) The models can be easily evaluated, exported
and deployed. More information at https://github.com/h20ai/h20-11mstudio. Apache 2 License.

3 H20 LLM Studio

An open-source framework for efficient fine-tuning
LLMs without coding, using a graphic user inter-
face (GUI) specially designed for large language
models 3. This is illustrated in Figures 2 and 4.

We use the most popular adapters for fast fine-
tuning such as Low-Rank Adaptation (LoRA) (Hu
etal., 2021) and QLoRA (Dettmers et al., 2023), as
well as 8-bit (up to 4-bit) model training with a low
memory footprint, and the corresponding quanti-
zation. This allows to fine-tune small LLMs in
regular GPUs, even using Google Colab or Kaggle.
For example < 10B models (e.g., LlaMa-2 7B) can
be fine-tuned in a single NVIDIA-T4 (16GB).

We also integrate Reinforcement Learning from
Human Feedback (RLHF) (Ouyang et al., 2022;
Stiennon et al., 2020). This feature is inspired in
TRL 4 (von Werra et al., 2020), with the Proximal
Policy Optimisation (PPO) by (Ziegler et al., 2019).

3https ://github.com/h20ai/h20-11lmstudio
4https ://github.com/lvwerra/trl
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LLM Studio allows complete customization of
the experimental setup: dataset, state-of-the-art
model selection, optimizer, learning rate schedule,
tokenizer, sequence length (number of tokens), low-
rank adapter, validation set and metrics, etc.

The users can track several simultaneous ex-
periments, and easily export the logs and results.
Moreover, the models can be easily exported to the
Hugging Face Hub, to be shared with the commu-
nity or deploy locally and privately.

The framework supports any open-source lan-
guage model, we here highlight the most popular
state-of-the-art large models: GPT-NeoX (Black
et al., 2022), Falcon (Penedo et al.), LLaMa and
Llama 2 (Touvron et al., 2023b), Vicuna (Chiang
et al., 2023), WizardLM (Xu et al., 2023; Luo
et al., 2023), h2oGPT (Candel et al., 2023), and
MPT (MosaicML, 2023). We summarize these
models in Table 1. Most models are trained on
a large amount of data (over 1T tokens), they can
handle extremely long inputs (large context length),
and are licensed for commercial use.


https://github.com/h2oai/h2o-llmstudio
https://github.com/h2oai/h2o-llmstudio
https://github.com/lvwerra/trl

Model Size (B)
Llama 2 (Touvron et al., 2023b) 7/13/70
CodeLlama (Touvron et al., 2023b) 34
Falcon (Penedo et al.) 7/40/180
Mistral AI (Mistral A, 2023) 7
GPT-NeoX (Black et al., 2022) 20
WizardLM (Xu et al., 2023) 7/13/770
Vicuna (Chiang et al., 2023) 13
MPT (MosaicML, 2023) 7130
h20GPT (Candel et al., 2023) 7to0 70
2

GPT-3.5 (by OpenAl)

Table 1: Most popular pre-trained LLMs for fine-tuning.
We report the size in Billions (B) of parameters.

We acknowledge other existing tools such as
LLMTune (Kuleshov, 2023) and EasyLM (Geng,
2023). However, these do not include as many fea-
tures as LLM Studio (e.g., GUI, supported models
and techniques, etc), their licenses can be less per-
missive. Our tools are amongst the most adopted
LLM-related software in GitHub (considering stars
and forks by July 2023) — see Fig. 1.

4 Multi LLM Deployment and Evaluation

Any model produced from LLM Studio can be eas-
ily integrated into HuggingFace’s space & models.
We refer to our own space for more information
and access to our models °.

In Fig. 3 (top) we show a snapshot of our demo
h20GPT https://gpt.h20.ai/. We deploy mul-
tiple state-of-the-art LLM models including Falcon
(7/40B), Llama 2 (7/13/70B), and GPT-3.5. This
allows us to compare different models and setups.

The user’s prompt is evaluated by the different
LLMs concurrently. We can see the answer gener-
ation progress for each model, at the same time. Us-
ing this software we can identify clear differences
between LLMs easily, for example fast/low infer-
ence, hallucinations, common response patterns,
bias, memorized data etc. Also, we can analyze
the effect of prompt engineering on the different
models and expose vulnerabilities. The users can
deploy the models on a wide variety of inference
servers (HF TGI server, vLLM, Gradio, OpenAl),
and evaluate performance using reward models.

Document Analysis h20GPT also allows to
query and summarize documents in many formats
(e.g., PDFs, Word, Code, Text, MarkDown, etc).

5https ://huggingface.co/h2oai
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We implement an efficient use of context using
instruct-tuned LLMs (no need for LangChain).
Note that this ecosystem can be reproduced
locally, to analyze the models in a private and
safe manner.We also provide a OpenAl-compliant
Python client API for client-server control.

Guides & Material We provide a short Video tu-
torial (2 mins), and a complete video overview of
the ecosystem (16 min, 340K views) on YouTube.
Also a step-by-step tutorial Make Your Own
GPT With h2oGPT & H20 LLM Studio (1hr).
We also host all of our models in HF: https:
//huggingface.co/h2oai. We refer the reader to
our GitHubs for more demos, and documentation.

5 Future Work

Our open-source LLM Ecosystem is in constant de-
velopment, h20GPT and LLM Studio are updated
based on the most recent research advances and
demands. We plan to integrate new model quan-
tization techniques, distillation and long-context
training (context length over 100K tokens).

We also plan to support more multi-lingual mod-
els, and multi-modal models.

6 Limitations

Datasets Fine-tuning requires data text pairs of
instruction and expected result/answer.
Biases and Offensiveness LLMs are trained on a
diverse range of unfiltered internet text data, which
may contain biased, racist, offensive, or otherwise
inappropriate content. Therefore, the generated
content by these models may sometimes exhibit
biases or produce content that is offensive or inap-
propriate. We do not endorse, support, or promote
any such content or viewpoints.

Usage The large language model is an Al-based
tool and not a human. It may produce incorrect,
offensive, nonsensical, or irrelevant responses. It
is the user’s responsibility to critically evaluate the
generated content and use it at their discretion.
Carbon footprint Training LLMs is expensive
and their use is associated to tons of COgy emis-
sions (Touvron et al., 2023a).

Hallucinations LLMs are probabilistic, therefore,
certain “random" behaviour is natural and expected,
especially on complex prompts (e.g., logical para-
doxes, reasoning problems, etc) and “unknown con-
tent" not present in the training corpus.


https://gpt.h2o.ai/
https://huggingface.co/h2oai
https://www.youtube.com/watch?v=_iktbj4obAI
https://www.youtube.com/watch?v=_iktbj4obAI
https://youtu.be/Coj72EzmX20
https://www.youtube.com/watch?v=2orLCp984HA
https://www.youtube.com/watch?v=2orLCp984HA
https://huggingface.co/h2oai
https://huggingface.co/h2oai

Chat | Document Sele Document Viewe tH

Askanything ]

= h20GPT [h2oai/h20gpt-gm-oasst1-en-2048-falcon-7b-v3]

can you complete the following piece of pytorch code?

class Transformer(nn.Module):

Sure, here's a completed version of the code:

import torch

class Transformer(nn.Module

& h20GPT [meta-llama/Llama-2-7b-chat-hf]

can you complete the following piece of pytorch code?

class Transformer(nn.Module):

Sure, I'd be happy to help you complete the PyTorch
code for a Transformer class! Here is a possible
implementation based on the original Transformer
architecture proposed in the paper "Attention Is All

‘Submit Redo
Stop Undo
4 Save Clear

& h20GPT [meta-llama/Llama-2-13b-chat-hf]

can you complete the following piece of pytorch code?

class Transformer(nn.Module):

Sure! Here is a possible completion of the given

PyTorch code:

class Transformer(nn.Module): Gl
def  init_ (self, input dim, output di

pomiieedibyivesranictsy super(Transformer, self). init ()

o self.input_dim = input dim
self.output_dim = output_dim
self.num_layers = num_layers
self.hidden size = hidden_size

def _init_(self, nun_layers. nun_heads. dropout=0.1

import torch
import torch.nn as nn

super().__intt_|
self.nun_Layers - nun_layers
self.nun_heads = nun_heads

self.dropout = dropout class Transformer(nn.Module):

© h20GPT [h20ai/h20ogpt-gm-oassti-en-2048-falcon-40b-v2] © h20GPT [meta-llama/Llama-2-70b-chat-hf]

self.dropout = dropout

© h20GPT [gpt-3.5-turbo]

- import torch.nn as nn output = self.fc(encoded
self.layer = nn.TransformerEncode?Layel import torch.nn.functional as F
self.transformer_encoder = nn.Transforn return output

class Transformer(nn.Module):

1 Input prompt. The users clicks on submit and the multiple LLMs will start to interact.
You can also save the prompt, stop execution, etc.

Ask anything Submit Redo
can you complete the following piece of pytorch code? Stop Undo
class Transformer(nn.Module):

Save Clear

2 Multiple LLM evaluation. This visualization-evaluation allows the user to detect clear
differences between the models for example, inference speed and clear hallucinations.

= h20oGPT [h2oai’h20gpt-gm-oasst1-en-2048-falcon-7b-v3] = h20GPT [meta-llama/Llama-2-7b-chat-hf]

can you complete the following piece of pytorch can you complete the following piece of pytorch
code? code?

class Transformer(nn.Module): class Transformer(nn.Module):

Sure, here's a completed version of the code: Sure, I'd be happy to help you complete the

) PyTorch code for a Transformer class! Here is
import torch i i . .
a possible implementation based on the original
Transformer architecture proposed in the paper

"Attention Is All You Need" by Vaswani et al.:

class Transformer(nn.Module
def _ init_ (self, num_layers, num_heads. dropout=0.1

=]

super()._ init_ import torch

import torch.nn as nn

self .num_layers = num_layers

self.num_heads = num_heads

3 Expert mode. Users can change the temperature, cumulative probabilities (top p),
context (fop k tokens), maximum output length, maximum runtime, etc.

<>

Temperature 0.2

Lower is deterministic (but may lead to repeats), Higher
more creative (but may lead to hallucinations)

Figure 3: h20GPT. Evaluation of multiple state-of-the-art LLM models using the same prompt. This visualization
and evaluation allows the user to detect clear differences between the models e.g. faster or slower inference, clear
hallucinations, common memorized patterns. Demo available at https://gpt.h20.ai/ completely free.
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S H20 LLM Studio

Charts  Summary Train Data Insights Validation Prediction Insights Logs  Config

~ Navigation
Home LEARNING RATE @ TRAIN BATCHLOSS @
0.0001 35
Settings 3
0.000075
~ Datasets 25
Import dataset 0.00005 2
View datasets e
0.000025
1
~ Experiments
0 T - - J 05 T g
. 0 2000 4000 6000 8000 0 2000 4000 6000 8000
Create experiment
step step
View experiments
Experiments metric v val metric progress status v info
1
o,
560 % ~
075 Current GPU load BLEU 50.8443 4% running ETA: 01:08
o
" 2.6%
Current CPU load LD problem type
025
6.4 GB / 186.7 GB tweet-sentiment Causal Language Modeling
0 Memory usage
finished queued + running  failed + stopped .
kaggle-llm-exam Causal Language Modeling
Vv Detailed GPU stats oasst Causal Language Modeling

GPU #1 - current utilization: 56.0% - VRAM usage: 17.6 GB / 22.2 GB - NVIDIA A10G

Complete LLM Framework. Users can track all the experiments and the system's status. The software
allows complete customization of the experimental setup: dataset and model selection, validation and
metrics, optimizer, adapters, RLHF, bit precision, etc.

Dataset *

‘ tweet-sentiment v ‘

Problem Type *

‘ Causal Language Modeling v ‘

Import config from YAML (@ ) off @

Experiment Name

‘ LLM for Sentiment Analysis ‘

LLM Backbone

‘ h2oai/h2ogpt-gm-oasst1-en-2048-falcon-7b-v3 ~ ‘

Advanced Settings. Users can use state-of-the-art techniques to speed up training and obtain real-time
performance metrics. Also we allow Tokenizer and context customization.

Backbone Dtype Use RIhf Q on ® Lora Q on ©
int4
Reward Model LoraR
Gradient Checkpointing Q on @ | OpenAssistant/oasst-rm-2.1-pythia-1.4b O
Force Embedding Gradients (@ ) Off Adaptive Ki Control @D on © Lora Alpha
Intermediate Dropout Initial KI Coefficient
O O

Figure 4: LLM Studio allows efficient training and fine-tuning of LLMs using state-of-the-art techniques (e.g.,
advanced models, LoRA, int4, RLHF), and an intuitive GUI with complete experiment’s customization. More
information in https://github.com/h20ai/h20-11mstudio. Apache 2 License.
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Broad Impact

We advocate for the use of open-source LLMs to
accelerate Al development and enhance its trans-
parency, accessibility, security, and reliability. Our
open framework for training, fine-tuning, deploy-
ment and analysis of LLMs enables this to any user,
in a private and safe manner. We provide a detailed
Disclaimer for users of our software.
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Abstract

In very recent years more attention has been
placed on probing the role of pre-training data
in Large Language Models (LLMs) down-
stream behaviour. Despite the importance,
there is no public tool that supports such
analysis of pre-training corpora at large scale.
To help research in this space, we launch
Koala, a searchable index over large pre-
training corpora using lossless compressed suf-
fix arrays with highly efficient compression
rate and search support. In its first release
we index the public proportion of OPT 175B,
GPT-3, GPT-Neo, GPT-Neo, LLaMA, BERT,
ELECTRA, RoBERTA, XLNet pre-training
corpora. Koala provides a framework to do
forensic analysis on the current and future
benchmarks as well as to assess the degree of
memorization in the output from the LLMs.
Koala is available for public use at https:
//koala-index.erc.monash.edu/.

1 Introduction

Large Language Models (LLMs) have achieved
state-of-the-art results in NLP and on many
benchmarks have reached the performance ceil-
ing (Chowdhery et al., 2022). This evergrowing
success has been facilitated by the algorithmic
and computational progress in scaling up model
sizes (Wei et al., 2022a; Chowdhery et al., 2022;
Zhang et al., 2022; Brown et al., 2020), integrating
human feedback (Ouyang et al., 2022), adopting
modes of instructional inference at both zero- or
few-shot settings (Chen et al., 2022; Kojima et al.,
2022; Wei et al., 2022b; Nye et al., 2021), as well
as the ability of feeding them massive volumes of
free text during pre-training.

Recent works exhibit various cases which high-
light the sensitivity of downstream behaviour of
LLMs (and their smaller variants) to the frequency
of observed overlap between pre-training corpora
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and test set (Carlini et al., 2022; Ténzer et al., 2022;
Razeghi et al., 2022; Magar and Schwartz, 2022;
Lewis et al., 2020). In the generative setting, sev-
eral issues such as hallucination (Dziri et al., 2022),
undesired biases (Feng et al., 2023; Kirk et al.,
2021), or toxicity (Gehman et al., 2020) have been
attributed partly or fully to the characteristics of
the pre-training data, while a parallel line of works
have emphasised on the positive role of filtering
the pre-training data for safety and factual ground-
ing (Thoppilan et al., 2022).

The above observations are not a comprehensive
list but echo the undeniable role of pre-training
data in how these models would function in prac-
tice. Understanding the limitations imposed by
pre-training data would also lead to more informed
algorithmic and computational innovations (Col-
lier et al., 2022). However, these forensic studies
are done either at a small scale or by using surro-
gate sources such as web search hit counts. This
is mainly due to the absence of reliable tools for
supporting deeper analyses in this space at large
scale. Our work attempts to fill this gap.

We launch the Koala project, a service
backed by lossless compressed suffix ar-
rays (CSA) (Navarro and Mikinen, 2007), with
efficient compression rate and query support.
Koala contains a searchable index over the
public portion of the pre-training corpora! of
several existing pre-trained language models
from OPT 175B (Zhang et al., 2022) to BERT
(Devlin et al., 2019a). Koala is intended to
provide various overlap statistics for text query
files provided by researchers. We foresee several
areas of impact for Koala; (i) as a tool to measure
data leakage between existing benchmarks and
pre-training corpora of LLMs, (ii) and evaluate the
degree of memorisation or creativity in generative
models’ output, (iii) and to support designing
harder benchmarks by reducing the overlap with

'Our coverage of pre-training corpora is growing.
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pre-training corpora. We present an overview
of the Koala pipeline for pre-processing and
constructing the index. We also provide examples
of the types of analyses that could be done via
Koala by looking at a few commonly used test
benchmarks.

2 Pre-processing and Corpora Coverage

2.1 Pre-processing Steps

Our pre-processing pipeline includes three main
steps: cleaning, deduplication and tokenization?.
The cleaning step varies according to the pre-
trained corpus and is described in Section 2.2 where
we introduce the corpora covered by Koala. In
this section, we describe the deduplication and to-
kenization steps which are shared across all pre-
trained corpora.

We use MinHashLLSH (Rajaraman and Ullman,
2011, Chapter 3)- a widely-adopted duplicate detec-
tion method for large-scale dataset, in the dedupli-
cation step. Documents are first converted into a set
of unigram tokens (shingling) and then are hashed
into a short signature, namely minhash, such that
the similarity among documents is preserved. Min-
Hash is a hashing algorithm based on permutation
to generate random hashes to approximate the Jac-
card similarity (Broder, 1997; Cohen et al., 2001).
We generate the minhashes with 100 permutations.
Finally, the locality-sensitive hashes (LSH) of the
minhash values are calculated to detect the du-
plicated candidate pairs. We follow Zhang et al.
(2022) to remove those having Jaccard similarity
scores above 0.95 threshold. Our deduplication
implementation is based on the datasketch library.?
To scale the deduplication process to the large cor-
pus, we first perform deduplication in a small batch
and gradually merge the deduplicated batches. The
deduplication, by far, proved to be the most time
consuming step of our pre-processing and takes
2-3 orders of magnitude longer that indexing itself.
We only applied deduplication to a corpus if the
models trained on that corpus also have done so
(i.e., according to their corresponding published
details).

The deduplicated corpus is then tokenized with
Moses (Koehn et al., 2007) to normalize punctua-
tion and remove non-printing characters.

2While most existing LLMs use more sophisticated forms
of tokenization (i.e., BytePiece, SentencePiece) we choose
Moses tokenization as measuring data overlap under token

boundaries is a more interpretable and intuitive metric.
*https://github.com/ekzhu/datasketch

2.2 Corpora Coverage

The latest version of koala at the time of writing
this manuscript covers the following corpora:*

BookCorpus (Zhu et al., 2015) is a large-scale
dataset of text derived from books across various
genres and topics. We obtained this corpus from
Hugging Face’. This dataset has been used in
pretraining multiple large language models such
as BERT (Devlin et al., 2019b), RoOBERTA (Liu
et al., 2019), GPT3 (Brown et al., 2020) and
OPT (Zhang et al., 2022).

CCNewsv2 contains a vast collection of news ar-
ticles. Followed Zhang et al. (2022), we ex-
tracted English news published between 2016
and 09/2021 from CommonCrawl (Nagel, 2016)
using news-please (Hamborg et al., 2017).
Several large language models have utilized
this dataset for pretraining purposes, including
RoBERTA (Liu et al., 2019), GPT-Neo (Black
et al., 2021) and OPT (Zhang et al., 2022).

ThePile (Gao et al., 2021) includes datasets
from multiple sources: Pile-CC, USPTO Back-
grounds®, Guthenberg (Rae et al., 2020), Open-
WebTexts (Gokaslan and Cohen, 2019), Open-
Subtitles (Tiedemann, 2016), Wikipedia (en),
DM Mathematics (Saxton et al., 2019), Hack-
erNews’, Enron Emails (Klimt and Yang, 2004),
EuroParl (Koehn, 2005), FreeLaw®, NIH Ex-
Porter”, PhilPaperle, PubMed Central, PubMed
Abstracts, Stack Exchange!!, Ubuntu IRC'? and
YoutubeSubtitles. Several language models, such
as GPT-Neo (Black et al., 2021), OPT (Zhang
et al., 2022) and LLaMA (Touvron et al., 2023),
have used either all or a portion of the Pile dataset
as part of their pretraining data.

Pushshift Reddit is a project that collects and pro-
vides access to Reddit data for research and anal-
ysis'?. We used langdetect'* to detect and extract

*We plan to index more public pre-training corpora as they
become available.
Shttps://huggingface.co/datasets/
bookcorpus
®https://bulkdata.uspto.gov
"https://news.ycombinator.com
8https ://www.courtlistener.com
‘https://exporter.nih.gov
Yhttps://philpapers.org/
Uhttps://archive.org/details/
stackexchange
Phttps://irclogs.ubuntu.com/
Bhttps://files.pushshift.io/reddit
Y“https://github.com/fedelopez77/
langdetect
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SIZE TIME SIZE TIME SIZE
CORPUS (GB) (MIN) (GB) (MIN) (GB)
Enron Emails 1.4 - 9.4 14
NIH ExPorter 2 - 21.7 14
PhilPapers 2.5 - 36.6 2.5
YoutubeSubtitles 3.9 - - 63.8 53
HackerNews 3.9 7,147.2 3.2 34.2 33
BookCorpus 43 14,301.2 3.7 88.1 3.6
EuroParl 4.7 - - 72.3 3.7
Ubuntu IRC 5.9 - - 106.5 6.5
DM Mathematics 7.8 7,881.6 1.7 325 3.7
OpenSubtitles 13 19,920.1 4.9 58.1 4.8
Guthenberg 10.9 23,893.0 9.7 139.0 9.5
Wikipedi 17 31,1244 14 160.4 13
PubMed Abstracts 20 - - 368.5 15
USPTO 229 41,866.8 22 206.8 16
Stack Exchange 33 - - 684.1 39
FreeLaw 51 - - 854.3 43
OpenWebTexts 62.8  115,088.2 54 885.8 47
PubMed Central 90 - - 2066.7 85
Books3 104 - - 2523.2 93
CCNewsv2 150  292,724.7 94 818.3 80
Pile-CC 227.1 416,186.8 123 1,965.2 106
Reddit 420 617,906.5 345 4,821.2 358

Table 1: Statistics of corpora, deduplication step, and
the index construction. Indexing is done on a single
CPU core of a 2.70 GHz Intel Xeon Gold 6150, and
requires 2.5 of index size of RAM memory.

the English comments and submissions posted
from 2005 to 2019. We followed pre-processing
procedure in (Roller et al., 2021) to remove the
post from known non-English subreddits and
bot!>, comments longer than 2048 characters or
containing URL, or at depth larger than 7 in a
thread. The dataset constitutes a subtantial por-
tion of the pretraining data for OPT (Zhang et al.,
2022).

Table 1 reports the size of each corpus in raw and
deduplicated (if applicable) version.

3 Pipeline and Features of Koala

3.1 Data Structure of Koala

Our index construction is inspired by the language
models of Shareghi et al. (2015), which leverage
compressed data structures for building language
models on large text corpora. In this subsection
we provide a brief overview of the data structures
behind Koala and refer the readers to Shareghi
et al. (2016) for further details on the compression
framework.

A Suffix Array (SA) (Manber and Myers, 1993)
of a string 7 with alphabet o is an array of its
sorted suffixes. A cell in a suffix array, denoted
by SA[i], stores a number indicating the starting
position of its corresponding suffix in 7. Using

Bhttps://github.com/eliassjogreen/
Reddit-Bot-List
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a suffix array, searching for any sequence u in 7
translates into a binary search to find the range that
spans over all substrings that have u as their prefix,
and is O(|u|log|T]). Constructing SA takes 4-
8| 7| bytes in practice, making them impractical to
use for large data.

To support search on large collections, Com-
pressed Suffix Array exploits the compressibil-
ity of 7 while providing the same functionality
of SA in space equal to bzip2 compressed 7 in
practice. We follow Shareghi et al. (2016) and
use the FM-Index (Ferragina et al., 2008) that
utilises the lossless text compressibility vi the
Burrows-Wheeler transformation (BWT) (Burrows
and Wheeler, 1994) of the text. The BWT is de-
fined as, BWT][i] = [SA[i]—1 mod |T|]. Searching
for a sequence in BWT is done in reverse order and
requires O(|u|log |o|). For more details on BWT
and reverse searching, refer to Navarro and Méki-
nen (2007).

The CSA is at the core of Koala’s index and
search backbone. We used the SDSL library (Gog
et al., 2014) to implement our corpus indexer. We
index each corpus separately. Once a corpus is in-
dexed, its constructed index sits on disk and could
be queried through the Koala web interface (in-
troduced shortly). Each query is launched into the
indexed collection of corpora and returns the hit
counts of the query in the corresponding corpus.
Table 1 reports the time and memory usage for
construction of indexes.

3.2 n-gram Overlap Statistics of Koala

Given a text query, Koala can provide its count
statistics in several pretraining corpora by querying
the indexes constructed. An example of the raw
count output for the phrase plastic bags floating
in the ocean is shown in Table 2 on OPT 175B
pretraining corpora. Meaningful insights can be
derived from these raw statistics. Figure 1 illus-
trates two high-level statistics built on top of the
n-gram counts for two question answering bench-
mark test sets, PIQA (Bisk et al., 2020) and Open-
BookQA (Mihaylov et al., 2018), highlighting the
amount of leakage or overlap that exists between
these test sets and the entire pre-training data col-
lection indexed in Koala. We first introduce how
these statistics are calculated per instance, noting
that Figure 1 is reporting them as an average across
all instances in each test set. The high-level statis-
tics are defined as follows:
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n n-grams list Pile-CC BookCorpus  CCNewsv2 DM Guthenberg  HackerNews — OpenSubtitles  OpenWebTexts ~USPTO Wikipedia ~ Reddit

plastic 959364 33845 580607 0 4964 14397 14114 329535 598625 39435 2650049
bags 578401 29213 415672 0 17160 5405 21590 166685 111115 13708 1697726
1 floating 303836 19752 162095 0 36242 10058 8165 120146 244489 21938 976575
in 355723492 9260245 308475794 3347881 30592137 7135629 7831355 150523086 63002717 54190836 749899124
the 1056004732 34886372 782874590 6519155 107380032 20809865 23296159 428544710 251429575 128120455 2128039302
ocean 575919 30175 273507 0 65172 8467 23233 235331 23909 41516 1125595
T " plasticbags ~ T T T T T T T T 7 397227 T 7 % 843 T T T 38094 "0 T T (U 588 T T T T 367~ T 19323 =7 7 7 7544 T T T 1267 -~ 7 779539 T 7
bags floating 77 4 57 0 0 2 2 25 0 5 275
2 floating in 29619 3326 19189 0 3492 408 1397 12907 2913 1695 101880
in the 91136626 2440752 81218136 52379 7948909 1572721 1925941 37928620 19087529 13710461 175900138
the ocean 284689 18995 139332 0 33275 4066 14749 114465 11596 18558 667336
"7 7 plastic bags floating = T T T T 7 7 [ [ b [ | [ """ "7 0~ "7 2 | (A
3 bags floating in 27 0 34 0 0 0 8 0 3 101
floating in the 14481 1621 10734 0 1791 141 725 6594 1760 897 43090
in the ocean 44233 1573 28680 0 2025 1035 2513 21517 1588 2566 163343
"7 7 plastic bags floatingin ~ "~ " " 71 16~ 777 [ n-""""0 """~ [ | I 0~ "7 2T X
4 bags floating in the 20 0 29 0 0 0 0 5 0 3 76
floating in the ocean 1 0 7 1 1 2

6 p]aﬂuc bags ﬁoalmg inthe ocean 4 0 I 0 0 0 0 1 0 2 2

Table 2: The n-gram hit statistics per corpus for the correct answer (plastic bags floating in the ocean) to the query
Which of these situations is an example of pollutants?, choices : [plastic bags floating in the ocean, mallard ducks
floating on a lake, cottonwood seeds floating in the air, cirrus clouds floating in the sky]. This is a sample from the
OpenBookQA benchmark.
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Figure 1: Visualisations of n-gram overlap statistics for OpenBookQA and PIQA test sets, Answer side. Top:
OpenBookQA Answer Set ; Bottom: PIQA Answer Set. Left: Average of Per Instance K-gram hit ratio (i.e.,
K-gram hit ratio = 1 means 100% of k-grams in one instance were a hit); Right: Average of Per Instance K-gram hit
length ratio (i.e., K-gram hit length ratio with respect to the instance length = 1 means the k-gram was fully covered,
0.75 means it was 3/4 covered, etc). PIQA test set size is 1838, OpenBookQA test set size is 500.

Per Instance k-gram hit ratio measures 1‘]4\;]5; , illustration we considered 4 length bins: [0,0.25),
where NP is the set of all k-grams of instance [0.25,0.50), [0.5,0.75), and [0.75,1].
While a deep dive into exploring the dependence

x, and M2 is the subset of NF containing only )
the k-grams with frequency above the pre-set between data overlap, model size, and model per-

thresholds ¢ (e.g., > 1, > 10, > 100, > 1k, > formance requires a separate work, here we unpack
10k. >100k >1M)._ N N N ~ some highlights from the figures:

Pe]\Z lInstance k-gram hit length ratio measures Highlights from Figure 1 (Left Panel): The top-

Ni > Where N, » is the set of all substrings of g panel highlights that for OpenBookQA above
instance x that fall within the length bin [ (e.2.,  75% of the unigrams and bigrams of test set occur
I = [0.75,1.00] means all substrings whose  at Jeast once (> 1) in the pretraining data, while
lengths are 3/4 of the length of = or more), and  this drops to below 50% with a higher threshold (>
MU is the subset of N, containing only the 1k). We observe that above 25% of trigrams occur
substrings with frequency above the pre-set ¢ Jeast 100 times in the pretraining data. Looking
thresholds ¢ (e.g., = 1, ... , =IM). In this  at the bottom-left panel for PIQA, we see a much
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(a) Various n-gram statistics which are available both through the interface and JSON result files.

k-grams: @

Overlapped n-grams (highlighted):

Frequency

(b) Count statistics of various n-grams in the generated text and highlight the overlap n-grams.
Figure 2: Snapshots from a few of the Koala webpage features.

stronger indication of data overlap. For instance we
observe above 55% over bigrams occur at least 100
times in the pre-training data. Comparing the two
dataset at the extreme frequency threshold of >
1M, we observe that above 50% of PIQA unigrams
occur at least 1M times in the pretraining data,
while this is roughly 30% for OpenBookQA.

Highlights from Figure 1 (Right Panel): Not-
ing that average answer length in PIQA and Open-
BookQA test sets are 101, 20. This means that
[0.25,0.5) length bin covers sequences of roughly
25-50 tokens for PIQA, while this is roughly 5-
10 tokens for OpenBookQA. We now turn to the
highlights from the right panel. For OpenBookQA
(top-right) we observe from the red bars that above
25% of test instances (roughly 125 cases out of
500 test instances in OpenBookQA) are almost
[75%,100%] covered in the pre-training data for
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at least 100 times (> 100). This corresponds to
matches of length 15-20 words. Looking at PIQA
(Bottom-Right), although the coverage with re-
spect to the full length is not as apparent as Open-
BookQA, matches in each corresponding length
bin of PIQA are roughly 4x longer than Open-
BookQA. For instance, about 5% of test instances
of PIQA (roughly 90 cases out of 1838 test in-
stances in PIQA) have a matching substring of 25-
50 words which occur at least 1000 times in the
pretraining data (see yellow bar for > 1000).

The performance ceiling obtained by GPT-3 and
OPT models for these two benchmarks (reported
numbers in Appendix A of Zhang et al. (2022)
indicate the largest variant of both models achieve
roughly 80% accuracy for PIQA, and above 57%
accuracy on OpenBookQA) and our highlighted
findings suggests a positive correlation between the



amount of data overlap we highlighted and the task
performance ceiling by the LLMs trained on the
same pre-training corpora. As a future direction of
analysis, it would be interesting to leverage Koala
to analyse the interdependence of the amount of
data overlap, model size, and task performance.

3.3 Interface of Koala

In this section, we give an overview of the interface
of Koala. Figure 2a and 2b demonstrate some
of Koala’s features. In addition to reporting the
raw counts, Koala provides an interface to upload
an n-gram file and to visualize different hit ratio
statistics (§3.2). The n-gram file is a plain text file
where each line is an n-gram whose overlap statis-
tics will be computed. Figure 2a shows the output
from this feature. We also provide the interactive
version of the ratio plots (e.g., Figure 1) for 3 ques-
tion answering benchmarks: HellaSwag (Zellers
et al., 2019), PIQA (Bisk et al., 2020) and Open-
BookQA (Mihaylov et al., 2018) where overlap
and memorization are critical in the evaluation.

For resource management, we limit the live
demo queries to n-gram files below 2MB. For
larger files and more comprehensive statistics, we
provide a form for users to submit the data and
queue the computation. Upon completion (within
72 hours depending on the queuing load), a JSON
file is returned to the user with overlap breakdowns
per pre-training corpus for various n-gram lengths.
The query files and JSON file are only kept for 72
hours, after which we deep delete them from the
Server.

Another use case of the overlap statistics is to
provide a measure of the creativity for generative
LLMs, i.e. whether the generated text is novel or
memorization of the pretraining corpora. Koala
implements a tool to verify the novelty of an out-
put of generative LLLM given a prompt. Figure 2b
shows an example of this feature which provides
the count statistics of the n-grams in the generated
text and highlight the overlap n-grams.

4 Conclusion and Future Work

We presented Koala, a web-based service pow-
ered by a compressed data structure backbone that
facilitates efficient search over large collections of
texts. Koala is a tool for comprehensive overlap
analysis with potential use-cases including but not
limited to assessing leakage of test benchmarks,
measuring the degree of memorization in genera-

95

tive LLMs outputs. Additionally, Koala not only
provides a public tool for forensic analysis of these
phenomena it could also help benchmark designers
towards constructing more challenging testbeds for
LLM:s.
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Abstract

Lyrics generation is a well-known application
in natural language generation research, with
several previous studies focusing on generat-
ing accurate lyrics using precise control such
as keywords, rhymes, etc. However, lyrics im-
itation, which involves writing new lyrics by
imitating the style and content of the source
lyrics, remains a challenging task due to the
lack of a parallel corpus. In this paper, we in-
troduce Sudowoodo, a Chinese lyrics imitation
system that can generate new lyrics based on
the text of source lyrics. To address the issue
of lacking a parallel training corpus for lyrics
imitation, we propose a novel framework to
construct a parallel corpus based on a keyword-
based lyrics model from source lyrics. Then
the pairs (new lyrics, source lyrics) are used
to train the lyrics imitation model. During the
inference process, we utilize a post-processing
module to filter and rank the generated lyrics,
selecting the highest-quality ones. We incorpo-
rated audio information and aligned the lyrics
with the audio to form the songs as a bonus.
The human evaluation results show that our
framework can perform better lyric imitation.
Meanwhile, the Sudowoodo system and demo
video of the system is available at Sudowoodo
and https://youtu.be/uSBBT_j1L5M.

1 Introduction

Al creative assistants are artificial intelligence sys-
tems that can learn from large amounts of text
data to understand human language and culture and
use this knowledge to create content such as story
generation (Alabdulkarim et al., 2021; Zhu et al.,
2020), poetry writing (Guo et al., 2019; Liu et al.,
2019b; Yang et al., 2019), grammar and spelling
checking (Patil et al., 2021), etc. In addition, Al
creative assistants can also assist in songwriting
(Potash et al., 2015; Zhang et al., 2020; Shen et al.,
2019) by learning from numerous songs, under-
standing human emotional expression, and creating

* Corresponding Author
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music in a similar writing style to humans. Previ-
ous research (Castro and Attarian, 2018; Watanabe
et al., 2018; Manjavacas et al., 2019; Fan et al.,
2019; Li et al., 2020; Zhang et al., 2020, 2022)
has focused on generating lyrics based on speci-
fied keywords (e.g., Snow), lyrics styles, themes,
or user input passages, which generate new lyrics
with limited control over the content. However, in
actual music production, users sometimes adapt ex-
cellent songs by adding their own creativity while
remaining the original lyrical structure, resulting
in new lyrics. This requires stronger control over
the source lyrics such as text content, emotion, and
fine-grained writing styles.

To address this issue, this paper demonstrates Su-
dowoodo ! (a Pokémon with the ability to imitate)
a Chinese lyrics imitation generation system based
on source lyrics. Sudowoodo is typically based
on the Encoder-Decoder framework, where the en-
coder encodes the text and attributes of the source
lyrics, and the decoder generates the imitated lyrics.
However, since we only have the source lyrics and
not the target ones, the parallel corpus is lacking
to train the imitation model. To solve the problem,
we also propose a method for constructing aligned
training samples, which generated the target lyrics
from the extracted keywords of source lyrics using
a keywords-based lyrics generation model.

Specifically, we first collect the source lyrics
corpus Dy, from the Internet % and utilize the key-
word extraction method described in Section 2.1
to extract keywords from source lyrics. And we
train a keywords-based model, named Model g7z,
which can generate lyrics from given keywords.
Then, we generate the target lyrics Dy using the
Modelgsyr. Finally, we train a lyrics imitation
model with the aligned lyrics corpus (Dys, Dy)
based on the encoder-decoder framework. In ad-
dition, to improve the quality of generated lyrics

"https://en.wikipedia.org/wiki/Talk%3 ASudowoodo
Zhttps://music.163.com/
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Source Lyrics

Lyrics:

XHFEBAZA
(There are so many people in the world)
ABEE ME— BT

(There is an open door among the crowd)
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(There are so many people in the world)
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(There is an open door among the crowd)
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Generated Lyrics: iX tt 57 A< 75 A0
(This world is quietly and silently)
#E AN HERAIT

(Many people also leave in a hurry.)

Generated Lyrics

Keywords to Lyrics Model

Lyrics to Lyrics Imitation Model

Figure 1: The framework of Sudowoodo system proposes in this paper. Model x2;, denotes a model for generating
lyrics based on keywords, while Model;o; represents the generation model from source lyrics to imitation
lyrics.Encoder refers to the encoding portion of the Encoder-decoder architecture, while Decoder represents the
decoding portion. Post-processing is mainly aimed at the imitation lyrics generated based on the Model oy, .

and better showcase the results, we also employ
post-processing modules including lyrics quality
scoring and relevance scoring. Meanwhile, to pro-
vide a more intuitive understanding of the gener-
ated lyrics through imitation, we incorporate audio
information (the vocals and melody of the source
song) and align the lyrics with the audio to produce
a complete song.

The main contributions of the Sudowoodo sys-
tem are summarized as follows:

* We present a lyric imitation tool that gener-
ates new lyrics end-to-end based on source
lyrics. Furthermore, we explore the addition
of musical information to the generated lyrics
in order to create songs. Sample songs can be
heard at the songs of Sudowoodo.

* We propose a novel framework for construct-
ing a parallel lyrics corpus for imitation based
on the keyword-based model. The results of
the human evaluation show the efficacy of the
imitation model trained on the basis of this
parallel lyrics corpus.

* The Sudowoodo system and demo video
can be available at Sudowoodo and
https://youtu.be/uSBBT_j1L5M.

2 Framework

The Sudowoodo system consists of two mod-
els and a post-processing module, as illustrated
in Figure 1: Modelyxor, Model;sr, and Post-
Processing. These modules will be described in
greater detail below.

2.1 Data Preparation

In this study, we obtain a dataset of 800k Chinese
lyrics of various styles from the Internet, including
pop, hip-hop, rap, etc. After filtering out lyrics
less than 100 characters in length and removing
duplicates, we are left with 600k unique lyrics. We
denote the processed lyrics corpus as Dy.

As depicted in the attribute extraction section of
Figure 1, when conducting attributes extraction for
the source lyrics, we extract not only the keywords
of the source lyrics but other attributes such as style
and emotion. To extract keywords from the source
lyrics, we first segment the lyrics into multiple bars.
We then apply KBERT (Liu et al., 2019a) based on
distiluse-base-multilingual-cased-v1 3 to extract a
subset of the keywords from each bar. We extract
5 keywords for each bar. In addition, we rank the

*Multilingual knowledge distilled version of multilingual
Universal Sentence Encoder. Supports 15 languages: Ara-
bic, Chinese, Dutch, English, French, German, Italian, Ko-
rean, Polish, Portuguese, Russian, Spanish, and Turkish.
https://www.sbert.net/docs/pretrained_models.html
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keywords according to their scores and select the
top 10% scoring keywords as the keywords for the
whole song. In this process, we utilize the Jieba *
as a word separation tool. For other information,
we train a classifier model to acquire attributes such
as emotion and style from source lyrics. Finally,
we construct a parallel corpus dataset by extract-
ing keywords, style, and emotion from the lyrics
and aligning these attributes with source lyrics to
form paired data (D 4, D), where D 4 represents
the corpus composed of the extracted attributes of
the corresponding source lyrics. The size of this
dataset is 600%.

2.2 Models

We first train a model, named Modelgoy,, using
the paired data (D 4, D) to generate lyrics based
on keywords and their associated attributes such
as emotion and style. Then, we acquire three new
lyrics through Model o1, for each source lyric with
random keywords extracted from the source lyric.
The new lyrics are aligned with the source lyric
and keywords to form paired data. All the lyrics
generated by Model oy, are collected as D’K. Con-
sequently, we construct a parallel corpus dataset
(Dy,, Dy,) with a size of 1800k. Meanwhile, during
the training of Model; o, we encoder D;C and the
write styles of Dy, while the decoding side targets
Dy.

Initialization: To improve the model’s perfor-
mance and generate more fluent text, we initial-
ize the model with a self-developed transformers-
based pre-training model. Note that the structure
of the pre-trained model is consistent with GPT-2
3, containing 210 million parameters with 16 lay-
ers, 1024 hidden dimensions, and 16 self-attention
heads. The model is pre-trained on 30G of Chinese
novels collected from the internet, using a vocab-
ulary of 11400 words and a maximum sequence
length of 512.

Training: Due to the lack of direct alignment
corpus from lyrics to lyrics, we cannot train a
seq2seq encoding and decoding model directly.
Therefore, we propose a novel training strategy,
as shown in Figure 1. The framework comprises
two models for training. Firstly, a keyword-to-
lyrics model, named Model g1, is used to generate
aligned lyrics from source lyrics, with keywords
and attributes such as style and emotion encoded

“https://github.com/fxsjy/jieba
Shtps://openai.com/blog/gpt-2-1-5b-release/
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into a latent semantic space and then decoded into
source lyrics. The Modelxo;, utilizes an encoder-
decoder architecture with the keywords, style, and
emotion serving as encoder inputs and the source
lyrics as decoder outputs, with training loss as
shown in Equation 1. Secondly, an end-to-end
lyrics imitation model, called Modelzz, is trained
using the aligned corpus (D}, Dj) constructed
from Modelgo;, and also utilizes the encoder-
decoder architecture. The Model 7, encodes ng
and the attributes of the source lyrics into the en-
coder, with the source lyrics serving as the decoder
output and training loss as shown in Equation 2.

Liar = — Y logP(yi| D(E(k;, W3))) (1)
Dy,
Liop =— Y logP(y| D(E(xi, ki, Wi)))
(Dk/ka)
2)

Where E encodes lyrics, keywords, and writing
styles into latent representation, and D decodes the
latent representation into lyrics. k; means the key-
words and the W; represents the writing styles such
as emotion and style in source lyrics. z; indicates
the lyrics in D). Dy, is the dataset of source lyrics,
and D}c is lyrics generated from Modelx-r .

Inference: During inference, the input to
Model gy, is controlled by keywords and writing
style and is typically less than 512 in length. In con-
trast, Modelz o ’s inputs include the source lyrics,
which can easily exceed the length of 512. The
most intuitive approach is to truncate the inputs
after incorporating the keywords and writing style.
However, this approach would be easy to obscure
the controlling elements such as writing style and
keywords. To address this issue, when the lyrics
exceed 512 minus the length of the writing style
and keywords, we truncate the last bar of the source
lyrics to ensure that the input to the model does not
exceed 512. It is worth noting that the last bar of
the source lyrics often repeats the previous content,
so this truncation does not significantly impact the
generated lyrics.

Decoding Strategy: We use a top-k sampling
strategy with a sampling temperature of 0.8 and a
value of k of 10. Additionally, to prevent the model
from easily generating duplicate words, we apply
a sampling penalty technique proposed by Yadong
et al. (2021), which only penalizes the first 200
words. In lyrics generation, although the model



can learn the specific format, which is the number
of lines and a number of words per line based on the
source lyrics, we perform format control decoding
to ensure that the generated lyrics have the same
format as the source lyrics. To do this, we record
the number of lines and words in the generated
lyrics and adjust the [SEP] and [EOS] logits in
each decoding step.

2.3 Post-processing

After the model training is finished, we can use
the source lyrics, provided keywords, and writing
styles to generate limitation lyrics with Modelyy .
We utilize the top-k sampling method at decoding
to generate candidate lyrics. For each input, the
model generates 10 samples. Then we re-rank the
samples according to the following scores.

Lyrics Quality Scoring: To filter high-quality
lyrics, we train a classification model to determine
whether a song lyric is a high-quality lyric and
consider its confidence score as the Lyrics score,
which is called Spyc, for re-rank. Inspired by
QiuNiu (Zhang et al., 2022), we utilize popular
and classic lyrics as positive samples, while lyrics
with very few plays are negative samples. The
experimental results indicate that the model gives
a high confidence score when the lyrics contain
beautiful sentences and rhetorical devices.

Relevance Scoring: In this paper, we introduce
a method called S;¢jcpance t0 measure the seman-
tic similarity between source lyrics and generated
lyrics. To calculate Sy cjepances We use the sen-
tence transformer to obtain sentence vectors for
both the source and generated lyrics, and then cal-
culate the cosine similarity to rank the relevance.
This method allows us to evaluate the quality of the
generated lyrics in terms of their semantic similar-
ity to the original lyrics.

Finally, we apply an anti-spam filter to the lyrics
and use a combination of scores to sort them as
shown in Equation 3. We then select the top 3
results as the final output. This post-process allows
us to identify the most high-quality lyrics according
to our criteria.

Score = wy * SLyric + w3 * Syelevance 3

which the w; and wy denote the weights of the
corresponding scores. In this paper, we set w; to
0.7 and wo to 0.3.

Composing and Singing: In order to evaluate
the quality of lyrics generated from the Modelzsr,,
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Figure 2: The interface of Sudowoodo.

we annotate popular songs by extracting various
musical features, including melody, chord progres-
sion, key, structure, and phrasing, using both gen-
eral music theory ® and more advanced analytical
techniques. Based on these features, we then use
intelligent composition (Song et al., 2009) tech-
niques to generate melodies similar to those in
the source style. Additionally, we use matching
arrangement techniques, virtual vocal timbre selec-
tion, and mixing parameter adjustment to produce
a fully synthesized song that includes accompani-
ment and singing. Finally, we incorporated audio
information and aligned the lyrics with the audio to
form the songs as shown in Figure 2. We can enjoy
it in songs mode of Sudowoodo!

3 Results of the Experiment

We conduct an ablation study to evaluate the frame-
work proposed in this paper.

Metrics: We evaluate the generated lyrics from
four perspectives: (1) Thematic: The relevance
of the imitation lyrics to the theme of the source
lyrics, including love, friendship, family inspira-
tion, etc. (2) Fluency: It refers to the smoothness

Shttps://www.ipr.edu/blogs/audio-production/what-are-
the-basics-of-music-theory/
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Theme (avg.) Flu(avg.) Logic (avg.) Overall (avg.) Best (%)
Model gy, 4.168 4.103 3.480 4.078 32.75
Model;jo;, 4.250 4.160 3.460 4.153 34.25
w/o WS 4.275 4.108 3415 4.148 33

Table 1: Human evaluation results of Ablation. The scores in the table are the average scores of the three annotators.
"Best" indicates that the model achieves Top-1 in the validation dataset for the same source lyric using three
end-to-end lyrics imitation methods. Flu means Fluency, and Theme is Thematic in metrics. WS means the writing
styles such as keywords, style, and emotion.

Pl blew the evening breeze !

that you blew.

i can we consider ourselves |
i as embracing each other? :

dream, empty-handed.
Empty-hearted.
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|
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i Don't want to play the role

of a half-row audience
anymore.
Don't want to let my
impulses fall through
anymore.

: be an audience.
i A self-witness is enough.

Love keeps spinning in life.

And is very precious.

1
1

1

[}

1

1

: i Like waking up from a
L

1

1

1

Every sincere heart can be .
: understood. : 1
Guessed correctly. '

: 1

1

Figure 3: The instance of imitation lyrics in Lyrics mode. We enter the "Z1E (love)" and "H H (freedom)" as
keywords. As you can see from the picture, not all of the keywords entered are necessarily used. The Red color in

Chinese and English indicates keywords.

and naturalness of the language used in the lyrics.
In evaluating the fluency of a song’s lyrics, we con-
sider factors such as the fluency of the words and
the rhythmic structure of the sentences. (3) Logic:
It refers to the coherence and smoothness of scene
transitions in the lyrics. To evaluate the logic of
a song’s lyrics, we consider whether consecutive
sentences describe a single scene. If m consecutive
sentences describe a scene, we argue that those sen-
tences are reasonable within logic. If n consecutive
groups of m sentences are found to exist within n
different scenes, the lyrics are considered to have
a high degree of smooth scene transitions overall.
The number of scene jumps ’ can measure the logic
of the song. (4) Overall: The overall scoring of a
song’s lyrics.

Results: We sample 100 lyrics from the source
dataset and generate three imitation lyrics for each
source lyric. We invite 3 professional lyricists to
score each of the 300 lyrics based on Thematic, Flu-
ency, Logic, and Overall. The score ranges from

’Scene jumps occur when consecutive sentences describe
different things or switch abruptly between different sensory
perspectives, resulting in an unnatural or jarring transition.

1-5, with 5 being the best and 1 being the worst.
The results are shown in Table 1, where all scores
are averages for one song. We observe that the
thematic and comprehensive scores of Modelzar,
exceeded those of Modelgor. Additionally, we
also verify the effect of the model, which uses only
lyrics as input without keywords and writing style,
and find that the addition of keywords improves the
fluency of the generated lyrics. When the model
is used to generate lyrics for the same lyrics us-
ing all three end-to-end methods, we observe that
the method based on generated lyrics outperforms
the keywords in 67.25% of cases. It indicates that
generated lyrics for training can improve the per-
formance of a lyric imitation model.

4 Demonstration

This section demonstrates how the Sudowoodo sys-
tem works.

The user interface for this demo is shown in
Figure 2. As an imitation demo, it offers limited
interaction with the user. The Sudowoodo system
operates in two modes: Lyrics and Songs. In Lyrics
mode, the user is required to select the source
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i ! How long has it been since I heard
i : from you? :
! Where the hell are you, honey?

; : Was it ever so kind to me?

! ! The torrential rain that fell from

i high altitude.
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The heavy rain that fell in the city.
Blown away by the wind, I lost you. !
I am very fortunate to have encountered !
this love. :
Although even the most unforgettable
memories will eventually expire.

The heavy rain that I remember from i
: my memories. ;
Led me to a strange city. | ;

It's been a long time since I've heard | |
from you. i

But there has never been a trace left !

i

Figure 4: An example of Songs mode, with a player that plays the rendered song with imitation lyrics above the

generated lyrics.

lyrics and the desired sentiment for the generated
lyrics. Additionally, the user may provide key-
words, which are typically space-separated phrases
such as "H H Z1& (freedom love)" or, alterna-
tively, left blank. When generating lyrics, the Su-
dowoodo system takes into account the writing
style of the selected source lyrics, including its
theme, rhymes, and provided keywords, as well as
the desired sentiment. The provided keywords are
highlighted for easy identification. Note that not all
provided keywords are necessarily used in the gen-
erated lyrics. In Songs mode, the user can select
the name of the source lyrics to hear the generated
lyrics as a song. Due to technical limitations, the
lyrics are rendered offline. In this paper, we apply
three different Al singers to provide the sounds.
Finally, the user can click "Generate!" to produce
the output.

Next, we show some generated examples in Fig-
ure 3.

Lyrics: The leftmost column of the display
lyrics represents the source lyrics selected by the
user, while the three columns on the right show
the generated imitation lyrics. If the user has en-
tered keywords, these will be highlighted in red
within the generated lyrics. This demo can gen-
erate smooth, high-quality lyrics in a format and
writing style similar to the source lyrics for each
generation.

Songs: Figure 4 shows the results in Songs
mode. As the real-time rendering of songs is a
challenging task, we have performed offline render-

ing for this demo. A player is provided above the
generated lyrics, which can be clicked on to hear
the resulting song after rendering with the imitation
lyrics. In the future, we aim to integrate real-time
rendering of songs to create a true lyric imitation
system that can take source lyrics and generate cor-
responding songs. More experiences are available
in Sudowoodo.

5 Conclusion

In this paper, we describe Sudowoodo, a Chinese
lyric imitation system that supports two modes:
Lyrics and Songs. In Lyrics mode, users can input
keywords to generate imitated lyrics based on ex-
isting lyrics. In Songs mode, Sudowoodo uses an
unspecified technology to generate music that ac-
companies the imitated lyrics to create a complete
song. To address the lack of a lyric-to-lyric align-
ment corpus, we propose a novel training frame-
work structure to construct a parallel corpus for
lyric imitation. Additionally, we apply Chinese
pre-trained GPT-2 for initialization. To improve
the quality of the generated lyrics, we employ a
post-processing module to sort the generated re-
sults and select the highest quality ones. Finally,
We audio-aligned some of the imitation lyrics to
form songs!
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Abstract

Task-oriented dialogue (TOD) systems func-
tion as digital assistants, guiding users through
various tasks such as booking flights or finding
restaurants. Existing toolkits for building TOD
systems often fall short of in delivering compre-
hensive arrays of data, models, and experimen-
tal environments with a user-friendly experi-
ence. We introduce ConvLab-3: a multifaceted
dialogue system toolkit crafted to bridge this
gap. Our unified data format simplifies the in-
tegration of diverse datasets and models, signif-
icantly reducing complexity and cost for study-
ing generalization and transfer. Enhanced with
robust reinforcement learning (RL) tools, fea-
turing a streamlined training process, in-depth
evaluation tools, and a selection of user simu-
lators, ConvLab-3 supports the rapid develop-
ment and evaluation of robust dialogue policies.
Through an extensive study, we demonstrate
the efficacy of transfer learning and RL and
showcase that ConvLab-3 is not only a pow-
erful tool for seasoned researchers but also an
accessible platform for newcomers'.

1 Introduction

Task-oriented dialogue (TOD) systems converse
with their users in natural language to help them
fulfil a task, such as booking a flight or finding a
restaurant. Unlike chit-chat dialogues, a critical
aspect of these systems is that they are grounded in
an ontology that contains domains, slots, and values
which describe the dialogue task, i.e. user goal, as
well as including domain-specific databases.

!ConvLab-3 is publicly available at https://github.

com/ConvLab/ConvLab-3 under Apache License 2.0. The
demonstrative video accompanying this paper is available at
https://youtu.be/t6HVTJICeGLo.

“These authors contributed equally to this work.

"These authors share the senior authorship of this work.

4xz479@cam.ac .uk

There are two distinct capabilities that TOD sys-
tems need to exhibit. They need to frack the state
of the dialogue and based on that decide on the next
action to take in order to steer the conversation to-
wards fulfilling the user’s goal (Young et al., 2007).
The architecture of TOD systems typically adopts
a modular approach, often encompassing compo-
nents like dialogue state trackers and policies, and
may include language understanding or generation
units, as depicted in Figure 1. The complexity of a
TOD system necessitates a toolkit with advanced,
easily integrable modules allowing for straightfor-
ward training, evaluation, and combination.

The vast amount of possible user behaviours and
tasks that a TOD system might assist with neces-
sitates the study of generalization and transfer to-
wards new users and datasets. While many datasets
for studying task-oriented dialogue have been pro-
posed (Wen et al., 2016; Mrksic et al., 2017; Byrne
et al., 2019; Eric et al., 2020; Rastogi et al., 2020;
Zhu et al., 2020a; Feng et al., 2022), the various
dialogue, ontology and database formats hinder re-
searchers from validating their models on unseen
data. In this work we propose a unified format to
bridge the gap between different TOD datasets and
models and provide a unified training and evalua-
tion framework that accelerates the study of gener-
alization capabilities. Once a dataset is transformed
into the unified format, it can be immediately used
by supported models. Similarly, once a model sup-
ports the unified format, it can access all supported
datasets. This feature reduces the cost of adapting
M models to N datasets from M x N to M + N.

The dialogue policy, as the decision-making
component of a TOD system, is pivotal to the suc-
cess or failure of a dialogue task. It is typically op-
timized using reinforcement learning (RL), neces-
sitating additional components such as algorithms,
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Figure 1: ConvLab-3: The unified format serves as a bridge, connecting diverse datasets and dialogue models. It
streamlines the integration of various TOD modules, including supervised learning, evaluation, and a wide array of
essential evaluation metrics, thanks to the unified data loader and evaluator. These modules can be incorporated,
either in the agent or user simulator, through a configuration file, defining the environment for interactive evaluation

and reinforcement learning.

evaluation tools, and user simulators. Realistic user
simulators are essential for conducting interactive
evaluations and tests against varied user behaviours,
in order to accurately mirror real-world scenarios.
ConvLab-3 streamlines RL-based development and
assessment of dialogue policies. We achieve this by
offering a configurable RL environment, evaluation
tools for thorough insights, and multiple user simu-
lators to explore generalization capabilities towards
new user behaviours, as depicted in Figure 1.

ConvLab-3 is especially useful for practition-
ers seeking to construct a dialogue system with-
out extensive expertise. Additionally, it provides a
fast, convenient, and dependable platform for both
novice and experienced researchers to conduct ex-
periments. In particular, it enables: (1) researchers
to perform experiments across a variety of datasets,
(2) developers to construct an dialogue system us-
ing custom datasets, and (3) community contrib-
utors to consistently add models and datasets. In
summary, our contributions are:

* A unified data format which allows for easy
generalisation and transfer learning experi-
ments across different datasets.

* A convenient RL framework and access to
different user simulators, accelerating the de-
velopment and evaluation of dialogue policies.

* Providing a broad collection of compatible
datasets and state-of-the-art models.

2 Related work

While Rasa (Bocklisch et al., 2017), NeMo
(Kuchaiev et al., 2019) and DialogueStudio (Zhang
et al., 2023) provide unified data formats, they do
not have RL tools or user simulators for interac-
tive training and evaluation of dialogue systems.
ParlAI (Miller et al., 2017) includes a reward at-
tribute in their unified format, but without acces-
sible RL tools. PyDial (Ultes et al., 2017) and
the predecessors of ConvLab-3 (Lee et al., 2019;
Zhu et al., 2020b) provide reinforcement learning
toolkits, however they lack a unified format and
thus the possibility to study generalization across
datasets. Moreover, PyDial and previous versions
of ConvLab do not provide multiple data-driven
user simulators and their training evaluation pro-
vides no tools for in-depth analysis. In addition,
none of the above toolkits provide a sufficient set
of state-of-the-art models for the different compo-
nents in a TOD system.

3 Unified Format

In our unified format, a dataset consists of (1) an
ontology that defines the annotation schema, (2)
dialogues with transformed annotations, and (3) a
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Table 1: Annotations of current unified datasets. DA-
U/DA-S is dialogue acts annotation of user/system.

database that links to external knowledge sources
(see Figure 1).

Typically converting the formats of different
datasets is not straightforward, hindering format
adaptation of existing and new corpora. However,
in ConvLab-3 we provide detailed guidelines and
scripts that make the process of format adaptation
straightforward and error-free. ConvLab-3 offers
a large number of datasets in the unified format
as shown in Table 1, whilst also simplifying the
process of adding new datasets.

Moreover, as shown in Listing 1, we provide util-
ity functions to process the unified datasets, such as
delexicalization, splitting data for few-shot learn-
ing, and loading data for specific tasks. Based on
the unified format, evaluations of common tasks
across models and corpora are standardized, which
facilitates comparability. More details of already
supported datasets and tasks can be found in Ap-
pendix A and B, respectively.

3.1 Ontology

Following Budzianowski et al. (2018) and Rastogi
et al. (2020), an ontology consists of: (1) Domains
and their slots in a hierarchical format. Each slot
has a Boolean flag indicating whether it is a categor-
ical slot (whose value set is fixed). (2) All possible
intents in dialogue acts. (3) Possible dialogue acts
appearing in the dialogues. Each act is comprised
of intent, domain, slot, and speaker (i.e., system or
user). (4) Template dialogue state. We also pro-
vide a natural language description, if available, for
each domain, slot, and intent to facilitate few-shot
learning (Mi et al., 2022) and domain transfer (Lin
et al., 2021b).

from convlab.util import =

dataset_name = "multiwoz21"”

# load dataset: a dict maps data_split to dialogues
dataset = load_dataset(dataset_name)

# load dataset in a predefined order with a custom
# split ratio for reproducible few-shot experiments
dataset = load_dataset(dataset_name, \

split2ratio={"train”: @.013})
# load ontology and database similarly
ontology = load_ontology(dataset_name)
database = load_database(dataset_name)
# query the database with domain and state
state = {"hotel”: {"area”: "east”, \
"price range": "moderate”"}}

res = database.query("hotel”, state, topk=3)

# Example functions based on the unified format
# load the user turns in the test set for NLU task

nlu_data = load_nlu_data(dataset, "test”, "user")
# dataset-agnostic delexicalization
dataset, delex_vocab = create_delex_data(dataset)

Listing 1: Example usage of unified datasets.

3.2 Dialogues

We unify the format of dialogue annotations in-
cluded in many datasets and commonly used by
dialogue models while keeping the original format
of annotations that only appear in specific datasets.
As we integrate more datasets in the future, we will
expand the unified format to include more common
annotations.

For a dialogue in the unified format, dialogue-
level information includes the dataset name, data
split (training or test), unique dialogue ID, involved
domains, user goal, etc. Following MultiwOZ
(Budzianowski et al., 2018), a user goal has in-
formable slot-value pairs, requestable slots, and a
natural language instruction summarizing the goal.

Turn-level information includes speaker, utter-
ance, dialogue acts, state, database result, etc (see
Appendix H for an example). Each dialogue act
is a list of tuples, each tuple consisting of intent,
domain, slot, and value. According to the value,
we divide dialogue acts into three groups: (1) cat-
egorical for slots whose value set is predefined in
the ontology (e.g., inform the weekday of a flight).
(2) non-categorical for slots whose values can not
be enumerated (e.g., inform the address of a ho-
tel). (3) binary for intents without actual values
(e.g., request the address of a hotel). The state is
initialized by the template state as defined by the
ontology and updated during the conversation, con-
taining slot-value pairs of involved domains. A
database result is a list of entities retrieved from
the database or other knowledge sources. We list
common annotations included in the unified data
format and the tasks they support in Appendix B.
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Other dataset-specific annotations are retained in
their original formats.

3.3 Database/API Interface

To unify the interaction with different types of
databases, we define a BaseDatabase class that has
an abstract query function to be customized. The
query function takes the current domain, dialogue
state, and other custom arguments as input and re-
turns a list of top-k candidate entities. By inheriting
BaseDatabase and overriding the query function,
we can easily access different databases/APIs and
retrieve the result with a unified format.

3.4 Evaluation

To provide a comparable evaluation setup for all
TOD tasks supported by the unified format, we
provide unified evaluation scripts. These scripts
include commonly used metrics such as: turn accu-
racy (ACC) and dialogue act F1 score for natural
language understanding (NLU) (Zhu et al., 2020b),
joint goal accuracy (JGA) and slot F1 score for dia-
logue state tracking (DST) (Li et al., 2021), BLEU
and slot error rate (SER) for natural language gen-
eration (NLG) (Wen et al., 2015), BLEU and Com-
bined score (Comb.) for End2End dialogue modeel-
ing (Mehri et al., 2019), turn accuracy, slot-value
F1 score and SER for user simulators (Lin et al.,
2021a, 2022).

4 Integrated Models

Convlab-3 provides a wide array of standard and
state-of-the-art models covering all modules in a
TOD system. This allows straightforward plug-and-
play experimentation when developing a specific
module, as well as building TOD systems easily on
custom datasets. A model is considered integrated
once it implements the corresponding module inter-
face and supports processing datasets in the unified
format.

Besides existing models in ConvLab-2 (Zhu
et al., 2020b), we integrate new transformer-based
models supporting the unified data format, includ-
ing SetSUMBT (van Niekerk et al., 2021) and
TripPy (Heck et al., 2020) for dialogue state track-
ing (DST), DDPT (Geishauser et al., 2022) and
LAVA (Lubis et al., 2020) for policy learning, SC-
GPT (Peng et al., 2020) for natural language gen-
eration (NLG), and SOLOIST (Peng et al., 2021)
with TS as backbone model (Peng et al., 2022) for
end-to-end modeling (End2End). We also integrate

multiple powerful data-driven user simulators (US):
TUS (Lin et al., 2021a) that outputs user dialogue
acts, GenTUS (Lin et al., 2022) that outputs both
user dialogue acts and response, and EmoUS (Lin
et al., 2023) that additionally outputs emotions.

In addition, we apply text-generation models to
solve the tasks of TOD modules (see Appendix C.
We provide a range of models built upon TS (Raffel
et al., 2020), covering NLU, DST, NLG, etc. We
also provide an interface to instruct large language
models (LLMs) such as ChatGPT and LLaMa (Tou-
vron et al., 2023) to serve as different modules such
as user simulators, NLU, DST, NLG, etc. See Heck
et al. (2023) for an example of how ChatGPT can
be instructed to serve as a DST model. All inte-
grated models are shown in Appendix B.

5 Reinforcement Learning Toolkit

The difficulty of building a comprehensive TOD
toolkit lies in the fact that it needs to support not
only supervised but also reinforcement learning.
As shown in Figure 1, this includes functionali-
ties to build configurable agents and user simula-
tors consisting of different modules, an evaluator
to provide reward signals, and analysis tools to
evaluate the training process and RL algorithms.
ConvLab-3 supports the straightforward combina-
tion of components with an easy-to-use configura-
tion file, including the definition of the interactive
environment given by the choice of user policy and
its components, see Appendix G for an example.
The dialogue policy module obtains the se-
mantic information of the DST (and NLU)
as input and produces a list of atomic ac-
tions [(domainj, intents,sloty),...] as output,
e.g. [(hotel,inform,phone), (hotel, inform,
addr)], which results in a large action space due
to the high number of possible atomic actions and
their combinations. As the input is on semantic
level while the policy network expects vectorized
input, ConvLab-3 provides a Vectoriser class
that acts as communication module between se-
mantic and vector representation. We treat the Vec-
toriser as an additional pipeline module, which
allows straightforward investigation of different
vectorization strategies in a plug-and-play fashion.
Moreover, policy networks can be used off-the-
shelf while only the Vectoriser needs to be adapted.
ConvLab-3 provides a base Vectoriser class that
can be easily adapted, as well as common vector-
ization strategies. In addition, we add the possi-
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bility for masking certain actions as inUltes et al.
(2017). This allows controllability of the policy
output and facilitates learning during RL due to re-
duction of the large action space. Moreover, in
addition to the on-policy RL algorithms REIN-
FORCE (Sutton et al., 1999) and PPO (Schulman
et al., 2017), which are already implemented in
ConvLab-2, we provide the state-of-the-art contin-
ual RL model DDPT together with state-of-the-art
algorithms VTRACE (Espeholt et al., 2018) and
CLEAR (Rolnick et al., 2019) for off-policy (Sut-
ton and Barto, 2018) and continual RL (Khetarpal
et al., 2022), respectively.

5.1 Evaluation Tools

Understanding the policy behaviour allows re-
searchers to fine-tune their algorithm or reward
model in an informed manner to improve perfor-
mance. The analysis of policy behaviour can be
done by studying 1) the efficiency of actions, i.e.
how many atomic actions are taken in a turn, 2)
how the selected intents are distributed in a turn,
3) actual dialogue interactions. The average num-
ber of atomic actions is an important indicator of
information overload, which a user simulator can
handle well in contrast to humans. The intent dis-
tribution reveals policy preferences and possible
exploitations of imperfect user simulators.
ConvLab-3 is the first toolkit to provide these
set of measures and evaluation tools together with
the common measurements of task success, return
and average number of turns. Moreover, actual
dialogues can be observed for in-depth evaluation.

6 Supervised Learning Experiments

Conducting supervised learning experiments on
multiple TOD datasets is convenient with the uni-
fied data format. We believe this feature will en-
courage researchers to build general dialogue mod-
els that perform well on various data as well as
to investigate knowledge transfer. In these exper-
iments, we demonstrate the ease of evaluating a
model’s knowledge transfer abilities using our uni-
fied format. Initially, we pre-train all models on the
Schema-Guided Dialogue (SGD) (Rastogi et al.,
2020) and Taskmaster-1&2&3 (Byrne et al., 2019,
2021) datasets jointly. These models are then fine-
tuned on MultiwOZ 2.1 (Eric et al., 2021) in full-
data or low-resource settings. To configure these
different training setups, one only needs to make a
few changes to the unified dataloader parameters,

MultiWoZ 2.1
1% 10% 100%

DST JGA 1 Slot F1 1/JGA 1 Slot F1 1|JGA 1 Slot F1 1

145 685 |355 848 |52.6 919
TSDST 999 74.9 |41.2 87.1 | 531 920

78 418 |37.0 844 |503 908
SetSUMBT o5 7 77.2 |43.8 88.2 | 507 91.2
NLG SER | BLEU 1 |SER | BLEU 1 [SER | BLEU 7

190 202 | 69 313 | 37 358
T5-NLG 9.8 258 | 5.5 329 | 3.5 35.8

273 141 | 112 284 | 48 336
SCGPT 95 263 | 6.9 286 | 53 321
End2End Comb. BLEU \Comb. BLEU \Comb. BLEU

198 04 |480 100 |67.0 168
SOLOST 55 10.4 |62.0 159 |71.4 175

Table 2: Comparison between models without pre-
training (Ist row) and with pre-training (2nd row) in
both the low-resource and full-data settings.

as depicted in Listing 1. For low-resource fine-
tuning, we set the data ratios of both training and
validation set to 1% and 10%.

In the low-resource setting, we observe that
pre-training is beneficial, as evidenced in Table 2.
Specifically for the end-to-end model SOLOIST,
pre-training also proves advantageous in the full-
data setting. This may be attributed to the in-
creased complexity of the end-to-end modeling
task. These findings emphasize that transfer learn-
ing can be successfully implemented in ConvLab-3
in a straightforward way. This enables: (1) devel-
opers to leverage knowledge from existing datasets
for application in smaller, custom settings; (2) new-
comers to explore the capabilities of various mod-
els; and (3) experienced researchers to evaluate the
generalisability of their proposed methods, as well
as to compare them to the available state-of-the-
art benchmarks. For an example of joint training
across multiple datasets and retrieval based data
augmentation, see Appendix D and E.

7 Reinforcement Learning Experiments

ConvLab-3 supports a convenient way to run RL
training and evaluation supported by the unified
format and availability of multiple user simulators.
To showcase this, we run transfer learning exper-
iments as well as experiments with multiple user
simulators.

7.1 Transfer Learning

We utilize the DDPT policy model with VTRACE
as algorithm and consider four different data set
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Figure 2: Pre-training then RL training experiments with the DDPT model in interaction with the rule-based
simulator. Shaded regions show standard error. Each model is evaluated on 9 different seeds.

US for US for testing
training  ABUS TUS  GenTUS
ABUS 0.93 0.71 0.56
TUS 0.87 0.79 0.59
GenTUS 0.89 0.86 0.63

Table 3: The strict success rates of PPO-MLP policies
trained on ABUS, TUS, and GenTUS when evaluated
with various user simulators.

scenarios for supervised pre-training: (1) scratch
that does not use pre-training, (2) SGD that pre-
trains on SGD, (3) 1% MWOZ that pre-trains on
1% of MultiWOZ data, and (4) SGD->1%MWOZ
that pre-trains on SGD data and afterwards 1% of
MultiWOZ data. The experiments are conducted
on the semantic level, leveraging the rule-based
dialogue state tracker and the rule-based user simu-
lator (Schatzmann et al., 2007a) of ConvLab-3.

The results, depicted in Figure 2, show a simi-
lar trend for all models and metrics. Nevertheless,
Figure 2(a) reveals that pre-training on SGD does
not yield an advantage for the starting performance,
compared to training from scratch, while it leads
to better results by the end of training. Moreover,
the number of actions taken in a turn and the prob-
ability of taking a request intent, shown in Fig-
ure 2(b) and (c), is initially much lower for the
model trained on SGD only. This indicates that the
behaviour learned from SGD differs significantly
from the behaviour on MultiWOZ. Refer to Ap-
pendix F for more results and experiments. Our
unique evaluation tools thus provides essential in-
sights into both metrics and the behaviour of the
agent.
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7.2 Evaluation across Different User
Simulators

To enable a policy to generalize to diverse user
behaviour, it’s crucial to train and evaluate policy
models across various user simulators. ConvLab-
3 not only offers state-of-the-art data-driven user
simulation models but also a configurable interac-
tive environment for evaluation and reinforcement
learning, as illustrated in Figure 1. In these experi-
ments, we utilise a multi-layer perceptron (MLP)
policy trained with the PPO algorithm, using three
distinct user simulators: ABUS (Schatzmann et al.,
2007b), TUS, and GenTUS. We then evaluate the
resulting policies using each of these simulators.
The results, listed in Table 3, show that the pol-
icy trained with ABUS excels only in ABUS eval-
uations, while the GenTUS-trained policy outper-
forms others in GenTUS and TUS evaluations, but
performs slightly worse than ABUS-trained poli-
cies in ABUS evaluations. This result highlights
the importance of cross-US training and evaluation
to show the generalizability of the dialogue policy.
Conducting such experiments is made straightfor-
ward in ConvLab-3, as the user simulator model
can be easily changed within the configuration file.

8 Conclusion

In this paper, we present the dialogue system toolkit
ConvLab-3, which puts a large number of datasets
under one umbrella through our proposed unified
data format. The usage of the unified format facil-
itates comparability and significantly reduces the
implementation cost required for conducting ex-
periments on multiple datasets. In addition, we
provide recent powerful models for all components
of a dialogue system and provide a convenient RL
toolkit which enables researchers to easily build,
train, analyze and evaluate dialogue systems.



We showcase the advantages of the unified for-
mat and RL toolkit in a large number of experi-
ments, ranging from pre-training to RL training.
The release of ConvLab-3 supports the community
in developing the next generation of task-oriented
dialogue systems.

9 Limitations

As ConvLab-3 is built for text-based TOD systems,
we do not currently provide support for speech.
One solution for this is the usage of speech recog-
nition and text-to-speech interfaces such as Whis-
per (Radford et al., 2023) and WaveNet (van den
Oord et al., 2016). Secondly, while we provide
several datasets in the unified format together
with conversion scripts, the conversion of a new
dataset still requires manual effort such as normal-
izing ontologies and transforming dialogue anno-
tations. Lastly, ConvLab-3, currently, only sup-
ports the commonly used hierarchical dialogue
state representation (Budzianowski et al., 2018)
but not yet state representations such as the graph-
based state (Andreas et al., 2020) and tree-structure
state (Cheng et al., 2020). We consider these limita-
tions as future work to further improve our toolkit.
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