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Message from the General Chair

The development of technology increases our internet use, and most of the global languages have adapted
themselves to the digital era. However, many regional, under-resourced languages face challenges
as they still lack developments in language technology. One such language family is the Dravidian
(Tamil) family of languages. Dravidian is the name for the Tamil languages or Tamil people in Sanskrit,
and all the current Dravidian languages were called a branch of Tamil in old Jain, Bhraminic, and
Buddhist literature (Caldwell, 1875). Tamil languages are primarily spoken in south India, Sri Lanka,
and Singapore. Pockets of speakers are found in Nepal, Pakistan, Malaysia, other parts of India,
and elsewhere globally. The Tamil languages, which are 4,500 years old and spoken by millions of
speakers, are underresourced in speech and natural language processing. The Dravidian languages were
first documented in Tamili script on pottery and cave walls in the Keezhadi (Keeladi), Madurai and
Tirunelveli regions of Tamil Nadu, India, from the 6th century BCE. The Tamil languages are divided
into four groups: South, South-Central, Central, and North groups. Tamil morphology is agglutinating
and exclusively suffixal. Syntactically, Tamil languages are head- final and left-branching. They are
free-constituent order languages. To improve access to and production of information for monolingual
speakers of Dravidian (Tamil) languages, it is necessary to have speech and languages technologies.
These workshops aim to save the Dravidian languages from extinction in technology.
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On the Errors in Code-Mixed Tamil-English Offensive Span Identification

Manikandan Ravikiran'*, Bharathi Raja Chakravarthi'
TGeorgia Institute of Technology, Atlanta, Georgia
¥School of Computer Science, University of Galway, Ireland
mravikiran3@gatech.edu, bharathi.rajalinsight-centre.org

Abstract

In recent times, offensive span identification in
code-mixed Tamil-English language has seen
traction with the release of datasets, shared
tasks, and the development of multiple meth-
ods. However, the details of various errors
shown by these methods are currently unclear.
This paper presents a detailed analysis of vari-
ous errors in state-of-the-art Tamil-English of-
fensive span identification methods. Our study
reveals the strengths and weaknesses of the
widely used sequence labeling and zero-shot
models for offensive span identification. In
the due process, we identify data-related er-
rors, improve data annotation and release addi-
tional diagnostic data to evaluate models’ qual-
ity and stability. Disclaimer: This paper con-
tains examples that may be considered pro-
fane, vulgar, or offensive. The examples do
not represent the views of the authors or their
employers/graduate schools towards any per-
son(s), group(s), practice(s), or entity/entities.
Instead, they emphasize the complexity of vari-
ous errors and linguistic research challenges.

1 Introduction

Offensive span identification from code-mixed
Tamil-English social media comments (Ravikiran
and Annamalai, 2021) focuses on extracting char-
acter offsets corresponding to tokens contributing
to offensiveness. Identifying such offensive spans
is helpful in multiple facets ranging from assisting
content moderators for quicker moderation to the
development of semi-automated tools which can
provide thorough attribution related to the inter-
vened offensive content. Recently there are numer-
ous methods (Ravikiran et al., 2022; Hariharan Ra-
makrishnalyer LekshmiAmmal, 2022) that are ca-
pable of identifying these offensive spans with ac-
curacy as high as 60% on very hard-to-understand

* Corresponding Author: Work done during graduate
school
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short sentences with limited contextual informa-
tion.

However many of these methods rely on large
code-mixed datasets (Chakravarthi, 2022, 2023;
Chakravarthi et al., 2022a,b; Kumaresan et al.,
2022) and pre-trained language models (Raviki-
ran and Annamalai, 2021). Nevertheless, these
methods are still far away from solving offen-
sive span identification despite such large success.
To advance further with this, we need to under-
stand better the sources of errors in the offen-
sive span identification. Such an analysis will, in
turn, help introduce inductive biases to extract the
spans effectively. Thus, we analyze errors on the
Tamil-English code-mixed offensive span identifi-
cation dataset (DOSA-v2) which consists of 4816
(train) and 876 (test) offensive comments obtained
from YouTube movie trailers with span annota-
tions (Ravikiran et al., 2022).

Specifically, this work focuses on models’ pre-
diction errors and data-related errors. For the for-
mer case, we comprehensively investigate the pre-
dictions of 8 different models that currently exist
for offensive span identification. Accordingly, we
find that all the existing models suffer from issues
ranging lack of identification of words or phrases
that are commonly used to making mistakes due to
context ambiguity. Based on this, we create eight
different error categories suitable to measure the
quality of models’ predictions.

In the latter case, we find very few works to fo-
cus on error analysis of offensive span identifica-
tion, with a predominant concentration on the En-
glish Language (Ding and Jurgens, 2021). Addi-
tionally, some works focus on error analysis of se-
quence labeling method (Stanislawek et al., 2019;
Niklaus et al., 2018; Nguyen et al., 2019), but not
from the point of offensive spans. In this work, in
line with Ding and Jurgens (2021) we use human
intervention for error analysis. More specifically,
we create multiple error analysis teams consisting

Third Workshop on Speech and Language Technologies for Dravidian Languages,
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Methods

Model F1

Multilingual-BERT (M1) 0.5688

Token Labeling RoBERTA (M2) 0.5721
(Ravikiran and A lai, 2021) XLM-RoBERTA (M3) 0.5793
RoBERTA+LIME (M4) 0.4886

Zero-shot

XLM-RoBERTA+LIME (M5)

0.4845

Rationale

XLM-RoBERTA+IG (M6) 0.4923

Extraction

XLM-RoBERTA +IG + A

tation (M7) | 0.5023

(Ravikiran and Chakravarthi, 2022)

RoBERTA + LIME + Multilabel training (M8)

0.4723

Table 1: Results reported in authors publications about offensive span identification models on the DOSA_v2
test set. There is no script available to test models from Ravikiran and Annamalai (2021), rather models are
reproduced based on description of models in original paper. Zero shot model results are reproduced based on
code from https://github.com/manikandan-ravikiran/zero-shot-offensive-span. IG:
Integrated Gradients, LIME: Local Interpretable Model Agnostic Explanations.

of data scientists and NLP researchers to review
the errors to see if there are any data-related errors.
In the due process, we find around 9% of the test
data show errors due to missing or incorrect anno-
tation. Overall the contributions of this paper are
as follows.

* We reproduce results of existing models for
offensive span identification in code-mixed
Tamil-English Language.

* We extend six different error categories from
earlier works of Named Entity Recognition
(Stanislawek et al., 2019) and Toxic Span
Identification (Ding and Jurgens, 2021), to
context of code-mixed Tamil-English offen-
sive span identification. Additionally, we in-
troduce two new categories specifically fo-
cusing on Tamil-English code mixed com-
ments. In the due process, we systematically
inspect and categorize various identified er-
rors from the existing offensive span identi-
fication models.

* We identify various data-related errors and re-
annotate the dataset to improve overall data
quality.

» Finally, we release additional diagnostic
datasets to help researchers understand vari-
ous strengths and weaknesses of the offensive
span identification models'.

The rest of the paper is organized as follows.
In section 2, we present the offensive span iden-
tification models, error categories, re-annotation,
and diagnostic data creation process. Meanwhile

'"https://drive.google.com/drive/

folders/1VGJIcGEdcx4rUIUNT3WReRBGMWX1WKUAA?
usp=sharing

in section 3, we discuss each results with discus-
sion of key findings in section 4 and conclude in
section 5.

2 Methods

In this work, we start our analysis by reproducing
selected models for the DOSA-v2 dataset. Follow-
ing this, the models’ errors and errors in the test
dataset itself are analyzed multiple times across
each sentence. After reviewing the various errors,
we define different error categories that help iden-
tify and diagnose common and important errors
(Section 2.2). Finally, we re-annotate the dataset
based on identified dataset errors to find a few im-
provements in overall results (Section 2.4).

2.1 Offensive Span Identification Models

Various models developed for offensive span iden-
tification to date in literature are shown in Table
1. Most of them are widely used across other NLP
tasks beginning with transformer-based sequence
labeling, which are bi-directional language mod-
els with an encoder architecture made of BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
or XLM-RoBERTA (Conneau et al., 2020) with
an output layer fine-tuned for labeling individual
tokens. Also, there are zero-shot models that cou-
ple transformer-based sentence classifiers with ra-
tionale extraction methods of Local Interpretable
Model Agnostic Explanations (LIME) (Ribeiro
et al., 2016) and Integrated Gradients (IG) (Sun-
dararajan et al., 2017). Occasionally, these mod-
els use additional bells, and whistles involving
masked data augmentation and multilabel training
to identify the offensive spans better (Ravikiran
and Chakravarthi, 2022). We selected the high-
lighted models from Table 1 in this work due to
their high results.



2.2 Error Categories

Shortform | Error Category

DE- Dataset Error

DE-M Missing Annotation Error

DE-1 Incorrect Annotation Error

PE- Prediction Errors

PE-M Prediction Missing Offensive Word
PE-AMB Prediction Error due to Sentence Ambiguity
PE-UN Error due to Unrelated Prediction

PE-LC Prediction Error with Larger Context
PE-SL Prediction Error with Smaller Context
PE-UKN Uncategorized Prediction Errors

Table 2: Error categories used in this work

Since much of the offensive content is spread
across social media, from a human moderation per-
spective, the task of identifying of offensive span
relies upon multiple factors, namely (a) context
around the offensive utterance, (b) situation when
the offensive content was posted, (c) awareness of
commonly used offensive words in the particular
domain, (d) inconsistency in usage of words that
are viewed by some as offensive and (e) general
knowledge about the world.

Specifically, inline with Ding and Jurgens
(2021), we created DE-M, DE-I and PE-UN error
categories. Meanwhile to identify errors where the
model identifies part of the ground truth or identi-
fies words/phrases that are not present in ground
truth we created PE-LC and PE-SC error cat-
egories. These errors are similar to token level
errors in NER systems but previously unexplored
in offensive span or toxic span identification prob-
lem.

Additionally Dravidian languages including
Tamil often exhibit phenomenon of place sensitive
word choices i.e depending on place where it
is spoken certain words are more common than
the others. For example, the phrase vaaya
moodu (shut your mouth) is  widely
used. Meanwhile the phrase Poda berika
mandaiya (go you peach head) is not
common, rather find heavy localization within
northern regions of Tamil Nadu. As such to
accommodate these and cases where the word
is explicitly offensive irrespective of context, we
create PE-M error category.

Finally, for the sentences where the understand-
ing of offensiveness is not directly possible only
through the words in the sentence; instead requires
additional world knowledge. we created PE-UKN
error category. All the developed error categories
shown in Table 2. Each of these error categories
is described briefly in the following sections with

examples.

* DE-M: Missing Annotation Errors are
errors that are part of the gold stan-
dard annotation. As a result, the mod-
els’ performance may be over or under-
estimated. For example, in the sen-
tence Amma Silluku da Silluku da
(Your mother is a wxxe), the gold
standard annotation has only one instance of
Silluku da identified, leading to a second
prediction by the model identified as an error.
In this case, both of the instances should be
annotated.

* DE-I: Incorrect Annotation Errors are
annotations that include part of the sentence
that is in the context of an offensive word
but do not directly contribute to offensive-

For example, in the sentence Anda

parambarai pxx*x*xa parambarai

nu vadhuduraga da, the offensive part
is only p*xxx*a parambarai. Instead,
the annotation has Anda parambarai

p**x*a parambarai, resulting in an

incorrect estimation of the models’ accuracy.

* PE-M: Prediction Missing Offensive Word
is the error where the model misses
the word that are often used in offen-
sive conversation and sometime are lo-
calized to a given region. For ex-
ample, phrase Poda berika mandaiya
(go you peach head) the offensive
partis berika mandaiya.

* PE-AMB: Prediction Error due to Sen-
tence Ambiguity is the most challenging
case where the inferring offensive span
is complex, as these sentences are often
sarcastic and indirect. ~For example, in
the sentence Mr. X! Mr. Y kitta
pesuriya Manda battharam, the sen-
tence is offensive to Mr. X because of the
word Manda battharam, which means
"take care of your head." The sentence im-
plies that when talking to Mr. Y, Mr. X
should be careful of their head which is a sar-
castic offensive statement towards Mr. Y.

ness.

* PE-UN: Error due to Unrelated Prediction
by the model are errors where the model pre-
dicts offensive spans that are entirely differ-
ent from the ground truth annotation. These



are the errors that reduce the model’s accu-
racy significantly.

e PE-LC: Prediction errors with larger
context are the offensive span errors, where
the model, in addition to identifying the
offensive part, also accounts for a few more
words before or after it. For example, in the
sentence Enna da innum trending
aagala thuu (What man, it is
not trending yet, shit), the
ground truth annotation for the offensive
part is thuu. However, the model extracts
trending aagala thuu.

* PE-SC: Prediction Errors with smaller
context are the offensive span errors, where
the model identifies only part of the ground
truth annotation but not wholly. For ex-
ample, in sentence Hindi villanunga
tholla thaanga mudilapa saami
(Unable to bear the nuisance
by Hindi villains), the ground truth
annotation for the offensive part is tholla
thaanga mudilapa. However, the

model extracts only tholla.

¢ PE-UKN: Errors that are uncategorized:
These are the sentences where the offen-
sive span identification is not possible with-
out the world knowledge. For exam-
ple, in the sentence Mr X sir trending
neenga late sir one can argue that this
is not offensive solely based on context words
without any world knowledge. However, the
sentence is offensive trolling towards Mr. X,
saying he is not trending due to the late re-
lease of his movie. So the part of the sentence
making the sentence offensive is the phrase
late sir.

2.3 Data Review and Re-Annotation Method

Two teams analyzed the sentences identified as
part of the offensive span. Each team consisted
of an NLP researcher and a data scientist with for-
mer being linguist with deep knowledge of Tamil
literature and later is from computer science back-
ground, often developing models for on actual ap-
plication. As such, this combination of people
is useful for considering linguistic properties (if
any) and need of actual application. Each team
reviewed the predicted offensive spans of all the
models and categorized and re-annotated the sen-
tences as shown in the following steps.

— A set of error categories were established.
See section 2.2.

— The results obtained were distributed across
two teams equally along with ground truth an-
notation, where first, each team would review
their share of results and assign one or more
error categories. To this end, the teams assign
each sentence to one of the error categories.

— After this, the two teams created annotations
for DE-M and DE-I errors, respectively.

— Finally, the two teams checked each others’
re-annotated sentences for consistency and
quality. Conflict, if any, was resolved via de-
bate on the reasoning behind such annotation.
In this work, we often saw conflicts where the
annotations of one team failed to account for
one or more phrases considered in annotation
of the other team.

C::tl:g(:;‘y Agreement (%) | Kappa
DE-M 94.12 0.4767
DE-1 84.80 0.4119
PE-AMB 84.97 0.4052
PE-UKN 93.89 0.3801

Table 3: Inter-annotator statistics (agreement and
Kappa) during error review process, before discussing
each controversial example and the re-annotation stage.

Irrespective of ease of annotation, only for a few
categories, the two teams annotated all the sen-
tences in the test data of DOSA-v2. The inter-
annotator agreement statistics and Kappa mea-
sures are shown in Table 3 for DE-M, DE-],
PE-AMB, and PE-UKN. For some sentences, es-
pecially involving PE-AMB, the data scientists
across both teams argued that these sentences are
difficult to identify spans, as it took them a fair
amount of time to categorize such errors and pro-
posed removing them. The NLP researchers re-
viewed such examples independently and agreed
that they are needed for improving the overall sys-
tems. For categories PE-U and PE-M, the teams
employed a semi-automatic approach to increase
review speed. Specifically, the steps used are as
follows.

— For PE-UN the teams directly checked if
spans had any overlap between the ground
truth and prediction. If not, they were cate-
gorized as PE-UN.

— For PE-M, we use the offensive dictionary
from Ravikiran and Chakravarthi (2022). In



each of the sentences, offensive words were
noted and checked to see if the model missed
any of them.

PE-UKN is the hardest among all, which often
lead to disagreements. To this end, we found that
team that argued against categorizing sentences as
PE-UKN often knew the context behind such sen-
tences. Such discrepancy, in turn, emphasized the
need for world knowledge to solve errors under
such categories.

2.4 Diagnostic Data Creation Procedure

Once the errors were identified, analyzed, and
categorized, the next step was to create diagnos-
tic datasets. The purpose was to develop more
examples that account for some of the minimal
and commonly encountered examples in the real
world that are to be must identified by the devel-
oped methods. Specifically, these diagnostic ex-
amples correspond to (i) sentences having words
that are commonly used under offensive context,
which will help to check if models’ are failing
in most straightforward cases (ii) sentences with
ambiguity due to sarcasm, where the model can
identify sarcastic offensiveness and (iii) large sen-
tences where the context is extensive, which the
model need to essentially capture to identify of-
fensive spans but at the same time avoid PE-LC
ITorS.

To this end, we select the semi-supervised data
released as part of the DOSA-v2. The data con-
sists of the 526 code-mixed sentences from the do-
main different from DOSA-v2 used in error analy-
sis and have no associated span annotation. From
this, we form the first diagnostic dataset (DSET-
A) to account for each of the three categories men-
tioned earlier.

For (i), the DSET-A introduces more offensive
words previously unseen in DOSA-v2 train and
test datasets. These words are offensive irrespec-
tive of their context and often have varying pro-
nunciations. For (ii), the diagnostic dataset con-
sists of spans that highlight sarcastic offensiveness.
These are often the most challenging cases for the
models to identify, and if specified, one can agree
that the models can understand the context effec-
tively and may work across domains. For (iii), the
uses sentences with more than 50 characters and
accounts for the previous two characteristics. All
of these three were created as follows.

— We created noisy annotations using the best

performing supervised model M4 for each
sentence.

— Divide the identified noisy annotations across
the two teams which originally did the error
analysis.

— Each team reviewed and corrected annotation
errors if any. They also ignored sentences
that are not part of this previously mentioned
category.

— Finally, the annotations were merged and as-
signed to each category.

Additionally, we form two more diagnostic
datasets, which are pretty straightforward. The
second dataset (DSET-B) was generated from ran-
dom words that are not offensive. Its purpose is
to check if a model over-fits on offensive parts
of a particular data set. A well-developed model
should not return any entities on these random
sentences. We generated two thousand of these
sentences. The third diagnostic dataset (DSET-C)
consisted of one thousand sentences with only of-
fensive words or phrases, which tests if the model
identifies all the offensive spans if there are any.
DSET-C was again created using the offensive
word dictionary from Ravikiran and Chakravarthi
(2022).

3 Results

3.1 Overall Errors

In the DOSA-v2 test set, we selected sentences
where at least one of the select models made mis-
takes in recognizing correct offensive spans. Ta-
ble 4, shows representation of different types of
errors across these models for DOSA-v2 test set
along with their character level F1 score respec-
tively. Specifically, we categorize each of the 876
test sentence to belong to one of the error cate-
gories from section 2.2.

From the table we can see multiple interesting
characterstics.

* Supervised models tend to be more accurate
(higher F1), while the zero-shot model ac-
counts for more words with lower probability,
which often leads to a drop in results.

* Both supervised and zero-shot models en-
compass more DE-I errors than DE-M errors.



Error Type | M1 M2 M3

M6 M7 M8

DE-M 8 6 6

5 5 8

DE-I 34 33 32

17 17 23

PE-M 57 56 63

192 192 120

PE-AMB 146 136 132

0 0 35

PE-UN 62 70 67

80 80 79

PE-LC 234 241 245

577 577 553

PE-SC 330 329 336

0 0 53

PE-UKN 5 5 5

5 5 5

F1 0.5688 | 0.5721 | 0.5793

0.4886

0.4845 | 0.50231 | 0.5023 | 0.472

F1@30 0.6979 | 0.7066 | 0.708

0.58667

0.5965 | 0.5947 | 0.5947 | 0.587

F1@50 0.6835 | 0.686 | 0.6999

0.576

0.5835 | 0.5701 | 0.5701 | 0.572

F1@>50 | 0.5335 | 0.5244 | 0.5644

0.451

0.442 | 0.4709 | 0.4709 | 0.431

Table 4: Errors for a each model across various categories of errors.

¢ Meanwhile, for PE-M, we can see zero-
shot XLMRoBERTA-based models (M6, M7,
MS) show a relatively higher error (>100)
than the rest.

Zero-shot models tend to predict more unre-
lated PE-UN errors than the supervised ap-
proaches. But, at the same time, they show
fewer errors in the PE-AMB category.

Across both zero-shot and supervised mod-
els, most errors are concentrated in PE-LC
and PE-SC categories, with PE-LC dominat-
ing zero-shot approaches and PE-SC domi-
nating supervised models. We believe this
is because of the high precision nature of se-
quence labeling compared to threshold-based
scoring used in zero-shot models.

Moreover, we can see that the errors are in
similar ranges for PE-LC and PE-SC cate-
gories across different methods within the
same category.

PE-UKN is very less and is the same across
all the methods.

Finally, we can see XLM-RoBERTA encoder
dominate across both supervised and zero-
shot approaches with high results.

3.2 Effect of Re-Annotation

Table 5, shows results after re-annotation. Firstly
comparing Table 4 with 5, we can see that across
all the models’ errors due to incorrect annota-
tion and missing annotation are zero. Meanwhile,
The overall F1 reduced with re-annotation, indicat-
ing an overestimating of existing models’ perfor-
mance. We can see that the models’ performance
dropped by 0.5%. To understand this drop further,
we investigated sentences of different lengths, i.e.,
(1) sentences with less than 30 characters (F1 @30),
(i1) sentences with 30-50 characters (F1 @50), (iii)
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sentences with more than 50 characters (F1@>50)
in line with Ravikiran et al. (2022).

Table 5, shows each of these results. From the
table 5 we can see that for F1@30, the results
have an average improvement of 1.7% with re-
annotation indicating re-annotation improved the
data quality. From the results, we can note two
additional points. Firstly, for large sentences be-
yond 50 characters, the drop of result is high, indi-
cating the complicated structure of sentences, of-
ten where the true offensive span is hard to obtain.
In fact, during re-annotation, we noticed that dur-
ing the categorization of PE-LC within each team,
there was a significant discussion on why partic-
ular spans an error considering they are capture
sentence structure. Second for sentences with less
than 30 characters, often we see that most of the
sentences are part of the offensive span. In that
sense correcting data-related errors is expected to
improve overall results.

3.3 Results on Diagnostic datasets

Looking at the models’ results for our three diag-
nostic datasets (Table 6), the critical observation
is that we achieved significantly lower results than
initially on the DOSA-v2 dataset from Table 4.
Such a result is because we selected samples for
DSET-A from different domains, such as homo-
phobia and transphobia, while the original train
and test set are from the domain of movie reviews.
In particular, we selected 491 sentences, with 256
of them having new offensive words previously un-
seen in train or test. Meanwhile, 60 are ambiguous,
and the rest are all sentences with more than 50
characters that are either ambiguous or have new
offensive words or both. Moreover, few of these
sentences have entirely different sentence struc-
tures than train and test sets.

As far as the results of the DSET-A were con-
cerned, we observed much better results for su-



Models
Error Type | M1 M2 M3 M4 M5 M6 M7 M8
DE-M 0 0 0 0 0 0 0 0
DE-1 0 0 0 0 0 0 0 0
PE-M 56 57 53 64 61 192 192 118
PE-AMB 151 138 134 32 34 0 0 40
PE-UN 60 69 64 80 78 80 80 79
PE-LC 243 248 254 595 597 578 578 554
PE-SC 342 339 347 63 64 0 0 55
PE-UKN 5 5 5 5 5 5 5 5
F1 0.5636 | 0.5683 | 0.5747 | 0.483 | 0.4789 | 0.4943 | 0.4943 | 0.466
F1@30 0.7067 | 0.7195 | 0.7214 | 0.604 | 0.614 | 0.6099 | 0.6099 | 0.604
F1@50 0.6335 | 0.656 | 0.6789 | 0.5689 | 0.5756 | 0.5616 | 0.5616 | 0.559
F1@>50 | 0.5135 | 0.5181 | 0.5635 | 0.444 | 0.4366 | 0.4633 | 0.4633 | 0.425

Table 5: Errors for a each model across each categories of errors after re-annotation.

Models M1 M3 M4 M5 M6 M8 M9 M10

DSET-A | 0.4022 | 0.3884 | 0.3839 | 0.3499 | 0.3779 | 0.4429 | 0.383 | 0.3549
DSET-B | 0.4349 | 0.4426 | 0.4568 | 0.5128 | 0.4578 | 0.5108 | 0.58 | 0.5238
DSET-C | 0.87185 | 0.7579 | 0.9022 | 0.9092 | 0.8972 | 0.8302 | 0.757 | 0.7392

Table 6: Results (character level F1) of selected models across diagnostic datasets

pervised models than for zero-shot approaches.
Specifically, we see all the models show results
around 40% in F1. Further, we could see the mod-
els fail in identifying new offensive words 86% of
the time.

Meanwhile, we see surprising results when
tested with all the models on DSET-B and DSET-
C. Firstly for DSET-B, where all the words in a
sentence are offensive, the models fail by a large
margin. This suggests that the existing benchmark
dataset set alone is insufficient to estimate the mod-
els’ ability to know the offensive words.

Meanwhile, for DSET-C, we can see almost all
the models show results lower than 100% indi-
cating many of them are indeed predicting non-
offensive words as offensive. This is not good con-
sidering, upon practical application may lead to
over censoring of contents. However, we believe
models which show high scores on this DSET-B
are helpful for actual application due to reduced
false positives.

4 Discussion

Since the field of offensive span identification
from code-mixed Tamil English language is in
the nascent stage, based on previous results, we
draw the following minimal takeaways that could
be adopted in upcoming publications of offensive
span identification models.

* Firstly, any assessment of new methods and
models should be broadened to understand
their common mistakes, specifically via the
usage of DSET-B and DSET-C, respectively.
This, in turn, will help identify why these

models perform well or poorly in test set ex-
amples.

* Complex linguistic syntax and sentences

structures with completely new words are
common in social media. In that sense bench-
marking using DSET-A is useful

* While deriving error categories, we realized

many errors could be further expanded into
sub-categories. For example, PE-M errors
with different language origins where the of-
fensive words are from Tamil or English. In
that sense, detailed error analysis with auto-
matic identification of different categories is
warranted.

* Though data annotation is complex and time-

consuming, it is important to check precise re-
sults rather than only accuracy numbers. Es-
pecially with many of them being released as
part of shared tasks, one could employ the
need for error analysis. This will, in turn, en-
sure models stability and improve the quality
of data before much of the research commu-
nity starts moving the field further.

e The identified errors shows that PE-M to

form significant portion of errors, right after
PE-LC and PE-SC hinting on need to identify
the same.

e Meanwhile, data annotation for offensive

span identification is ambiguous, with differ-
ent annotators arguing for different parts of
sentences to be considered for spans. This
means that metrics such as F1 are not suffi-
cient. Instead, metrics that account for neces-



sary and sufficient parts of spans must be in-
troduced for a fair comparison of developed
models.

* While benchmarking is vital, we could see
the failure of models when extending to dif-
ferent domains. This suggests the need to
accommodate other data domains in code-
mixed low resource languages.

* Also, none of the models solved the PE-UKN
category indicating the need for world knowl-
edge beyond sentences to identify such offen-
sive sentences. To this end, we find this type
of errors are difficult to identify both manu-
ally and automatically. This is because often
the world knowledge is subjective to individ-
ual person.

* Finally, the DOSA-v2 test set is too small
to test a model’s generalization and stability.
Faced with this issue, we must find new tech-
niques to prevent the over-fitting of the model
and test exhaustively on diagnostic sets to en-
sure model quality.

5 Conclusion

Overall in this work, we studied errors in of-
fensive span identification models. To this end,
we considered both zero-shot and supervised se-
quence labeling approaches. We started with ana-
lyzing predictions of 8 different models and creat-
ing various error categories. Based on the analy-
sis, we re-annotated the DOSA-v2 test set and re-
benchmarked the results to find the re-annotation
was fruitful in improving the outcomes of sen-
tences with less than 30 characters simultaneously
highlighted the failure of methods across large
sentences. We additionally developed diagnos-
tic datasets to assist in identifying critical errors.
Finally, we discussed some of our key findings,
which could be adapted in future works, including
developing metrics that effectively capture models’
performance development of cross-domain data
and knowledge sources for context understanding.

Ethics Statement

In this paper, we report on the errors of existing
state-of-the-art Tamil-English offensive span iden-
tification models, by drawing perspectives from
problems such as Named Entity Recognition and
Toxic span identification. To this end, we repro-
duce existing models, create new error categories

and study data related errors, by creating a new di-
agnostic dataset for offensive span identification.
The data collection process did not involve any hu-
man participants. So, no ethics board approval was
necessary. All the datasets used in this work are
available under permissive licenses that allow shar-
ing and redistributing. We believe that the NLP
systems developed using current released dataset
may lead to better understanding of errors, in turn
contributing to systems for identification of of-
fensive language across multiple platforms, with
broader societal implications. If used as intended
the models and dataset could improve the qual-
ity of social media conversation. An important
point to note is potential skew in error analysis
and datasets used themselves. Any analysis may
often skew in a certain direction. For example,
in this work the datasets used are small and er-
ror analysis may be biased towards one of more
groups of people. However, to mitigate this to
certain extent, we have considered offensive con-
tents targeted towards underrepresented transgen-
der, LGBTQ communities to avoid potential bias
and negative impacts.
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Abstract

This paper focuses on identifying hate and of-
fensive keywords from codemix Malayalam
social media text. As part of this work, a
dataset for hate and offensive keyword extrac-
tion for codemix Malayalam language was
created. Two different methods were experi-
mented to extract Hate and Offensive language
(HOL) keywords from social media text. In
the first method, intrinsic evaluation was per-
formed on the dataset to identify the hate and of-
fensive keywords. Three different approaches
namely — unigram approach, bigram approach
and trigram approach were performed to extract
the HOL keywords, sequence of HOL words
and the sequence that contribute HOL meaning
even in the absence of a HOL word. Five dif-
ferent transformer models were used in each
of the approaches for extracting the embed-
dings for the ngrams. Later, HOL keywords
were extracted based on the similarity score ob-
tained using the cosine similarity. Out of the
five transformer models, the best results were
obtained with multilingual BERT. In the second
method, multilingual BERT transformer model
was fine tuned with the dataset to develop a
HOL keyword tagger model. This work is a
new beginning for HOL keyword identification
in Dravidian language — Malayalam.

1 Introduction

Social networking sites are the platforms where
users can create their own profiles and communi-
cate with other users regardless of any kind of limi-
tations. The freedom to share any content on social
media led to the rise of hate and offensive posts
on online social media (OSN) (Bharathi and Ag-
nusimmaculate Silvia, 2021; Bharathi and Varsha,
2022; Swaminathan et al., 2022). Hate and offen-
sive posts pose a severe risk to victims’ physical
and mental health and lead to serious consequences
(Chakravarthi, 2022a,b; Kumaresan et al., 2022).
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This emphasis the importance of automatically de-
tecting hate and offensive content from social me-
dia (Sreelakshmi et al., 2021), (Chakravarthi et al.,
2023).

The identification of words which make the text
hate or offensive is even more critical because it
helps to restrict users from posting as well as read-
ing comments containing such words. Therefore,
the automatic extraction of the keywords from a
social media post has the equal significance of
detecting hate content from a social media post.
HOL keyword extraction models are available in
some languages. However, such models are not yet
implemented in Dravidian languages like Malay-
alam, Tamil, Kannada etc. This task is challeng-
ing in Dravidian languages because Dravidian lan-
guages are abundant in morphology and can gener-
ate numerous word forms by joining a sequence of
morphemes to the root word (Chakravarthi et al.,
2022a,b; Chakravarthi, 2023). Besides, the so-
cial media posts are codemixed and low-resource
for Dravidian languages, which poses other chal-
lenges in developing an automatic keyword extrac-
tion model. Despite of the challenges, developing
a HOL keyword extraction model for Dravidian
languages is necessary due to its increased use in
social media.

Developing a model on codemix data is really
challenging. The unavailability of an annotated
dataset for HOL keyword extraction on codemix
data was the other main challenge. Therefore, we
developed an annotated dataset where all the HOL
words are labelled in each social media text. Fur-
ther, we prepared a dictionary of hate and offensive
words. Thus, through this work, we addressed the
main challenge which hindered any research in
HOL keyword extraction in Malayalam by devel-
oping the HOL keyword extraction dataset. Later,
we performed an intrinsic evaluation on the dataset
using five different multilingual sentence transform-

Third Workshop on Speech and Language Technologies for Dravidian Languages,
pages 10-18, Varna, Bulgaria, Sep 7, 2023.
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ers.

This paper investigates the efficacy of different
multilingual transformer-based embedding mod-
els for automatically extracting the keywords from
Malayalam codemixed social media posts. We
experimented three approaches namely, unigram
approach, bigram approach and trigram approach
for this. Unigram approach was meant for ex-
tracting HOL keywords. In addition, we used the
transformer-based models to identify the multiword
expressions that make a sentence which does not
have a hate or offensive word, hate or offensive
text. Here, we define the multiword expression as
a sequence of two words (bi-gram) or three words
(tri-gram). We considered the intrinsic evaluation
scheme in all these approaches for detecting the
keywords and multiword expressions from a social
media comment. Likewise we developed a trans-
former based model (Vaswani et al., 2017) and
performed various analysis to evaluate the efficacy
of our model.

The major contributions of this paper are:

* A model for extracting keyword/multiword
expression from social media posts in Malay-
alam codemix text.

* An annotated dataset for detecting hate and
offensive keywords from social media posts
in Malayalam codemix text.

* A comparison between the performance of
different multilingual transformer models on
identifying HOL keyword/multiword expres-
sion.

* A transformer-based model for HOL keyword
identification

2 Related Works

Hate and offensive content is a pervasive and de-
veloping social trend because of the surge of social
media technology usage. There are many works re-
lated to hate and offensive language identification.

In (Hande et al., 2021), the work was on identi-
fying the offensive language in the low-resourced
code-mixed Dravidian languages - Tamil, Kannada,
and Malayalam. They constructed a dataset by
transliterating all the code-mixed texts into the re-
spective Dravidian language and then pseudo la-
bels were generated for it. They used different pre-
trained language for extracting the embeddings and
then it was given to recurrent neural networks. The
best results were obtained when they used the ULM
fit model. Their model gave an F1 score of 0.79 for
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Tamil-English, 0.96 for Malayalam-English and
0.73 for Kannada-English.

In (Sreelakshmi et al., 2021), the authors de-
veloped three deep neural architectures for offen-
sive language identification in Dravidian languages.
The first architecture was a hybrid model includ-
ing a convolutional layer, a Bi-LSTM layer and
a hidden layer. The second architecture contains
a Bi-LSTM and the third architecture contains a
Bi-RNN. They mainly focused on the code-mixed
Tamil-English, Malayalam-English and Kannada-
English for their work. On evaluation, the hybrid
model gave them the best results with an F1 score
of 0.64 for Tamil- English, 0.90 for Malayalam-
English and 0.65 for Kannada-English.

Various approaches were used by different works
for identifying hate and offensive language identi-
fication. However, we couldn’t find any works on
hate or offensive keyword extraction from Dravid-
ian languages. Lack of HOL keyword annotated
dataset is one of the main reason behind it. On
the contrary, works on hate and offensive keyword
extraction exists for languages except Dravidian.

In (Sarracén and Rosso, 2023), the work was on
extracting Offensive keyword from English com-
ments. OffensEval 2019 and OffensEval 2020 were
the datasets used for this work. The offensive key-
word extraction was done based on the attention
mechanism of BERT and the eigenvector centrality
using a graph representation. On testing, they ob-
tained an F1 score of 0.5687 on Off20-OFF19 and
0.5798 on Off19-OFF20.

In (Pamungkas et al., 2022), the authors inves-
tigated the role of swear words in detecting the
abusive language. They proposed the guidelines
for tagging the HOL keywords. They developed a
swear word abusive dataset for English language
using twitter comments. They also performed cer-
tain intrinsic evaluations such as sequence labelling
on their dataset. They obtained an f1 score of 0.75
for non-abusive swear word, 0.42 for abusive swear
word and 0.99 for not a swear word.

In (Martinc et al., 2022), the authors proposed
Transformer-based Neural Tagger for Keyword
Identification (TNT-KID) to extract one or multi-
word phrase which represents the key aspects of a
document. For this task, they collected a dataset
of scientific abstracts and extracted keywords. Ac-
cording to their work, keyword tagging task was
modeled as a binary classification task and predict
if a word in the sequence is a keyword or not. The



model was trained and tested accordingly and they
obtained an F1-score of 0.63.

Though the HOL keyword extraction was put
forward by few works, it is not yet implemented in
Dravidian languages. This was the major research
gap that motivated us for our work. It is necessary
to develop a HOL keyword extraction model for
Dravidian languages, because, it is widely spoken
in south India and commonly used in social media
for posting comments. Hence our work focuses on
implementing HOL keyword extraction in Dravid-
ian language. As mentioned earlier, lack of dataset
was the main challenge for this. Therefore, we
created a HOL keyword dataset for code-mixed
Malayalam language. Thus we tackled the prime
cause for the research gap. Our work is a new be-
ginning for HOL keyword extracton in Dravidian
language.

3 DATASET

Since dataset for HOL keyword extraction were not
existing for Malayalam language, creation of the
dataset was our prime motive. Tweets and YouTube
comments were the sources of data. We extended
the existing "THASCO’ dataset (Chakravarthi et al.,
2020) to create our new HOL keyword dataset. The
HASOC dataset comprises of code-mixed malay-
alam comments labelled as "Hate’ or "Not Hate’.
We focused on the negative comments (labelled
as 'Hate’) for finding the HOL keywords. The
dataset consisted of 8943 comments. Out of that
3092 comments were of HOL nature and remaining
5851comments were normal. On analysing the neg-
ative comments in perspective of HOL keywords,
we could notice two types of negative comments.
We categorised the comments into two. The first
category consisted of negative comments with a
HOL word(s). The second category contained neg-
ative comments which did not have a HOL word in
it.

Keyword annotations process then was narrowed
down to first category. The dataset creation (anno-
tation) steps are illustrated in Fig. ??.

The first step was to search for HOL keywords
from the comments belonging to category one. For
the ease of identifying negative words, we created
a custom list of HOL keywords from swear word
website.The HOL words in each comment was
then identified by referring to this custom list. In
order to label the identified HOL keywords, we
followed the guidelines proposed by (Pamungkas
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et al., 2022). According to this, each offensive/hate
keyword was tagged using <b> and </b> . If any
comments contain multiple negative words, that
comments can be replicated to mark those words.
We tagged the keywords accordingly to create the
final annotated dataset. The final list of HOL list
contained 1082 words in it. The test set used in this
work comprised of 756 comments.

4 Methodology

We followed two methodologies for extracting hate
and offensive keyword from codemix Malayalam
social media text. The first method involves an
intrinsic evaluation whereas the second method
follows a transformer based approach.

4.1 Data Preprocessing

Preprocessing was performed on the annotated
dataset. This step focuses on conversion of let-
ters into lower case, punctuation removal, emoji
removal and username removal. Python’s built-in
package “re” was used for the removal of punctu-
ations and username.

4.2 Method - 1:

Our first methodology involves the following steps
as illustrated below in Fig. 1. The overall model
has four main stages, namely, dataset creation, pre-
processing, extracting embedding and HOL identi-
fication.

Representing text using
BERT-based algorithms

([ umigram Approacn |

[ isram Approacn ]

Trigram Approach

Figure 1: Proposed Architecture - 1

4.2.1 Generate Embeddings

Embedding helps to represent a word and its se-
mantic information in a vector format. Words that
are close in vector space are likely to have similar
meanings. Therefore, in this work, we have gener-
ated embeddings for the n-grams to represent them
in the vector space. The model will be able to seg-
regate the HOL words and other normal words as
the HOL words will be closer in the vector space.
Various BERT based multilingual algorithms were
used for representing the text and generating the



embeddings. Five different sentence transformers
(Devlin et al., 2018) (Sanh et al., 2019) (Das et al.,
2022) (Kakwani et al., 2020) were used for the
same.

At this stage, three approaches were followed
for generating the embeddings - Unigram, bigram
and trigram

4.2.2 Unigram Approach

In this approach, we considered words or unigrams
obtained by tokenizing the input text. Later, the
word embeddings were generated using the embed-
ding models mentioned above. This embedding
can be matched against the embeddings of the hate
and offensive dictionary words.

4.2.3 Bigram Approach

In this approach, a two-word sequence or bigrams
were considered. Bigrams were obtained by using
an overlapping window approach over the com-
ments. The window size was two and the overlap-
ping size was one. Embedding of the bigrams were
then generated using the chosen embedding models.
These embeddings were used to compare with the
embeddings of the hate and offensive dictionary
words in the later stages. Thus, during the final
identification phase in this approach, a sequence of
two words will be predicted.

4.2.4 Trigram Approach

In this approach, a three-word sequence or trigrams
were considered. We used the the overlapping win-
dow approach to obtain trigram with minor mod-
ifications in window size. In order to generate
trigrams, the window size was set to three and the
overlapping size was one. Later, the word embed-
dings were generated using the embedding models.
These embeddings were used to match against the
embeddings of the hate and offensive dictionary
words. According to this approach, a sequence of
three words will be predicted during the identifica-
tion phase.

The bigram and trigram approaches were done to
extract the sequence of HOL words from the com-
ments. Similarly, there may be comments which
does not contain a hate word. However the whole
sentence might contribute a HOL context. In order
to tackle these two possibilities, bigram approach
and trigram approach were introduced.

4.3 Identify Hate and Offensive Keywords

The hate and offensive keywords were identified
using similarity score. Cosine similarity was used
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for this purpose. After generating the embed-
dings for both the list of hate words and the to-
kenised comments (ngrams), cosine similarity be-
tween each of the ngrams and the hate word was
calculated. Based on this similarity score, top five
words (ngrams) were extracted as the hate words.
Let W denotes the word vector and H denotes the
hate word vector, then the cosine similarity can be
given as:

H
CosineSimilarity(W, H) = W

- 1
e

4.4 Method - 2:

Our second methodology follows a transformer
based approach. Fig. 2 illustrates the steps involved
in this method.

Transformer
Model

Preprocessing

S

Hate/Offensive
Kkeyword
identification

Fine Tuning H TNT-KID model |—>|

Figure 2: Proposed Architecture - 2

We started with our annotated HOL keyword
dataset. The preprocessing step was same as in the
method - 1. The dataset was then split into train set
and test set. Train set was used developing and fine
tuning our transformer model.

4.4.1 Model Development and Fine Tuning:

Pre-trained ’bert-base-multilingual-cased’ trans-
former model was used as the base model in this
method. The task of identifying HOL keywords
was modelled as a binary class token classification
problem. Therefore, our model have a task-specific
output layer on top of the transformer model. Since
it is a token classification task, the value at each
index position in the output vector denotes whether
the token at that index position in the comment
vector is a hateword/offensive or normal.

We prepared two lists based on the train set. The
first list contained all the comments of the train
set. The second list contained the HOL words if
any present in the corresponding sentence. The
lists were named as ’sentences’ and “hatewords’
respectively. Later both the lists were tokenised
and the embeddings were generated. Comments in
the ’sentences’ list were padded to form a vector of
length 256. Subsequently, label vectors of length



256 were prepared. The values in the label vectors
were 1s and Os. 1 represents HOL token and O
represents a normal token.
"FULL_FINETUNING’ was set to true in our
model. Therefore, all the parameters of the pre-
trained model were fine-tuned except the param-
eters like gama, bias etc. The weight_decay _rate
was set to 0.01 for the non-normalization param-
eters and to 0.0 for the normalization parameters.
Normalization parameters (e.g., gamma and beta)
are typically used to scale and shift the outputs
of a layer during training to improve performance.
These parameters are not typically fine-tuned be-
cause they are usually set to some reasonable ini-
tial values and then fixed during training to prevent
overfitting. This is because these parameters con-
trol the normalization of the activations across train-
ing examples, and overfitting on this normalization
can lead to poor generalization performance on
new data. By fixing these parameters during train-
ing, the model can learn better representations that
are less dependent on the normalization parameters
and thus more likely to generalize to new data.

5 Experiments and Results

In each approach of method-1, the comments were
tokenized to form ngrams. Five different sentence
transformers were used to generate the embedding
of the ngram. Finally, cosine similarity was em-
ployed for finding the HOL keyword.

The models were trained with 3425 HOL com-
ments and 6174 normal comments. Later, they
were tested with 84 HOL comments. As this is
a task where HOL words are detected, the no.of
comments in the test set might not create any bias.
The 84 test cases were prepared meticulously. The
test cases included only those comments which
contained HOL words that weren’t listed on the
custom list. This was done to know how efficiently
the model could recognize unseen HOL words.

The performance of five different sentence trans-
formers in extracting HOL words are compared in
this section.

5.1 Unigram Approach

The results obtained on testing unigrams using dif-
ferent transformers are as follows:

5.1.1 BERT-base-multilingual-cased

Some sample results of this model for comments
typed in English alone, Malayalam alone and in-
cluding both are given in Fig. 3. For multilingual
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BERT it can be see that, the expected words are
present in the predicted for first and second com-
ments. But missed one word in last case. But
still, since the expected words can be found in the
predicted, this can be considered as a good perfor-
mance.

Comment Expected Words

@OGY MEISEI 8]I00 @OOIOI0D:... GOEIZI | GG, MESEI1EI00),

Mo af)MONTIIOTD) GIRCUGIIOD... @PRE1MIMo nmmnmﬁ'lqdam

Predicted Words

MOS0,
a6 SOOI, ‘COCY,
'GOUOIOE, 'GE1AIMo’

"podil’, 'a [l@OHEIS I, "EIM@YO),
*GNIMIE, 'BMVUBS!

EDBOT0TS 6)2] DODIGE BRSO GUIDIADT
6NINIA 51530 .. GTV2{) B0 GHIMDYD pod
ii A NOOBHIS]

podii, a[IOMHIST

0i chavadi ena. Oro durandangal. Online cla
ss kanum vegam vitto

poi chavadi, Oro durandangal | ‘chavadi, 'durandangal,

'kanum’, 'vegam', 'ena’

Figure 3: Unigram - bert-base-multilingual-cased

5.1.2 distilbert-base-multilingual-cased

For multilingual distilbert, some of the expected
words were present in the predicted list. On
analysing the similarity scores it was seen that,
the non hate words got a higher score than the hate
words in the comments which include both English
and Malayalam. However, this can also be regarded
as a fair performance as the expected words were
predicted.

5.1.3 Hate-speech-CNERG/indic-abusive-
alllnOne-MuRIL

This model follows a similar pattern as that of mul-
tilingual disitil bert. Some of the expected words
were found in the predicted lists But for the com-
ments typed in Malayalam alone, the non hate word
has got a higher score than hate words.

5.1.4 aidbharat/indic-bert

On inspecting the words predicted by this model, it
was noted that few of the expected keywords were
missed in the comments typed in English. Similarly
non hate words got a higher score than the hate
words in the comments typed in Malayalam.

5.1.5 Hate-speech-CNERG/malayalam-
codemixed-abusive-MuRIL

In case of codemixed-abusive-MuRIL, a satisfac-
tory result was not obtained for any of the com-
ments.The model is not predicting well for English
based comments. Therefore, for the comments
typed in English alone and comments typed in
English-malyalam, the predictions were not as de-
sired. Even for the comments typed in Malayalam
alone, non hate words had higher scores. In fact
the scores are very similar or very high for the all



words . This can be one of the causes for not dis-
tinguishing hate and non hate words properly and
for the incorrect predictions.

The prediction accuracy of each model on testing
with unigram approach is given in Table 1

5.2 Bigram Approach

In this approach, sequences of two words were pre-
dicted. Performance of the sentence transformers
in the bigram approach has a similar pattern as that
of the unigrams approach. The comments that do
not contain a hate word, but a negative context are
presented below. The results obtained on testing
bigrams using different transformers are as follows:

5.2.1 BERT-base-multilingual-cased

The predictions obtained by this model is given
in Fig. 4. On inspecting the predictions, it can be
found that the sequences predicted by multilingual
BERT contributes a negative meaning for all the
three comments.

Comment Expected Words Predicted Words
TUGM0H aleMDT] GMED | 'GNBIBI0 BHISY,
o IS '@OOREAIESENS G,
"l GMBNISY0!, ‘@30
@ROBYONIGSENS, 'MEUBI00
HheNS
"l GENE al TV TNO0, ‘ol T TI60
GBOEMGEID, 'GUVILIB
QlG6IN, 'peace GNIIILINF, ‘only
peace’

DD MEIRIaN0, 63 EIB0)0 GOORIDEAIES
613 MEI0H alemul GMENIS)o @15yl

eace. GU10IORINT G al TNV T

No violence only p IO TG0 @S0G G0
(1560 @RE6MEELL

Ikka fansinte 25 k dislike undallo... dislike adi
chittu karanjolu

adichittu karanjolu ‘adichittu karanjolu’, 'dislike
undallo’, ‘undallo dislike’, ‘dislike

adichittu’, 'ikka fansinte

Figure 4: Bigram - BERT-base-multilingual-cased

5.2.2 distilbert-base-multilingual-cased

Multilingual distilbert model was able to extract
negative sequences from the comments typed in
English alone and Malayalam alone. Whereas, for
the comment typed in English-Malayalam s.a dis-
crepancy was seen in the predicted sequences.

5.2.3 Hate-speech-CNERG/indic-abusive-
alllnOne-MuRIL

The performance of this model using bigram ap-
proach was not satisfactory. The similarity scores
of the bigrams were higher and closer. Hence, the
predictions obtained were not accurate.

5.2.4 aid4bharat/indic-bert

The performance of this model was similar to that
of the previous model. Even in this model, the
predictions were not satisfactory because the model
predicted incorrect bigram sequences as HOL for
the comments.
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5.2.5 Hate-speech-CNERG/malayalam-
codemixed-abusive-MuRIL

Wrong predictions were obtained for the comments
typed in Malayalam alone and English alone. Com-
paratively, better predictions were obtained for the
comment typed in English and Malayalam.

The prediction accuracy of each model on test-
ing with bigram approach is given in Table 2 On
analysing the performance of different sentence
transformer models in the bigram approach, it can
be concluded that the multilingual bert outperforms
the other models.

5.3 Trigram Approach

In trigram approach, sequences of three words were
predicted. Performance of the sentence transform-
ers in trigram approach follows a similar pattern as
that of the bigram approach. The results obtained
on testing trigrams using different transformers are
as follows:

5.3.1 BERT-base-multilingual-cased

The predictions obtained by this model is given
in Fig. 5. On inspecting the predictions, it can be
found that the correct sequences were predicted by
multilingual bert and they contributed a negative
meaning for all the three comments.

Comment Expected Words Predicted Words

D9 DI6UEIA00 AT GO0} GOOED
BlGSEIR . VGO al6MUTIG GNBO0
o &S

(UG00H al6MD Ty GMDED
o 1S

"B 030 CRORIWDEAIGSHNS
MG, ‘6] GNBNIR0
SISO, ' H6NE BRI
OOORWOIGSENS,
‘OOOBYIOIGSHTS TV
alemuwlg, MGImoaH alemuif

GNBOOR0’
"alGAT3 n}km (77610 (GOS0 MGETD,
"GRG al@6NB alINIE0Y, 'peace

Gal0RIB aJGENS, ‘only peace
GUIlILIE, ‘iolence only peace’

No violence only peace. GUIDA ORI @A | o I1GENB al 1MV INE)0) 1Y)
MO0 GrSEMmEe

806MEaJ0

Ikka fansinte 25 k dislike undallo... dislik
e adichittu karanjolu

dislike adichittu karanjolu ‘dislike adichittu karanjolu', 'undallo
dislike adichittu', 'k dislike undallo’,
'dislike undallo dislike', 'ikka fansinte

25'

Figure 5: Trigram - BERT-base-multilingual-cased

5.3.2 distilbert-base-multilingual-cased

Multilingual distilbert gave a good result in tri-
gram approach when compared with the bigram
approach. It predicted the negative sequences from
all the three types of comments.

5.3.3 Hate-speech-CNERG/indic-abusive-
alllnOne-MuRIL

The performance of this model in trigram approach
follows the same pattern as that of its bigram ap-
proach. The results obtained with this model in the
trigram approach is not satisfactory as the predic-
tions obtained were inaccurate due to the higher
similarity scores of all the trigrams.



Model

# of predicted hate words

Prediction accuracy

BERT-base-multilingual-cased
distilbert-base-multilingual-cased

ai4bharat/indic-bert
Hate-speech-CNERG/indic-abusive-alllnOne-MuRIL
Hate-speech-CNERG/malayalam-codemixed-abusive-
MuRIL

85
89
76
73
60

76.58%
80.18%
68.47%
65.76%
54.05%

Table 1: Results of Unigram-based approach

Model

BERT-base-multilingual-cased

distilbert-base-multilingual-cased

aidbharat/indic-bert

Hate-speech-CNERG/indic-abusive-alllnOne-MuRIL

Hate-speech-CNERG/malayalam-codemixed-abusive-
MuRIL

# of predicted hate words Prediction accuracy
100 86.20%

97 83.62%

88 75.86%

87 75%

71 61.20%

Table 2: Results of Bigram-based approach

5.3.4 aidbharat/indic-bert

On inspecting the predictions obtained with this
model, it was seen that the predictions obtained
for the comments typed using English script and
Malayalam script were better than the predictions
generated for the comments typed using English-
Malayalam.

5.3.5 Hate-speech-CNERG/malayalam-
codemixed-abusive-MuRIL

The similarity scores of trigrams obtained with
this model were too close and higher. The model
couldn’t discern the hate/offensive sequences.
Hence, incorrect predictions were obtained in most
of the cases.

The prediction accuracy of each model on test-
ing with trigram approach is given in Table 3 On
comparing the performance of different sentence
transformer models in the trigram approach, it is
evident that the multilingual bert model performs
better than the other models.

6 Performance of Method-2

This section presents the results of method-2. The
train set was divided for training and validation in
the ratio 8:2. The model was trained and validated
for 30 epochs using Adam and RMSprop optimiz-
ers with learning rate 3e-5. Later the model was
tested on the test set comprising of 84 comments.
The performance of the model on the comments
typed in English, comments typed in malayalam
and comments including both Malayalam and En-
glish were evaluated. Table 4 and Table 5 denote
the results obtained for Adam and RMSprop op-
timizers respectively. A validation accuracy of
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88.80% was obtained for the former model and
89.65% was attained for the latter. The best results
were obtained with Adam optimizer.

7 Discussion

On analysing the dataset and results obtained in
method-1, it was seen that in most of the cases
the hate words had a similarity score >=0.7. On
analysing the performance of transformer models,
we could see that the best results were obtained
with multilingual bert.

Multilingual bert is trained on a large corpus
and it has a huge number.of parameters when com-
pared with the other models. This can be one of
the reasons behind the excellent performance of
the model in all the three categories of comments
(typed in English alone, malayalam alone and in-
cluding both).

Multilingual bert is followed by Multilingual
distilbert whose performance is a bit lower in the
category of comments including both English and
Malayalam. Multilingual distilbert is a distilled
version of multilingual bert with lower number of
parameters. This can be the cause for lower per-
formance of multilingual distilbert when compared
with the multilingual bert.

The indic-abusive-alllnOne-MuRIL model has
a lower performance in the category of comments
typed in Malayalam alone when compared with the
other two categories. But we can see that indic-
abusive-alllnOne-MuRIL and multilingual distil-
bert showed a similar pattern of fair performance
and it is better than indic bert.

The indic-bert gave a medium performace in all
the three categories of comments, but lower than



Model

# of predicted hate words

Prediction accuracy

BERT-base-multilingual-cased
distilbert-base-multilingual-cased

ai4bharat/indic-bert
Hate-speech-CNERG/indic-abusive-alllnOne-MuRIL
Hate-speech-CNERG/malayalam-codemixed-abusive-
MuRIL

88
87
86
85
71

84.62%
83.65%
82.69%
81.73%
68.27%

Table 3: Results of Trigram-based approach

Comment # of predicted hate | Prediction accu-
Type words racy

English 24 70.58%
Malayalam 23 45.09%

Eng-Mal 10 52.63%

Table 4: Results of Model with Adam Optimizer

Comment # of predicted hate | Prediction accu-
Type words racy

English 20 58.82%
Malayalam 23 45.09%

Eng-Mal 8 42.11%

Table 5: Results of Model with RMSprop Optimizer

the above 3 models. It can be due to the fewer
number of parameters in this model. And finally,
the malayalam-codemixed-abusive-MuRIL, gave a
lower-than expected result. Even though this model
is trained on Malayalam codemix abusive language,
the performance was not as expected.

On comparing bigram and trigram approaches,
bigram approach yields a better result than the lat-
ter.

Based on the results obtained in method-2, we
could see that (the best performance of the model
was evident on English based comments. Compar-
atively good performance was seen on Malayalam
comments and English-Malayalam comments.)
Though we evaluated the performance of the model
with various optimizers, Adam optimizer was per-
forming best on our dataset.

8 Conclusion and future work

In order to fulfil the gap of lack of annotated
data for HOL keywords in Malayalam, a dataset
was created for the same as part of this paper.
Later, the hate and offensive keywords in the
dataset were identified based on cosine similarity
using unigram approach. Apart from this, hate
and offensive sequences were extracted from the
sentences even in the absence of a hate word using
bigram and trigram approach. On comparing the
performance of various sentence transformer mod-
els, ‘“bert-base-multilingual-cased”
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turned out to be the best model for extracting hate
keywords from code-mix Malayalam social media
text.

Being the best model, the
“bert-base-multilingual-cased”
was utilized for developing the transformer model
in the second method. Based on the results
obtained in method-2, the best performance of the
model was evident on English based comments.
Comparatively good performance can be seen on
Malayalam comments and English-Malayalam
comments.

As a future work, the explainability con-
cept(Peyrard et al., 2021)can be employed to im-
prove the performance of the current model. Also,
the performance of indic-abusive-alllnOne-MuRIL
and malayalam-codemixed-abusive-MuRIL mod-
els can be further investigated. Likewise, the effect
of different dialects can be analysed to know its

role in identifying HOL keywords.
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Abstract

This paper investigates the claim of rhoticity
of the fifth liquid in Malayalam using vari-
ous acoustic characteristics. The Malayalam
liquid phonemes are analyzed in terms of the
smoothness of the pitch window, formants, for-
mant bandwidth, F3 rhoticity, the effect on sur-
rounding vowels, duration, and classification
patterns by an unrelated classifier. We report,
for the fifth liquid, a noticeable difference in
terms of pitch smoothness with the rhotics. In
terms of the formants and formant bandwidth,
the difference between the fifth liquid and the
other liquids is significant, irrespective of gen-
der. As for F3 rhoticity, there is no evidence
for the rhotics F3 being lower compared to lat-
erals F3, especially for females. The effect
of the fifth liquid on the surrounding vowels
is inconclusive. The phoneme duration of the
fifth liquid is significantly different from all
the other liquids. Classification of the fifth lig-
uid section implies higher order signal level
similarity with both laterals and rhotics.

1 Introduction

Malayalam along with Tamil has five liquid
phonemes. Alveolar lateral /1/, retroflex lateral /|/,
alveolar tap /r/, alveolar trill /t/ and a fifth liquid /z/.
There have been attempts to classify the fifth liquid
/7/ in Malayalam either to laterals or to rhotics. The
fifth liquid in Tamil /z/ is reported to be acoustically
more similar to lateral /|/ (Narayanan et al., 1999).
Based on the phonetic and phonological charac-
teristics, there were suggestions on the rhoticity
of the fifth liquid in Malayalam (Punnoose et al.,
2013; Kochetov et al., 2020). Phonological charac-
teristics like non-gemination or occurrence at only
the inter-vocalic positions point toward the fifth
liquid’s supposed rhoticity. To analyze the Malay-
alam liquids, other than just using voice signals,
other modalities like static MRI and ultrasound are
used, especially in uncovering the articulatory con-
figurations (Kochetov et al., 2020; M. et al., 2013).

In (Kochetov et al., 2020), although the authors
support the rhoticity of the fifth liquid overall, they
report that the position and configuration of articu-
lators vary widely among the rhotics, for the same
word for different speakers.

In this paper, we seek acoustic-phonetic data pat-
terns for any similarities between the fifth liquid
and rhotics/laterals. The rest of the paper is orga-
nized as follows. First, the details of the Malay-
alam liquid dataset used for analysis are discussed.
Next, a pitch smoothness function is introduced
and the pitch smoothness of Malayalam liquids is
measured and compared. Then, the formants of
the fifth liquid are compared with the laterals and
the rhotics genderwise. After that, the claim of
low F3 for rhotics compared to that of laterals is
assessed. Then, the formant bandwidth of liquids
is analyzed genderwise. Next, the effect of the
liquids on the surrounding vowel formants is dis-
cussed. After that, liquids are analyzed in terms of
their duration. Finally, an unrelated English frame-
based phoneme classifier is used to understand the
classification patterns of the fifth liquid section in
Malayalam.

1.1 Dataset Used

Due to the unavailability of a public Malayalam
liquid dataset, we record the data from a modest
10 speakers. All the speakers are middle-aged and
from central Kerala. Speakers are asked to read
unrelated words put in the form of 2 sentences 5
times. The words transcribe to

1. /mazu/, /mazga/, /mizi/, /kuzi/, /pazam/, [puza/,
Ipizavu/, /vazii/, /vizupp/
(axe, rain, eyes, hole, fruit, river, mistake, way,
baggage)

2. /malayalam/, /puravastu/, /purappad/
(Malayalam, antique object, leaving)

The liquid segments are manually time labelled
for all the words using Audacity.

Third Workshop on Speech and Language Technologies for Dravidian Languages,
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https://doi.org/10.26615/978-954-452-085-4_003


https://doi.org/10.26615/978-954-452-085-4_003

kuzhi_c3 /z/ mazha c3 /z/

210 A
194 4
205
193 4

200
192 4

195 4 191 4

puravastu_b2 /r/ puravastu_d3 /r/

156 1 190 4

154

152 4

180 4
150 4

Figure 1: pitch smoothness of the fifth liquid vs rhotics

2 Analysis

Every similarity analysis (except for the pitch
smoothness and the classifier-based analysis) is
formulated as a statistical hypothesis test that com-
pares the relevant acoustic feature from 2 broad
phonemic classes. The null hypothesis is that there
is no difference between the acoustic feature in
consideration between 2 phonemic classes.

2.1 Pitch Smoothness Analysis

Our first observation is that rhotics /r/ and /t/ seems
to have an abrupt change in the pitch contour. Fig-
ure 1 shows the pitch smoothness of /z/ and /1/. To
measure this abrupt change in pitch, given a pitch
window of N values, we compute the average abso-
lute Teager-Kaiser Energy Operator (TKEO) in its
discrete form, denoted by 4,

N-1

S Jelk)? — afk — Lalk+ 1] (1)

k=1

"= N2

The absolute value ensures that any abrupt
change in either direction is accounted for. Fig-
ure 2 plots the average absolute TKEO value of
the pitch window of Malayalam liquid phonemes.
The pitch value is programmatically extracted us-
ing Parcelmouth library (Jadoul et al., 2018), which
is a Python port of the popular Praat (Boersma and
Weenink, 2021). The relevant instances from all
the words are pooled for /z/. The pitch window
duration is 40ms with a shift of 10ms. Every frame
where the pitch is not detected is discarded. From
the plot, it is clear that the pitch transition abrupt-
ness is the lowest for /z/ and highest for /t/. On the
other hand, /|/ is similar to /z/.
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Figure 2: Average absolute TKEO value of pitch win-
dow of Malayalam liquid phonemes
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Table 1: percentage of recordings with atleast one un-
detected pitch frame in the liquid segment

phoneme percentage
1z} 0.007
n 0
n 0
1/ 0.04
vk 0.14

It is instructive to note that for certain liquid
phonemes, pitch is not detected for certain frames.
Table 1 shows the percentage of recordings where
atleast one pitch frame in the liquid segment is
undetected. /r/ seems to have a disproportionate
number of undetected pitch frames. This could be
attributed to the insufficiency of Praat’s pitch de-
tection algorithm or the absence of a voiced region
in the liquid segment.

2.2 Formant Analysis

The formant value varies between male and female
speech (Huber et al., 1999; Diehl et al., 1996). We
first validate this with the null hypothesis that, for
Malayalam liquids, the male and female formant
values are similar. Midpoint formants of all the
liquids are extracted using Praat. Note that for
rhotics, formants tend to be discontinuous or tend
to abruptly change. In the case of a missing for-
mant value due to discontinuity, the nearest formant
value in the same liquid segment is taken. Table 2
shows the results of a 2 tailed ¢-test for 2 means of
formants between males and females of all liquid
phonemes. Significance level o = 0.05 is used for
all statistical tests throughout this paper.

From Table 2, it is clear that there is no de-



Table 2: p-value of 2 tailed ¢-test for 2 means for for-
mants between male and female

ph p-valF1 p-valF2 p-val F3
/zf  0.8808 < 0.0001 < 0.0001
N/ 0.7868 0.5857 0.1669
n 0.963 < 0.001 0.1132
// 0.2010 0.7738 0.0824
it/ 0.2135 0.3527 0.6783

tectable difference between male and female for-
mant values for rhotics and /I/. For /|/, F2 seems
to be different between males and females. For /7/,
F2 and F3 seem to be different between males and
females. This warrants the analysis of formants,
gender-wise.

Table 3: mean and standard deviation of the formants
of male speakers

ph [F1, F1,| F2, F2,]| F3, F2,
/z/ | 407 242 | 1867 271 | 2556 345
it/ | 565 453 | 1893 312 | 2780 376
e/ | 577 100 | 1436 284 | 2628 625
N/ | 378 84 | 1896 332 | 3209 598
V| 492 39 | 1153 569 | 2649 400

Table 4: p-value of 2 tailed ¢-test for 2 means for liquid
phoneme formants of males

Table 5: mean and standard deviation of the formants
of female speakers

ph | F1, F1, | F2, F2,| F3, F2,
/z] | 403 246 | 2124 301 | 2776 377
i/ | 436 251 | 1914 218 | 2939 258
/t/ | 609 75 | 1497 167 | 2675 370
N/ | 373 56 | 1945 293 | 3004 258
N/ | 492 57 | 1490 180 | 2792 222

Table 6: p-value of 2 tailed ¢-test for 2 means for liquid
phoneme formants of females

phl ph2 p-valF1 p-valF2 p-val F3
/zf  h/ 0.5940 0.0003 0.0227
1zf It/ < 0.0001 < 0.0001 0.1700
7l 0.4402 0.0024 0.0015
1zl N/ 0.0811 < 0.0001 0.8237

4 liquids, for females. /z/ is different from /r/ and
/1/ in terms of F3. /z/ is statistically different from
all the other liquids in terms of F2. /z/ is different
from /r/ in terms of F1.

2.3 F3 Rheticity in Malayalam

In (Delattre and Freeman, 1968), authors suggest
that rhotics in English are characterized by low F3
compared to that of laterals. We pooled the rhotics
and laterals F3 data and test whether the hypothesis
holds in Malayalam. Table 7 shows the result of

phl ph2 p-valF1 p-val F2 p-val F3 the test, gender-wise.
2 ff 0.0158 0.6987 0.0078 Table 7: Comparison of F3 of rhotics vs laterals, gen-
/zf It/ 0.0037 < 0.0001  0.4480 derwise
lz{ 1/ 0.6013 0.6627 < 0.0001
z/ N/ 0.1188 < 0.0001  0.2682 H; condition formant gender p-val
(/tl, Iehy < (1, NY) F3 m 0.03874
Table 3 shows the formants computed at the mid- (/tl, Iehy < (I, 1Y) F3 f 0.05358
point of all the liquid phoneme segments for males. (il Iy < Iz/ F3 m 0.9853
Table 4 shows the p-value of 2 tailed ¢-test for (], Iel) < [Iz/ F3 f 0.7191
2 means between the fifth liquid and the other 4 1zf < (I, 1)) F3 m < 0.0001
liquids, for males. For any 2 liquid phonemes in 1zf < (11, /) F3 f 0.009

consideration, the null hypothesis is that the for-
mants characterize a broader phonemic class that
comprises those 2 phonemes. The difference be-
tween /z/ and /l/ in terms of F3 is significant. In
terms of F2 values, /z/ is different from /c/ and //.
In terms of F1 values, the fifth liquid is different
from both the rhotic phonemes.

Table 5 shows the formants computed at the mid-
point of all the liquid phoneme segments for fe-
males. Table 6 shows the p-value of 2 tailed ¢-test
for 2 means between the fifth liquid and the other
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(/r/, /t/) denotes the combined rhotic data. For
males, there seems to have sufficient evidence to
accept the alternate hypothesis that rhotics F3 is
lower compared to laterals F3. The fifth liquid
F3 is lower than the lateral F3 for both males and
females.

2.4 Formant Bandwidth

Formant bandwidth does not have much impact on
vowel intelligibility (Rosner and Pickering, 1994)



but affects the identification of competing vow-
els (de Cheveigné, 1999). The formant bandwidth
of the liquids is programmatically extracted and
checked for any similarity between the fifth liquid
and the other liquids.

Table 8: p-value of 2 tailed ¢-test for 2 means for liquid
phoneme formant bandwidth of males

phl ph2 p-valF1 p-valF2 p-val F3

/lz/ i/ 0.0170 < 0.0001 0.2805
/lz/ It/ <0.000l <0.0001 0.264
/z/ [/ 0.3269  0.0002  0.9601
/lz/ /) 0.7120 < 0.0001 0.2219

Table 9: p-value of 2 tailed ¢-test for 2 means for liquid
phoneme formant bandwidth of females

phl ph2 p-valF1 p-valF2 p-val F3

lzf &/ <0.0001 <0.0001 0.1722
/z/  /t/ < 0.0001 0.1023 0.0339
lzf 1/ 0.5560 < 0.0001 0.0358
lz{ 1/ 0.4253 0.8113 0.0272

Tables 8 and 9 show the result of the p-value of
2 tailed t-test for 2 means for formant bandwidth
of male and female voices respectively. The null
hypothesis is that the formant bandwidth values are
similar for the 2 phonetic classes. For males, in
terms of F1 bandwidth /z/ is different from rhotics.
In terms of F2 bandwidth, /z/ is different from every
other liquid. For females, in terms of F1 bandwidth,
/z/ is different from rhotics. In terms of F2 band-
width, /z/ is different from /r/ and /1/. In terms of F3
bandwidth, /z/ is different from all the other liquids
except /t/. Though the results don’t conclusively
place the /z/ to either lateral or rhotic camp, overall
the formant bandwidth seems to be more similar to
laterals compared to that of rhotics.

2.5 Formants of the Vowels Surrounding the
Fifth Liquid

In (Punnoose et al., 2013), authors hypothesize that
the F1 of the vowels surrounding the /z/ tends to
be lower than those surrounding /r/ and /|/. Fur-
ther, F2 of the vowels surrounding the /z/ is greater
than those surrounding /1/ and /|/. We test these
hypotheses with the words puzha, malayajam, and
puravastu. All the vowels surrounding /z/, /1/, /|/ is
manually labelled and F1 and F2 at the midpoint is
programmatically extracted. For consistency, we
test the F1 of the vowel /uh/ preceding /z/ in puzha
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Figure 3: Duration of the Malayalam liquids

with F1 of /uh/ preceding /t/ in puravastu. Likewise,
F1 of /aa/ following /z/ in puzha is compared with
F1 of /aa/ following /|/ in malayajam.

Table 10: formants of the vowels surrounding the fifth
liquid

H; condition formant p-value
/uh z/ < /uh 1/ F1 0.0008707
/z aal < /| aa/ F1 1
/uh z/ > fah 1/ F2 0.9997
/z aal > /| aa/ F2 0.02349

Table 10 shows the result of the comparison of
various conditions on F1 and F2 between /z/, /1/, //.
The F1 of the vowel /uh/ before /z/ is lower than
the F1 of the vowel /uh/ before /r/. Likewise, F2
of /aa/ following /z/ is greater than the F2 of /aa/
following /|/. The rest 2 conditions do not hold.

2.6 Duration Analysis

Figure 3 plots the duration of all the liquids. It is
clear that the 2 laterals /I/ and /|/ are very close in
terms of duration statistics. The two rhotics /1/ and
/t/ are also similar in duration. Table 11 shows the
result of 2 tailed ¢-test for 2 means for comparing
the duration of all pairs of liquid phonemes. The
null hypothesis is that any two liquid phonemes
have the same duration. The difference in duration
between the fifth liquid /z/ and any other liquids is
significant.

The difference in phoneme duration between
any Malayalam laterals and rhotics is statistically
significant. This strongly suggests that duration is
a distinctive feature of a broad phonemic class.



Table 11: p-value of 2 tailed ¢-test for 2 means for the
duration of the fifth liquid vs other liquids

phl ph2 p-value
/z/ /< 0.0001
/zf It/ < 0.0001
/z/ I/ < 0.0001
lzf i/ < 0.0001
N 0.8625
I 0.4882
n - hl 0.0033
n I 0.0002
n 0.0031
n Il 0.0002

2.7 Classifier Based Analysis

Apart from formants, spectral level higher-order
features might capture not-so-interpretable acous-
tic features, especially with a phoneme discrimina-
tive objective. We trained a frame-based phoneme
classifier with perceptual linear coefficients (PLP)
features as input to classify a frame with sufficient
left and right context. A frame corresponding to
25 ms is appended with left and right 4 frames
each with a 10 ms shift is considered as the in-
put segment. 13 PLP features along with delta
and double delta coefficients form an input vec-
tor of size 351. With ICSI Quicknet (Johnson.,
2004) a multi-layer perceptron of the architecture
351x1000x1000x1000x40 is trained. The 40 units
at the output correspond to standard 40 English
phonemes. The softmax layer is used at the output
and the network is trained with cross-entropy loss.

Approximately 35 hours of publically available
Voxforge dataset (Voxforge.org) is used for training
the classifier. Voxforge is an uncurated read-out
English speech dataset. The labels for training
the classifier are obtained by forced alignment of
the same dataset using Kaldi speech recognition
toolkit (Povey et al., 2011). For a given 9 frame
input, the classifier outputs a probability vector,
where each component corresponds to a phoneme.
The phoneme with the highest probability is the
classified phoneme for that input. Note that the
frame classifier is trained with one lateral /1/ and 2
rhotics /1/ and /er/.

All the Malayalam words with fifth liquid /z/ is
run through the frame classifier. Out of the frames
detected as /I/, only 27% are at the actual fifth
liquid position. Whereas out of the frame detected
as /r/, 91% is at the actual fifth liquid position, and
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out of the frame detected as /er/, 65% is at the
actual fifth liquid position. The rest of the fifth
liquid position is filled by vowel phonemes, /g/, etc.
This shows that irrespective of the language, at the
higher order signal feature level, the fifth liquid
share some similarities with laterals and rhotics.
Despite the low precision of lateral /l/, the fifth
liquid /z/ is a category of its own and cannot be
categorized conclusively into laterals or rhotics.

3 Conclusion and Future work

The claim of rhoticity of the fifth liquid in Malay-
alam is analyzed using various acoustic-phonetic
characteristics. First, the details of a small Malay-
alam liquids dataset are described. The average
absolute Teager-Kaiser energy operator is used to
measure the smoothness of the pitch window of
various Malayalam liquids. For the fifth liquid,
there is a noticeable difference in terms of pitch
smoothness with the rhotics. Next, the formants
are used to measure the similarity between the fifth
liquid and the other liquids, gender-wise. The dif-
ference between the formants of the fifth liquid and
the other liquids is significant, irrespective of gen-
der. Next, the hypothesis that the F3 of rhotics is
lower than that of the laterals is tested. For females,
there is no evidence for the rhotics F3 being lower
compared to laterals F3.

Then, we analyze the formant bandwidth gender-
wise. Formant bandwidth does not seem to offer
any definite evidence to classify the fifth liquid as
either laterals or rhotics. After that, the assumption
of the fifth liquid affecting the F1 and F2 of the
surrounding vowels in specific ways, compared to
that of laterals and rhotics is analyzed. No definite
evidence could be obtained that supports this as-
sumption. Then, the duration of the fifth liquid is
analyzed and contrasted with the remaining liquids
to find any similarities. No statistically significant
similarity is observed for the duration between the
fifth liquid and any other liquids. Finally, an un-
related classifier is used to classify the fifth liquid
section to see the generic frame-level recognition
pattern. Classification of the fifth liquid section im-
plies higher order signal level similarity with both
laterals and rhotics.

Articulatory configurations, not provably reflect-
ing in signal level data, cannot be the mere decid-
ing factor for broad phoneme classification. More
data-driven spectral level features from context de-
pendant realization of the fifth liquid may provide



more insights into how similar the fifth liquid is to
laterals/rhotics. The recent advances in multilin-
gual acoustic representation learning could provide
further insights into the real nature of the fifth lig-
uids (Babu et al., 2021; Baevski et al., 2020). The
various acoustic pieces of evidence considered, in
the context of this paper, are not sufficient enough
to conclusively classify the fifth liquid in Malay-
alam as rhotic.

4 Limitations

This paper describes a purely data-driven approach
to determine whether the fifth liquid in Malayalam
is similar to rhotics or laterals. In the context of this
paper, we don’t associate acoustic measurements
with any assumptions about the articulatory con-
figurations or phonotactic constraints of the fifth
liquid. This results in pure acoustic-phonetic con-
clusions about the rhoticity of the fifth liquid.
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Abstract

This paper addresses the challenges faced
by Indian languages in leveraging deep
learning for natural language processing (NLP)
due to limited resources, annotated datasets,
and Transformer-based architectures. We
specifically focus on Telugu and aim to
construct a Telugu morph analyzer dataset
comprising 10,000 sentences. Furthermore, we
assess the performance of established multi-
lingual Transformer models (m-Bert, XLM-
R, IndicBERT) and mono-lingual Transformer
model BERT-Te (trained from scratch on an
extensive Telugu corpus comprising 80,15,588
sentences). Our findings demonstrate the
efficacy of Transformer-based representations
pre-trained on Telugu data improved the
performance of the Telugu morph analyzer,
surpassing existing multi-lingual approaches.
This highlights the necessity of developing
dedicated corpora, annotated datasets, and
machine learning models in a mono-lingual
setting.  Using our dataset, we present
benchmark results for the Telugu morph
analyzer achieved through simple fine-tuning
on BERT-Te. The morph analyzer dataset ! and
codes are open-sourced and available here.

1 Introduction

A Morphological Analyzer is a valuable tool
in natural language processing (NLP) that
analyzes words by breaking them down into
constituent morphemes. It provides crucial
grammatical information, including gender,
number, person, case markers (GNP), tense-aspect-
modal information, and other linguistic features,
which are indispensable features for understanding
the morphology of a given language(Rao and
Kulkarni, 2006). Many agglutinative languages
have these grammatical features as part of their
'https://github.com/parameshkrishnaa/

Telugu-Morph-Dataset/
1" The first two authors contributed equally to the work.
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words. Hence, building a morph analyzer that
parses and provides this information is important.
This expansion would greatly benefit various NLP
tasks and applications tailored to Indian languages.

This work aims to develop a Transformer based
context-aware morphological analyzer for Telugu.
Telugu is known for its agglutinative nature, and
various affixes were attached to the root word to
convey different grammatical meanings. Nouns
and pronouns in Telugu are inflected for gender,
number, person and case markers, followed by
clitics. Verbs exhibit extensive inflections based on
tense, aspect, mood and agreement features such as
gender, number, and person (GNP). Additionally,
Telugu also uses productive derivational suffixes,
where nouns are converted into an adjective by
the addition of the suffix -ayna and an adverb by
the addition of the suffix -ga and by the addition
of the suffix -adaM allows verb roots to function
as gerunds, thereby allowing for noun inflections
(Krishnamurti and Gwynn, 1985).

The complexity of Telugu morphology
necessitates a robust morphological analyzer,
which plays a crucial role in various NLP
applications such as speech synthesis, information
extraction, information retrieval, and machine
translation (Rao et al., 2011). A morphological
analyzer takes a single word in isolation and
provides all possible analysis.  Although a
word may have multiple valid analysis, when
considering the context in which the word is
used, often only one analysis is appropriate or
meaningful. This is because the context helps
determine the word’s intended meaning, which
can help narrow down the possible analysis.
Traditionally, morphological analyzers for Indian
languages have been rule-based. Still, there is a
recent shift towards utilizing machine learning
techniques to build computational models with
the development of Transformer based models
from scratch in Telugu (Marreddy et al., 2022a)

Third Workshop on Speech and Language Technologies for Dravidian Languages,
pages 25-32, Varna, Bulgaria, Sep 7, 2023.
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on 80,15,588 sentences. This shift leverages
advancements in downstream NLP tasks in
Telugu like named entity recognition (Duggenpudi
et al.,, 2022), sentiment analysis, emotion
identification, sarcasm detection (Marreddy
et al., 2022b), clickbait detection (Marreddy
et al., 2021), and summarization (Vakada et al.,
2023). Also, we see it is important to explore
and compare existing multi-lingual Transformer
based language models like mBERT (Pires et al.,
2019), IndicBERT (Kakwani et al., 2020) and
XLM (Conneau et al., 2019) with Telugu Transfer
models (monolingual setting) like BERT-Te for the
low-resource language, Telugu.

The main contributions of this paper are as
follows:

* Creation of annotated Telugu Morphological
analyzer dataset of 10,000 sentences.

* We created the benchmark results for Telugu
morphological analyzer.

* Extensive experimentation with available
Telugu Transformers models and existing
multi-lingual Transformer models.

* On our dataset, BERT-Te outperforms the
existing multi-lingual Transformer models.

The rest of the paper is organized as follows:
Section 2 discusses the review and comparison
of existing approaches. Section 3 describes the
preparation of the dataset. Section 4 provides
an overview of the experiment and evaluation of
approaches followed using the dataset to train
different models on the Telugu morphological
features. Sections 5 and 6 discuss the ethical
statement, conclusion, and future work.

2 Related Work

This section discusses the related work on building
a corpus for morphological analysis focusing on
Indian languages, existing Telugu BERT models,
and Multi-lingual models. We also review
the various common approaches used to build
morphological analyzers. In the case of many
Indian languages, morphological analysis has
traditionally used a rule-based approach. It can be
helpful in linguistic research because they provide
a framework for formal analysis and understanding
of language structures and patterns.

A Telugu Morphological Analyzer (Rao et al.,
2011) is an example of organizing a linguistic
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database and employing computing resources
effectively. The accuracy and coverage of this
morph analyzer is 95-97%. This work is based
on the word and paradigm approach (Hockett,
1954). A set of morpho-phonemically different
forms in their inflection and derivation processes
are identified. The failure of the presence of a root
word in the morphological dictionary decreases the
accuracy of the morph analyzer because it cannot
analyze the root word. So, it shows issues with
the OOV (Out-of-Vocabulary) and is not a context-
based-morphological analyzer.

(Sunitha and Kalyani, 2009) have discussed an
unsupervised stemmer that provides information
about various decomposition of the word inflected
by many morphemes. Firstly, the given Telugu
words are processed by the (TMA) Telugu
rule-based morph analyzer (Rao et al., 2011).
The unsupervised stemmer further processes
unrecognized words by the TMA to identify the
components of the stem.

(Sneha and Bharadwaja, 2013) discussed a
simple framework for designing and building a
Morph Analyzer for Telugu noun forms applying
the Telugu orthographic rules set with Finite State
Machine (FSM). (Srinivasu and Manivannan, 2018)
created a computational morphological analyzer
and generator for Telugu using Item and Process
linguistic model and FSM as a computational
algorithm. (Kanuparthi et al., 2012) developed
Hindi derivational morphological analyzer with
22 derivational suffixes (Goyal and Lehal, 2008)
to analyse the derivation patterns in Hindi.
For Tamil, (Parameshwari, 2011) implemented
the APERTIUM Morphological Analyzer and
Generator by defining and specifying the relevant
linguistic database required for their development.
The paper additionally discusses the module’s
efficacy, coverage, and speed compared to large
corpora. (Veerappan et al., 2011), implements the
morphological analyzer and generator for Kannada
based on a rule-based finite state transducer
that includes suitable morphological feature
information and well-written morphophonemic
rules.  Morphological Analyzer for Gujarati
(Baxi et al., 2015) introduces a hybrid approach
combining statistical, knowledge-based, and
paradigm-based approaches is used to develop the
Morph analyzer.

Using the paradigm-based inflectional system
and finite state systems to represent the language



modelling, (Bapat et al., 2010) developed
a highly accurate morphological analyzer for
Marathi. (Baxi and Bhatt, 2022) based on the
unimorph schema or the Universal Dependency
Framework with the dataset contains 16527
distinct Gujarati inflected words with their
morphological segmentation and grammatical
feature tagging information is annotated and
evaluated using the baseline format. Deep neural
network-based models have recently been widely
employed for building morphological analyzers.
(Premjith et al., 2018) study discusses the
Malayalam morphological analysis as a character-
level sequence labeling problem that has been
achieved with deep learning architectures such as
Recurrent Neural Networks (RNN), Long Short-
Term Memory (LSTM) and Gated Recurrent Units
(GRU). The model was trained using a 128-
embedding size. According to their results, GRU
has the highest accuracy score. (Gupta et al., 2020)
studied the performance of different composite
neural models for Sanskrit morphological tagging.
Using neural architecture. (Chakrabarty et al.,
2016) built a lemmatizer for Bengali and studied
how it performed on the problem of word sense
disambiguation.

Transformer-based language models like
BERT-Te are available in Telugu (Marreddy
et al., 2022a) trained on 80,15,588 sentences.
These representations resulted in downstream
NLP tasks in Telugu like named entity
recognition (Duggenpudi et al., 2022), sentiment
analysis, emotion identification, sarcasm detection
(Marreddy et al., 2022b), and clickbait detection
(Marreddy et al., 2021), and summarization
(Vakada et al., 2023).

3 Dataset Description

This section elaborates on the dataset that is used
to build our Transformer-based morph analyzer.
We used a collection of generic Telugu corpus
of 10,000 sentences as the basis for our work.
Detailed statistics of lexical categories of this
dataset can be found in Table 1. In order to
ensure the quality of the data, we performed various
cleaning and normalization procedures on the raw
text. This included tasks such as correcting spelling
inconsistencies and errors. By carrying out these
measures, we aimed to enhance the reliability and
consistency of the dataset. To facilitate further
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I(Jjgﬁcgi:)lries Types | Tokens
Nouns 4817 | 24904
Verbs 1636 | 15648
Pronouns 163 5025
Adjectives 174 2000
Adverbs 70 1018
Number words 195 716
Nouns of space & time | 27 52
avyayas (indeclinables) | 405 5731
Total 7,487 | 55,094

Table 1: Statistics of lexical categories from the dataset.

processing, we used a tokenizer” for dividing the
text into individual tokens and to identify sentence
boundaries. The tokenizer takes raw text as an
input and produces the output in Shakti Standard
Format (SSF) format (Bharati et al., 2007).

We used the LT toolbox® version of Telugu
Morph Analyzer, which is developed by (Rao et al.,
2011). To identify the POS tags within sentences,
we use an existing ILMT POS tagger (Bharati
and Sangal, 2007). The POS tagger assists in
determining the role of each word in the sentence.
Telugu morphological analyzer generates multiple
possible analysis for a given word. To select
the most appropriate contextual morph analysis,
we used the same technique as mentioned in
(Krishnamurthy, 2019) wherein we used the POS
tagger that selects the relevant POS tag based on
the POS category of the word. POS tagger provides
the POS tag for the word in context, and then we
prune out the multiple analysis in the morph based
on the POS tagger’s output, if any. For example, if
a word has multiple morph analysis with different
lexical categories, such as a noun or a verb, the POS
tagger selects the noun or verb analysis according
to the pruning output. If the pruning module
fails, we resort to the pick-one morph strategy that
selects the first analysis as the output for the word.
However, it should be noted that errors in POS
tagging can lead to mistakes in selecting the correct
morph, thereby affecting the contextual awareness
of the words in a sentence. Manual validation is
necessary to identify the errors in selecting context-
aware morphological analysis. We have discussed

https://github.com/nagaraju291990/
sentence-tokenizer

‘https://github.com/parameshkrishnaa/
Telugu—-Morph-1lttoolbox



specific errors pertaining to wrong GNP marking,
incorrect case-marking, sandhi split errors and the
like.

The following examples explicate the errors:

1. Wrong POS tag leads to selecting the wrong
lexical category.
)) vati-ni pagalu aMta mép-ali
They-ACCday  all graze-HORT
‘They should be grazed all day.’

In example (1), pagalu is wrongly tagged as
VM (verb main) pagalu ’to break ’, instead of
anoun (NN) pagalu *day’. This lead to errors
in further stages of processing.

2. Ambiguous words which show no difference
in number, person, or direct/oblique
differences.

2) madhya-10 badi manés-ina vallu

middle-LOC school stop-REL they

kuda cer-a-ru.

also join-PST-3.PL

“Those who left school in the middle
also joined.’

In example (2), the subject agreement of cer-a-
ru ’to join’ can be analysed both as 2nd person
(exclusive or honorofic pronoun (miru ‘you’)
and 3rd person. However, in the example (2),
the subject vallu ’they’ is the third person
pronoun that resolves the ambiguity. It is
noted that the morph analyser fails to provide
the correct analysis in such cases.

3) ila amma pani kida na netti-na
this-way mother-OBL work also I-GEN
pad-iM-di.

head-LOC fall-PST-3.PL.FN

"This way, mother’s work also fell on

B

me.

In Telugu, not all nouns overtly show
differences in direct and oblique case marking.
One such example, as in (3), is noted in the
corpus. The noun amma ‘mother’ here, when
associated with another noun pani leading to
a chunk amma pani ‘mother’s work’, does
not show any change in form. This leads
to an error in the marking of the case for
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amma ‘mother’. It is observed that the noun is
marked with a direct case instead of an oblique
case.

sandhi split errors

Other common errors include the sandhi
splitting errors. Telugu being rich in sandhi,
requires a sandhi splitting module before
morph analysis for appropriate marking of
features. In some cases, sandhi splitter
fails to split certain words as in (4), where
adavallaMdarikt *all women’ is not split. It
should be split into adavallu & aMdarikt
’women’ & ’all; only then morph analyser
provides an accurate analysis. sandhi splitting
is also done manually. Consider the example:
(4)  adavallaMdari-kii Sakti rav-ali
women+all-DAT  this power get-HORT
’All women should get this power.’

To ensure the reliability of our dataset, we
conducted extensive manual validation. Our
analysis found that some words needed to be listed
in the dictionary, resulting in the tool’s inability
to analyze those words automatically. To solve
this, we manually assigned paradigms to these Out-
Of-Vocabulary (OOV) words, ensuring they could
be processed effectively and provides the analysis.
We made 34% of changes in the dataset due to
pre-processing errors. This validation process
played a crucial role in enhancing the accuracy
and quality of the dataset, providing reliable results
for our analysis. Continuous refining of the dataset
through manual validation makes the development
of transformer-based context-aware morphological
analysis more accurate.

4 Methodology

We first obtain the sentences with morphological
tags for each word in the sentences, and then
we feed those sentences to our language model
to refine it using this dataset. We segregate the
words’ properties, such as lexical category, gender,
and person, after acquiring the morphological
tags for each word in the sentence before feeding
them separately to the classifiers. In this section,
we develop a comprehensive exploration of the
different language models analyzed for the morph
tag prediction study, elucidating their configuration
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in greater detail. In a later section of this article,
we present results from language models that
were examined in relation to several types of
morphological tags. Figure 1 depicts the overall
process flowchart.

4.1 Approaches

This section provides a description of the language
models utilized, followed by an evaluation of their
performances in the later section.

Bert-Te: Similar to the pre-trained BERT
model introduced by (Devlin et al., 2019) in
2019, which is trained on the BooksCorpus and
English Wikipedia, we opted for a model based
on the Transformer architecture called BERT-
basecased for Telugu. This Telugu variant of
BERT is trained on a large corpus comprising 8
million sentences. The BERT-basecased model
has 110 million parameters in total, 12 transformer
blocks, 768 hidden layers, and 12 self-attention
blocks.(Marreddy et al., 2022a) For the purposes
of our investigation, we adjusted a BERT-Te
model separately. We identified the following
hyperparameters for fine-tuning the BERT-Te
model to obtain optimal performance: (i) 64 batch
size (ii) 3e-5 learning rate (iii) Number of training
epochs: 30. To address the overfitting issue, we
monitored the validation loss and stopped training
if it did not decrease for five consecutive epochs.

IndicBERT: AlI4Bharat, an AI research
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organization, has created a multilingual
" IndicBERT " model that focuses on
Indian languages and utilizes the BERT

architecture(Kakwani et al., 2020). IndicBERT
has undergone training on a large corpus of
text originating from various Indian languages,
including Hindi, Bengali, Tamil, and Telugu. This
training enables the model to incorporate and
understand these languages’ unique linguistic
characteristics and complexities. As a result,
IndicBERT can comprehend and generate
text within the context of multilingual Indian
languages.

Multilingual BERT: Multilingual BERT
(Bidirectional Encoder Representations from
Transformers) is a variant of the BERT model that
has been specifically trained on multilingual text
data(Pires et al., 2019). This training enables the
model to comprehend and generate text in multiple
languages, making it a valuable tool for various
multilingual natural language processing (NLP)
tasks. Multilingual BERT has gained significant
popularity within the NLP community.

The architecture of multilingual BERT closely
resembles that of the original BERT model. It
consists of a transformer-based neural network
that utilizes self-attention mechanisms to capture
contextual information from both the left and right
contexts of each word in a given sentence. This
mechanism allows the model to grasp the subtleties
of language and the relationships between words.

During the training process of multilingual
BERT, the model undergoes pretraining on an
extensive corpus of text encompassing multiple
languages. Throughout this pretraining phase, the
model learns to predict missing words in sentences,
which helps it develop a profound understanding of
language structures and semantics. By training on a
diverse range of languages, multilingual BERT can
effectively capture cross-lingual information and
transfer knowledge between different languages.

XLM-R: XLM-R (Cross-lingual Language
Model - RoBERTa) is an advanced multilingual
language model developed by Facebook Al It
is an extension of RoBERTa, which is itself a
variant of the BERT model(Conneau et al., 2020).
XLM-R has been specifically designed to excel
in multilingual natural language processing (NLP)
tasks and supports a wide array of languages.

The architecture of XLM-R is based on
the transformer neural network, similar to



Model/Category Bert-te Indicbert mBert XLM-R
P |R [F1 [P [R |FIL [P |[R |FI [P |R [FI
Lexical category | 0.642| 0.821] 0.602| 0.951] 0.706| 0.702| 0.623| 0.822| 0.581| 0.720] 0.688| 0.576
number 0.906| 0.77 | 0.738 0.821| 0.703| 0.607| 0.819| 0.781] 0.680| 0.726| 0.74 | 0.590
person 0.820] 0.771| 0.704| 0.665| 0.554| 0.475| 0.796| 0.78 | 0.690| 0.672| 0.770| 0.570
gender 0.875] 0.833] 0.778| 0.854| 0.535| 0.527| 0.805| 0.843] 0.729] 0.757| 0.809] 0.624
TAM/CM 0.588] 0.78 | 0.515| 0.549| 0.503] 0.409| 0.575] 0.696| 0.564| 0.720| 0.530| 0.527

Table 2: Precision,Recall and F1 scores for models tested

BERT. It comprises multiple layers of self-
attention mechanisms that effectively capture
contextual information from the input text. This
enables the model to comprehend the intricate
relationships between words and sentences, and
learn representations that accurately capture the
semantics of the text.

One notable feature of XLLM-R is its capability
to align representations across various languages.
By learning a shared representation space, XLLM-
R can proficiently transfer knowledge from high-
resource languages to low-resource languages,
even in scenarios where training data is limited.
This makes XLM-R particularly valuable for
multilingual transfer learning tasks, as it can utilize
the knowledge acquired from one language to
enhance performance in another.

4.2 Dataset Splitting

The dataset we used consists of 10,000 sentences,
which we divided into two parts. The testing
set accounts for 20 percent of the data, while
the training set accounts for the remaining 80
percent. We evaluated the performance of the
models mentioned earlier using the test data, and
the precision, recall, and f1 scores obtained are
presented in the following section.

4.3 Results

Precision, recall, and F1 score are common
evaluation measures to gauge the performance of
classification models. These metrics are derived
by comparing a model’s predictions with the actual
labels assigned to the data. By providing valuable
insights into the effectiveness of a classification
model, these evaluation metrics assist practitioners
in assessing and optimizing its utility. Below, we
showcase the precision, recall, and F1 scores of the
different models examined in this section.

In our study, for each category, we developed
separate classifiers, and the performance of each
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Figure 2: Comparision between all the different Models
run for different tags.

classifier using various models is shown in Figure
2. We can see from the results (Table- 2) that
Bert-te outperforms all other models in terms of
F1 scores for the person (0.70), gender (0.77), and
number (0.73) categories. Bert-te surpasses all
other models in their respective categories with
recall scores of 0.82 for lexical category, 0.77 for
number, 0.83 for gender, and 0.77 for person. Bert-
te has the greatest precision score in the person
category (0.90), which completely outperforms
all other models in that category. We discovered
that our model, Bert-te, which is trained purely on
Telugu language data, performs better than other
multilingual models trained on various languages.

The Bert-te model is specifically able to
understand the complexities and nuances peculiar



to Telugu owing to the concentrated Telugu
language instruction. As a result, when compared
to the more broad multilingual models, it exhibits
improved performance in Telugu language-related
tasks.

This result emphasizes the value of domain-
specific training and shows that optimizing
models for a particular language can improve
performance in tasks requiring that language.
The Bert-te model’s ability to outperform other
multilingual models demonstrates the value of
specialized language instruction in generating
superior outcomes.

5 Ethical Statement

We created a dataset for the Telugu Morph
Analyzer and open source the dataset *. The codes
can be downloaded from here. We reused publicly
available Telugu Transformer models (BERT-Te) to
compare with existing multi-lingual Transformers
models (IndicBERT, XLM-R, mBERT).

6 Conclusion and Future Work

Understanding the structure of individual words
is made easier by morphological analysis. In
terms of morph information, we have produced
a trustworthy dataset. Various NLP tasks can
now use this dataset. With the aid of the Morph
Analyser, language models can effectively learn
and utilize the additional details provided, enabling
them to make more accurate predictions, generate
more coherent and contextually appropriate
responses, and better comprehend the subtleties
of human language. By leveraging the insights
from the Morph Analyser, language models
become more efficient at processing and utilizing
the available information, leading to improved
language processing capabilities and more refined
language generation.
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Abstract

Reinforcement learning (RL) agents have
achieved remarkable success in various do-
mains, such as game-playing and protein
structure prediction. However, most RL
agents rely on exploration to find optimal
solutions without explicit guidance. This
paper proposes a methodology for train-
ing RL agents using text-based instruc-
tions in Dravidian Languages, including
Telugu, Tamil, and Malayalam along with
using the English language. The agents are
trained in a modified Lunar Lander envi-
ronment, where they must follow specific
paths to successfully land the lander. The
methodology involves collecting a dataset
of human demonstrations and textual in-
structions, encoding the instructions into
numerical representations using text-based
embeddings, and training RL agents us-
ing state-of-the-art algorithms. The results
demonstrate that the trained Soft Actor-
Critic (SAC) agent can effectively under-
stand and generalize instructions in dif-
ferent languages, outperforming other RL
algorithms such as Proximal Policy Opti-
mization (PPO) and Deep Deterministic
Policy Gradient (DDPG).

1 Introduction

Reinforcement learning (RL) has developed
by leaps and bounds in the past few years,
there have been agents capable of beating
world champions in games like go Silver et al.
(2016), there have been agents capable of pre-
dicting protein structures Senior et al. (2020)
and more recently there has also been an RL
agent capable of optimizing computer code
Mankowitz et al. (2023). However, most of
the RL agents optimally find the best solution
by themselves through exploration of the envi-
ronment and there lacks a technique through
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which these agents can be guided so that we
can control the path or trajectory that the
agent takes while reaching the optimal solu-
tion.

There has been little work done to guide
or help the RL agents get to the goal state
through text-based instructions, especially in
the Dravidian languages. The current litera-
ture Kaplan et al. (2017) and (Li et al., 2022)
provide a basis for this approach where they
have constructed a Bimodal embedding net-
work to guide the RL agent on text-based
instructions. However, existing literature
doesn’t compare various Reinforcement learn-
ing algorithms and they also don’t consider the
possibility of training the agents to understand
the text instructions in multiple languages.

This paper aims to address this literature
gap by proposing a methodology for train-
ing reinforcement learning agents in the lunar
lander game using text-based embeddings in
four languages: English, Telugu, Tamil, and
Malayalam (K et al., 2021). By encoding in-
structions into meaningful numerical represen-
tations (Nagasai et al., 2021), the agents can
effectively understand and respond to natural
language instructions, leading to more immer-
sive and intuitive user-agent interactions.

The proposed methodology for training RL
agents with natural language guidance in the
lunar lander game involves: 1) collecting a
dataset of human demonstrations and textual
instructions in multiple languages, 2) encoding
the instructions into numerical representations
using text-based embeddings, 3) employing RL
algorithms with the embeddings as input to
train the RL agent, optimizing for successful
landings, 4) evaluating the effectiveness of the
methodology for unseen paths. we show that

Third Workshop on Speech and Language Technologies for Dravidian Languages,
pages 33—42, Varna, Bulgaria, Sep 7, 2023.
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the trained Soft Actor-Critic agent is capable
of generalizing well to act according to the in-
struction given in any language.

The organization of the remainder of the pa-
per is as follows: Section 2 details the related
works. Section 3 provides a detailed descrip-
tion of the environment used for training the
RL agents. Section 4 presents the proposed
methodology and the results are discussed in
section 5. Finally, we conclude in Section 6
while providing future directions for research.

2 Related Work

Existing work that combines reinforcement
learning and natural language can be catego-
rized into two tasks. In the first task, RL
agents are trained in environments where the
environment is rendered using only text de-
scriptions, unlike the standard 2D or 3D en-
vironments that we traditionally see Jansen
(2022). The second task focuses on help-
ing or guiding Reinforcement learning agents
through natural language, which the present
work focuses on.

In Kaplan et al. (2017), a methodology was
presented to use natural language to train a
reinforcement learning agent to beat “MON-
TEZUMAS REVENGE”, a game that stan-
dard RL agents like A3C fail to solve. To pre-
pare a dataset, games were played manually by
humans, and snapshots of the game state were
taken. The snapshots along with text instruc-
tions were used to train CNN and RNN net-
works using cosine similarity loss to produce
text and image embeddings of the game state.
These embeddings were given to the RL agent
as observations and a new reward function was
designed which incorporated a similarity mea-
sure reward based on the text and image em-
beddings. The agent trained obtained a score
of 3500 which outperformed the best model at
that time by a score of 1000.

The authors in Li et al. (2022) used a similar
methodology to (Kaplan et al., 2017) but they
replaced the RNN-based network for text em-
bedding with a pre-trained Bert model. This
model supports giving instructions using syn-
onyms of original instructions and the model
would still be able to understand the instruc-
tions. Through their experiments, the authors
say that the agent is able to get to the goal
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state 24 times out of 100 test tasks with a bert-
distance model and 17 times with a bert-cosine
model.

In recent times, work has focused on us-
ing Large Language Models (LLMs) as RL
agents. In Wang et al. (2023), the authors
have presented Voyager which uses LLM as
an RL agent. The LLM harnesses the world
language learned to generate consistent action
plans or executable policies. The methodol-
ogy presented in Voyager relies on using a
Black-Box LLM (GPT-4) and skips any need
to train or finetune the model. The method-
ology is comprised of three components: An
automatic curriculum which is based on the
goal of "discovering as many diverse things as
possible". A skill library to store and retrieve
code generated by the LLM based on embed-
dings of the generated function descriptions.
An iterative prompting mechanism that gen-
erates code for various tasks. Finally, there
is also a self-evaluation component where the
LLM acts as a critic to evaluate the generated
function. Though the voyager agent performs
well when compared with other similar agents,
it, however, has its own downsides like signif-
icant cost incurred through GPT-4 API, Hal-
lucinations, and inaccuracies in generating a
new skill. Most of the drawbacks can be im-
proved by employing a multimodal LLM that
can benefit from both text and visual data
or finetuning an LLM with knowledge about
various aspects of the environment to reduce
inaccuracies and hallucinations. We still re-
quire advancements in research in the domain
to tackle other problems like the high infer-
ence time of LLMs and computational costs of
finetuning.

Existing literature did not explore the possi-
bility of using multiple languages to guide Re-
inforcement learning agents, and there has not
been a comparative study on various reinforce-
ment learning algorithms for natural language-
guided learning. The present work aims to
tackle these research gaps by presenting a
methodology to train Reinforcement learning
agents through text guidance in various lan-
guages including Dravidian languages and also
perform a comparative study on the employa-
bility of various state-of-the-art Reinforcement
learning algorithms for text guidance.
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Figure 1: Modified Lunar Lander Environment

3 Environment

The environment used in this study is a modi-
fied version of the Lunar Lander environment
which is a part of the Box2D environments
from the open-source Python library “Gymna-
sium”. The environment is a typical rocket
trajectory optimization problem and the goal
of the environment is to land the lander on the
landing pad. The environment supports both
continuous state configuration and discrete
state configuration. The continuous state ver-
sion of the original environment is considered
in this study which contains eight observations:
the coordinates of the lander in x & vy, its lin-
ear velocities in x & y, its angle, its angular
velocity, two booleans that represent whether
each leg is in contact with the ground or not
and the action space consists of two continuous
actions: The first coordinate of an action de-
termines the throttle of the main engine, while
the second coordinate specifies the throttle of
the lateral boosters.

The original environment is partitioned into
9 regions as shown in Figure 1 to construct the
modified environment. The new goal of the en-
vironment is to trace the lander along the path
that is given (An example path can be: Top
center, Top right, Middle Right, and Bottom
center) and finally land on the landing pad.
A random path from the preconfigured list of
paths is automatically assigned by the envi-
ronment every time the environment is reset.
The path given to the environment can contain
locations of the environment in the following
languages: English, Telugu, Tamil, and Malay-
alam. Refer to Appendix A for a detailed list
of the paths that can be generated.

A newly shaped reward function is defined
through which the lander receives a reward of
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Figure 2: High-level overview of methodology

0 if it moves closer to the target location along
the path, -1 if it moves away or deviates from
the path, a negative reward based on the an-
gle tilted if its more than 45 degrees, 100 for
each leg in contact with the landing pad, and
-20 if it tries to land without going along the
path. This will effectively punish the agent
if it is not following the trajectory given and
will reward the agent if it follows along the
trajectory and successfully lands. With the
mentioned changes, the modified environment
still has 8 observations and 2 actions but there
is an added feature to generate to path and a
new shaped reward function that we employ.

4 Methodology

A high-level overview of the methodology is
presented in Figure 2. The 8 sensor observa-
tions from the lander along with image em-
bedding of the current state and text embed-
ding of the current target location will go in
as input to the Reinforcement learning Agent
which gives an action to be taken. The text in-
struction to the RNN can be in the following
languages: English, Telugu, Tamil, and Malay-
alam. The training of these networks can be
split into two stages, in the first stage the em-
bedding networks CNN and RNN are trained
together (Kumar et al., 2015) using a cosine
similarity loss, and then in the second stage,
the RL agent is trained.
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4.1 Bimodal Embedding networks

To capture the current state of the environ-
ment a CNN-based network is used and to
capture the text instruction an RNN-based
network is used. Both of these networks are
trained together based on cosine embedding
loss. Each of the networks outputs an embed-
ding of length 10. The architecture of the two
networks is presented in Figure 3.

4.1.1 Dataset

The dataset used to train the embedding
network consists of image and text pairs.

True dataset (y=1)

top left DS HAE
BL® @)L 5° ®OY6) CURIDY

Figure 4: True class of embeddings dataset
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False dataset (y=-1)
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Figure 5: False class of embeddings dataset

The game was played manually and at each
timestep, a snapshot of the game state was
saved. The snapshots were then manually as-
signed a text description based on the 9 regions
in the modified environment. The dataset con-
sists of two classes: The true class (y = 1) is
shown in Figure 4 and represents image, text
pairs where text is an accurate description of
the image. The false class (y = -1 ) shown in
Figure 5 represents the image, text pairs where
text is a false description of the image.

There are 876 image and text pairs for a
language and in total, across four languages
there are a total of 3,504 pairs. The images are
200px in height, 300px in width and have RGB
channels. The text description consists of two
words representing the position of the rover in
the image according to the regions presented
in Figure 1.

4.2 Reinforcement Learning

The Reinforcement Learning (RL) agent is re-
sponsible for determining the best action pos-
sible given the current environment state. For
Guided reinforcement learning, along with the
sensor information, the two embedding vec-
tors are also taken in by the algorithm as in-
put. There is a wide spectrum of algorithms
(Sreedevi and Rao, 2019) that have the capac-
ity to learn in continuous observation space,
among them Deep Deterministic Policy Gradi-
ents (DDPG), Proximal Policy Optimization
(PPO) and Soft Actor-Critic (SAC) have been
considered in this study. The implementations
of the algorithms are taken from the open
source python library “StableBaselines3” pre-
sented by Raffin et al. (2021).



4.2.1 PPO

The authors in Schulman et al. (2017), have
presented a new family of policy gradient
methods that optimize a “surrogate” by per-
forming a stochastic gradient ascent. In con-
trast to the standard policy gradient when an
update happens per data sample, a novel ob-
jective function is proposed that can perform
minibatch updates. It has its roots in TRPO
but is much simpler to implement. The au-
thors show that this new algorithm strikes a
balance between sample complexity, simplicity,
and wall time.

4.2.2 DDPG

The authors, Lillicrap et al. (2019), have
adapted the technique based on Deep Q-
Learning technique for the continuous action
space domain. DDPG is a model-free algo-
rithm that can solve more than 20 simulated
physics tasks using the same neural network
architecture and hyperparameters. To solve
the exploration problem in continuous action
spaces, the authors have used noise generated
using the Ornstein-Uhlenbeck process. The
same was adapted for our environment.

4.2.3 SAC

Standard model-free RL algorithms suffer
from high sample complexity and brittle con-
vergence properties which requires careful hy-
perparameter tuning. In Haarnoja et al.
(2018), the authors propose an off-policy actor-
critic algorithm that maximizes the expected
reward while also maximizing entropy. It tries
to achieve the goal while also being as random
as possible. This feature of the SAC algorithm
enables the agent to find out optimal solutions
even when the environment is changing or even
when there is an obstacle in the standard op-
timal path, the agent will learn to maneuver
around it.

4.3 Training

The embedding networks were trained on a
standard Google Colab instance with a T4
GPU. The networks were trained using a batch
size of 64 for 600 epochs using Adam optimizer
with a learning rate le-4. The training loss is
presented in Figure 6.

The Reinforcement learning agents were
put to training on a lambda labs instance
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Loss vs Epochs
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Figure 6: Embeddings networks loss

Algorithm Telugu Multi
Language Language
DDPG 30 Million 30 Million
PPO 40 Million 40 Million
SAC 30 Million 50 Million

Table 1: Training steps for RL algorithms

equipped with an Nvidia A10 GPU, which has
a compute capability of 8.6, 30vCPUs, 200GiB
RAM, and 1.4 TiB SSD. Default Stable base-
lines 3 parameters were used to train the mod-
els as they have been already tuned to work
with diverse sets of environments.

Two experiments were run using RL algo-
rithms, In the first experiment the agent re-
ceived instructions only in the Telugu lan-
guage, and in the second experiment, the agent
received instructions in all 4 languages (En-
glish, Telugu, Tamil, and Malayalam). Table
1 describes various training step lengths that
were used to train.

The training results of the Multi-Language
SAC agent which was trained for 50 Million
steps are presented in Figure 7. The agent is
able to achieve a score close to 200 with an
episode length close to 500 after training.

5 Results and discussion

Figure 8 shows a visualization of the input text
embeddings plotted using UMAP Meclnnes
et al. (2020). The plot depicts similar in-
structions being plotted together in the low
dimensional space indicating that our embed-
ding network has learned to build connections
among the vocabulary used for training it. Ta-
ble 2 shows the top 5 cosine similarity val-
ues computed between the embedding of Q9



Mean Episode length and reward for Multi language SAC
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Instruction  Cosine Similarity to
PN S (top left)

GG A8 0.98

(middle left)

PN B 0.06

(top right)

(AT 0.05

(bottom left)

AN oo 0.02

(top center)

g Ece -0.08

(middle right)

Table 2: Cosine similarity of text embeddings

Q6 which means "top left" to other Telugu
text instructions. The similarity values further
strengthen the claim about the model under-
standing the underlying patterns in the input
text.

As discussed before, 9 unique paths were
used for training and a total of 36 paths are
made from the 9 paths by translating them
to various Dravidian languages. Appendix A
provides an overview of the paths used in train-
ing. For the first experiment, only 9 paths in
the Telugu language were considered and 3 RL
agents were trained. The SAC agent obtained
an average reward of 192.94, the PPO agent
obtained an average reward of -184.53 and the
DDPG agent obtained an average reward of
-344.46.

In order to test the ability of RL agents
to generalize to unseen paths, a few experi-
ments are conducted as presented in Table 3.
The paths included transitions that the agent
never got to see during training. The unseen
paths included transitions like going from mid-
dle center to middle right which tests the agent
on its capability to fly the lander in the oppo-
site direction and also transitions like going
from middle left to top left which tests the
agent’s capability to fly up in the opposite di-
rection. It should be noted that the agent was
never instructed to fly in the opposite direction
during training.

The results in Table 3 demonstrate the ca-
pability of SAC to generalize well to unseen
instructions. Across all the experiments it has
maintained a positive reward while the PPO
and DDPG agents struggled to perform well.



S.No Path

SAC
Average
Reward

PPO
Average
Reward

DDPG
Average
Reward

DS Sogio, SEg BG, DD G,
30635 Bogdo, Bt Sogio

(top center, middle right, top right

middle center, bottom center)
AHsS Sogio, agig NG,

30635 Bogdo, Bt Sogio

(top center, middle right,

middle center, bottom center)
AN Sogo, AiPd B, A0S Sogo,
AR A, NG goéo, TSN §oéo
(top center, top right, top center,

181 -418.5 -180.5

187 -95.4 -453.7

182 -299.7 -668.2

top left, middle center, bottom center)

PNl §og§o, DX I8, I goéo,
AN B, g 86, sy Soglo, BN Sogo

185 -265.7 -441.9

(top center, top left, top center, top right,
middle right, middle center, bottom center)

ARD oo, g 86, Al Sogo,
S0EG NN, QD Soo

181 -87.9 -558.2

(top center, middle right, middle center,

middle left, bottom center)

Table 3: Rewards of the unseen paths tested on RL agents trained on Telugu language instructions.

The second set of experiments consisted of
training the RL agents using instructions from
all 4 languages: English, Telugu, Tamil, and
Malayalam. The total number of instructions
considered is 36 (9 from each language). The
trained SAC agent obtained an average reward
of 187.19, the PPO agent obtained -262.8, and
the DDPG agent obtained a -419.37 reward.
We can observe that the performance of the
Agent trained on multi-language instructions
is lower compared with the agent trained on
a single language. Though the SAC agent re-
ceived 20M additional training steps for multi-
ple languages, it obtained less average reward
than a single language agent. PPO and DDPG
showed similar performance to single language
agents, failing to converge.

For the agents trained on instructions from
multiple languages first a test was performed
to evaluate the agents on using combinations
of languages. Presented in Table 4, for multi-
language combination paths, the SAC agent
obtained an average score of 186.9 while PPO
and DDPG obtained -312 and -326.8 respec-
tively. These results indicate that the SAC
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agent is not confusing among languages and is
able to reach the goal state successfully even
if the input consisted of instructions from mul-
tiple languages.

The final set of tests as presented in Table 5
consisted of evaluating the RL agent train on
multi-language instructions on unseen paths.
These paths again consisted of transitions that
were never seen during training and this time
the paths included instructions from multiple
languages. The results again show that SAC
is able to generalize well to the unseen paths
compared to PPO and DDPG. These tests can
be viewed by accessing https://www.youtube.
com/watch?v=0xADf4oV74w

6 Conclusion and Future Works

We have successfully demonstrated a method-
ology to guide the reinforcement learning
agents through text instructions in multiple
Dravidian languages. PPO, DDPG, and SAC
algorithms were put to use for the task and
results showed that SAC generalized well even
for unseen paths. When unseen instructions
from a mix of Dravidian Languages were given



SAC PPO DDPG
S.No Path Average Average Average
Reward Reward Reward

1 top center, 06 Soglo,
SLp emLOWILD 190.6 -185.6 -453.1
(top center, middle center, bottom center)

2 2358l aWso, H(hH 6MLOWILD,
&0 Soo 195.1 -263.5 -159.1
(top center, middle center, bottom center)

3 GLDGV 6 LDOWILD, MSHSI@ QleIo)
middle right, & Sogo 181.5 -423.6 -218.8
(top center, top right,
middle right, bottom center)

4 X Soo, top left
B(h QL_G1, ®eY W0 180.7 -375.4 -476.4
(top center, top left,
middle left, bottom center)

Table 4: Evaluating Agents on paths constructed from multiple languages

SAC PPO DDPG
S.No Path Average Average Average
Reward Reward Reward

top center, &g A, GLD6L @I_gj,
MSHSI@B a0, top right,
1 MS}H8) AW, MIDY Ao 180 -710.4 -230.2
(top center, middle left, top left,
top center, top right,
middle center, bottom center)
MBS0 AW, B(h AL, ANHD D
2 top center, [b(h 6MLOWILD, &HX Sofo 165 -617.4 -252.9
(top center, middle left, top left,
top center, middle center, bottom center)
D% Sogdo, middle left, GLo6L LG,
3 2158l AW, H(h HLOWILD, BHS oo 148 -564.5 -198.1
(top center, middle left, top left,
top center, middle center, bottom center)
GLD6L GDLOWILD, D eSS,
4 2358l aWo, top right, NSO QAIRIB  -69 -366.7 -382.3
253(}55 §o§§o, bottom center
(top center, top left, top center,
top right, middle right,
middle center, bottom center)
RN Sogio, MSYHE) QULIDY,
5 B(h emLoWLD, B(h @L &I, bottom center  175.3 -188.6 -278.3
(top center, middle right,
middle center, middle left, bottom center)

Table 5: Rewards of the unseen paths tested on RL agents trained on Multi-language instructions.
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to the SAC agent, it obtained an average re-
ward of 119.8 while an SAC agent trained on
Telugu language instructions alone obtained
an average reward of 183.2 for unseen Telugu
instructions. The correctness of the embed-
dings was also verified through the UMAP plot
and cosine similarity.

The work presented in this paper can be
extended by using various architectures for
embedding networks and making them more
efficient. Another direction that can be ex-
plored is the use of MultiModal Multilanguage
Large Language Models which are capable of
understanding images and text in multiple
languages, providing access to good computa-
tional infrastructure one can try training these
LLMs to understand Dravidian languages and
also act as Reinforcement Learning agents.
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Appendix
A Preconfigured Paths

The modified environment has a set of 36 pre-
configured paths from which one is randomly
assigned every time the environment is reset.
There are a total of 9 unique paths to go from
the start location to the landing pad which is
listed in Table 6.

S.no English Instruction

1 top center, middle center,
bottom center

2 top center, top right, middle right,
middle center, bottom center

3 top center, top right, middle center,
bottom center

4 top center, top left, middle left,
middle center, bottom center

5 top center, middle left, bottom
center

6 top center, middle right, bottom
center

7 top center, top left, middle left,
bottom center

8 top center, top left, middle center
bottom center

9 top center, top right, middle right

bottom center

Table 6: Instructions used for training

All the other paths are translations of these
9 paths in Dravidian languages: Telugu, Tamil,
and Malayalam. The help of google translate
has been taken to get the translations in vari-
ous Dravidian languages. Table 7 lists out the
translations of locations in the languages con-
sidered.
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S.no English

Translation

1

top center

top left

top right

middle center

middle left

middle right

bottom center

bottom left

bottom right

Telugu: i Sodo

Tamil: GLDGL 6DLOWILD
Malayalam: 236:8l@ aWso
Telugu: RS 8D

Tamil: GLO6L QL&
Malayalam: 2}&»8l@3 s0S©Y
Telugu: HD HE

Tamil: GLOGL 6U6LG)]
Malayalam: 2}&8l@d Qleloy
Telugu: éac_ﬁg §o§_§o

Tamil: B(H 60LOWILD
Malayalam: (NS3H6) W0
Telugu: éac,ﬁg CEN

Tamil: B(h) @L@
Malayalam: (NS}H6) EDSO
Telugu: o6 &G

Tamil: B(h eU6LE]
Malayalam: (NS}&6) QILIOY
Telugu: & Sogo

Tamil: £@ 60)LOWILD
Malayalam: @2&)% U)o
Telugu: AR &N

Tamil: £@ QL gl
Malayalam: @96 80S©
Telugu: &N HE

Tamil: Eﬁ@ 616LG)|
Malayalam: @96 QILI0Y

Table 7: Translation of locations
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Abstract

In this paper, we present a study on social
media data analysis of Malayalam YouTube
comments, specifically focusing on sentiment
analysis and emotion detection. Our research
aims to investigate the effectiveness of vari-
ous machine learning (ML) and deep learning
(DL) models in addressing these two tasks. For
sentiment analysis, we collected a dataset con-
sisting of 3064 comments, while for two-class
emotion detection, we used a dataset of 817
comments.In the sentiment analysis phase, we
explored multiple ML and DL models, includ-
ing traditional algorithms such as Support Vec-
tor Machines (SVM), Naive Bayes, K-Nearest
Neighbors (KNN), MLP Classifier, Decision
Tree, and Random Forests. Additionally, we
utilized DL models such as Recurrent Neural
Networks (RNN),Long Short-Term Memory
(LSTM) and Gated Recurrent Unit(GRU). To
enhance the performance of these models, we
preprocessed the Malayalam YouTube com-
ments by tokenizing and removing stop words.
Experimental results revealed that DL mod-
els achieved higher accuracy compared to ML
models, indicating their ability to capture the
complex patterns and nuances in the Malay-
alam language.Furthermore, we extended our
analysis to emotion detection, which involved
dealing with limited annotated data. This task
is closely related to social media data analy-
sis. For emotion detection, we employed the
same ML models used in the sentiment analy-
sis phase. Our dataset of 817 comments was
annotated with two emotions: Happy and Sad.
We trained the models to classify the comments
into these emotion classes and analyzed the ac-
curacy of the different models.

1 Introduction

Social media platforms have revolutionized the way
people communicate and express their opinions.
With the exponential growth of user-generated con-
tent, analyzing social media data has become essen-
tial for understanding public sentiment and emo-
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tional responses. In this context, YouTube, one of
the most popular video-sharing platforms, provides
a wealth of data in the form of user comments. An-
alyzing these comments can offer valuable insights
into the sentiments and emotions of viewers, which
can be utilized for various applications, such as
content recommendation, user engagement, and
market research.

This work focuses on social media data analysis
for Malayalam YouTube comments, specifically
targeting sentiment analysis and emotion detec-
tion. Malayalam, a Dravidian language predomi-
nantly spoken in the Indian state of Kerala, presents
unique challenges due to its complex grammar and
distinct linguistic features. Analyzing sentiments
and emotions in Malayalam comments requires a
deep understanding of the language’s nuances and
cultural context.The main challenge of the Malay-
alam language is the lack of an available annotated
dataset(Soumya and Pramod, 2020).Therefore, we
have begun our work by creating our own dataset.

The primary objective of this research is to ex-
plore the effectiveness of different machine learn-
ing (ML) and deep learning (DL) models in tack-
ling sentiment analysis and emotion detection tasks
for Malayalam YouTube comments. Sentiment
analysis aims to classify comments as positive, neg-
ative, or neutral, providing an overall sentiment
polarity associated with the content. On the other
hand, emotion detection focuses on categorizing
comments into predefined emotion classes, such as
happiness, anger, sadness, or surprise,etc.

To conduct this study, we collected a sizable
dataset of 3,064 comments for sentiment analy-
sis and an additional 817 comments for two-class
emotion detection. We employed various ML and
DL models, including traditional algorithms such
as Support Vector Machines (SVM), Naive Bayes,
K-Nearest Neighbors (KNN), MLP Classifier, De-
cision Tree, and Random Forests. Additionally,
we utilized DL models such as Recurrent Neural

Third Workshop on Speech and Language Technologies for Dravidian Languages,
pages 43-51, Varna, Bulgaria, Sep 7, 2023.
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Networks (RNN), LSTM, and GRU. The dataset
was preprocessed by tokenizing the comments and
removing stopwords to enhance the models’ perfor-
mance.

The main focus of our investigation is to com-
pare the accuracy of the ML and DL models in
sentiment analysis and emotion detection tasks.
We hypothesize that DL models will outperform
ML models due to their ability to capture com-
plex patterns and linguistic nuances present in the
Malayalam language. The findings of this study
will contribute to the growing field of social media
analytics, providing valuable insights into the sen-
timent and emotional responses of YouTube users
in the Malayalam language.

Overall, this work aims to shed light on the ef-
fectiveness of ML and DL models for social media
data analysis of Malayalam YouTube comments,
emphasizing the importance of accurately under-
standing sentiments and emotions expressed in re-
gional languages. The outcomes of this study can
benefit content creators, marketers, and researchers
seeking to leverage social media data for decision-
making and understanding user preferences in the
context of Malayalam YouTube content.

2 Literature

Social media platforms have become prominent
sources of user-generated content, providing vast
amounts of data for analysis. With the increasing
popularity of regional languages, there is a growing
need to develop effective techniques for analyzing
text data in languages other than English. In the
context of Malayalam, a Dravidian language pre-
dominantly spoken in Kerala, India, social media
data analysis using machine learning (ML) and
deep learning (DL) models has gained attention.
This literature review examines relevant studies
focusing on social media data analysis of Malay-
alam text data, specifically employing ML and DL
models.Most of the Malayalam Social Media Data
analysis work is carried out in sentiment analysis
problem.The table 1 below provides a literature re-
view focusing on sentiment analysis in social media
data analysis problems.

We conducted a survey on several social media
data analysis problems, including offensive lan-
guage identification, part-of-speech tagging, emo-
tion detection, sarcasm detection, humor detection,
and more, in various languages. The table 2 show
some works related to these topics.
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In summary, the literature review demonstrates
a growing interest in social media data analysis of
Malayalam text data using ML and DL models. Ex-
isting studies have explored sentiment analysis and
emotion detection, highlighting the effectiveness
of both traditional ML algorithms and advanced
DL models in capturing sentiments and emotions
expressed in Malayalam text. However, the focus
has been on specific domains or platforms, such
as news headlines, tweets, or movie reviews, leav-
ing a gap in the analysis of Malayalam YouTube
comments. This work aims to fill this gap by imple-
menting sentiment analysis and emotion detection
specifically for Malayalam YouTube comments us-
ing ML and DL models.

3 Objectives

The goals of this work is to explore the application
of machine learning (ML) and deep learning (DL)
models for social media data analysis of Malayalam
text data, with a specific focus on sentiment analy-
sis and emotion detection in Malayalam YouTube
comments. The key objectives of this study are as
follows:

* Implement sentiment analysis: Develop
ML and DL models to classify Malayalam
YouTube comments into sentiment categories,
such as positive, negative, or neutral. Com-
pare the performance of ML and DL models
in terms of accuracy, precision, recall, and
F1-score.

Perform emotion detection: Train ML mod-
els to detect emotions expressed in Malay-
alam YouTube comments, such as happiness
and sadness. Evaluate the performance of
MLmodels in accurately identifying emotions.

Compare ML and DL models: Com-
pare the performance of ML models (such
as KNN,SVM, Naive Bayes,MLP classi-
fier,Decision Trees and Randm Forset) with
DL models (such as RNN,LSTM and GRU)
in sentiment analysis and emotion detection
tasks. Assess the superiority of DL models in
capturing the nuances of Malayalam language
and achieving higher accuracy compared to
ML models.

Analyze the challenges and limitations: Iden-
tify the challenges and limitations specific to



Reference of | Dataset Algorithms Used Metrics
the work.
(Soumya and | 3184 Malayalam | NB,SVM,and RF RF classifier with Unigram with Sentiwordnet

Pramod, 2020)

tweets

including negation words, got the highest accu-
racy,95.6%

(Rahul et al, | 1286 Malayalam | CRF and SVM Accuracy:52.75%
2018) sentences
(Kumar et al., | 12922 malayalam | CNN,LSTM LSTM with SELU achieved best results:F1-
2017) tweets score:0.9823, Recall:0.9824,Precision:0.9823,
Accuracy: 0.9824
(Pavan Kumar | Youtube com- | CNN,LSTM,Bi- Bi-LSTM got highest accuracy
et al., 2021) ments(codemix LSTM
text),facebook posts
etc
(Soumya and | Malayalam Tweets | Hybrid =~ Models- | Hybrid models improve the performance of Sen-

Pramod, 2022)

CNN with variants
of RNN(LSTM,Bi-
LSTM,GRU)

timent Classification compared to baseline mod-
els LSTM, Bi-LSTM and GRU.

(Hande et al.,
2021)

Code-mixed

YouTube comments
for Tamil, Malay-
alam, and Kannada

Pretrained
transformer-based
models that h