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Preface

Welcome to The first Arabic Natural Language Processing Conference (ArabicNLP 2023) graduating
from the Workshop for Arabic Natural Language Processing Workshop (WANLP) which had its seventh,
and last, instance last year, in December 2022 within EMNLP 2022. Over the years, WANLP has develo-
ped a growing reputation as a high quality venue for researchers and engineers working on Arabic NLP,
where they share and discuss their ongoing work.

The first in the WANLP series was held in Doha, Qatar (EMNLP 2014), followed by Beijing, China
(ACL 2015), Valencia, Spain (EACL 2017), Florence, Italy (ACL 2019), online with COLING 2020,
online with EACL 2021, then finally a hybrid event in Abu Dhabi, UAE (EMNLP 2022).

For this year’s edition of ArabicNLP, we received a total of 80 main conference submissions and accepted
38 papers (32 long and 6 short), which brings us to an acceptance rate of 47.5%. All papers submitted
to the conference were reviewed by at least three reviewers each. Out of the 80 submitted papers, there
were 2 desk rejects.

ArabicNLP 2023 included five shared tasks with 48 submissions in totals: (i) The Nuanced Arabic Dia-
lect Identification (NADI) with 13 submissions, (ii) ArAIEval (Persuasion Techniques and Disinforma-
tion Detection in Arabic Text) with 17 submissions, (iii) Qur’an QA with 6 submissions, (iv) WojoodNER
with 8 submissions, and (v) Arabic Reverse Dictionary with 4 submissions. The shared task overview
papers are included in the proceedings. The overview papers and the papers of the shared task winning
systems are presented as talks during the conference. None of the shared task papers are counted toward
the acceptance rate presented above.

ArabicNLP 2023 also includes a panel discussing the hot topic “Arabic LLMs: Challenges and Opportu-
nities” by leaders in the field, like Areeb Alowisheq, Tom Baldwin, and Kareem Darwish, moderated by
Mona Diab.

We were able to secure sponsorship funding from different institutions: King Salman Global Academy
for Arabic Language, aiXplain, Lisan.ai, SCAI, Majarra, and Big IR, which we used to support student
registrations. We thank all our sponsors for their generous support and their help in building up the
Arabic NLP community.

We would like to thank everyone who submitted a paper to the conference, as well as all the members of
the Program Committee, who worked hard to provide reviews on a very tight schedule.

Finally, on behalf of everyone involved, organizing committee as well as conference attendees, I would
like to thank Nizar Habash and Houda Bouamor for supporting, mentoring and helping this conference
be a success, being available for any request and filling any gaps that are overlooked.

Hassan Sawaf, General Chair, on behalf of the conference organizers.

Website of the conference: https://arabicnlp2023.sigarab.org
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Abstract

Although image captioning has a vast array of
applications, it has not reached its full potential
in languages other than English. Arabic, for
instance, although the native language of more
than 400 million people, remains largely under-
represented in this area. This is due to the lack
of labeled data and powerful Arabic generative
models. We alleviate this issue by presenting a
novel vision-language model dedicated to Ara-
bic, dubbed Violet. Our model is based on a
vision encoder and a Gemini text decoder that
maintains generation fluency while allowing
fusion between the vision and language compo-
nents. To train our model, we introduce a new
method for automatically acquiring data from
available English datasets. We also manually
prepare a new dataset for evaluation. Violet
performs sizeably better than our baselines on
all of our evaluation datasets. For example, it
reaches a CIDEr score of 61.2 on our manually
annotated dataset and achieves an improvement
of 13 points on Flickr8k.

1 Introduction

Captioning images involves describing the visual
elements of a picture using natural language. This
requires a system that combines the strengths of
two models: one that can represent the visual ele-
ments of an image, and another that can translate
this representation into natural language. The lat-
ter employs a language model to produce fluent
(i.e., grammatically accurate) and adequate (i.e.,
capturing sufficient semantic information) descrip-
tions. In recent years, research on vision language
models (VLMs) and their applications has boomed
(Alayrac et al., 2022; Wang et al., 2022; Huang
et al., 2023). Owing to the rapid advancements in
large language models (LLMs), the performance
of VLMs has improved dramatically. More con-
cretely, VLMs have progressed from merely pro-
viding descriptions that vaguely resemble a given
image (Vinyals et al., 2015) to accurately describ-
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Figure 1. Examples of captions generated by our model.

ing complex visual cues within the image. The
pretraining-then-finetuning paradigm also plays a
significant role in achieving such impressive results,
as it allows models to first grasp general language
structures and then specialize in the specific task of
image captioning (Gan et al., 2022).

Progress in VLMs, however, has been witnessed
thus far primarily on English Awais et al. (2023).
This leaves behind a large number of other lan-
guages for which no sufficient image captioning
data or language models exist. Arabic is a case
in point where image captioning lags far behind
(Elbedwehy and Medhat, 2023). Similar to other
low-resource languages, progress in Arabic image
captioning has been hampered by the lack of pub-
licly available datasets and limited efforts in cre-
ating any such data. Manual creation of image
datasets, after all, requires a huge amount of time
and labor. Again, the unavailability of powerful
Arabic language models that understands the struc-
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ture of the language and can capture its rich mor-
phology has also caused a delay in the development
of VLMs. Given the rapid progress in vision lan-
guage technologies and their wide applications in
society, limited progress in this area can have nega-
tive consequences for the Arabic-speaking world.

Figure 2. Performance of our model compared to previous
works on Flickr8k using CIDEr metric.

To address this important issue, we introduce a
novel Arabic image captioning model dubbed Vi-
olet. Our new model is comprised of two main
components: a vision encoder and a text decoder.
For the vision encoder, we employ an object de-
tector network based on FasterRCNN (Ren et al.,
2015) to extract visual features that are then passed
to a compact transformer encoder. At the decoder
side, we leverage the recently developed genera-
tive pretrained model JASMINE (Nagoudi et al.,
2022). Taking inspiration from (Yu et al., 2022),
we split our text decoder into two halves: the first
half functions as a text decoder, whereas the sec-
ond incorporates cross-attention layers, effectively
serving as a fusion decoder. Given the dual nature
of our decoder, we refer to it as Gemini. Drawing
parallels with VisualGPT (Chen et al., 2022) and
the meshed transformer (Cornia et al., 2020), we
also adopt a meshed connection between the trans-
former vision encoder and the text decoder to foster
enhanced communication between the encoder and
decoder layers.

The other major challenge we face in our work
is the unavailability of native Arabic captioning
data. We alleviate this challenge by introducing a
method for automatically acquiring captions that
is based on first employing a powerful machine
translation model followed by a quality assurance
mechanism for removing poor captions. For evalu-
ation, in addition to reporting on Arabic translated
dataset, we task five human annotators to manually
caption an image dataset. Compared to previous
works and baselines, our novel model excels in cap-
tioning images in fluent Arabic. Figure 1 offers
four examples of fluent Arabic captions generated
by our novel model. Figure 2 shows a comparison
of our model performance with prior research on

Flickr8k in CIDEr score.
In summary, our contributions are as follows:

• We present a novel image captioning model
that employs an effective pretrained Arabic
decoder capable of outputting rich captions.

• Our model achieves competitive performance
for Arabic image captioning on both the
MSCOCO (Lin et al., 2014) and Flicker8k
(Jia et al., 2014) datasets, establishing a new
state-of-the-art in this area.

• In the process of developing our new model,
we release a translated version of MSCOCO
dataset that has gone through our quality assur-
ance pipeline. Our released dataset can help
further advance research in Arabic VLMs.

• We also release our manually captioned
dataset, a subset of MSCOCO test set, that
we dub AraCOCO.

2 Related Work

Image captioning. Early methods for im-
age captioning involve either retrieving descrip-
tions (Karpathy et al., 2014) or using template fill-
ing combined with manually designed natural lan-
guage generation techniques (Yang et al., 2011; Li
et al., 2011). However, modern image captioning
primarily relies on deep learning models. In early
work, image captioning is framed as an image-
to-sequence task using encoder-decoder models,
with Convolutional Neural Networks (CNNs) as en-
coders and Recurrent Neural Networks (RNNs) as
decoders while incorporating attention mechanisms
(Xu et al., 2015; You et al., 2016; Huang et al.,
2019). Soon after, using a transformer architecture
of a vision encoder with a text decoder became the
defacto direction towards solving the problem of
image captioning (Stefanini et al., 2022). Some
approaches use a detection model to extract vi-
sual features and then pass it to a transformer text
decoder as in Oscar (Li et al., 2020; Chen et al.,
2022), while others like CoCa (Yu et al., 2022) train
a transformer vision encoder with a text decoder
from scratch on a large-scale dataset.

More recently, there has been a shift towards
using pre-trained LLMs and vision models. Gener-
ative Image-to-text Transformer (GIT) (Wang et al.,
2022) is a decoder-only transformer that utilizes
a CLIP (Radford et al., 2021) visual encoder to
incorporate both visual and textual inputs. An-
other method to consider is VisualGPT (Chen et al.,
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Figure 3. The architecture and output generated by our model. We use an object detection network to extract K object features
(K equal 50 in our case) from an image. After projecting to a lower dimension, the features are fed to an L-layer (three-layer in
our architecture) transformer encoder. Meshed connection is employed between the encoder and decoder layers, where each
encoder layer contributes to the cross-attention output. Our text decoder is split into two halves, the first half is the standard
frozen pretrained text decoder layers, while the second half has cross-attention layers inserted after each self-attention layer. We
call this design a Gemini decoder. We employ a gating mechanism through πt and πm that controls the flow of information from
the vision and language sides. The final input to the feed forward network in each cross-attention layer is the weighted sum of
each encoder-decoder attention controlled by the α parameters.

2022) which uses a pretrained FasterCNN to ex-
tract visual features that it passes to a small vision
encoder. For the decoder side, it uses the text-
pretrained model GPT2 (Radford et al., 2019).
Arabic image captioning. Arabic poses signifi-
cant challenges to image captioning. This is due
to the lack of native Arabic captioning datasets in
the public domain, the morphological complexity
of Arabic, and the large number of diverse dialects
(Attai and Elnagar, 2020). However, a number of
Arabic image captioning works exist. For instance,
approaches such as root-word based RNNs and
deep neural networks are used for direct Arabic
caption generation (Jindal, 2017). Al-Muzaini et al.
(2018) employ a generative merge model with three
components: an LSTM-based language model, a
CNN-based image feature extraction model, and
a decoder that processes outputs from the first
two models. ElJundi et al. (2020) introduce an
Arabic captioning model trained on a translated
Flickr8K dataset, discussing issues related to trans-
lation. Afyouni et al. (2021) present AraCap, a
hybrid design that combines a CNN with object de-
tection using attention mechanisms and produces
captions through an LSTM. They train their model
on MSCOCO and Flickr30k (Plummer et al., 2015)

datasets and test on an Arabic translated subset of
MSCOCO. Lasheen and Barakat (2022) propose
an encoder-decoder structure, incorporating atten-
tion mechanisms with CNN encoding and LSTM
decoding. In another study (Emami et al., 2022),
various Arabic image captioning models are for-
mulated and assessed using standard metrics. The
authors use transformers pretrained on diverse Ara-
bic datasets following the architecture and training
method introduced in OSCAR (Li et al., 2020).
Elbedwehy and Medhat (2023) present a model
employing transformers for both encoding and de-
coding. It uses feature extraction from images in
the encoding stage and a pretrained word embed-
ding model in the decoding stage, all tested on the
Arabic-translated Flickr8k dataset in ElJundi et al.
(2020). This work is closest to ours in that we also
utilize transformer encoders and decoders. How-
ever, we use a GPT-styled decoder that endows our
approach with high Arabic fluency.

3 Approach

3.1 Model Architecture

Our model is a vision-encoder-decoder architecture.
For the vision encoder part, we employ an object
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detection network (Anderson et al., 2018) and a
three-layer transformer. For the text decoder, we
use the pretrained transformer decoder JASMINE
(Nagoudi et al., 2022). To align visual and textual
features, we utilize cross-attention. In standard
attention, also known as self-attention, the attention
output is computed using three matrices derived
from the same input: the query matrix Q, the key
matrixK, and the value matrix V . More concretely,
given an input sequence represented as a matrix
St, where each row corresponds to a vector in the
sequence, the attention is calculated as:

Attn(St) = softmax
(
StWq(StWk)

T

√
dk

)
StWv (1)

Where Wq, Wk, and Wv are the learnable
weight matrices for the query Q, key K, and value
V respectively. dk is the dimensionality of the
query/key vectors. The division by

√
dk is a scal-

ing factor to ensure the dot products don’t grow too
large as the dimensionality increases.

In the case of cross-attention, the query is de-
rived from the output of the text decoder’s self-
attention, while the key and value are sourced from
the vision encoder. Mathematically, given image
visual features output Sm, and the textual features
St, the formula becomes:

XAttn(St, Sm) = softmax
(
(StWq)(SmWk)

T

√
dk

)

× SmWv

(2)

Now that the attention mechanism foundations are
laid out, we describe our vision encoder and text
decoder in detail.

3.1.1 Vision Encoder
Our vision encoder consists of two components: a
pretrained object detection network, and a three-
layer transformer encoder. For the object detection
network, we employ bottom-up attention network
(Anderson et al., 2018). In our initial experiments,
it results in superior visual features compared to
using the vanilla FasterRCNN model (Ren et al.,
2015). Previous works (Li et al., 2020; Cornia
et al., 2020; Chen et al., 2022) also show the ef-
fectiveness of this network in feature extraction.
The transformer encoder, on the other hand, is a
three-layer standard transformer architecture that
takes the output of the detection network to further
refine the visual features. For each image, the de-
tection network detects the potential objects and

extracts the visual features from their bounding
boxes.1 These visual features are passed through
a projection layer and then fed to the three-layer
transformer encoder as input. We adapt meshed
connection (Cornia et al., 2020) in our architecture
between the encoder layers and the text decoder.
This allows all the encoder layers to contribute to
the input of the cross-attention rather than using
only the output of the last encoder layer. The con-
tribution of each encoder layer is determined by
the learnable parameters matrix α. For each layer
i, αi is calculated as:

αi = σ(Wi[St ∥ XAttn(Smi , St) + bi]) (3)

Where St is the input sequence of each decoder
layer, σ is the sigmoid activation function, Wi is a
learnable weight matrix, bi is a bias term and ∥ in-
dicates concatenation. This measures the relevance
between the input for each decoder layer St, and
the output of each encoder layer.

3.1.2 Gemini Decoder
We employ the pretrained Arabic decoder JAS-
MINE (Nagoudi et al., 2022) as our text decoder.
JASMINE is a decoder-based transformer that fol-
lows GPTNeo architecture (Black et al., 2021).
JASMINE models range in complexity from 300
million to 13 billion parameters and are trained on
a text dataset of approximately 400GB, covering di-
verse Arabic varieties from multiple domains. We
utilize the JASMINE base variant in our architec-
ture, which is a 12-layer transformer decoder with
a 768-dimensional embedding.

Although the meshed connection introduced
in Cornia et al. (2020) proved to have positive im-
provements on performance due to the richer visual
features, calculating the cross-attention of each en-
coder layer with each decoder layer is computation-
ally expensive. Inspired by Yu et al. (2022), we
split our pretrained text decoder into two parts. The
first part acts as a vanilla text decoder, while the sec-
ond part acts as a fusion decoder that aligns visual
and textual features. This design choice serves two
purposes. First, it reduces the computations and the
number of parameters by removing cross-attention
layers and the mesh connections in the first half
of the decoder. Second, having its first half intact
acting as a vanilla text decoder, allows our decoder
to keep its innate generative capabilities, while also
enabling smoother convergence.

1A bounding box is a region in the image that contains the
object.
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As shown in Figure 3, the first half has only
the pretrained self-attention layers of JASMINE.
While the second half got cross-attention blocks
inserted in-between each layer, acting as a fusion
decoder. To ensure maintaining the functionality of
our pretrained decoder, we freeze the first part that
acts as the text decoder. This modification not only
decreases computational cost but also positively
impacts overall performance. In order to further
enhance the quality of the features generated by
both the vision encoders and the text decoder, we
employ self-resurrecting activation unit (SRAU)
introduced in Chen et al. (2022). The process of
generating a caption relies on visual cues to convey
the image’s content and textual cues to provide
relationships between words for a coherent and
fluent output. To allow the important information to
flow without distortion, SRAU selectively permits
the activation above a certain threshold through
a gating mechanism. This effectively filters out
any weak signal produced by either the vision or
language part.

Concretely, as shown in Figure 3, for each
encoder-decoder connection, the output Zi to the
feedforward layer is calculated as:

Zi = πm ⊗XAttn(St, Smi) + πt ⊗Attn(St), (4)

in which πm is the gating parameter for the vision
part and πt for the text part, calculated as:

πm = σ(An)1(σ(An) > τ), ∀n ∈ Attn(St)

πt = (1− σ(An))1(1− σ(An) > τ) ∀n ∈ Attn(St)

where σ is the sigmoid function, An is an element
in the attention matrix, 1 is an indicator function
that equals one if the condition is true and zero
otherwise, and τ is a hyperparameter. This negates
any disturbance caused by weak activations below
the threshold τ by zeroing them out. The final out-
put Z to the feedforward layer will be the sum of
each encoder-decoder connection weighted by the
learned parameter α introduced earlier, mathemati-
cally:

Z =
1√
L

L∑

i=1

αiZi (5)

Where L is the number of encoder layers, set to
three in our architecture.
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A street full of motorcycles and their riders

Some dogs stick their heads out the car window.

Computer monitor and accesories sitting on a desk.

A dog herding sheep at a herding event.

شارع مليء بالدراجات النارية وركوبهم

.بعض الكلاب تلتصق رؤوسهم خارج نافذة السيارة

.مراقبة الكمبيوتر ومراسلات الجلوس على مكتب

.غنم رعي كلب في حدث رعي

شارع مليء بالدراجات النارية وركابها

بعض الكلاب تخرج رؤوسها من نافذة السيارة

شاشة الكمبيوتر وملحقاتها جالسة على مكتب

كلب يراعي الخراف في حدث رعاية

Figure 4. A comparison between the translations produced
by Google translate API and NLLB for MSCOCO dataset.
Unlike NLLB, Google API tends to give literal translations
without incorporating the context.

3.2 Data Collection

Owing to the unavailability of high-quality Ara-
bic captioning training data, we first start by cre-
ating a training dataset for our model. Manu-
ally labeling and creating a new dataset would
be both time-consuming and expensive; therefore,
we opt for translating the commonly used caption-
ing dataset Microsoft Common Objects in Context
(MSCOCO) (Lin et al., 2014). There are two fa-
mous training/validation splits for this dataset, the
2014 Karpathy’s split, and the 2017 split. Both
splits contain the same images and only differ in
the split ratio. The dataset covers around 80 dif-
ferent objects in a total of 123k images with 5 cap-
tions per image. The dataset is annotated manually,
which makes it suitable for evaluation. We create
our dataset in two steps, (i) translating the English
MSCOCO, followed by (ii) a quality assurance step
to filter poor translations.

3.2.1 Machine Translation

In all of the previous attempts at Arabic image
captioning pretraining (ElJundi et al., 2020; Sabri,
2021; Emami et al., 2022), Google translate API
(Google, 2023) was used for translating the datasets.
However, the quality of the translations produced
by it is not satisfactory. In Sabri (2021) it is re-
ported that from a random sample of 150 exam-
ples, a whooping 46% of the translations obtained
by Google API are unintelligible. Motivated by
that, we investigate Meta’s No Language Left Be-
hind model (NLLB) model (Costa-jussà et al., 2022)
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for translation. Figure 4 illustrates a comparison
between the translations produced by the Google
Translate API and NLLB for four sentences sam-
pled from MSCOCO dataset.

We conduct our comparison between the two
translation models, Google Translate API2 and
NLLB, on two aspects. First, we manually check
the quality of 200 sentences translated by both mod-
els. Second, we calculate the perplexity of the
translations of both models using our JASMINE
decoder. Perplexity calculates the probability of a
given sequence, providing insight into the fluency
of the output translations. Lower perplexity scores
indicate better fluency, while higher scores indicate
poor fluency. This metric helps us to quantitatively
gauge how good the translations are, supplement-
ing our manual evaluation to offer a comprehensive
understanding of the models’ performance. Sub-
sequently, our observations reveal that the Google
API tends to provide a more literal translation in
comparison to NLLB. Empirically speaking, we
find that 42% of Google’s translations are unin-
telligible, a stark contrast to the mere 15% from
NLLB. Interestingly, this observation is consistent
with findings presented in Sabri (2021). Further-
more, when pitted against ChatGPT (Ouyang et al.,
2022), the latter displays an impressive error rate
of only 7% in its translations. However, we opted
for NLLB due to its open-source nature.

Sim Translated CaptionOriginal Caption

0.08 m m m m m m m m mmm m m mلا ، لا ، لا ، لا ، لا ، لا 
m 

0.03 ؟ رٍ AN older man smiles while holdingأَنْتَ أَبُو بَكْ
his luggage

0.51 صالون " صحون " بيضاء وذهبية فيها " أي "
. " الفاكهة " مرتبة

white and gold plates with various
arranged fruits

0.57 This is a thing that isهذا شيء واضح وواضح
straightforward and plain. 

0.19 ستارة حمام حمام حمام حمام حمام حمام حمام
حمام حمام حمام حمام حم ـــــــــ

Red and white shower curtain in
household bathroom.

0.19 A teddy bear with a pacifier and aدب بـ )مـا( و )مـا( و )مـا(
baby bottle.

0.26 AN IAMGE OF A BATHROOMحلم حمام مع مرحاض ومستحمام
WITH A TOILET AND A SHOWER 

0.31 Two doge have their paws out in anدوجيان يرفعان كفيهما في صورة مفرطة
overexposed picture.

Figure 5. Examples of the rejected translations from the
dataset and their semantic similarity to the English caption.
Where orange highlighting refers to poor translation, and red
highlighting refers to poor original caption.

3.2.2 Data Quality Assurance
Although NLLB in general provides better transla-
tions compared to that of Google API, it can still

2The Google Translate API, integrated into Google Sheets,
was used to translate the subset of data utilized in the compar-
ison.

output ‘hallucinations’ and ultimately poor transla-
tions. This can be seen in the orange highlighted
instances in Figure 5. Moreover, our manual inspec-
tion reveals that some English captions in the orig-
inal dataset are indeed incorrect. The MSCOCO
training set can have incomprehensible samples,
typos, and even unrelated captions. Examples high-
lighted in red in Figure 5 illustrate these poor cases.
To mitigate this issue, we employ a simple method
based on semantic similarity that allows us to iden-
tify and reject any such examples.

The semantic similarity of two sentences, as the
term suggests, is an indicator of the extent to which
these two sentences align. A simple comparison
between the embeddings of the two sentences can
be obtained by passing each of them through a
model and a metric such as cosine similarity can
be calculated to determine how alike the two em-
beddings are. The smaller the angle between the
two vectors, the higher the similarity score, indi-
cating that the sentences are closer in meaning.
When the sentences are in different languages, it
is crucial to employ a multilingual model to gen-
erate accurate embeddings, ensuring the semantic
comparison remains valid across languages. In our
experiments, we employ sentence-BERT (Reimers
and Gurevych, 2019) to calculate the semantic sim-
ilarity between each original caption and its trans-
lation. We empirically chose a similarity score
threshold of 0.6, rejecting all captions below that
threshold. This results in removing a total of 60K
samples from the whole dataset, which amounts to
approximately 10% of the data.

3.2.3 AraCOCO Evaluation Dataset
Evaluating the performance of an Arabic caption-
ing model presents a significant challenge due to
the limited availability of human captioned data.
To tackle this issue, we manually annotate a subset
of 500 images from the MSCOCO test set, dubbing
our resulting dataset AraCOCO. For each of the
500 images, we acquire five distinct captions. To
ensure diversity of image descriptions, we acquire
captions from five native Arabic-speaking annota-
tors. The human labeling process is carried out
using Label Studio, a platform designed for such
tasks. Each annotator is presented with the same
set of images and is asked to write an Arabic cap-
tion describing the image given a unique English
caption as a reference. We encourage annotators
to provide an Arabic caption that is more descrip-
tive whenever possible. That is, in cases where the
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English Caption NLLB Translation AraCOCO

An airport with large jetliners and a bus
traveling on a tarmac.

�éÊ 	̄ Agð �èQ�
J.» �H@Q
KA£ ©Ó PA¢Ó
h. PYÖÏ @ úÎ« Q 	̄ A���

	àA�KQ�
J.» 	àA�KQ
KA£ éK. PA¢Ó ÐAÓ


@ ÉJ
 	j	JË @ PAm.�

��
@

. �éJ
»ñºÓ �HC 	̄ Agð H. A¿QÊË
a group of buses driving around at the
airport

PA¢ÖÏ @ ú

	̄ Q�
��� �HC 	̄ AmÌ'@ 	áÓ �é«ñÒm.× Èñj. �J�K �HC 	̄ AmÌ'@ 	áÓ �é«ñÒm.×

PA¢ÖÏ @ ú

	̄

Airplanes sit at the gate as transportation
vehicles move about.

AÒ 	J�
K. �éK. @ñJ. Ë @ Y 	J« �Êm.�
�' 	à@Q�
m.Ì'@

. É�® 	JË @ �HAJ.»QÓ ¼Qj�J�K

�éK. @ñK. Y 	J« �é 	®�̄ñ�JÓ �H@Q
KA£
É�® 	K �HAJ.»QÓ ¼A 	Jëð PA¢ÖÏ @

A busy runway with buses and luggage
carts driving around

�HAK. Q«ð �HC 	̄ AmÌ'@ ©Ó ÑkX 	QÓ h. PYÓ
AêËñk Xñ�®�K ú


�æË @ �éª�JÓ


B@

�HAK. Q«ð �HC 	̄ Ag ©Ó ÑkX 	QÓ h. PYÓ
Èñj. �J�K �éª�JÓ



@

An airplane and busses are lined up at
the airport.

�éÒ 	¢�J 	JÓ �HC 	̄ Agð �èQ
KA£
PA¢ÖÏ @ ú


	̄
�éÒ 	¢�J 	JÓ �HC 	̄ Agð �èQ
KA£
PA¢ÖÏ @ ú


	̄

Table 1: A comparison between original MSCOCO captions (first column), their NLLB translations (second
column), and AraCOCO captions (third column) for the image in Figure 6.

Figure 6. A sample from MSCOCO included in our Ara-
COCO.

English caption is not capturing all details in the
image, annotators are encouraged to capture these
lacking details in their Arabic captions. Each an-
notator gets to provide only one caption per image,
This approach ensures having multiple perspectives
to the captions on the same image. We provide an
example image from AraCOCO in Figure 6, along
with five different captions each acquired from one
annotator in Table 1.

4 Experiments

We analyze the performance of three variations
of our architecture: (i) using the normal decoder
with cross-attention in each layer, (ii) using Gem-
ini decoder without freezing the text part, and (iii)
using Gemini decoder while freezing the text part.
As a baseline, we train a VisualGPT model (Chen
et al., 2022) on the English MSCOCO training set
then translate output into Arabic using NLLB. Our
trained VisualGPT achieves a 117.8 CIDEr score
on the English MSCOCO validation set. We con-
duct our experiments on three datasets, as follows:
(i) Our translated MSCOCO: Following the
Karpathy split, our translated and filtered
MSCOCO contains 543, 817 samples for training

(Train), 22, 845 samples for validation (Dev), and
22, 912 samples for testing (Test). We refer to this
dataset as MSCOCO.
(ii) Translated Flickr8K: Similar to the orig-
inal Flickr8k, the translated dataset introduced
in ElJundi et al. (2020) consists of 6, 000 images
for Train, 1, 000 images for Dev, and 1, 000 for
Test. Each Image has three captions, all translated
using Google translate API. We refer to this dataset
simply as Flickr8K.
(iii) AraCOCO: As described in Section 3.2.3,
AraCOCO consists of 500 images from Karpathy
test split. Each image has five captions, all obtained
from human annotators.

4.1 Implementation Details

We use JASMINE base (300m) as our text decoder.
While for the detection network, following pre-
vious works (Li et al., 2020; Cornia et al., 2020;
Chen et al., 2022), we employ bottom-up attention
network (Anderson et al., 2018) based on Resnet-
101 backbone (He et al., 2016) with 2, 048 output
features. We also limit the maximum number of
detections per image to 50 bounding boxes. The
three-layer transformer encoder contains 12 atten-
tion heads per layer with 768 embeddings dimen-
sion.

As we utilize the JASMINE decoder (Nagoudi
et al., 2022), we adopt its byte-pair encoding
(BPE) vocabulary where frequent character pairs
are merged to form subwords. This vocabulary
encompasses 63, 999 tokens. For data preprocess-
ing, we employ a custom normalizer that removes
punctuation and repeated characters.

For the optimization part, in all experiments, we
use AdamW Loshchilov and Hutter (2019) with a
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Model BLEU-1 ↑ BLEU-4 ↑ Rouge ↑ CIDEr ↑

VisualGPT 56.2 21.4 44.1 82.1

Violet (w/o Gemini) 45.1 11.3 34.1 41.2

Violet (w/ Gemini) 59.2 21.5 46.3 83.2

Violet (w/ Gemini) � 60.3 24.8 47.2 84.9

Table 2: Results on the translated MSCoco test set. VisualGPT is trained by us on the MSCOCO dataset, and the
outputs were translated using NLLB (Costa-jussà et al., 2022). (w/o Gemini) means using a normal text decoder
with meshed cross-attention in each layer. � indicates freezing the first part of the text decoder.

learning rate of 1e−4, and empirically set τ to 0.3.
The model is trained using a batch size of 60 for
20 epochs while employing early stopping with a
patience of 5 on the validation loss. For Flickr8k,
we use our MSCOCO-pretrained model and only
finetune it for one epoch on Flickr8k’s training data.
We employ a cross-entropy loss and train the model
in an auto-regressive manner, where the decoder
predicts the next token given the visual features
and the previously generated textual tokens.

4.2 Results and Discussion
We evaluate the performance of our models against
previous methods on the popular evaluation met-
rics BLEU (Papineni et al., 2002), ROUGE (Lin,
2004), and CIDEr (Vedantam et al., 2015). The
results of our models on our MSCOCO dataset are
displayed in Table 2. Our Gemini decoder with six
frozen layers (last row in Table 2) achieves better
performance while having fewer computations than
the unfrozen counterpart. Furthermore, it achieves
around three points higher CIDEr score compared
to the translated VisualGPT outputs (first row in
Table 2). The poor performance observed using
the full decoder with cross-attention layers (sec-
ond row in Table 2), compared to other variants
may be due to sensitivity of the decoder parameters
which end up being changed significantly with full
cross-attention across all its layers.

Model BLEU-1 BLEU-4 Rouge CIDEr

Elbedwehy and

Medhat (2023)

58.7 16.5 38.0 46.9

Emami et al. (2022) 39.0 09.0 33.4 42.3

Violet 44.2 13.0 38.4 60.1

Table 3: Results on Flickr8k test set from (ElJundi et al.,
2020). The results are taken from the respective papers.

To compare our Arabic captioning model with

previously published Arabic models, we evaluate
our model on the Flickr8k test set from (ElJundi
et al., 2020). As shown in Table 3, our model
achieves 2 points better score on the ROUGE met-
ric, while having a substantial improvement over
previous published results in the CIDEr metric. Our
model scores 13 points higher than the best model
of the two previous models. On the other hand, our
model falls behind in BLEU score against Elbed-
wehy and Medhat (2023). It is worth noting, how-
ever, that we are only comparing to published re-
sults of Elbedwehy and Medhat (2023) since their
model is not available (i.e., not released). They
have also used the validation set of Flickr8k in their
training, and applied self-critical (Rennie et al.,
2017) with no mention of the target data, thus giv-
ing their model an advantage over our own model.
Regardless, for image captioning, it is known that
the CIDEr (where our model excels) is a more rel-
evant evaluation metric than BLEU. Finally, we

Model BLEU-1 BLEU-4 Rouge CIDEr

VisualGPT 52.7 17.6 40.2 58.5

Violet 54.5 19.0 41.8 61.2

Table 4: Results of our model against translated outputs
of VisaulGPT on AraCOCO.

score our model on our manually annotated dataset,
AraCOCO. As shown in Table 4, our model again
exhibits sizeable gains compared to our baseline
model (i.e., the translated output of VisualGPT).
This means that we cannot expect a satisfactory
performance by simply taking output from a VLM
trained on English data and translating it into Ara-
bic, further corroborating our previous findings and
motivating future work on developing VLM mod-
els that natively tailored to Arabic language.
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5 Conclusion

In this paper, we introduced Violet, an Arabic im-
age captioning model leveraging the pretrained text
decoder JASMINE. Our results demonstrated the
efficacy of our Gemini decoder in enhancing per-
formance while simultaneously reducing the num-
ber of model parameters and computations. We
also presented a new method that is effective for
acquiring Arabic captioning data from available
English data. In addition, we manually annotated a
new dataset for evaluating Arabic image captioning
models. Our model outperforms all of our base-
lines and promises to enable benchmarking in this
area. We will release our model and datasets to
advance Arabic vison-language research.

6 Limitations

Similar to other image detection-based captioning
models, the dependence on an external network to
provide the visual features introduces an additional
layer of complexity to the model. Since the model
is not trained end to end, during inference, the vi-
sual features must first be obtained from the detec-
tion network before passing it to the vision encoder.
Another limitation arises from the constraints of
the training data. Since MSCOCO focuses solely
on 80 class objects, the model’s applicability in
real-world scenarios is restricted. In our future
work, we aim to address both of these limitations
to enhance Arabic models’ efficiency and broaden
their practical usage.

7 Ethics Statement and Broad Impact

Bridging the Gap in Multilingual Image Cap-
tioning. Image captioning serves as a crucial
bridge between vision and language, with its appli-
cations touching numerous domains such as acces-
sibility, education, and search engines. For a long
time, the privilege of these advancements has been
constrained to a handful of languages, primarily
due to the lack of necessary datasets and dedicated
research in other languages. Arabic, with its vast
speakers and rich history, has unfortunately been
left behind in this domain. Our work with Violet
seeks to rectify this disparity, providing a robust
foundation for Arabic image captioning. By releas-
ing Violet and the datasets, we aim to invigorate
research in this direction, promoting inclusivity
and equal opportunity in NLP and computer vision
advancements across languages.

Automated Data Acquisition and Transparency.
To overcome the challenge of limited labeled data
for Arabic image captioning, we employed a novel
method for data acquisition using available English
datasets. While this approach provides a solution,
it also warrants a discussion on the accuracy, bias,
and quality of the automatically acquired data. We
emphasize that while our method provides a foun-
dational dataset, manual annotations and human
evaluations remain paramount for ensuring data
quality and avoiding propagation of errors.

Acknowledgment of Data Sources and Fair
Credit. Similar to ensuring proper credit assign-
ment for benchmarking tasks, we emphasize the
importance of acknowledging the original data
sources we leveraged, especially in the context of
automated data acquisition. Users and researchers
utilizing our datasets and model are encouraged
to cite and acknowledge the original datasets and
sources. This practice ensures that original creators
receive the recognition they deserve and promotes a
culture of transparency and fairness in the research
community.
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Abstract

This paper presents Nâbr̄a ( �è �Q��.
�	K), a corpora

of Syrian Arabic dialects with morphologi-
cal annotations. A team of Syrian natives
collected more than 6K sentences containing
about 60K words from several sources includ-
ing social media posts, scripts of movies and
series, lyrics of songs and local proverbs to
build Nâbr̄a. Nâbr̄a covers several local Syr-
ian dialects including those of Aleppo, Damas-
cus, Deir-ezzur, Hama, Homs, Huran, Latakia,
Mardin, Raqqah, and Suwayda. A team of
nine annotators annotated the 60K tokens with
full morphological annotations across sentence
contexts. We trained the annotators to follow
methodological annotation guidelines to ensure
unique morpheme annotations, and normalized
the annotations. F1 and κ agreement scores
ranged between 74% and 98% across features,
showing the excellent quality of Nâbr̄a anno-
tations. Our corpora are open-source and pub-
licly available as part of the Currasat portal
https://sina.birzeit.edu/currasat.

1 Introduction

Dialectal Arabic (DA) content dominates informal
writings in emails, social media, blogs, and social
messaging. Interest in building computational re-
sources for Arabic dialects has been in the rise to
provide both (i) annotated corpora (Jarrar et al.,
2022b; Alshargi et al., 2019; Khalifa et al., 2018;
Bouamor et al., 2018; Jarrar et al., 2017; Al-Shargi
et al., 2016; Zribi et al., 2015; Jarrar et al., 2014)
and (ii) morphological dialect analyzers (Obeid
et al., 2020; Khalifa et al., 2020; Pasha et al., 2014;
Zribi et al., 2017; Abdul-Mageed et al., 2021).

In this paper, we present Nâbr̄a �è �Q��.
�	K, a set of cor-

pora that complement existing Arabic dialect cor-
pora by covering several dialect variants of Syr-
ian Arabic. Nâbr̄a covers dialects from 10 Syr-
ian localities including Aleppo, Damascus (a.k.a.
Shami) , Deir-ezzur, Hama, Homs, Huran, Latakia,

Figure 1: Examples of typical prefixes in Syrian dialects

Figure 2: Examples of typical suffixes in Syrian dialects.

Mardin, Raqqah, and Suwayda. Nâbr̄a was col-
lected from several sources including social media
posts, scripts of movies and series, lyrics of songs,
and local proverbs. Nine annotators worked on an-
notating 6K sentences with 60,021 tokens with full
morphological annotations. Each word was anno-
tated using: prefix(s), stem, and suffix(s), part of
speech (POS), dialect lemma, MSA lemma, person,
number, gender, gloss, and synonyms; in addition
to the sub-dialect it belongs to.

We adopted the same annotation methodology
used to annotate the Palestinian Curras2 and the
Lebanese Baladi corpora (Haff et al., 2022), which
we also used with the four corpora of Lisan (Jarrar
et al., 2023b). As we will discuss later, we adopted
the SAMA tagsets (Maamouri et al., 2010), but we
introduced new prefixes and suffixes that are com-
monly used in Syrian dialects (Figures 1 and 2).

1.1 Arabic and its Dialects

Over 300 million people speak Arabic, including
Classical Arabic (CA), Modern Standard Arabic
(MSA), and dialectal forms of Arabic (DA), in
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more than 23 countries. Natural language process-
ing (NLP) research has traditionally focused on
MSA because it is the most widely used form of
Arabic in formal communication, newspapers, ed-
ucation, and media. CA dominates historical and
cultural texts, whereas most colloquial and real-life
communication uses local DA variants. DA content
is lately gaining massive growth especially through
blogs, social media, and local entertainment outlets
in songs, movies, and series.

NLP pipelines often struggle with tasks involv-
ing DA content due to the inherent morphological
richness of DA variants, their relative lack of re-
sources compared to MSA, and the absence of a
standardized orthography (Darwish et al., 2021).
DA is classified regionally into Egyptian, Gulf,
Levantine, North African, and Yemeni (Diab et al.,
2010) with Syrian and Lebanese dialects consid-
ered as Northern Levantine, and Palestinian and
Jordanian as Southern Levantine.

Syrian Arabic is well-understood across the Arab
world due to its popularity in historical dramas, TV
series, and soap operas. Twenty million Syrians
speak it for daily life. Expatriates from the Lev-
ant (Jordan, Lebanon, Palestine, and Syria) helped
spread the dialect throughout the world.

The rest of this paper is organized as follows.
Section 2 reviews related work. We introduce Syr-
ian as a Levantine dialect in Section 3 and discuss
variant Syrian dialects in Section 4. Nâbr̄a data
collection and annotation methodology follow in
Sections 5 and 6, respectively. We discuss the eval-
uation of Nâbr̄a in Section 7, then we conclude in 8
and discuss limitations and ethics considerations.

2 Related work

There are several annotated corpora and lexico-
graphic resources for MSA.

The LDC’s Penn Arabic Treebank
PATB (Maamouri et al., 2005) consists of
about consists of 791,210 tokens collected from
several news sources. PATB annotations include:
tokenization, segmentation, POS tagging, lemmati-
zation, diacritization, English gloss and syntactic
structure. The LDC Ontonotes 5 (Weischedel
et al., 2013) is another MSA corpus collected
from news sources, consisting of about 330K
tokens, which are annotated in the same way as the
PATB. Ontonotes 5 also contains multiple layers of
annotation, including the PATB annotation layer.

The Prague Arabic Dependency Treebank (Ar-

PADT) (Hajič et al., 2004) is a treebank that con-
tains morphological annotations for a corpus of
MSA text. These annotations include lemmas, part-
of-speech tags, and other morphological features.
Ar-PADT contains about 224K words.

The LDC’s SAMA is a stem database
(Maamouri et al., 2010), which is an extension of
BAMA (Buckwalter, 2004), designed only for mor-
phological modeling. It contains stems and their
lemmas and compatible affixes. It contains about
40K lemmas.

The lexicographic database at Birzeit University
(Jarrar and Amayreh, 2019) provides a large set
of MSA lemmas, word forms, and morphological
features, which are linked with the Arabic Ontol-
ogy (Jarrar, 2021) using the W3C LEMON model
(Jarrar et al., 2019).

2.1 Dialectal Arabic Resources

There are several Arabic dialectal corpora with di-
verse morphological annotations.

An early pilot to build a Levantine Arabic Tree
bank is presented in (Maamouri et al., 2006). The
Palestinian dialect corpus Curras (Haff et al., 2022;
Jarrar et al., 2017, 2014) comprises about 56K to-
kens. Each word in the Curras was annotated with
different morphological features, including Pre-
fixes, Stem, Suffixes, MSA lemma, Dialect Lemma,
Gloss, POS, Gender, Number, and Aspect. The
Lebanese Baladi corpus (9.6K tokens) was devel-
oped in the same manner as Curras in order to form
a more Levantine corpus (Haff et al., 2022).

CALLHOME (Canavan et al., 1997) is an Egyp-
tian Arabic corpus with transcripts of telephone
conversations in Egyptian. CALIMA (Maamouri
et al., 2006) extended ECAL (Kilany et al., 2002)
which built on CALLHOME to provide mor-
phological analysis of Egyptian. The COLABA
project (Diab et al., 2010) collected Egyptian
and Levantine resources from online blogs lead-
ing to the construction of Egyptian Tree Bank
(ARZATB) (Maamouri et al., 2014).

The Lisan (Jarrar et al., 2022b) consists of 1.2
million tokens, covering Iraqi, Yemeni, Sudanese,
and Libyan dialects. The Yemeni corpus (about
1.05M tokens) was collected automatically from
Twitter, while the other three dialects (about 50K
tokens each) were manually collected from Face-
book and YouTube. Each word in the four corpora
was annotated with different morphological fea-
tures, such as POS, stem, prefixes, suffixes, lemma,
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and a gloss in English.
A corpus of 200K tokens was morphologically

annotated covering seven different Arabic dialects
including Taizi, Sanaani, Najdi, Jordanian, Syr-
ian, Iraqi, and Moroccan (Alshargi et al., 2019).
The GUMAR Emirati corpus (Khalifa et al., 2018)
consists of 200K tokens collected from novels.
MADAR (Bouamor et al., 2018) is an ongoing
multi-dialect corpus covering 26 cities and their
corresponding dialects. The Arabizi Tunisian cor-
pus has 42K tokens (Gugliotta and Dinarelli,
2022).

The NADI (nuanced Arabic dialect identifi-
cation) SharedTask (Abdul-Mageed et al., 2021,
2020) provided researchers with 10-million/21K
unlabeled/labeled tweets and challenged re-
searchers to identify the province-level dialects
across 21 countries.

3 Syrian as a Levantine Dialect

The Levantine family of dialects can be linguisti-
cally split across the north including Lebanon and
Syria, and the south including Palestine and Jor-
dan. During the seventh century, Arabic spread
across the area, which spoke Western Aramaic be-
fore then (Skaf, 2015).

Aramaic is a Semitic language continuum spo-
ken during antiquity throughout the Levant where
It served as the lingua-franca. Aramaic survives
today through modern dialects such as Turoyo Syr-
iac and Western Neo-Aramaic spoken in parts of
Syria. It also survives more subtly in the noticeable
substratum underlying Levantine dialects that dif-
fer from MSA on several linguistic characteristics
such as phonology, syntax, morphology, and lexi-
con. This additionally motivates the development
of morphologically annotated resources for Levan-
tine dialects. In the sequel, we briefly review the
differentiating factors between Levantine dialects,
Syrian dialects, and MSA.

3.1 Levantine Phonology

Aramaic variants use the Abjad alphabet composed
of 22 letters. When Arabic spread, the population
of the region transcribed Arabic with its 28 letters
using the 22-letter Abjad resulting in “Garshouni”,
a Syriac writing tradition (Briquel Chatonnet,
2005). Adaptations to fit the additional letters
led some Syriac graphemes to represent multiple
phonemes of Arabic, especially some of the em-
phatic letters.

3.2 Syrian Phonology and Orthography

The Syrian Dialect has a glottal stop phoneme
/P/ that is cognate with either Hamza 
ø 
ð



@ @
Z /↩ or

Qaf �� /q . In spontaneous Syrian orthography, the
two forms are distinguished in a manner similar to
Lisan guidelines (Jarrar et al., 2023b). Exceptions
include



Cë /hl↩a (now) written ��Êë /hlq in Token

with normalization rules to highlight its etymology
link to �I�̄ñËAë /hālwqt (this time). Less common
spelling variations include devoicing h. /ǧ /Z/ to
/S/,which sometimes reflects in spontaneous orthog-
raphy, e.g., ©Ò�Jm.�

	' /nǧtm↪ /niZtmiP/ (we meet) may
appear as ©Ò�J ��	� /nštm↪ /niStimQ/.

3.3 Levantine Morphology

Levantine inherits templatic morphology from
Semitic languages where affixes play important
roles. Several morphological differences exist
when compared to MSA.

• Diacritic marking for syntax roles is less required
in Levantine. They are marked with suffixes re-
sulting in similar phonetic effects. For example,
there is no need for writing Dhamma � /u to dis-
tinguish the subject from the object. The MSA
sentence �Y�



B@

�
É¢J. Ë @ I. Ê

	« /ġlb ālbt.lu āl↩asda (The
hero conquered the lion) may switch the subject
and object as in

�
É¢J. Ë @

�Y�


B@ I. Ê

	« /ġlb āl↩asda ālbt.lu
and the diacritics distinguish the roles. The Lev-
antine variants are Y�



B@ I. Ê

	« É¢J. Ë @ /ālbt.l ġlb āl↩asd
and É¢J. Ë @ ñJ. Ê 	« Y�



B@ /āl↩asd ġlbw ālbt.l (also written

as É¢J. Ë @ éJ. Ê 	« Y�


B@ /āl↩asd ġlbh ālbt.l ) with no need

for diacritics.
• Some Levantine-specific morphemes do not exist

in MSA such as Ñ« /↪m which denotes present
continuous tense when it precedes imperfect verbs
É¿ AK. Ñ« A 	K



@ /↩anā ↪m bākl (I am eating). Without

it É¿ AK. A 	K


@ /↩anā bākl means the general truth (I

eat). MSA lacks such an indicator and the tense is
inferred from context: É¿

�
@ A 	K



@ /↩anā ↩̄akl can mean

both "I am eating” or "I eat”.
• Other morphemes include hP /rh. and h /h. that are

Levantine future indicators compared to MSA’s
� /s and 	¬ñ� /swf . (iv) The progressive Lev-
antine particle �K. /b (as in É¿ AK. /bākl ) indicates
imperfective verbs and no counterpart exists in
MSA.
Syrian dialects lack the negation enclitic �� /š

in a distinction from southern Levantine dialects.
Syrian dialects make use of a number of future
particles in free distribution. The progressive par-
ticle Ñ« /↪m strictly indicates active momentarily
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progression, while the progressive proclitic +H. /b
indicates a wider habitual to the progressive range.

3.4 Levantine Dialect Lexicon

The Levantine lexicon is rich with loan words from
other languages due to its cross-civilization fre-
quent passage location.

Some Syrian words are originally Syriac, e.g.,
H. ñ �� /šwb (hot), or ú


	G @QK. /brāny (outer). Other
words are originally Turkish, e.g., ø
 Q

	«X /dġry
(straightforward). Some words encountered ma-
jor semantic shifts, e.g., 	Q£ /t.z comes from Turkish
tuz for ‘salt’, then semantically shifted to mean
‘something unimportant’, and eventually ‘good rid-
dance’. Other words were borrowed from French,
e.g., PñºK
X /dykwr (decor) and ñ�KAg. /ǧātw (gateaux),
and from Persian, e.g., ø
 Qå�Qå� /srsry (badman). Mil-
itary terms �I�
 	KPñ» /kwrnyt are used to specify ac-
curacy and sharpness.

4 Variant Syrian Dialects

Syrian Arabic dialects are used in daily commu-
nication among most Syrians. Some of them are
closer to Iraqi dialects, and the rest are closer to the
Levantine southern Levantine dialects. Here, we
review the most famous dialects spoken in Syria.

The Shami dialect is the dominant dialect in
the Damascus area and is the most widespread and
used Syrian dialect. As the dialect of the capi-
tal, it dominates Syrian series and films which are
widely accepted, appreciated, and spread in the
Arab world. It is used in dubbing and translation
of foreign series (Turkish and Hindi).

Table 1 shows Shami dialect features:
• Sculpture: abbreviate two or more words.
• Substitution: an example is the replacement of ��

/q with Z /↩ hamza.
• Spatial inversion: the introduction or delay of

letters to simplify pronunciation.
• Inclination: vowel exchange where @ /ā is pro-

nounced ø
 /y .
The Aleppo dialect is dominant in Aleppo in

northern Syria. It is distinctive in pronunciation
and has a unique vocabulary used in Aleppo alone.
The distinct vocabulary comes from ancient Syriac
or Turkish. Examples of Syriac and Turkish vo-
cabulary used in Aleppo follow. Syriac �IÖß
@
 /↩iymt
replaces MSA ú �æÓ /mtā (when), and Syriac ½«X /d↪k
replaces MSA 	áj. « /↪̌gn (knead). Turkish �éºJ
�KQ 	̄ /fr-
tykh and 	àñ�KQº� /skrtwn replace MSA �é»ñ �� /šwkh
(fork), �é 	K @ 	Q 	k /h– zānh (closet), respectively.

Shami MSA Gloss Rule
¼ �YK. ñ �� ¼ �XñK. Zú
æ

�� ø



@ what do �Ij	JË @

šw bdk ↩ay šy↩bwdk you want? Sculpture
ú
m
×Qå��ÖÏ AK. iJ
� 	̄ð l� 	�@ð ú
G. Q« ÐC¾K. In clear �Ij	JË @

bālmšrmh. y bklām ↪rby wād. h. wfs. yh. words Sculpture
���
X



@ ø
 ðA��
 Õ» how much È@YK. @

↩adyš km ysāwy Substitution
	Pñk. h. �ð

�	P husband ú

	GA¾ÖÏ @ I. Ê

�̄

ǧwz zawǧ spatial inversion
½J
 	Jë ¼A 	Jë There �éËAÓ@

hnyk hnāk inclination

Table 1: Examples of Shami Dialect

With non-Arabic Syriac vowels (e, o), Aleppo
words and verbs do not need the Dammah � (nour-
ishing) and fatha � (accusative) diacritics. Verbs
may require more than one object denoting the con-
cept of ø
 Yª

�K /t↪dy (exceeds). Verbs connect to 	à
to denote the masculine plural instead of the MSA
suffix Ð /m Turkish influence on Aleppo dialects
morphs the pronunciation of fixed letters such as h.
/ǧ and �� /q to a majestic Turkish tone, and also
reduces the pronunciation of vowels.

The Latakia dialect is spoken across the coast
in Latakia and Tartous. It is a mixture of Ara-
bic, Syriac, and Phoenician. It is characterized by
the strong pronunciation of the letter �� /q , and
also features the letter Ð /m before verbs to denote
the present tense in all its forms, e.g.I. �Jº	JÓ /mnktb
(we write/are writing), �PYJ
Ó /mydrs (he studies/is
studying).

The Raqqa dialect is one of the closest dialects
to classical Arabic in terms of vocabulary. Raqqa
enjoys a distinguished location on the shores of the
Euphrates River. It is home (PAK
X /dyār ) Mudar, who
are Arabs from the north. Mudar were displaced
to the Euphrates island several centuries before
Islam. The Raqqa syllables sound commensurate
to the corresponding classical Arabic syllables. For
example, the pronunciation of �» /k results in a
thirsty h. /ǧ as in �I	KA¿ /kānt pronounced as �I	KAg.
/ǧānt . The letter �� /q is pronounced �» /k similar
to Yemeni dialects as in ¨A�̄ /qā↪ (earth) pronounced
as ¨A¿ /kā↪ .

The Deir-ezzur dialect aka. as �éK
QK
YË@ /āldyryh
is in proximity to the Euphrates as well, and pre-
serves most of the phonetic aspects of standard
Arabic. The significantly different phonemes are ��
/q , ¼ /k and Z /↩ , while there is no different in the
gingival sounds.

The Homs dialect varies slightly across several
rural and urban areas in the Homs district. This is
mainly due to the habitual diversity of the coun-
tryside including a sizeable Turkman population.
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This paper covers the dominant variant in the city
of Homs. The Homs dialect is characterized by
pronouncing the first letter in a word as if it has a
Dammah � /u diacritic (inclusion). This includes
the name of the city �Ôg� /h. ims. , pronounced with
a Kasra @� /i dialect everywhere else. It also flips
gender when it comes to masculine second-person
�I� 	K @
 /↩inti (you-male in Homsi) and feminine sec-

ond person ��I	K@
 /↩inta (you-female in Homsi). It
also differs in the pronunciation of the letter h. /ǧ
as they phonetically annex a silent X /d resulting in
a h. X /dǧ sound.

The Hama dialect is spoken in the central Syr-
ian governorates. It is a good representative of the
Syrian Levantine dialects and close to the Shami
one, as it tends to be soft and long in speech. It
is distinguished by its eloquence and stretch in
speech. Al-Hader (city in Hama) variant of the
Hama dialect is the most prominent variant.

The Hauran dialect is spoken south of the
Damascus countryside down to the Ajloun moun-
tains in Jordan including Daraa. It is an ancient Ara-
bic dialect spoken by multiple Arab tribes, where
each of them has some distinguishing phonetic
characteristics.

The Al-Suwayda dialect is spoken in Jabal al-
Arab. The harshness of the mountain environment
is reflected in the dialect’s tone. It is taut, clear, and
possesses a fast rhythm. Syllable notes exit soundly
and eloquently. The concept of �é 	̄ A 	�ÖÏ @ /ālmd. āfh
played a major role in preserving the strength of
the dialect. Therein, prominent, cultured, and expe-
rienced speakers exchange arguments. This highly
contributed to the rigor of the dialect and brought
it closer to standard and classical Arabic.

The Mardini dialect takes its name from the
city of Mardin in �éº�mÌ'@ /ālh. skh . It is also called
�éK
ð@P 	Qm.Ì'@ /ālǧzrāwyh in relevance to the �éJ
�K @Q 	®Ë @ /ā-
lfrātyh island. The dialect contains many Turkish,
Persian, and Aramaic words.

5 Nâbr̄a Corpora Collection

We manually collected about 6,000 sentences
with 60K tokens from Facebook, blogs, popular
proverbs, Syrian films and series, local poetry, and
lyrics of popular local songs in several Syrian di-
alects to build Nâbr̄a. Table 2 provides statistics on
tokens, unique tokens, sentences, lemmas, nouns,
verbs, and functional words in each of the 10 di-
alects Nâbr̄a covers.

The distribution relatively follows the order of

dialect demographics. The Shami dialect is the
richest with 17.3K tokens, used as primary di-
alect in Damascus, the capital, and in various Syr-
ian TV series and films. Nâbr̄a contains 9.2K
Aleppo tokens collected from popular stories on
Facebook and from vocal poetry. Coastal Latakia
features 7.9K tokens collected from film dialogues
such as �éJ
ê 	® �� ÉK
A�P /rsāyl šfhyh - �é 	Kñ�JK
 	Pð 	à@QÔ�̄ /qmrān
wzytwnh (Voice letters, Qumran and Zeitouna) and
series such as �éªK
A 	� �éªJ
 	� /d. y↪h d. āy↪h (lost town).
We also added common proverbs. Suwayda dialect
features 3.2K tokens from the �éK. Q	mÌ'@ /ālh– rbh series.
For Homs and Hama we collected jokes, and food
discussions from social media blogs.

The Raqqa, Huran, and Mardin dialects feature
the remaining 6.3K, 3.8K, and 1.6K tokens, respec-
tively. We manually collected texts from social
media for Raqqa and Huran. We found blogs doc-
umenting Raqqa. We used blogs and traditional
stories for Raqqa, vocal poetry and lyrics of popu-
lar folklore songs for Mardini, and scenes from the
Bedouin series for Huran dialects. We noticed that
the collected data reflected spontaneous dialect doc-
umentation all across, contrary to what one would
expect. Films and series were no less spontaneous
than blogs and social media.

As Arabic is diacritic-sensitive (Jarrar et al.,
2018), we did not remove any diacritics We to-
kenized the text of Nâbr̄a so that each token has a
tuple with the following information.
⟨SentenceID, TokenID, TokenText, Local-

DialectName, Governate⟩

6 Annotation Methodology and Features

We followed a semi-automated methodology, with
an integrated productivity tool, friendly to non-
programmers, to annotate Nâbr̄a.

6.1 Methodology

We developed the Tawseem annotation portal to
help automate and validate the annotation process.
The portal leverages spreadsheets, familiar to com-
mon users, and is powered by smart functionalities
to improve annotation productivity. Figure 3 shows
a snapshot of Tawseem annotation portal with the
sentence A� 	® 	JË A« ù
 ÒÊ�

�� ú
Î
	gY�K @X 	àñÊ �� /šlwn dā tdh– ly

tslmy ↪̄alnfsā (how would you enter to greet some-
one in childbed).

For each token in the sentence, the portal
saves 17 data elements. The SentenceID and
TokenID columns identify the sentence and token.
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Dialect �éj. êË Damascus
(Shami)�éJ
ÓA ��

Aleppo�éJ
J. Êg
Latakia�éJ
ÊgA�

Raqqa�éK
ðA�̄P
Deir-
Ezzur�éK
QK
X

Homs�éJ
�Ôg
Huran	à@Pñk

Suwayda
Z @YK
ñ�

Hama�éK
ñÔg
Mardin�éJ
ËXPAÓ

Tokens 17,274 9,255 7,893 6,284 4,322 4,139 3,807 3,150 2,322 1,575
Unique Tokens 7,123 4,452 3,829 3,389 2,453 2,047 2,094 1,681 1,355 949
Sentences 1,181 787 829 679 519 518 457 381 340 243
Unique MSA Lemma 4,230 2,825 2,548 2,367 1,909 1,543 1,580 1,312 1,051 686
Unique DA lemma 4,351 2,969 2,681 2,490 1,954 1,591 1,646 1,354 1,095 710
Nouns 7,700 4,251 3,771 3,316 2,384 2,064 2,090 1,527 1,135 694
Verbs 3,524 1,897 1,557 985 714 709 518 554 369 339
Functional Words 6,027 3,090 2,560 1,960 1,213 1,359 1,194 1,069 815 534

Table 2: Counts of tokens, unique tokens, sentences, unique MSA lemmas, unique dialectal lemmas, Nouns, Verbs,
and functional words for each of the Syrian dialects

The rest of the columns specify the rowToken,
Token, prefix(s), stem, suffix(s), POS,
gender, number, person, aspect, MSAlemma,
dialectlemma, synonym(s), gloss, as well as
the sub− dialect.

To simplify and accelerate the annotation pro-
cess we leverage existing annotations in the follow-
ing manner. First, we uploaded existing annotated
corpora for dialects and MSA (Haff et al., 2022;
Jarrar et al., 2023b) into the Tawseem tools.

The tool allows the annotators to search and
look up previous annotations. The lookup services
search the database and return the top matching
results ranked. Annotators can then select one of
the results, and correct the corresponding features
if needed.

Second, annotators can search the Tawseem por-
tal annotations in other sentences whether made
by themselves or by other annotators. This helps
leverage previous annotations and improves the cor-
rection process. Additionally, annotators can look
for existing annotations of a specific token in the
Tawseem portal results.

6.2 Annotation Guidelines

Training annotators to use the Tawseem portal was
straightforward as they were all familiar with the
interface of a productivity spreadsheet. We also
trained them with annotation guidelines for each of
the features in Nâbr̄a as follows:

rowToken: rawToken is the raw word as it
appears in the corpus, without any modification.

Token : Token is the normalized version of the
rawToken. This entry corrects spelling errors if
needed. The idea is to unify different forms of
spelling the same word with one specification to
mitigate the lack of spelling rules for Arabic di-
alects. It is necessary to unify the different ways
one word can be written by multiple users to re-
flect the same pronunciation. We adopted the

Token guidelines used in the Lisan corpora (Jarrar
et al., 2023b) as well as the Palestinian Curras2
and Lebanese Baladi corpora (Haff et al., 2022) so
that Nâbr̄a can be included smoothly in a larger
family of Arabic dialects for further research and
applications if needed.

Dialect lemma ( �éJ
ÓAªË@ �éJ
Òj. ªÖÏ @ �éÊ 	gYÖÏ @) determines
the dialect’s original source of the token. Thus, if
the word is a verb, we choose the past masculine
3rd person singular form as its colloquial origin.
For nouns, we select the singular masculine, if
not attained we select the singular feminine form.
When introducing a new lemma, we specify the
following: (i) definitions of senses in Arabic, which
is important for word sense disambiguation tasks
(Al-Hajj and Jarrar, 2021a; Jarrar et al., 2023a) and
Word-in-Context WiC disambiguation tasks (Al-
Hajj and Jarrar, 2021b). (ii) Equivalent lemmas in
MSA (Jarrar et al., 2019, 2021).

MSA Lemma (új� 	®Ë@ �éJ
Òj. ªÖÏ @ �éÊ 	gYÖÏ @) deter-
mines the MSA original source of the token. Ta-
ble 3 shows examples of some tokens with their
Token, and dialect and MSA lemmas.

The Tawseem portal allows to search for lem-
mas in the Birzeit’s Lexicographic database (Jarrar
and Amayreh, 2019; Alhafi et al., 2019) and Ara-
bic Ontology (Jarrar, 2021, 2011); otherwise, we
introduced a new lemma.

The Synonym ( 	¬X@QÖÏ @) feature provides syn-
onyms for the token and sometimes explains the
token semantics. We used an online tool for au-
tomatic synonym discovery (Ghanem et al., 2023;
Khallaf et al., 2023).

Gloss ( �éK
 	Q�
Êm.�
	'BAK. ú 	æªÖÏ @) specifies the meaning of

the token in English. It typically specifies a short
definition of lemma semantics. See an elabora-
tion on the gloss formulation guidelines in (Jarrar,
2006).

POS (ÐC¾Ë@ Õæ��̄) specifies the part of speech of
the token. This concerns the grammatical category
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Figure 3: Screenshot of the Tawseem annotation portal, our web-based annotation tool

of the token. We follow the SAMA tagset for com-
patibility reasons (Maamouri et al., 2010).

Stem (P 	Ym.Ì'@) specifies the segment of the token
after removing suffixes and prefixes. It helps in the
morphological analysis of the tokens. We follow
the (Stem/POS) tagging schema used in (Maamouri
et al., 2010) where the stem and POS are specified
separated by ’/’.

Affixes: prefixes and suffixes. We follow the
prefixes ��K. @ñ�Ë@ and suffixes ��k@ñÊË @ tagging schema
used in SAMA.

〈Prefix1/POS〉 + 〈Prefix2/POS〉 . . .
〈Suffix1/POS〉 + 〈Suffix2/POS〉 . . .
The schema specifies a sequence of affix and

affix POS pairs separated by ’+’. Each pair is an
affix and affix POS separated by ’/’.

Affixes and stems are morphemes where the con-
cept of morpheme denotes the smallest morpholog-
ical unit of text. Prefixes specify morphemes that
connect to the beginning of a stem or to other pre-
fixes to form a word. Suffixes specify morphemes
that connect to the end of a stem or to other mor-
phemes to form a word. Dialect affixes and their
POS tags differ from MSA affixes and augment
them due to the extended morpho-syntactic and
semantic roles of dialect affixes.

Note here, for example, the synergy of us-

ing the future and progressive particles ÈAJ. �®�J�@ ¨
(FUT_PART) + �é«PA 	�Ó H. (PROG_PART) as pre-
fixes to indicate present continuous tense for verbs
in Aleppo as in É 	ª�J ���.« /↪bštġl (I am working).

While most of the Syrian dialects precede
present tense verbs with the IV1P POS with
�é«PA 	�Ó Ð (PROG_PART), the Latakia coastal dialect
applies it to almost all present tense verbs as with
�PX



AÓ /m↩adrs (I am studying). Latakia dialect also

uses the prefix


@ /↩a for negation (and thus it corre-

sponds to a NEG_PART POS tag) before present
tense verbs as in 	¬QªK.



@ /↩ab↪rf (I don’t know).

Person (XA 	J�B
 @) specifies whether the subject
of the token is a ÕÎ¾�JÓ /mtklm (first), (I. £A

	m× /mh– āt.b
) (second) or I. 
KA

	« /ġā↩yb (absent) person when
applicable.

Aspect (Éª 	®Ë@ �é 	ªJ
�) concerns verbs and specifies
whether they are in (¨PA 	�Ó /md. ār↪ ) present for im-
perfective verbs (ú
æ

	�AÓ /mād. y ) past for perfective
verbs and (QÓ



@ /↩amr ) imperative tense.

Gender (�	�m.Ì'@) specifies whether a word is of
Q» 	YÓ /md

¯
kr male for masculine, �I	K 
ñÓ /m↩wnt

¯
female

for feminine, or ��J.¢ 	�K
 B /lā ynt.bq not applicable
association when applicable.

Number (XYªË@) denotes XQ 	®Ó /mfrd for singular,
©Ôg. /ǧm↪ for plural, ú 	æ�JÓ /mt

¯
nā for dual (to count

two units), or ��J.¢ 	�K
 B for uncountable words when
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rowToken Token Dialect lemma MSA lemma
�IË


@ /↩alt I said �IÊ�̄ /qlt ÈA�̄ /qāl

�
ÈA��̄ /qaāla

½�J	m��' /th– tk your bed ½�J	m��' /th– tk �I	m��' /th– t Q�K
Qå�� /saryr
	PY 	JêÓ /mhndz engineer �Y	JêÓ /mhnds �Y	JêÓ /mhnds �Y�

�	J�ê �Ó /muhandis

ùK
Q£ /t.ry↩y street ��K
Q£ /t.ryq ��K
Q£ /t.ryq ��K
Q�

�£ /t.ariyq

Table 3: Example annotations for Nâbr̄a tokens

applicable.

7 Evaluation and Agreement

Before evaluating Nâbr̄a, we normalized the anno-
tations to unify variant annotations that are equiva-
lent. These variants occur due to human mistakes
such as typos (ú
æ�AÓ /mās. y instead of ú
æ

	�AÓ /mā-
d. y ), ordering of tags in sequences of tags, and
inconsistent use of separators and spacing.

Another source of variants is tokens with no
feature values in the existing annotated dialects.
Annotators have to come up with novel values. We
detected these tag values, ranked them based on
their frequencies, and clustered them based on their
edit distance from each other. Then we reviewed
them and unified them across Nâbr̄a and its fea-
tures.

We developed a small suite of VBA scripts em-
powered with regular expressions to check for these
variants and correct them automatically where pos-
sible. If automatic correction is not possible and
human attention is required, then our reference an-
notators interfere to correct it.

7.1 Inter-annotation agreement

After the automatic corrections, six linguists vis-
ited the annotations to approve or correct them.
This created a significant overlap of annotations as
shown in Table 5. The overlap column shows the
number of annotations per feature that had more
than one annotation. Some of the second annota-
tions were performed by the original annotator, so
the reviewed column shows the number of annota-
tions that were reviewed by two or more annotators.
The unique column shows the number of unique
values for the tokens with overlapping annotations.

The correction approach secured a significant
overlap. We report the performance of the anno-
tators in terms of precision, recall, and F1-score
taking the correcting annotator as a reference in
Table 4. A true positive (TP) for a feature value fv,
denotes that the original annotation matched the
reference annotation. A false positive (FP) for fv
reflects an original annotator selecting fv for the
token in conflict with the selection of the reference

annotator. A false negative (FN) is when the origi-
nal annotator fails to select fv for a token when the
reference annotator selected it. Precision (P) and
recall (R) are given by the ratios TP/(TP + FP ),
and TP/(TP + FN), respectively. The F1-score
is given by 2PR/(P +R).

We also computed the Kappa-Cohen met-
ric (McHugh, 2015) as implemented in the Scien-
tific Kit Learn package (scikit learn, 2022). Table 4
shows the results where we compared the feature
values of the reference annotators versus those of
the original annotators.

The results show performance and agreement
across all features. The κ scores are lower than
the F-scores as the the κ metric accommodates for
agreement by chance. The difference shows more
with prefixes and suffixes as a significant part of
the tokens had empty prefix and suffix, allowing
more agreement by chance.

7.2 Qualitative Evaluation

To conduct a qualitative evaluation, we randomly
selected about 7K annotations and reviewed them
manually. We found a high agreement between
the annotators who followed the specific guidelines
and used our annotation tool. In what follows, we
discuss some of the common mistakes:

(i) In rare cases, tokens specific to small local
communities were hard to understand, Such
as the token Q¢	� 	P /znt.r (become cold) in the
Latakia dialect. Although the annotators did
their best to search external resources to under-
stand such words, some mistakes still existed.

(ii) Tokens with no clear MSA equivalent led to
difficulty in selecting MSA lemmas; thus, dif-
ferent annotators might not agree on selecting
the same lemma. For example, the token È ��ñ 	JÔ �«
/↪amnwal may have several MSA lemmas,
such as ÐA« /↪̄am (year), or ú
æ

	�AÓ /mād. y (past).
(iii) Semantic ambiguities in contexts led to dis-

agreements on selecting lemmas. For instance,
the token ù�®K. /bqā has three possible mean-
ings (was), (therefore) and (also). And some-
times all three fit the context.

8 Conclusion
This paper presents Nâbr̄a, a morphologically an-
notated corpora of Syrian Arabic dialects. The
corpora contain about 60K tokens from 10 Syr-
ian dialects, collected from social media platforms,
movies and series, common proverbs, and song
lyrics and poetry. To be compatible with SAMA
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Feature TP FP FN P R F κ

Stem 21,506 4,933 5,461 0.813 0.797 0.805 0.796
POS 20,727 2,979 3,316 0.874 0.862 0.868 0.843

Prefix 22,886 448 496 0.981 0.979 0.980 0.939
Suffix 22,096 1,247 1,380 0.947 0.941 0.944 0.837

DA Lemma 18,600 5,765 6,451 0.763 0.742 0.753 0.739
MSA Lemma 19,300 5,161 5,749 0.789 0.770 0.780 0.767

Table 4: Precision and recall results due to annotation correction with F and κ scores

Feature Overlap Reviewed Unique
Stem 44,687 26,967 3,102
POS 39,007 24,043 56

Prefix 39,007 23382 163
Suffix 39,007 23,476 358

DALemma 41,579 25,052 3,586
MSALemma 41,579 25,050 3,352

Table 5: Reviewed overlap and unique feature values
across Nâbr̄a

and other Arabic corpora, we chose to annotate
the corpora using SAMA tagsets. To evaluate the
quality of the corpora, we used the F1 and kappa
scores which show high agreement.

We plan to use Nâbr̄a to extend Wojood (Jarrar
et al., 2022a; Liqreina et al., 2023) by annotating
the corpora for Named Entity Recognition, similar
to what we did with Curras and Baladi.

Limitations

The work in Nâbr̄a has the following limitations.
• Nâbr̄a covers 10 Syrian dialects. variants of

these dialects and other smaller dialects con-
fined in less urban localities exist. Future
work should extend Nâbr̄a to better cover the
Syrian dialect.

• Nâbr̄a addressed the Syrian dialects and their
relation to the Arabic language and touched
in prose on the relations to languages of ori-
gin such as Aramaic and Cyrillic. More data-
oriented work is needed to relate Nâbr̄a to lan-
guages of origin that were spoken in Syria as
well as to the geo-linguistic features of these
languages.

• The annotation and evaluation process lever-
aged linguists who may be better at some of
the dialects than others. We will make Nâbr̄a
available online with correction suggestion ca-
pacities to accommodate for possible potential

corrections.

Ethics Statement

The collection of texts used in Nâbr̄a respects in-
tellectual property of the material. The annotation
process employed annotators who were paid a fair
rate per hour based on their living locality. Results
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community to use and improve upon.
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A Appendix: Nâbr̄a Statistics

Table 6: Distribution of Gender feature. Arabic Words
especially verbs and nouns and some of the functional
words are annotated with “Male”“Female”. In some
cases, the gender can be both, depending on the context,
such as ©J
Òm.Ì'@ /ālǧmy↪ (everyone).

Gender Count
Male 25,538
Female 11,790
Both 931

Table 7: Distribution of the Number feature. Arabic
words especially verbs and nouns are annotated with
“Singular”, “Dual”, “Plural”, and in some rare cases, the
number can be "Any" like øYK.



@ /↩abdā (more important).

Number Count
Singular 32,372
Dual 192
Plural 4,450
Any 163

Table 8: Distribution of the verbs’ Person: 1st person
(ÕÎ¾�JÓ), 2nd person (I. £A

	m×), 3rd person (I. 
KA
	«).

Person Count
1st 2,767
2nd 2,794
3rd 6,769

Table 9: Distribution of the POS tags and categories.

Category POS Count

NOUN

Total: 28,932

NOUN 21,250
ADJ 4,742
NOUN_PROP 1,540
NOUN_QUANT 556
NOUN_NUM 315
ADJ_COMP 257
ADJ_NUM 152
ABBREV 31
DIGIT * 89

VERB

Total: 11,166

IV 5,926
PV 3,846
CV 1,080
IV_PASS 289
PV_PASS 25

FUNC_WORD

Total: 19,923

PUNC * 5,010
PREP 3,133
CONJ 2,506
NEG_PART 1,642
ADV 1,485
PRON 1,252
SUB_CONJ 991
REL_PRON 687
DEM_PRON 645
INTERROG_PART 489
VOC_PART 357
PART 342
PROG_PART * 218
VERB 171
INTERROG_PRON 166
FUT_PART 130
RESTRIC_PART 117
FOREIGN 115
PSEUDO_VERB 101
EMOJI * 95
VERB_PART 44
INTERJ 43
DET 40
INTERROG_ADV 38
EXCLAM_PRON 35
FOCUS_PART 33
PREP + SUB_CONJ 27
REL_ADV 11
Total 60,021
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Abstract
Arabic is one of the most globally spoken lan-
guages with more than 313 million speakers
worldwide. Arabic handwriting is known for
its cursive nature and the variety of writing
styles used. Despite the increase in effort to
digitize artistic and historical elements, no pub-
lic dataset was released to deal with Arabic
text recognition for realistic manuscripts and
calligraphic text. We present the Handwriting
Identification of Manuscripts and Calligraphy
in Arabic (HICMA) dataset as the first pub-
licly available dataset with real-world and di-
verse samples of Arabic handwritten text in
manuscripts and calligraphy. With more than
5,000 images across five different styles, the
HICMA dataset includes image-text pairs and
style labels for all images. We further present a
comparison of the current state-of-the-art opti-
cal character recognition models in Arabic and
benchmark their performance on the HICMA
dataset, which serves as a baseline for future
works. Both the HICMA dataset and its bench-
marking tool are made available to the pub-
lic under the CC BY-NC 4.0 license in the
hope that the presented work opens the door to
further enhancements of complex Arabic text
recognition.

1 Introduction

Handwriting is a method used by humans to con-
vey information in a written medium. Every person
possesses a unique style when drawing characters.
This leads to a wide variation in the expression
of written characters and texts. Arabic text is of
particular interest as Arabic is one of the most glob-
ally spoken languages with more than 313 million
speakers worldwide. In the Arabic language, the
complexity of written text increases since each char-
acter inherently has different forms depending on
its position in the word, that is, whether it is in the
beginning, middle, or end of the word.

Historical Arabic text is abundant with more
than ten centuries of rich Arabic history and is

often in need of being digitized. Arabic histori-
cal manuscripts typically encompass handwritten
texts, often of a significant age, characterized by
cursive script, varying styles, and various artistic
intricacies surrounding the written text. Arabic
calligraphy is a special form of Arabic handwrit-
ing often used in manuscripts and as a prominent
tool for ornating architecture. The Arabic language
relies on a variety of styles in manuscripts and
calligraphy, each providing a different level of aes-
thetic artistic views and possessing its own rules.
The most popular styles of handwriting in Arabic
manuscripts and calligraphy are Diwani, Thuluth,
Kufic, Farsi, Naskh, and Ruqaa. Arabic calligraphy
is usually hand-drawn by experienced artists with
complex drawing techniques that include heavy
use of diacritics and decorative symbols. Conse-
quently, non-expert readers struggle to understand
the calligraphic text.

Handwriting recognition is the task involved in
converting handwritten text, which is typically cap-
tured as images, into machine-readable text. The
complexity of this task is in accurately recognizing
variations in the different styles of writing. More-
over, the complexity becomes more apparent in
historical Arabic handwritten text due to its nature.
To address the challenges in handwritten Arabic
and enhance the accessibility of Arabic calligraphic
content, the development of models capable of ac-
curately recognizing this intricate handwritten text
becomes essential. This, in turn, necessitates the
availability of large datasets for the training and
validation of such models. Many works focused
on creating datasets for the task of style classifi-
cation of Arabic calligraphy, such as the work of
Kaoudja et al.’s (2019), while others focused on
creating datasets for single character recognition
(Altwaijry and Al-Turaiki, 2021), Alrehali et al.’s
(2020)1 or single-digit recognition (Abdelazeem

1The dataset is a combination of 3 subsets containing each
2,240, 1,000 and 2,000 characters
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and El-Sherif, 2017). The Calliar dataset (Alyafeai
et al., 2021) is the only existing dataset today that is
tailored for Arabic calligraphy recognition, on the
character, word, sentence, and stroke levels. This
dataset, however, contains calligraphic text drawn
using digital pens on a plain white background,
eliminating the realistic calligraphy style found in
real-world Arabic scripts.

Despite the plethora of datasets available in the
Arabic handwriting recognition space, very few
represent a realistic and rich variety of styles for
both historic manuscripts and calligraphy, target
full-sentence handwriting recognition from unpro-
cessed images, and are publicly accessible. We
present the first publicly available dataset for Ara-
bic handwritten text in both manuscripts and cal-
ligraphy forms called the Handwriting Identifica-
tion for Calligraphy and Manuscripts in Arabic
(HICMA) Dataset. With more than 5,000 im-
ages across five different Arabic writing styles,
the HICMA dataset includes image-text pairs and
style labels for all images. In this manuscript, we
describe the collection, labeling, and processing
steps of the novel HICMA dataset and present a
benchmark evaluation of the latest Optical Charac-
ter Recognition (OCR) models for the Arabic lan-
guage on HICMA. The contributions of our work
are three-fold:

1. We present the first publicly available Ara-
bic handwriting recognition dataset targeting
full sentence recognition from unprocessed
images.

2. We introduce an Arabic handwriting recogni-
tion dataset that is among the most diverse
collections of Arabic historic manuscripts
and calligraphy with more than 5,000 images
across five different writing styles.

3. We preserve the contextual details and artis-
tic styles of the Arabic manuscripts and calli-
graphic text in our dataset to closely represent
the occurrence of such text in real-world ma-
terials.

We make the HICMA dataset2 and the bench-
marking tool3 presented in this manuscript publicly
accessible to the research community.

2 Related Work

Several studies have dealt with collecting vari-
ous types of datasets for different formats of Ara-
bic handwriting. For regular Arabic handwrit-
ing, there are many datasets present in literature
such as KHATT (Mahmoud et al., 2018), consist-
ing of 1,000 handwritten forms collected across
1,000 different writers from different countries. It
was then extended to the Online-KHATT (Mah-
moud et al.) dataset consisting of 10,040 lines of
handwritten text by 623 different writers. ADAB
(Märgner and El Abed, 2009) is another dataset
that consists of 32,492 Arabic words handwritten
by more than 1,000 writers. There are also multilin-
gual datasets that combine Arabic and English like
MAYASTROUN (Njah et al., 2012), which con-
sists of 67,825 samples written by 355 writers. The
MAYASTROUN dataset consists of varying script
types including words, characters, digits, mathe-
matical expressions, and signatures.

In contrast to regular Arabic handwriting
datasets, few studies in the literature have dealt
with Arabic manuscript and calligraphy text. One
important dataset for Arabic calligraphy is the Cal-
liar dataset (Alyafeai et al., 2021) which records
digitized versions of images as strokes and draw-
ings using digital pens. Calliar is annotated for
stroke, character, word, and sentence-level pre-
diction. It also consists of 45,572 strokes, 7,556
words, and 2,500 sentences. However, the resulting
dataset overlooks the contextual details present in
real-world calligraphy such as the texture of the
paper, surrounding artistic styles, noise, and inter-
actions with other elements in the artwork. This as
a result impacts an Optical Character Recognition
(OCR) model’s ability to recognize calligraphy in
diverse and authentic settings.

Other datasets in literature targeted calligraphy
style classification by focusing on the style clas-
sification alone such as the dataset by Kaoudja
et al.’s (2019). Kaoudja et al. (2019) collected
1,685 images and classified them into 9 different
calligraphic styles including Thuluth, Naskh, and
Diwani. Each calligraphy style consists of around
180 to 195 images. Moreover, Allaf and Al-Hmouz
(2016) developed a dataset and designed a system
for classifying calligraphy images with artistic Ara-
bic calligraphy types, mainly Thuluth, Reqaa, and

2https://hicma.net/
3https://github.com/anisdismail/

HICMA-benchmark
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Dataset Size Data
Type

Number
of Styles

Data
Public

Alrehali et al.’s (2020) 5,240 characters 1 (Naskh) ×
MADbase (Abdelazeem and El-
Sherif, 2017)

70,000 digits unspecified ✓

KHATT (Mahmoud et al.,
2018)

4,000 paragraphs unspecified ✓

Calliar (Alyafeai et al., 2021) 2,500/40,000 sentences
/strokes

4 ✓

ADAB (Märgner and El Abed,
2009)

32,492 words unspecified ✓

Hijja (Altwaijry and Al-Turaiki,
2021)

47,434 characters unspecified ✓

Kaoudja et al.’s (2019) 1,685 sentences 9 ×
Allaf and Al-Hmouz’s (2016) 267 sentences 3 ✓
KERTAS (Adam et al., 2018) 2,000 letters unspecified ✓
Salamah and King’s (2018) 1,000 letters 10 ✓

Khayyat and Elrefaei’s (2020) 8,638 pages unspecified ×

MAYASTROUN (Njah et al.,
2012)

67,825 varied unspecified ×

HICMA (Ours) 5,031 sentences/styles 5 ✓

Table 1: Summary of Available Datasets in Literature

Kufi. Their dataset consists of 267 images divided
evenly across the three calligraphy types. Salamah
and King (2018) also approached the challenge of
calligraphy style classification and collected 1,000
calligraphy images scraped from public websites
in various calligraphy styles. Other sophisticated
datasets, such as KERTAS (Adam et al., 2018),
studied images of historical manuscripts. For pro-
ducing KERTAS, 2,000 images were taken from
various handwritten Arabic scripts dating back to
the fourteenth century and were manually anno-
tated and segmented to extract images of the char-
acters in the text. Furthermore, Khayyat and El-
refaei (2020) collected 8,638 images of historical
Arabic manuscripts. Their dataset is categorized
into fourteen classes with six handwriting styles.
Adam et al. (2017) collected 330 images of iso-
lated Arabic letters that were extracted from an-
cient manuscripts. This dataset consists of Ruqaa,
Diwani, Kufi, Naskh, and Farsi styles and has been

used to classify Arabic script styles based on seg-
mented letters.

The aforementioned calligraphy works can be
classified into two categories, (a) datasets that sim-
plified calligraphy for recognition tasks and (b)
datasets that focused only on style classification
with authentic calligraphy text. The simplified cal-
ligraphy datasets removed the contextual details
commonly seen in real-world calligraphy. The re-
maining datasets that preserved the calligraphy in
its true form were focused only on style classifi-
cation, making them not directly useful for hand-
writing recognition. To the best of our knowledge,
there is no dataset in the literature that deals with
Arabic handwriting recognition in both manuscript
and calligraphy images. Furthermore, many of
the aforementioned datasets were either not pub-
licly available or did not allow tampering with their
dataset content. This makes the majority of the
datasets in the literature not readily accessible for
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Figure 1: The style distribution of Arabic text across the
HICMA dataset.

research purposes.
In Table 1, we present a comparative analysis of

the existing datasets based on five criteria namely
size, data type, number of styles, and whether the
dataset is publicly available or not. In this paper,
we introduce the HICMA dataset that targets both
Arabic manuscripts and calligraphy handwriting
recognition while preserving the artistic styles and
contextual details of the calligraphy to closely rep-
resent real-world data.

3 HICMA Dataset

3.1 Data Collection

The first step of creating the HICMA dataset was
collecting the images of the handwritten Arabic
text. We collected images with various calligra-
phy styles including Thuluth, Diwani, Muhaquaq,
Naskh, and Kufic. We relied on the following re-
sources for building our dataset:

• Source 1: The Free Islamic Calligraphy
website4, which represents a Jordanian non-
governmental organization (NGO) dedicated
to sharing Islamic calligraphy paintings for
free in a variety of styles.

• Source 2: The Ibn Bawab Qur’an from the
Chester Beatty Library5 located in Dublin, Ire-
land. This Qur’an is one of the oldest versions
of the Qur’an that is written in the Naskh
style by Abu’l-Hasan ‘Ali ibn Hilal, who was
known as Ibn al-Bawwab in the 11th century.

4https://freeislamiccalligraphy.com
5https://viewer.cbl.ie/viewer/image/Is_1431/1/
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Figure 2: The style distribution of Arabic text per the 3
data sources of HICMA.

We selected 106 pages of the Qur’an text with
each page containing around 15 lines.

• Source 3: A private collection of manuscripts
and religious writings in Naskh style dating
back to the 17th century, which were made
accessible by courtesy of Dr. Vahid Behmardi.
We photographed and collected manuscripts
of 202 available pages.

Permission was granted from all the above re-
sources to publish all collected images in a dataset
for academic research purposes.

3.2 Data Labeling

For the labeling process, 11 volunteers were re-
cruited and trained to support in reading and record-
ing the Arabic text in the images. The volunteers
were divided into two teams who worked on label-
ing different images in parallel. Both teams started
working on source 1, followed by source 2, and
finally source 3. Every set was divided among the
two teams, and once a team labeled their corre-
sponding subset, the other team would validate the
opposing team’s labels. This cross-validation tech-
nique is employed to improve the quality of the
produced labels and ensure accurate labels.

After the labeling process was finished, the im-
ages were processed to remove duplicate samples
as well as remove diacritics and punctuation using
the pyArabic6 package. The prepared dataset was
then divided into training, validation, and testing
sets following an 80%-10%-10% division, respec-
tively. To ensure that the three resulting sets have

6https://pypi.python.org/pypi/pyarabic
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Figure 3: The distribution of label length by character
count across the different dataset sources of HICMA.

the same style distributions, we relied on stratified
sampling to preserve class distribution between the
original set and produced subsets.

3.3 Dataset Preparation & Statistics

The data preparation process involved manually
dividing the images into smaller segments. Images
that originally contained multiple lines of text were
further divided to create multiple images containing
a single line of text. Images that only contained
decorative motifs were discarded. This resulted in
a total of 1,597 images from source 1, 1,480 images
from source 2, and 1,954 images from source 3.

The combined HICMA dataset is thus made
of exactly 5,031 images and is distributed across
five styles: Kufic, Thuluth, Naskh, Diwani and
Muhaquaq, with the Naskh style being the most
prevalent followed by Thuluth as depicted in Fig-
ure 1. Figure 2 highlights that the most diverse set
of calligraphy styles is present in source 1, whereas
sources 2 and 3 predominantly consist of Naskh
scriptures. This discrepancy in style diversity likely
stems from the datasets’ origins.

Source 1 encompasses a diverse collection of
artistic Arabic calligraphy images, contributing to
the wider variety of styles observed. In contrast,
sources 2 and 3 comprise manuscripts only, where
the Naskh style is mostly used for writing such
scripts. The variation in style diversity is also ev-
ident in the sentence lengths within each set, as
depicted in the violin plot in Figure 3. Although all
three sets exhibit similar distributions of sentences
with lengths under 100 characters and averaging

around 50 characters, source 1 stands out due to
the presence of numerous outliers with sentence
lengths surpassing 300 characters.

The disparity in sentence lengths within source 1
can be explained by the nature of the images in this
source. Calligraphy images allow for more text to
be densely packed into a limited space compared
to manuscript images. This aspect, combined with
the challenge of segmenting intricate calligraphy
words, contributes to difficulties in processing such
images into smaller segments. For a visual repre-
sentation refer to Table 2, which provides exam-
ples of images from all three dataset sources. The
HICMA dataset is publicly available7 for research
purposes under the Attribution-NonCommercial
4.0 International (CC BY-NC 4.0) license.

4 Benchmark Experiments

4.1 Models
We investigated three state-of-the-art OCR tools
that supported Arabic text recognition, namely
TesseractOCR8, Kraken (Kiessling, 2022), and
EasyOCR9, and describe them below. We ran the
tools on the validation subset of the HICMA dataset
(10%) for the presented benchmark evaluation.

1. TesseractOCR8: A widely-used open-source
OCR engine developed by Hewelet-Packard
and then by Google. It is a reliable and ro-
bust option for general text recognition tasks.
The TesseractOCR engine is pre-trained for
segmenting and recognizing text in images.
Throughout our research, we assessed two pre-
trained models for Arabic OCR from Tesser-
actOCR10 and ClearCypher11.

2. Kraken (Kiessling, 2022): An open-source
tool specialized in recognizing historical and
non-latin scripts, making it particularly suit-
able for the HICMA dataset. Kraken is trained
on specialized datasets focusing on unique
writing styles and scripts, allowing it to ex-
cel in scenarios where standard OCR engines
might struggle. We evaluated the performance
of three Kraken models pre-trained on Ara-
bic manuscripts and publicly available online.

7https://hicma.net
8https://tesseract-ocr.github.io/
9https://www.jaided.ai/easyocr/documentation/

10https://github.com/tesseract-ocr/tessdata_
best/blob/main/ara.traineddata

11https://github.com/ClearCypher/
enhancing-tesseract-arabic-text-recognition
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Table 2: Sample images from HICMA along with associated labels, styles, and corresponding sources.

The three models will be referred to as Kraken-
Arabic Best12, Kraken-All Arabic Scripts13,
and Kraken-Arabic Generalized14.

3. EasyOCR9: A user-friendly OCR library de-
signed by Jaided AI that employs deep learn-
ing models to accurately segment and recog-
nize text from images. It is designed to be
easy to integrate into applications and sup-
ports multiple languages, including Arabic.

With the TesseractOCR and the Kraken models,
the images were first transformed to grayscale and

12https://zenodo.org/record/7050270/files/all_
arabic_scripts.mlmodel

13https://zenodo.org/record/7050296/files/
arabic_best.mlmodel

14https://github.com/OpenITI/OCR_GS_Data/blob/
master/ara/abhath/arabic_generalized.mlmodel

converted into binary format. In contrast, the im-
ages used for EasyOCR were not subjected to any
pre-processing as no significant change in perfor-
mance was observed. Moreover, as there were no
available pre-trained Kraken segmentation models
for Arabic, the images were resized to a smaller
dimension of 200x1200 before being fed to the
Kraken models. The image resizing helped de-
crease the inference time while also enhancing the
accuracy of the Kraken models.

4.2 Evaluation Metrics
We utilized three evaluation metrics to assess the
performance of the benchmark OCR models on the
HICMA dataset.

1. Levenshtein Ratio: The Levenshtein Ratio
(Sarkar et al., 2016) measures the similar-
ity between two strings, that is, the ground
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WER CER Levenshtein ratio

EasyOCR 94.51% 58.47% 53.86%
Kraken-Arabic Best 95.96% 65.84% 43.36%
Kraken-All Arabic Scripts 97.01% 67.14% 42.23%
Kraken-Arabic Generalized 100.55% 75.09% 34.82%
TesseractOCR-ClearCypher 98.99% 75.44% 31.94%
TesseractOCR 99.44% 81.96% 26.79%

Table 3: Summary of HICMA evaluation results across the three benchmark OCR models.

truth and OCR-generated text. It is de-
rived from Levenshtein distance (Levenshtein,
1966), which calculates the minimum number
of single-character edits required to convert
one string into another and then computes the
ratio of correct characters to the total num-
ber of characters in the ground truth text. A
higher Levenshtein ratio reflects a more accu-
rate OCR model.

2. Character Error Rate (CER) (Morris et al.,
2004): The CER relies on the Levenshtein dis-
tance (Levenshtein, 1966) to calculate the ra-
tio of incorrect characters recognized as com-
pared to the ground truth text. It quantifies
the accuracy of OCR models at the individual
character level. The CER is associated with
the portion of characters being incorrectly pre-
dicted. A lower CER reflects a more accurate
OCR model with 0 being a perfect score. The
CER score may exceed 1 if the value of inser-
tions is high.

3. Word Error Rate (WER) (Morris et al.,
2004): The WER calculates the ratio of in-
correctly recognized words to the total ground
truth words. Similarly to the CER, lower val-
ues of WER indicate better performance with
0 meaning the handwritten text was perfectly
recognized. The WER may also exceed the
value of 1.

All three metrics were developed using the
python-levenshtein15 package and are included in
the benchmarking tool available on Github16.

4.3 Model Results
Table 3 provides an overview of the models’ per-
formance on the HICMA validation set, measured

15https://github.com/maxbachmann/Levenshtein
16https://github.com/anisdismail/

HICMA-benchmark

using the three evaluation metrics: WER, CER,
and Levenshtein ratio. Evidently, among the pre-
trained models, the EasyOCR pre-trained model
for Arabic text stands out in terms of performance.
However, even the best-performing model falls
short of meeting the requirements for a practical
OCR system for handwritten text, as the standard
acceptable character error rate is around 20%(To-
moiaga et al., 2019), a benchmark that these models
are quite far from achieving.

A deeper examination of the EasyOCR model’s
performance, shown in Figure 4, reveals that it ex-
cels particularly in recognizing text written in the
Naskh style. This style exhibits a CER that is 53%
lower than Diwani, the next style in terms of per-
formance. Furthermore, the Naskh WER is 7%
lower while the Levenshtein ratio is 2 times higher
than Diwani. The gradual decline in performance
as we transition from Naskh to Diwani, Thuluth,
Muhaqaq, and finally Kufic can be attributed to
their frequency of usage as calligraphy fonts as
present in our dataset as well as the characteris-
tics of each style, making some more difficult to
recognize than others.

Given that Naskh is one of the most commonly
used styles for Arabic manuscripts and everyday
writing, the success of the EasyOCR model in this
style is expected due to its primary training on
Arabic computer-generated text, using the Amiri
and Noto Sans Arabic fonts17. These fonts are
very similar to manuscript handwriting styles like
Naskh. On the other hand, the remaining styles like
Diwani, Thuluth, Muhaqaq, and Kufic are more
ornamental and artistic in nature. Therefore, the
model’s accuracy diminishes in recognizing these
artistic styles.

This variation in performance across different
calligraphic styles highlights the significance of

17https://github.com/Belval/
TextRecognitionDataGenerator
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Figure 4: Performance metrics of the EasyOCR model
across the different styles in HICMA.

having a diverse dataset that encompasses various
styles. It also emphasizes the need to enhance
OCR models’ adaptability to challenging stylistic
patterns within Arabic calligraphy. This endeavor
would contribute to the development of more robust
OCR systems capable of accurately recognizing
text in images containing intricate calligraphy.

5 Limitations

As we present the HICMA Arabic dataset and the
methodologies employed in this research, it is es-
sential to acknowledge a few limitations that re-
main open for enhancement in future work.

• Dataset Size and Style Diversity: Despite
HICMA being the most diverse public Ara-
bic manuscript and calligraphy recognition
dataset to date, there remains a need for fur-
ther style diversification and an increase in
sample count per text style. HICMA is cur-
rently composed from three sources, which
do not represent the wide range of variations
in Arabic texts. More so, the dataset’s size
remains limited compared to the vast range of
Arabic texts available and would benefit from
further expansion.

• Pre-processing Challenges: Given the inher-
ent complexity of Arabic scripts and the vari-
ability in textual layouts, certain images in the
HICMA dataset may present challenges dur-
ing pre-processing. Some documents might

contain lengthy texts or intricate structures,
requiring manual segmentation or cropping
and making it challenging to ensure reliable
pre-processing across the dataset.

• Model Limitations: Variability in image qual-
ity, skewed perspectives, rotated motifs, and
uncommon fonts have been shown to affect
the existing OCR models’ accuracy. To ad-
dress existing Arabic OCR performance limi-
tations, it is crucial to investigate the develop-
ment of models that are fine-tuned to be native
to Arabic manuscripts and calligraphy.

By addressing these limitations, future research
will lead to advancements in Arabic OCR technol-
ogy.

6 Conclusion

In this work, we presented HICMA as the
largest and most diverse public dataset to date
for Handwriting Identification of Calligraphy and
Manuscripts in Arabic. The introduced dataset
includes more than 5,000 images across five di-
verse Arabic text styles along with image-text sen-
tence pairs and style labels for all images. This
dataset fills the existing literature gap for Arabic
manuscript and calligraphy text recognition. In
this work, we detailed the data collection, labeling,
and pre-processing steps of the created HICMA
dataset. We further presented statistics about the
dataset styles and label size diversity. We finally
conducted a benchmark evaluation of the top three
current state-of-the-art OCR models for Arabic and
reported their performance on the HICMA dataset,
serving as a baseline for future works. Upon analy-
sis of the benchmark results, we highlight remain-
ing open challenges in the HICMA dataset and the
existing OCR models that support Arabic as a lan-
guage. The HICMA dataset and the accompanied
benchmarking tool are made publicly available for
the research community. We believe our work is
the first among many making more inclusive Ara-
bic handwriting recognition for manuscripts and
calligraphy possible.
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Abstract

As Electronic Health Records (EHR) become
ubiquitous in healthcare systems worldwide, in-
cluding in Arabic-speaking countries, the dual
imperative of safeguarding patient privacy and
leveraging data for research and quality im-
provement grows. This paper presents a first-
of-its-kind automated de-identification pipeline
for medical text specifically tailored for the Ara-
bic language. This includes accurate medical
Named Entity Recognition (NER) for identi-
fying personal information; data obfuscation
models to replace sensitive entities with fake
entities; and an implementation that natively
scales to large datasets on commodity clusters.

This research makes two contributions. First,
we adapt two existing NER architectures—
BERT For Token Classification (BFTC) and
BiLSTM-CNN-Char – to accommodate the
unique syntactic and morphological characteris-
tics of the Arabic language. Comparative anal-
ysis suggests that BFTC models outperform Bi-
LSTM models, achieving higher F1 scores for
both identifying and redacting personally iden-
tifiable information (PII) from Arabic medical
texts. Second, we augment the deep learning
models with a contextual parser engine to han-
dle commonly missed entities. Experiments
show that the combined pipeline demonstrates
superior performance with micro F1 scores
ranging from 0.94 to 0.98 on the test dataset,
which is a translated version of the i2b2 2014
de-identification challenge, across 17 sensitive
entities. This level of accuracy is in line with
that achieved with manual de-identification by
domain experts, suggesting that a fully auto-
mated and scalable process is now viable.

1 Introduction

Arabic is one major language that covers a large
geographic and demographic portion of the world
population with a high EHR adoption rate (Abdul-
lah Alharbi, 2023). This means there is a high
volume of both structured and unstructured digital

data available that can be leveraged for different use
cases. However, the data needs to be de-identified
before being used for any research or development
purpose.

De-identification of unstructured documents
poses challenges due to various types of noise. Fur-
thermore, every language has its own lexical rules,
which makes it challenging to have a single model
that can perform well across multiple languages.
Therefore, there is a need to have models trained
for different languages to get the best results. Usu-
ally, Named Entity Recognition (NER) models
are used to extract sensitive information from the
text which can then be de-identified (Uzuner et al.,
2007). However, training NER models require la-
beled datasets, which are scarce and laborious to
produce. In particular, the Arabic language has an
extremely limited number of public datasets that
can be leveraged.

The principal aim of this study is fourfold:
Firstly, we introduce the first-of-its-kind medi-
cal Named Entity Recognition (NER) and De-
identification models tailored specifically for the
Arabic language, addressing a critical gap in
the field. Secondly, we adapt existing NER
architectures—BiLSTM-CNN-Char and BERT For
Token Classification (BFTC)—to meet the unique
syntactic and morphological requirements of the
Arabic language. Thirdly, we implement a novel
approach to overcome dataset limitations by trans-
lating a standard English dataset used in the 2014
i2b2 De-Identification challenge to Arabic using an
entity-preservation technique. Fourthly, we employ
a contextual parser engine to supplement weak en-
tity extractions, thereby increasing the robustness
of our models.

To train, evaluate, and compare these NER mod-
els, we use the Spark NLP for Healthcare library
(Kocaman and Talby, 2021b), which offers both
comprehensive NER support (Kocaman and Talby,
2022) and token embedding models for the Arabic
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language. Importantly, this is not purely academic
research; it’s an applied study that has been engi-
neered to be fully compatible and scalable with
Apache Spark, making it immediately deployable
in large-scale healthcare systems.

2 Related Work

The concept of automatic de-identification was first
introduced into the Informatics for Integrating Biol-
ogy and the Bedside (i2b2) project as explained by
(Uzuner et al., 2007) and then expanded by (Stubbs
et al., 2015), as an academic NLP challenge on au-
tomatically detecting PHI identifiers from medical
records. These challenges have boosted research
and development of Machine & Deep Learning
algorithms for robust PHI identification.

Since then, there have been numerous studies
to expand automatic de-identification to multiple
languages. (Marimon et al., 2019) generated a
dataset, and trained NER models for medical texts
in Spanish language. (Catelli et al., 2020) applied
similar techniques to Italian COVID-19 documents
for de-identification.

Over the years, researchers have proposed mul-
tiple architectures aiming to achieve better perfor-
mance. Initial approaches relied on hand-crafted
features and lexical rules to extract required con-
cepts from data. However, as token embedding
models (Mikolov et al., 2013) advanced, other
architectures started leveraging these embedding
models. Among these, Bi-LSTM and Conditional
Random Fields (CRF) based models (Huang et al.,
2015) became notable for NER. More recently,
attention-based models have been showing signif-
icantly better performance for sequence labeling
tasks (Vaswani et al., 2023).

Regarding other efforts towards extracting medi-
cal terms from Arabic medical texts, several note-
worthy studies have been conducted. (Nayel et al.,
2023) explored deep learning techniques, including
LSTM-CRF and BiLSTM-CRF models, for disease
entity recognition in Arabic medical texts, achiev-
ing impressive precision, recall, and F1-scores.
(Alanazi, 2017) introduced Bayesian Belief Net-
works (BBN) as an innovative approach to extract-
ing various medical entities, demonstrating promis-
ing precision and recall for diseases and treatment
methods.

In addition, (Abdelhay et al., 2023) tackled the
challenges of implementing medical bots in Arabic
with the introduction of the MAQA dataset, high-

lighting the effectiveness of Transformer models.
(Hammoud et al., 2020) fine-tuned neural networks
for medical entity recognition in Arabic medical
texts, while (Hammoud et al., 2021) presented a
novel dataset for disease classification, emphasiz-
ing the potential of pre-trained models. Finally,
(Samy et al., 2012) compared strategies for med-
ical term extraction, revealing the advantages of
using Arabic equivalents of Latin prefixes and suf-
fixes. These studies collectively advance the field
of NER and medical term extraction in Arabic med-
ical texts, offering a range of valuable approaches
and insights.

Despite these advancements, it is crucial to
note that there has been a notable absence of de-
identification models or efforts explicitly targeting
the Arabic language. This gap in the literature
underscores the importance and timeliness of our
study, which aims to address this void by intro-
ducing the first Arabic-specific medical NER and
De-identification models.

3 Dataset Construction and Annotation

Training a named entity recognition model requires
data to be annotated with named entities which is
a laborious process. Instead of manually annotat-
ing an Arabic dataset, we took the standard 2014
i2b2 dataset (in English) (Stubbs et al., 2015) and
translated it to Arabic using the Google translate
API 1. The i2b2 dataset is in CoNLL format, which
means text is tokenized, and entities are identified
using the IOB2 tagging scheme 2. Since entities
have fixed boundaries relative to the original text,
translating the text naively would result in entity
boundary mismatch.

For example, the name and age in the text "Alan
is a 30 year old male" start at token 1 and 4, how-
ever, after translation, the name and age start at
token 1 and 6 " A �ÓA« 30 QÒªË@ 	áÓ 	©ÊJ. K
 Ég. P 	àB

�
@".

This is because translation can change the entire
structure of the text, consequently, making entity

1https://cloud.google.com/translate
2In Named Entity Recognition (NER), the IOB2 (Inside-

Outside-Beginning) tagging scheme is a common way to anno-
tate and identify entities in a text. In this scheme, each word in
a sequence is tagged with one of the following prefixes: "B-"
(Beginning): Indicates that the word is the start of a named
entity. "I-" (Inside): Indicates that the word is inside a named
entity, but is not the first word of the entity. "O" (Outside):
Indicates that the word is not part of any named entity. These
prefixes are then followed by the type of the entity, such as
"PER" for person, "LOC" for location, "ORG" for organiza-
tion, etc. This makes it easier to identify not just the entities
in a sequence, but also their types and spans.
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boundary mapping challenging. This problem is
further exacerbated for entities spanning across
multiple tokens as the number of tokens could also
vary.

To solve this problem, we replace entities in
the original (English) text with their types. For
example, "Alan is a 30 year old male" would be
converted to "NAME is a AGE year old male". This
way when the text is translated, we can search for
the entity types by simple string matching, and
replace them with Arabic values. For instance,
"NAME" is replaced with an actual Arabic name
" 	­�ñK
". In addition to solving the problem of
preserving entity boundaries, this technique also
helps to adapt the data to the new language, as
entities, such as names, cities, addresses are native
Arabic values.

The original i2b2 Deid dataset provides two
types of entity sets: Generic and Granular. The
granular approach provides additional context that
can be crucial for specific applications. For exam-
ple, in a healthcare setting, knowing that a name
refers to a "PATIENT" rather than just a "NAME"
could be highly useful. Similarly, distinguishing
between ZIP codes, cities, and countries can be
very important in applications like location-based
services or logistics. The generic approach is more
broad and could be useful for general-purpose NER
tasks where such granular distinctions are not nec-
essary. It may also require less computational
power and resources than the more detailed gran-
ular approach. Here is a sample list of mapping
between generic and granular set of entities:

• NAME (PATIENT, DOCTOR, USERNAME)

• LOCATION (ROOM, DEPARTMENT, HOS-
PITAL, ORGANIZATION, STREET, CITY,
STATE, COUNTRY, ZIP, OTHER)

• AGE

• DATE

• CONTACT (PHONE, FAX, EMAIL, URL,
IPADDRESS)

• IDs (SOCIAL SECURITY NUMBER, MED-
ICAL RECORD NUMBER, HEALTH PLAN
NUMBER, ACCOUNT NUMBER, LI-
CENSE NUMBER, VEHICLE ID, DEVICE
ID, BIOMETRIC ID, ID NUMBER)

• PROFESSION

Table 1 illustrates the difference between the
generic and granular entity datasets. The details

regarding the differences between entity sets, an-
notation schema, and annotation guidelines can be
found at (Stubbs et al., 2015).

Chunk Generic Granular
2000 16 DATE DATE
	á�k úÎJ
Ë NAME PATIENT

789 LOCATION ZIP�èYg. LOCATION CITY

54321 LOCATION ZIP�éJ
K. QªË@ �éºÊÒÖÏ @ LOCATION CITY
�éK
Xñª�Ë@ LOCATION COUNTRY

Pñ	JË @ LOCATION HOSPITAL

YÔg@ �èQ�
Ó@ NAME DOCTOR

úÎJ
Ë NAME PATIENT

35 AGE AGE

Table 1: Tokenized illustration of difference between
generic and granular entities. In the "Generic" column,
entities are tagged with broad, high-level categories.
On the other hand, the "Granular" column takes entity
recognition a step further by using more specific, de-
tailed tags.

4 Architecture

4.1 Scalable NLP Pipeline
Our system leverages the capabilities of Spark NLP
(Kocaman and Talby, 2021b), a widely-used open-
source NLP library that excels in scalability for
both training and inference tasks on any Apache
Spark setup. The architecture allows for easy de-
ployment either on a single machine or across a
Spark cluster without requiring any modification
to the code base. The de-identification process for
Arabic text is realized through a multi-stage NLP
pipeline, consisting of text pre-processing, deep
learning models, contextual guidelines, and data
masking techniques. The pipeline components can
be seen at Figure 2.

4.1.1 Text Pre-Processing
The pipeline’s initial phase involves multiple com-
ponents such as a document assembler, sentence
detector, token generator, and word embedding cre-
ator. These components are designed to prepare the
data for identification and subsequent anonymiza-
tion of Protected Health Information (PHI) tokens
in Arabic.

At the outset, a document assembler is utilized
to structure raw Arabic text, generating annota-
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Figure 1: Example of de-identifying a text in Arabic using masking and obfuscation.

Figure 2: Full pipeline architecture

tions that can be processed further downstream.
Following this, the pipeline employs a specialized
deep-learning model (Schweter and Ahmed, 2019)
optimized for Arabic clinical texts to perform sen-
tence boundary detection. Rule-based techniques
underperform in this context, owing to the unique
grammar and punctuation in Arabic medical notes.

4.1.2 Named Entity Recognition

The core of the de-identification mechanism is the
Named Entity Recognition (NER) model. It identi-
fies PHI components like patients’ names, health-
care providers, facilities, geographical locations,
and specific identification numbers in Arabic text.
The NER model is a crucial element as it minimizes

data loss while recognizing PHI efficiently. For
this, we employ a Bi-directional LSTM (BLSTM)
architecture as detailed in (Kocaman and Talby,
2021a).

4.1.3 Enhancing NER with Contextual Rule
Engine

While machine learning models excel in general-
ization, they might lack the granularity required
for certain PHI identifiers. Therefore, a regular-
expression-based rule engine is included in the
pipeline to address this limitation. The rule engine,
called Contextual Parser (CP), offers a set of ad-
justable parameters for prefix and suffix matching,
enhancing the system’s precision.
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In the realm of de-identification, augmenting our
NER models with CP rules offers a robust strategy
for enhanced recognition and protection of Per-
sonal Health Information (PHI) elements. CP rules
are linguistically tailored regulations that exploit
the surrounding context of entities to optimize their
detection accuracy. This is particularly useful for
handling complex medical terminology, ambigu-
ous entities, and cultural or geographical variations,
especially in Arabic medical texts.

Rule Formulation: A collaborative effort be-
tween domain experts and translators allows us to
design a set of CP rules that are specific to both the
medical domain and the Arabic language. These
rules address the unique linguistic complexities of
medical texts, such as abbreviations, compound
terms, and varying morphological patterns. Special
attention is given to rules that target the identifica-
tion of critical PHI elements like email addresses,
dates, and identification numbers.

Entities Reinforced by CP Rules: The CP rules
particularly bolster the NER model’s ability to iden-
tify and protect a diverse array of entities. These
include but are not limited to Social Security Num-
bers (SSN), Account Numbers (ACCOUNT), Li-
cense Numbers (LICENSE), Ages (AGE), Phone
Numbers (PHONE), ZIP Codes (ZIP), Medical
Record Numbers (MEDICALRECORD), Emails
(EMAIL), Dates (DATE), Driver’s License Num-
bers (DLN), and Vehicle Identification Numbers
(VIN).

In summary, the incorporation of CP rules into a
de-identification process enhances the capabilities
of our NER models, making them highly adapt-
able and effective in identifying a broad range of
PHIs. Our model now proficiently identifies and
protects the aforementioned entities, demonstrating
the efficacy of our approach in safeguarding patient
information in Arabic medical texts.

This multi-dimensional approach, combining
data-driven deep learning with domain-specific lin-
guistic rules, showcases the flexibility and robust-
ness of our NER models. It not only fortifies our
system against privacy intrusion but also aligns it
with data protection laws.

4.1.4 Chunk Merger
Subsequent to the identification of PHI chunks by
machine learning models and rule-based methods,
the pipeline consolidates these identifications to op-
timize overall accuracy. The system assigns priori-

ties to each type of entity, allowing for customiza-
tion depending on use-cases.

4.1.5 Masking or Obfuscation
In the final stage, the system performs the actual
deidentification and obfuscation. This involves
masking or substituting PHI elements with dummy
data while preserving the overall structure and for-
mat of the documents.

Accurate NER is the first step towards de-
identifying a text - the next step is to redact the
information. This can be achieved by applying ei-
ther masking or obfuscation. Masking essentially
replaces the identified entities with either their en-
tity type or asterisks. These asterisks can either be
of fixed character length for all the identified enti-
ties, or of the same length as the entity chunk being
replaced; we found the later option to be helpful
while de-identifying pdf and image documents, as
it minimizes any changes to the original document
layout.

Obfuscation involves replacing PHI with sur-
rogate values that are semantically, and linguisti-
cally correct. For example, names are replaced
with random names, similarly, dates are replaced
with randomized dates within an offset window.
Although obfuscation appears to be the better de-
identification strategy as it obfuscates the entire
text, making it harder to re-identify (even when
an entity is missed by the NER model), there are
some inherent challenges while maintaining data
integrity. For example, multiple occurrences of
names, addresses, and dates should be replaced
with similar values throughout the document to
maintain data integrity. The Spark NLP for Health-
care library already has built-in methods to track
entities for consistent obfuscation.

Figure 1 illustrates text de-identified using mask-
ing and obfuscation.

5 Experimentation & Analysis

Two different NER architectures are trained and
evaluated on a standard 80-20 split, and their per-
formance is evaluated based on the model architec-
ture and the embeddings used while training. The
first model is based on a Bi-LSTM architecture as
explained in (Kocaman and Talby, 2021a). This
Bi-LSTM model is versatile and can be paired with
virtually any token embedding model. In our ex-
periments, we use this architecture with GLoVe
(Pennington et al., 2014) and BERT (Devlin et al.,
2019) embeddings. The GLoVe embeddings are
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trained on the Arabic common crawl dataset 3 4.
For Arabic BERT embeddings, we utilize models
pre-trained on an Arabic dataset; AraBERT (An-
toun et al., 2021), and CamelBERT (Inoue et al.,
2021). The second model architecture is based
solely on BERT, upon which we train end-to-end
BERT For Token Classification (BFTC) models.

In terms of model architecture, the BFTC mod-
els outperformed Bi-LSTM based models on both
datasets as explained in Table 2 and 3. The Bi-
LSTM model trained with GLoVe, AraBERT, and
CamelBERT embeddings achieved macro F1 score
of 0.9378, 0.9372, 0.9590 on the generic entity
dataset, and 0.9386, 0.9178, 0.9369 on the granular
entity dataset. In comparison, the BFTC models
achieved 1-2% higher F1 scores.

In addition to the named entities in our training
dataset, most documents contain certain rule-based
entities like unique organizational/national identi-
fiers. Extracting such information does not nec-
essarily require re-training the model, as most of
these identifiers have a fixed format, and can be eas-
ily extracted using regular expressions. Therefore,
we include a regular expression engine in the fi-
nal pipeline that is fully customizable as explained
in section 4.1.3. Figure 2 illustrates a complete
end-to-end pipeline with all the components.

6 Conclusion

In conclusion, this study successfully presents a
groundbreaking advancement in healthcare data
privacy and research for Arabic-speaking com-
munities by introducing the first medical Named
Entity Recognition (NER) and De-identification
models tailored specifically for the Arabic lan-
guage. Through the adaptation of existing
architectures—BiLSTM-CNN-Char and BERT For
Token Classification (BFTC)—we were able to ac-
commodate the unique linguistic features of Arabic.
Furthermore, our novel entity-preservation tech-
nique was pivotal in overcoming the challenges
associated with limited datasets, enabling the trans-
lation of a standard English dataset into Arabic for
training and evaluation.

Our comparative analyses demonstrated that
BERT For Token Classification models outper-
formed Bi-LSTM models, achieving higher F1
scores in both the identification and redaction of
personally identifiable information (PII) in Arabic

3https://commoncrawl.org/
4https://fasttext.cc/docs/en/crawl-vectors.html

medical texts. The contextual parser engine de-
ployed in our study further enhanced the robustness
of our models.

Significantly, this work is more than just an aca-
demic endeavor; it is an applied study with tools
that are ready to be deployed at scale using Apache
Spark. As a seminal contribution, this research
not only provides essential tools for the safe and
efficient handling of Arabic medical records but
also lays a foundation for future studies, opening
up avenues for the adaptation of NER and De-
identification techniques to other underrepresented
languages.

7 Limitations

Following are some of the limitations of the solu-
tion that may affect its generalizability and relia-
bility, and need to be studied further for improve-
ments:

7.1 Dataset quality and Diversity

The translation of English to Arabic (achieved
through the Google Translate API), may not be
able to completely take into account the detailed
linguistic diversity and medical terminology in this
domain. This could result in inaccurate data from a
translated dataset that would affect the performance
of NER models. Moreover, since there are differ-
ences in grammatical structures between the lan-
guages, direct substitution of masked chunks with
Arabic texts may produce syntactic and contextual
ambiguities. The division of entities and their clas-
sifications may be affected by these ambiguities. In
translation errors, noise, and inconsistencies in the
dataset could be introduced that might affect model
performance.

7.2 Limited Vocabulary and Language
Nuances

Arabic, which may be difficult for the NER mod-
els to read accurately, is a diverse language with
different dialects and nuances. In the field of
medicine, there are further difficulties to be encoun-
tered with domain-specific jargon and terminology.
The model’s performance may be hindered by the
fact that it does not have an effective ability to deal
with uncommon and distinct domain terms which
could result in erroneous negative findings or mis-
classification.

38



Model AGE CNTC DATE ID LOC NAME PRO GEND Macro Micro
Bi-LSTM (GLoVe CC) 0.9870 0.9799 0.9870 0.8358 0.9413 0.9648 0.9210 0.8863 0.9378 0.9572
Bi-LSTM (AraBERT-base) 0.9727 0.9696 0.9734 0.8450 0.8675 0.8784 0.8071 0.8869 0.9372 0.9505
Bi-LSTM (CamelBERT) 0.9885 0.9666 0.9757 0.8656 0.8975 0.9111 0.8675 0.9096 0.9590 0.9712
BFTC (AraBERT-base) 0.9854 0.9852 0.9901 0.9467 0.9225 0.9425 0.8622 0.9507 0.9600 0.9800
BFTC (CamelBERT) 0.9830 0.9828 0.9899 0.9333 0.9494 0.9624 0.8601 0.9556 0.9700 0.9800

Table 2: F1 scores on the generic entity dataset (CNTC: Contact, LOC: Location, PRO: Profession, GEND: Gender).

Entity 1 2 3 4 5
ZIP 0.9756 0.9580 0.9566 0.9483 0.9510
USER 1.0000 1.0000 1.0000 0.9557 1.0000
STR 0.9856 0.9841 0.9836 0.9186 0.9824
GEND 0.8850 0.8895 0.8918 0.9508 0.9262
PRO 0.9113 0.8284 0.8780 0.8498 0.8676
PH 0.9268 0.9135 0.8918 0.9352 0.9558
PAT 0.8711 0.7786 0.7898 0.8054 0.8134
ORG 0.8283 0.6046 0.7469 0.7376 0.8571
MR 0.9714 0.8571 0.7441 0.9230 1.0000
ID 0.9630 0.9629 0.9629 0.9718 0.9390
HOSP 0.8319 0.8081 0.8766 0.8969 0.9363
EMAIL 0.9782 0.9955 1.0000 1.0000 1.0000
DOC 0.9392 0.8951 0.9199 0.9345 0.9314
DATE 0.9876 0.9775 0.9768 0.9903 0.9922
CNTR 0.9461 0.8650 0.8750 0.9038 0.9362
CITY 0.9756 0.8788 0.8953 0.9400 0.9641
AGE 0.9799 0.9755 0.9879 0.9854 0.9830
Macro 0.9386 0.9178 0.9369 0.9400 0.9100
Micro 0.9434 0.9419 0.9547 0.9800 0.9800

Table 3: F1 scores on the granular entity dataset. Num-
bers in the columns refer to the following models: 1:
Bi-LSTM (GLoVe CC), 2: Bi-LSTM (AraBERT-base),
3: Bi-LSTM (CamelBERT), 4: BFTC (AraBERT-base),
5: BFTC (CamelBERT) (USER: UserName, GEND:
Gender, PRO: Profession, PH: Phone, PAT: PATIENT,
ORG: Organization, MR: Medical Record, HOSP: Hos-
pital, DOC: Doctor, CNTR: Country).

7.3 Privacy and Ethical Considerations

For patients’ privacy and to comply with laws and
regulations, de-identification of medical data is
necessary. However, limitations may exist even
in the case of state-of-the-art de-identification
pipelines. It should be noted that the automated de-
identification process does not guarantee absolute
confidentiality, and manual verification by health-
care professionals may still be needed to ensure the
correct erasure of sensitive information. Careful
consideration has to be given to the ethical conse-
quences of false positives and false negatives in
de-identification.

7.4 Performance Evaluation Metrics

The metrics of precision, recall, and F1 score are
widely applied for evaluating NER model’s per-

formance, but they may lack a full understanding
of the actual world impact of false positives and
false negatives in healthcare contexts. In order
to provide a more comprehensive assessment of
model efficiency, it would be useful to develop
domain-specific evaluation metrics that account for
the criticality of different types of entities in medi-
cal documents.
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Abstract

We present ArTST, a pre-trained Arabic text
and speech transformer for supporting open-
source speech technologies for the Arabic lan-
guage. The model architecture follows the
unified-modal framework, SpeechT5, that was
recently released for English, and is focused on
Modern Standard Arabic (MSA), with plans
to extend the model for dialectal and code-
switched Arabic in future editions. We pre-
trained the model from scratch on MSA speech
and text data, and fine-tuned it for the following
tasks: Automatic Speech Recognition (ASR),
Text-To-Speech synthesis (TTS), and spoken di-
alect identification. In our experiments compar-
ing ArTST with SpeechT5, as well as with pre-
viously reported results in these tasks, ArTST
performs on a par with or exceeding the current
state-of-the-art in all three tasks. Moreover, we
find that our pre-training is conducive for gen-
eralization, which is particularly evident in the
low-resource TTS task. The pre-trained model
as well as the fine-tuned ASR and TTS models
are released for research use.

1 Introduction

Large pre-trained transformer models are currently
at the forefront of speech and text technologies,
with applications in various text and speech recog-
nition and generation tasks (Devlin et al., 2019;
Raffel et al., 2020; Hsu et al., 2021; Baevski et al.,
2020). These models share several aspects: (1) they
are based on the transformer architecture (Vaswani
et al., 2017), which enables efficient training of
larger models and incorporating wider contexts, (2)
they are scaled in terms of model size, which has
been shown to correlate with performance (Alab-
dulmohsin et al., 2022; Hestness et al., 2017), and
(3) they generally use a self-supervised training ob-
jectives, such as next token prediction (Brown et al.,
2020), masked prediction (Devlin et al., 2019; Hsu
et al., 2021), and contrastive loss (Baevski et al.,

∗ These authors contributed equally to this work.

2020), which enable the utilization of large unla-
beled datasets for multiple potential downstream
tasks. Pre-trained self-supervised models like
Wav2Vec2.0 (Baevski et al., 2020), and its multi-
lingual variant (Babu et al., 2022), have mostly
replaced traditional acoustic features like MFCCs
and filter banks in the speech domain. These pre-
trained models implicitly learn robust and gener-
alizable acoustic representations that consistently
improve performance in various supervised down-
stream tasks with acoustic inputs like Automatic
Speech Recognition (ASR). This is achieved by
simply adding a prediction layer and fine-tuning
the model using a suitable loss function, such as
CTC loss (Graves, 2012).

This pre-train-then-finetune framework is flex-
ible for a variety of applications, but most pre-
trained models are uni-modal and therefore are
limited to tasks that share the same input modality.
For instance, acoustic models like Wav2Vec2.0 are
not typically used in text-to-speech synthesis appli-
cations, where the input is text, and the output is
typically in the form of mel spectrograms. For this
reason, self-supervised pre-training has not been as
widely adopted in speech synthesis research. One
exception to this trend is the SpeechT5 model (Ao
et al., 2022), which accepts both text and speech
as input and output using modal-specific networks
in addition to the core encoder-decoder network.
The model is first pre-trained using self-supervised
objectives in both text and speech modalities, and
then fine-tuned on a variety of supervised tasks,
including speech transcription, speech synthesis,
and speech classification. SpeechT5 has been
trained only on English using more than 900 hours
of speech and 400 million sentences of text data.
While the model can technically be fine-tuned for
other languages, our preliminary evaluations of
Arabic fine-tuning show poor performance; the pre-
training seems to have biased the model severely
for recognizing and generating English speech.
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In this paper, we introduce Arabic Text and
Speech Transformer, ArTST1, a project aiming
to push the boundaries for Arabic open-source
speech technology by providing various pre-trained
speech and text transformers. The Arabic language
exhibits significant dialectal variation and code-
switching, which introduce a layer of complexity
for speech recognition and generation tasks. We
believe this can be best addressed via methodi-
cal and focused development of self-supervised
models that target this linguistic landscape rather
than multi-lingual models that may compromise
mono-lingual performance for multi-lingual cov-
erage. The first release, as described in this paper,
is a direct adaptation of the SpeechT5 model, but
pre-trained from scratch using Modern Standard
Arabic data and evaluated on various downstream
tasks. Future versions will include dialectal Arabic,
as well as code-switched speech and text, by ex-
ploring the best architectural modifications for im-
proving coverage without sacrificing performance
for individual variants.

We demonstrate the performance of ArTST in
the following tasks: Automatic Speech Recogni-
tion (ASR), Text-To-Speech synthesis (TTS), and
spoken Dialect Identification (DID). The fine-tuned
models on each task achieved performance on a par
with or exceeding previously reported results on
our test sets, establishing a new state-of-the-art for
open-source models. For ASR, the model addition-
ally outperforms the large pre-trained ASR models,
Whisper (Radford et al., 2023), and MMS (Pratap
et al., 2023), which further demonstrates the ad-
vantage of focusing only on Arabic. Moreover, we
report some interesting findings in TTS fine-tuning,
as the model learns to synthesize speech without
explicit text diacritization in a way that generalizes
to unseen domains, which we believe is a result
of the unsupervised pre-training on large Arabic
speech data. Our main contributions are:

1. Releasing a pre-trained cross-modal trans-
former model capable of handling diverse
speech and text tasks, in addition to fine-tuned
ASR and TTS models for MSA2.

2. Demonstrating state-of-the-art performance
in ASR, TTS, and DID, using standard open-
domain datasets for MSA.

1Pronounced ‘artist’.
2https://github.com/mbzuai-nlp/ArTST

3. Demonstrating unique generalization capabili-
ties, such as speech synthesis without explicit
diacritization.

2 Related Works

To the best of our knowledge, there is no model
pre-trained on Arabic that can perform multiple
downstream speech-related tasks with different in-
put modalities. In the text domain, AraT5 (El-
madany et al., 2022) was implemented as an Arabic
version of the Text-To-Text Transfer Transformer
(T5) model (Raffel et al., 2020), which uses trans-
fer learning with a unified Transformer framework
for several downstream text generation tasks. In
the speech domain, multi-lingual acoustic models,
such as XLSR-R (Babu et al., 2022), Whisper (Rad-
ford et al., 2023), or MMS (Pratap et al., 2023),
include Arabic as one of many languages in super-
vised or self-supervised pre-training, but they can
only handle speech as input modality, and text as
output modality. ArTST is directly inspired from
the SpeechT5 model (Ao et al., 2022), which is a
pre-trained encoder-decoder transformer with addi-
tional modal-specific networks to handle both text
and speech modalities in the input and output. The
model was shown to be versatile as it can achieve
superior performance when fine-tuned for ASR,
TTS, and other speech related tasks. However, the
model was pre-trained only on English data, and
as a result, the internal representations seem to be
heavily biased towards English speech. By fine-
tuning the model for Arabic ASR and TTS, our
experiments indicate that it may be difficult to over-
come this bias without multi-lingual pre-training.

Several studies attempted to measure the effect
multi-lingual pre-training in acoustic models, with
mixed results (Yadav and Sitaram, 2022). Heigold
et al. (2013) compared models pre-trained on En-
glish only with models trained on multi-lingual
data using conventional HMM-DNN models, and
showed empirically that multilingual pre-training
is better than fine-tuning an English model on a
different target language. Huang et al. (2013) fur-
ther shows that multilingual pre-trained features
can generalize to unseen languages. Tong et al.
(2017) shows that multi-lingual ASR training is
worse than monolingual training in the target lan-
guage, but multilingual pre-training followed by
target language fine-tuning is better than monolin-
gual training. Language similarity likely plays a
role in generalization: Ram and Aldarmaki (2022)
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showed that acoustic word embeddings obtained
using Wav2Vec 2.0 features that are pre-trained
on English generalize to languages like French
and German, but don’t generalize as well for Ara-
bic. Furthermore, several studies show that multi-
lingual models generalize better using language
vectors or language adapters (Kannan et al., 2019;
Toshniwal et al., 2018; Shetty and NJ, 2020; Rad-
ford et al., 2023; Pratap et al., 2023), which indi-
cates that some language-specificity in the model
is preferable to crude multi-lingual training. Some
empirical evidence also suggests that performance
of some high-resource languages can potentially de-
grade in multi-lingual settings compared to monol-
lingual pre-training (Watanabe et al., 2017).

The above mentioned studies all focus on acous-
tic models where speech is the input rather than the
output. Text-to-speech synthesis models, on the
other hand, are generally more fragile and highly
depend on the quality and size of training data.
Generally speaking, TTS models require consistent
and clean recordings in order to synthesize natu-
ral and intelligible speech (Kulkarni et al., 2023).
Multi-lingual TTS synthesis is an emerging topic
of research, but these attempts are rare compared to
multi-lingual ASR and cover only a small subset of
languages due to shortage of resources suitable for
speech synthesis (Li et al., 2021; Cho et al., 2022).

3 ArTST

ArTST is a text and speech transformer optimized
for the Arabic language. Based on observations
from previous studies on multilingual and monolin-
gual ASR, TTS, and self-supervised pre-training,
we believe that training a model from scratch with
the Arabic language in mind would improve the
quality of the resulting models. Our strategy is
to start with a monolingual setting, and explore
the optimal settings for Modern Standard Arabic
(MSA) speech processing. In future iterations of
the model, we will explore how best to expand
it to handle various dialects as well as other lan-
guages that are often mixed with Arabic (i.e. En-
glish and French). We believe that an incremental
approach of this kind is more likely to lead to opti-
mal performance. Here, we describe the first stage
of this project, which focuses only on MSA. ArTST
is adapted from the transformer-based SpeechT5
model, which we briefly describe in this section.
For more details, please refer to Ao et al. (2022).

Figure 1: Model architecture.

3.1 Model Architecture
Figure 1 shows the overall architecture of the
model. It consists of a main encoder-decoder
transformer network, similar to the architecture
employed in T5 (Raffel et al., 2020). This net-
work is shared for both speech and text modali-
ties. To account for the differences in pre- and
post-processing, additional modal-specific pre- and
post-nets are used to handle the text and speech
features.

3.2 Pre-training
The model is pre-trained using various self-
supervised objectives to account for both speech
and text modalities in the input and output:

Speech bidirectional masked prediction: Fol-
lowing the framework of HuBERT (Hsu et al.,
2021), discrete frame-level targets are employed
for masked prediction, where random spans of 10
steps from the output of the speech encoder pre-net
are masked across each utterance, and the model is
trained to predict the correct discrete labels via
cross-entropy. The discrete labels are obtained
from a pre-trained HuBERT model (Hsu et al.,
2021), where the hidden representations are clus-
tered into 500 classes using the k-means algorithm.
This training objectives can be a stepping stone
towards learning speech to text transformation as
the model is trained to map continuous speech fea-
tures into discrete units. This objective updates the
speech encoder pre-net as well as the main encoder.
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Speech de-noising auto-encoder: This objective
trains the speech decoder pre-net, decoder, and
speech decoder post-net to reconstruct speech
features in the form of 80-dimensional log mel
filterbanks from the randomly masked utterances
as described above.

Text de-noising auto-encoder: Using unlabeled
text, the text encoder pre-net, encoder-decoder
network, and text decoder pre- and post-nets, are
all optimized using a denoising reconstruction loss.

Cross-modal loss: Vector-quantized embeddings
are used to implicitly align speech and text repre-
sentations through a shared code-book. During
training, 10% of the contextual embeddings
are replaced with the corresponding quantized
embeddings, and the cross-attention in the main
encoder-decoder transformer is calculated based
on this mixed representation. A diversity loss is
used to encourage sharing more codes between the
text and speech inputs.

In ArTST, each of the encoder and decoder com-
ponents are similar in size and configuration to
SpeechT5 (Ao et al., 2022). Speech pre/post-nets
and text pre/post-nets all have the same structure
as in the SpeechT5 model, with the only differ-
ence being in the text tokenizer which we initialize
using the characters in our training sets. We em-
ployed the official HuBERT model3 to generate the
discrete labels for the bidirectional masked predic-
tion objective since a pre-trained Arabic HuBERT
model was not available for our perusal. In future
work, we will explore the potential of improving
this component using a model pre-trained on Ara-
bic speech.

3.3 Fine-Tuning

Task-specific fine-tuning is carried out by employ-
ing the encoder-decoder backbone in addition to
the relevant pre- and post-nets. For example, for
ASR, the speech encoder pre-net, and text decoder
pre- and post-nets are used to handle speech input
and text output. All relevant model parameters are
updated during fine-tuning.

3https://github.com/facebookresearch/fairseq/
blob/main/examples/hubert

4 Training & Fine-Tuning Settings

4.1 Dataset

For training our MSA ArTST model, we utilize
the Multi-Genre Broadcast (MGB2) dataset (Ali
et al., 2016), which is collected from Aljazeera
TV recordings of Arabic speech, mostly in MSA.
This dataset is often used for benchmarking ASR
models for MSA, which enables fair comparison
with previous research. The original dataset con-
tains 1.4K unique speakers with ∼1.2K hours of
transcribed speech data. We excluded overlapping
speech utterances from the set, which are tagged in
the corpus. Furthermore, to avoid high amount of
padding and maintain a balance between compu-
tational efficiency and effectiveness, we excluded
speech samples that exceeded a duration of 40 sec-
onds. The resulting dataset consists of roughtly
1K hours of speech. We also randomly extracted a
200 hr subset of MGB2 for the purpose of perform-
ing preliminary experiments to evaluate SpeechT5
fine-tuning on ASR. Moreover, we extracted a ran-
dom subset from the QASR corpus (Mubarak et al.,
2021), a multi-dialectal broadcast speech corpus
from Aljazeera that includes MSA speech as well
as dialectal Arabic of different varieties. As we
are focusing mainly on MSA in this work, we
do not utilize this dataset for pre-training, but in-
stead utilize it to test the generalization potential
of the model. For TTS fine-tuning, we utilize open-
source Arabic datasets curated for speech synthesis,
namely: The Arabic Speech Corpus (ASC) (Halabi
et al., 2016) and Classical Arabic Text-to-Speech
Corpus (ClArTTS) (Kulkarni et al., 2023)4. We
also utilize these two datasets for evaluating the
ASR models. For all datasets, we use the prede-
fined test/dev splits if applicable. We summarize
all dataset statistics in Table 1.

4.2 Text & Speech Pre-Processing

All punctuation marks were removed with the ex-
ception of @ and %. Additionally, all diacritics were
removed, and Indo-Arabic numerals were replaced
with Arabic numerals to ensure uniformity. The
vocabulary is comprised of individual Arabic al-
phabets, numerals, and select English characters
from the training dataset, in addition to some spe-
cial characters like @ and %. For speech data, we
standardized the sampling rate to be 16 kHz across
all collected datasets.

4www.clartts.com
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Split # of Hours # of Words

MGB2
MGB2-1K (train) 1005.39 6.96M

MGB2-200 (train) 201.32 1.39M

test 9.57 64.38K

QASR
QASR-267 (train) 267.91 2.00M

test 9.57 64.38K

ASC
train 3.81 20.58K

test 0.28 1.40K

ClArTTS
train 11.16 76.27K

test 0.24 1.69K

Table 1: Datasets used in our experiments.

4.3 ArTST Pre-training
We pre-trained ArTST using the MGB2-1K subset.
Since the pre-training is unsupervised, aligned text
and speech data are not required at this stage. For
text pre-training, we employed the cleaned tran-
scriptions from the MGB2 dataset as unlabeled
data. We pre-trained ArTST using Adam optimizer
with a learning rate of 2 × 10−4, spanning 200K
updates, and a warm-up phase of 64K updates. The
maximum speech token length was set at 250K
(equivalent to 15.625 seconds), and the text tokens
were capped at 600 characters. The pre-training
was run on four A100 GPUs for 14 days.

5 Results & Evaluation

5.1 SpeechT5 Finetuning vs. ArTST
We conducted preliminary assessments of the
SpeechT5 model from Ao et al. (2022), which was
pre-trained and fine-tuned on English, to assess
the ability of cross-lingual transfer by directly fine-
tuning the model for Arabic ASR using various
Arabic speech datasets. We experimented with
both the original Arabic script as input, as well as
Buckwalter transliteration (Habash et al., 2007) in-
stead of Arabic script to account for the fact that the
model was pre-trained only on English characters.

For Arabic script, we augmented the original
character tokenizer to incorporate symbols that cor-
respond to Arabic letters and special symbols con-
tained in the fine-tuning set. The original tokenizer
contained approximately 80 symbols; after incor-
porating the Arabic letters and special symbols,
the extended tokenizer vocabulary increased to 130
symbols. Furthermore, we modified the input em-
beddings structure to align with the dimensionality
of the updated tokenizer. The embedding layer re-

Train set / Test set Enc WER ↓ CER ↓

SpeechT5 ASC / ASC
Ar 78.07% 23.54%

Bw 76.92% 22.02%

ArTST ASC / ASC Ar 45.8% 9.88%

SpeechT5 ClArTTS / ClArTTS
Ar 32.31% 6.88%

Bw 24.32% 5.12%

ArTST ClArTTS / ClArTTS Ar 12.51% 3.60%

SpeechT5 MGB2-200 / MGB2
Ar 69.74% 26.47%

Bw 45.09% 17.55%

ArTST MGB2-200 / MGB2 Ar 16.56% 7.68%

SpeechT5 QASR-267 / MGB2
Ar 72.70% 26.27%

Bw 53.19% 19.01%

ArTST QASR-267 / MGB2 Ar 17.27% 9.99%

Table 2: Fine-tuned ASR resutls using English
SpeechT5 vs. ArTST in terms of Word Error Rate
(WER) and Character Error Rate (CER). Character En-
coding (Enc): Arabic (Ar), BuckWalter (Bw).

tains the weights from the earlier-trained SpeechT5
model for its initial 80 components. Meanwhile,
additional elements were initialized randomly. Sim-
ilarly, for Buckwalter transcriptions, we modified
the tokenizer accordingly. Since the transliteration
scheme contains mostly English alphabets in addi-
tion to some special ASCII characters, the extended
vocabulary in this setting was increased to 90 char-
acters. We start with the pre-trained English ASR
from SpeechT55 and fine-tune it on the specified
datasets until training and validation loss diverge.

Table 2 shows the results in terms of Word Error
Rate (WER) and Character Error Rate (CER) in all
different settings. The ArTST ASR model was fine-
tuned using our pre-trained ArTST using the same
tokenizer as the pre-trained model, which contains
Arabic script.

Effect of Input Encoding
We see from these experiments that SpeechT5
fine-tuning is improved using Buckwalter rather
than Arabic script. Since the transcription scheme
mostly results in mapping Arabic letters to similar-
sounding English letters, the learning objective
does not diverge greatly from the original En-
glish model, which results in improved perfor-
mance compared to using Arabic script. In our
analysis, approximately 85% of Arabic characters
were replaced with corresponding English charac-
ters, facilitating the continuation of fine-tuning for
SpeechT5’s ASR, even with limited data.

5huggingface.co/microsoft/speecht5_asr
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Model WER ↓ CER ↓
From (Hussein et al., 2022):
HMM-DNN 15.80% —
E2E, CTC + LM 16.90% —
E2E, Attention + LM 13.40% —
E2E, CTC , Attention + LM 12.50% —

ArTST 13.42% 6.43%
ArTST + LM 12.78% 6.33%

Table 3: Comparing ArTST performance against models
reported in (Hussein et al., 2022), which include best
performing model previously reports on MGB2.

Effect of Pre-Training
We also observe large reductions in error rate us-
ing the same datasets for fine-tuning ArTST. The
difference in performance is evident in all cases,
but it’s particularly large for the ASC and MGB2-
200 subsets. SpeechT5 fine-tuned with Buckwalter
transcriptions on the ClArTTS corpus results in
relatively good performance of 24% WER com-
pared to 12.78% WER for ArTST. For the other
two datasets, the difference is roughly 30% abso-
lute WER in favor of ArTST. This could potentially
be resulting from two factors: ClArTTS is a con-
sistent and clean dataset that was curated for TTS,
compared to MGB2 which is extracted from TV
shows. ASC is also curated for TTS, and there-
fore consists of clean and consistent recordings,
but dataset size could have played a role in the high
WER for ASC, which is much smaller than the
ClArTTS dataset (∼3.8 hrs compared to ∼11.16
hrs). While MGB2 contains orders of magnitude
more data than ClArTTS, the error rates are higher
than ClArTTS for all models, including ArTST,
which is further evidence that dataset quality is
most likely playing a role in these results.

Finally, we also used a subset of QASR for
fine-tuning ASR models as a counterpoint for the
MGB2 datasets because the latter was used in pre-
training and could have biased the results in favor
of ArTST. However, even in this set, we clearly
see that ArTST performs much better than the fine-
tuned SpeechT5, with error rates on a par with the
ones observed for MGB2.

5.2 Benchmarking ArTST for MSA
We fine-tuned ArTST on our MGB2-1K dataset,
and compared the performance against compara-
ble models trained and tested on MGB2. Since
2017, the lowest WER on MGB2 test set was re-
ported in Smit et al. (2017) as 13.2%. Recently,

Hussein et al. (2022) explored the potential of an
end-to-end transformer model compared to conven-
tional ASR systems, and achieved state-of-the-art
performance in the MGB2 test set. The model
was trained on the MGB2 dataset, so it’s compa-
rable to our model in that regard. Furthermore,
they utilize a language model for rescoring using
the MGB2 transcriptions as well as the additional
130M words of text data provided in the MGB2
challenge. Our model consists of the speech pre-
net, encoder, and text pre/post-nets fine-tuned with
CTC loss. We also experiment with LM shallow
fusion using a transformer-based auto-regressive
character language model trained on the same sets.
We used the default LM setting from the Fairseq li-
brary6, and we trained the model for 300K updates
using the Adam optimizer, with 4K warm-up steps,
a learning rate of 0.0005, and 0.1 dropout rate.

The results are shown in Table 3. Our model
without LM fusion achieves 13.42% WER, which
is on a par with the transformer-based end-to-end
model with attention and LM rescoring reported
in Hussein et al. (2022). Furthermore, ArTST out-
performs the architecture most similar to it (E2E,
CTC + LM) by more than 3% absolute WER, with-
out incorporating a language model for inference.
The error rates are further reduced to 12.78% by
incorporating LM fusion, which is comparable to
the best model reported in Hussein et al. (2022);
the latter incorporates both Attention and CTC, as
well as LM rescoring with beam size of 20.

5.3 Comparing ArTST With Multilingual
Models

Recently, a few large multi-lingual pre-trained mod-
els have been released for ASR in multiple lan-
guages, such as Whisper (Radford et al., 2023),
and MMS (Pratap et al., 2023). Both models include
Arabic as one of many languages included in their
supervised pre-training. Training data, model archi-
tectures, training objectives, and model sizes vary
considerably between these models, so they are not
directly comparable, However, the fact that these
models are widely circulated and used necessitates
some kind of performance comparison with our
model.

Table 4 shows the WER/CER of these models in
Arabic ASR using our test sets. We also report the
number of parameters for each model.

6github.com/facebookresearch/fairseq
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Test Set ArTST Whispermedium Whisperlarge MMSmedium MMSlarge

WER CER WER CER WER CER WER CER WER CER

ASC 45.70% 9.73% 48.46% 10.74% 47.73% 10.83% 54.05% 11.71% 57.37% 11.13%
ClArTTS 13.52% 3.90% 20.49% 6.24% 19.25% 6.23% 36.18% 9.17% 31.13% 6.58%
MGB2 13.42% 6.43% 28.69% 11.72% 26.71% 10.78% 45.58% 14.86% 40.33% 13.06%
QASR(1hr) 26.08% 16.65% 36.54% 17.45% 32.32% 15.56% 52.79 % 20.86 % 47.81 % 18.80%

# params 155 M 769 M 1550 M 300 M 965 M

Table 4: ArTST compared with large multi-lingual models: Whisper & MMS on our test sets. ArTST was fine-tuned
for ASR using MGB2-1k train set. Results are shown without LM fusion.

While Whisper performs relatively well com-
pared to MMS, ArTST outperforms both models,
including the large variant of each model, in all test
sets, while having a smaller number of parameters.
For instance, without LM fusion, ArTST achieved
13.5% WER on MGB2 test set, while the large
variants of Whisper and MMS achieved 26.7% and
40.3% WER, respectively.

5.4 Qualitative Analysis of ASR Output

In Table 5, we show some examples of ASR outputs
from ArTST compared with the reference transcrip-
tions. These examples show the drawback of the
raw WER/CER metrics as they don’t account for
potential variations in spelling. In particular, we
observed several cases where English words are
transliterated or misspelled. Furthermore, numeric
expressions, like 80%, are in some cases written
in numeric format, and others spelled out in words.
Furthermore, the large error rates reported for ASC
are in a large part caused by intentional misspelling
in the reference ASC transcriptions, which are in-
tended to facilitate learning of TTS synthesis in
a low-resource setting. In the shown examples,
ArTST output is in fact the correct spelling. We
also show a couple of examples of ArTST, which
is fine-tuned on MGB2, generalizing to dialectal
Arabic utterances from QASR.

5.5 ArTST for TTS Synthesis

We experimented with TTS fine-tuning, compar-
ing ArTST pre-trained model with SpeechT5 TTS7

as a starting point. We fine-tuned each model us-
ing the ClArTTS and the ASC datasets, which
are two open-source datasets curated for Arabic
TTS. For the SpeechT5 model, we used Buckwal-
ter transcriptions for the text, as our experiments
in ASR demonstrated it to be more suitable for
this model. For both models, we fine-tuned the

7huggingface.co/microsoft/speecht5_tts

Examples from MGB2 Test

©J
Òj. ÊË �è @ðA�ÖÏ @ 	áÓ �éËAg hQ¢�� 	à


@ I. m.�'
 YK
Aî�EQK.



B@ hQ¢�� �I	K



@ @ 	X @
 é 	K



@

©J
Òj. ÊË �è @ðA�ÖÏ @ 	áÓ �éËAg hQ¢�� 	à


@ I. m.�'
 apartheid �Ë @ hQ¢�� �I	K



@ @ 	X @
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æ
��Ë 	àðYªÓ Ñë B @ñjj. 	JK
 ÕË 	áK


	YË @ �é
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 	K AÒ�JË @ ú

	̄ ÉK. ÑêÓQº�Kð Ñê 	̄Qå����ð

Zú
æ
��Ë 	àðYªÓ Ñë B @ñjj. 	JK
 ÕË 	áK


	YË @ 80% ú

	̄ ÉK. ÑêÓQº�Kð Ñê 	̄Qå����ð

Examples from ASC Test

¼A�Ð B
 	áÓ �éK
A�̄ñË úÎ« Y«A��� ú
ÍA
�JËAK. ð

¼A� 	à B
 @ 	áÓ �éK
A �®K
ñË @ úÎ« Y«A��� ú
ÍA
�JËAK. ð

	á�
�̄H. A�Ë é
K @Q 	¢ 	� 	¬C 	g úÎ« ½Ë 	Xð
��H. A�Ë@ é
K @Q 	¢ 	� 	¬C 	g úÎ« ½Ë 	Xð

Examples from QASR Test

A 	̄ñ 	k É�KA�®K
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A¿ é 	K



@
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 	àA ��« �é 	J�
 	Jm.Ì'@ ú

	̄ ¼A 	Jë @ðYª�®K
 ð @ñº�Öß
 XBð



B @ð

�èPñ�JËAK. ��Êª�J�K QëA 	¢Ó 	�ªK. @ñÊÒªK
 	àA ��« �é 	J�
 	Jm.Ì'@ ú

	̄ ¼A 	Jë @ðYª�®K
 @ñº�Öß
 XBðÈ @ð

Table 5: Sample ArTST ASR transcriptions (bottom)
vs. reference transcriptions (top). Highlighting differ-
ences or errors. Correct words not present in ArTST or
reference. Correct words in ArTST but not present in
reference.

TTS model without using input diacritics, so no
automatic diacritizer is needed for inference. This
feature diverges from previous works in Arabic
TTS, where efforts are taken to include diacritiza-
tion in the input text. However, since this would
necessitate the use of text-based diacritizers for in-
ference, and as shown in Aldarmaki and Ghannam
(2023), text-based diacritizers have high error rates
when applied to the speech domain. We opted to
train undiacritized TTS instead, and let the model
implicitly learn the correct pronunciation.

The fine-tuning was carried out using the text
encoder pre-net, encoder/decoder backbone, and
speech decoder pre/post-nets. All model param-
eters were updated during fine-tuning. We used
the pre-trained HiFi-GAN vocoder8 to convert the
output of each model to waveform.

8huggingface.co/microsoft/speecht5_hifigan
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Fine-tuning Data MOS ↑

Ground Truth
ASC 4.31

ClArTTS 4.64

English SpeechT5
ASC 1.57

ClArTTS 1.88

ArTST
ASC 2.93

ClArTTS 4.11

ArTST*
ASC 3.44

ClArTTS 4.31

Table 6: Subjective listening tests in terms of Mean
Openion Score (MOS) for models fine-tuned using En-
glish SpeechT5 vs. ArTST, vs. ArTST* (variant of TTS
model pre-trained on MGB-2 data).

TTS Pre-Training

Since both ASC and ClArTTS are relatively small
datasets, we also experimented with TTS pre-
training using ASR data from MGB2. Generally
speaking, ASR data are not suitable for TTS train-
ing due to the high variability is speaking style and
presence of noise. On the other hand, ASR data are
available in abundance, and can potentially help
improve the model’s generalization potential. We
start by fine-tuning the TTS model on MGB2-1K
train set, and then fine-tune it again on the TTS
train sets. We refer to this variant as ArTST*.

TTS Evaluation

We conducted subjective evaluation through listen-
ing tests to assess the naturalness and intelligibility
of the synthesized speech from differnet models in
a single score from 1 to 5 (higher is better). We
selected random utterances from each test set, and
synthesized speech based on the corresponding text
transcription using the variants speechT5, ArTST
and ArTST*. Fifteen native Arabic speakers partic-
ipated in the evaluation. The Mean Openion Score
(MOS) for each model is shown in Table 6. The
audio samples used in the evaluation are available
here 9. As seen from the table, and through the
provided samples, using the pre-trained SpeechT5
model as a basis for fine-tuning leads to very poor
speech synthesis. On the other hand, using the pre-
trained ArTST as a basis for fine-tuning results in
high-quality synthesis. Furthermore, pre-training
the TTS model using MGB2 ASR data further im-
proves the quality of the transcriptions. Moreover,
we observed through listening tests that the model
generalizes to unseen sentences from MSA, where

9https://artstts.wixsite.com/artsttts

Model Dev Test

E2E (softmax) (Shon et al., 2020) 83.00% 82.00%
HuBERT-17 (Sullivan et al., 2023) 92.23% 92.12%
XLS-R-300M-17 (Sullivan et al., 2023) 90.77% 90.20%

ArTST 95.08% 94.18%

MGB-5 Challenge (Ali et al., 2019) Top 2 Systems:
UKent 93.50% 93.10%
DKU [Single best system] 94.70% 93.80%
DKU [Fusion of 4 systems] 97.40% 94.90%

Table 7: Accuracy results for dialect identification on
the ADI17 set.

we synthesized speech from transcriptions obtained
from QASR10. In particular, the model learns to
produce the correct pronunciation in spite of not
being provided with any diacritics.

5.6 Dialect Identification
To fine-tune ArTST for speech classification, we re-
cast the multi-class classification task as a speech
to text generation task. The decoder is then trained
to predict the dialect class at the first time step
(which is equivalent to a regular softmax classi-
fier). We fine-tuned all parameters using the Ara-
bic Dialect Identification for 17 countries (ADI17)
dataset (Shon et al., 2020). We compared our
model to previously reported results in Table 7. As
seen from these results, ArTST outperforms previ-
ous models, including the best single system sub-
mitted to the MGB-5 challenge (Ali et al., 2016),
and is not far behind the top model which fuses
4 different system; it is worth noting that the lat-
ter also incorporates data augmentation to further
improve performance, which we do not explore in
this work.

6 Conclusions & Future Work

We demonstrated the potential of ArTST in speech
recognition, synthesis, and classification, where we
achieved results on a par with or outperforming
previously reported results with relatively straight-
forward fine-tuning. What we have demonstrated
in this paper is only a subset of potential applica-
tions of this framework. As the model can handle
both text and speech modalities, it can potentially
be applied for text-to-text and speech-to-speech
applications, in addition to text classification and
generation tasks. We will explore these avenues
of application in future work. In this initial work,
we focused on MSA as the main variant of Arabic

10Samples are available in the same website.
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for pre-training. We explored the potential of the
model to generalize to dialectal Arabic using small
test sets that include dialectal Arabic, as well as
the dialect identification task. Future edition will
focus on expanding the coverage of the pre-trained
model to include various dialects, and potentially
code-switched speech, without sacrificing perfor-
mance on MSA. As demonstrated in this paper, our
model outperforms larger multi-lingual models like
Whisper and MMS, which we believe is a result of
focusing on the Arabic language as a basis of our
model from its inception. While multi-linguality
may be desirable for some applications, and could
be beneficial for low-resource languages, mono-
lingual models have a greater potential for high-
resource languages, and the Arabic language cur-
rently boasts large volumes of open-source datasets
that can be utilized to develop high-quality models
across various tasks.

7 Limitations

As this is a large on-going project comprising sev-
eral tasks and potential variations in pre-training,
there are several limitations that can be acknowl-
edged here. First, the model’s pre-training con-
sists of mainly MSA speech from a single dataset
(MGB2). While this dataset is large and compa-
rable to the pre-training conditions in SpeechT5,
there are other datasets that could be incorporated
to potentially improve performance. Furthermore,
we did not focus on dialectal Arabic in this edi-
tion, and only alluded to potential generalization
to dialects through some experiments on ASR and
dialect identification. Given small amount of code-
switching in the MGB2 set, the model does have
limited code-switching recognition, but it can be
improved by intentionally using code-switching
dataset for pre-training and fine-tuning. One more
limitation is the use of pre-trained HuBERT for
generating intermediate discrete labels in the pre-
training stage. While our model demonstrably
achieves excellent results in all tested tasks in spite
of that, we did not explore the possibility of op-
timizing HuBERT for Arabic, mainly due to the
additional computational load for training another
large model. Finally, we did not probe the internal
representations of the model to explore potential
architectural improvements. Further analysis of
these representations, and a thorough analysis of
the dialect identification model could shed light on
the properties of these representations.
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Abstract

Despite the purported multilingual proficiency
of instruction-finetuned large language models
(LLMs) such as ChatGPT and Bard, the linguistic
inclusivity of these models remains insufficiently
explored. Considering this constraint, we present a
thorough assessment of Bard and ChatGPT (encom-
passing both GPT-3.5 and GPT-4) regarding their
machine translation proficiencies across ten vari-
eties of Arabic. Our evaluation covers diverse Ara-
bic varieties such as Classical Arabic (CA), Modern
Standard Arabic (MSA), and several country-level
dialectal variants. Our analysis indicates that LLMs
may encounter challenges with dialects for which
minimal public datasets exist, but on average are
better translators of dialects than existing commer-
cial systems. On CA and MSA, instruction-tuned
LLMs, however, trail behind commercial systems
such as Google Translate. Finally, we undertake
a human-centric study to scrutinize the efficacy
of the relatively recent model, Bard, in following
human instructions during translation tasks. Our
analysis reveals a circumscribed capability of Bard
in aligning with human instructions in translation
contexts. Collectively, our findings underscore that
prevailing LLMs remain far from inclusive, with
only limited ability to cater for the linguistic and
cultural intricacies of diverse communities.

1 Introduction

Large language models (LLMs) finetuned to follow
instructions (Wei et al., 2021; Wang et al., 2022;
Ouyang et al., 2022) have recently emerged as pow-
erful systems for handling a wide range of NLP
tasks. In accordance with the scaling law (i.e., pre-
training larger models will continue to result in
better performance) (Kaplan et al., 2020), a num-
ber of LLMs such as GPT-3 (Brown et al., 2020),
Chinchilla (Hoffmann et al., 2022), Claude (An-

⋆Equal contribution

Zero-shot
Few-shot

Arabic varieties LLMs/MT models MT evaluation

MSA CA

Figure 1: Experimental setup for our evaluation. We
evaluate multiple language models on different Arabic
varieties.

thropic, 2023), ChatGPT1 (OpenAI, 2022), GPT-
4 (OpenAI, 2023), and Bard (Google, 2023) have
been introduced. Most of these models, however,
are ‘closed’. That is, little-to-no information about
them is known. This includes details about model
architectures, pretraining data, languages involved,
and training configurations. LLMs are also expen-
sive both to pretrain and deploy. To alleviate these
concerns, ‘open’ LLMs such as BLOOM (Scao
et al., 2022), LLaMA-1 (Touvron et al., 2023a),
Falcon (Almazrouei et al., 2023), and LLaMA-
2 (Touvron et al., 2023b) were introduced. These
more open models can facilitate research and (non-)
commercial deployment.

In spite of drawbacks such as their closed nature,
computational costs (Dasgupta et al., 2023), and
biases they exhibit (Ferrara, 2023), closed LLMs
remain attractive primarily due to their remark-
able performance (Bang et al., 2023a; Laskar et al.,
2023a). It is thus important to fully understand the
full capabilities of these closed models. Although
there has been a recent flurry of works attempting
to evaluate ability of LLMs to carry out NLP tasks,
many of these models remain opaque. This is espe-
cially the case when it comes to understanding how
LLMs fare on different varieties and dialects of
several popular languages and on vital tasks such
as machine translation (MT). For example, the ex-
tent to which LLMs can handle MT from Arabic
varieties into other languages is unknown.

1In this work, we refer gpt-3.5-turbo as ChatGPT.
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Another challenge is how more recent models
such as Google’s Bard are yet to be evaluated and
understood. Bard was released in 41 different lan-
guages, which makes it a particularly attractive tar-
get for MT evaluation. This is also the case given
Google’s strong history of investment in MT (Wu
et al., 2016a). In this work, we offer a thorough
evaluation of LLMs on MT from major Arabic
varieties into English (Figure 1). Namely, we eval-
uate ChatGPT, GPT-4, and Bard on MT of ten
Arabic varieties into English. Since there are usu-
ally concerns about downstream evaluation data
leaking into LLM pretraining, which involves data
collected from the web, we benchmark the models
on new test sets that we manually prepare for this
work. Our evaluation targets diverse varieties of
Arabic. Namely, we evaluate on Classical Arabic
(CA), Modern Standard Arabic (MSA), and several
country-level Arabic dialects such as Algerian and
Egyptian Arabic (Section 3).

Bard provides three different drafts for each text
input we ask it to translate. Contents of the three
drafts are diverse, providing us with excellent con-
texts to analyze the degree to which the model
adheres to our prompts. We leverage these contexts
to carry out a human evaluation study investigating
the helpfulness of the model, allowing us to reveal
a number of Bard’s limitations. We carefully ana-
lyze these limitations against the different Arabic
varieties we target, thus affording even better un-
derstanding of the model’s ability to translate from
Arabic.

Overall, our work offers the following contribu-
tions:

(i) We offer a detailed MT evaluation of instruc-
tion finetuned LLMs on ten diverse varieties
of Arabic.

(ii) To the best of our knowledge, our work is the
first to assess performance of Bard on NLP
tasks in any language, and on Arabic MT in
particular.

(iii) We introduce a new manually created multi-
Arabic dataset for MT evaluation that has
never been exposed to any existing LLM.

(iv) We extensively evaluate Bard through a hu-
man study to analyze its behavior in terms of
helpfulness. We examine how well the model
follows human instructions when tasked with
translating across ten different Arabic vari-
eties.

The rest of the paper is organized as follows: In
Section 2, we review previous research evaluating
LLMs on NLP tasks in general and MT in particu-
lar. In Section 3, we introduce our newly developed
multi-Arabic MT dataset. In Section 4, we describe
our evaluation methods. In Section 5, we present
our results and the main findings obtained from
comparing ChatGPT and Bard to various commer-
cial MT products. In Section 6, we present our
human study analyzing Bard’s helpfulness, par-
ticularly in terms of its ability to follow human
instructions in MT. We conclude in Section 7.

2 Related Work

Evaluation of ChatGPT and Other LLMs. A
growing body of literature has focused on eval-
uating ChatGPT and other LLMs on NLP tasks.
Laskar et al. (2023a) find ChatGPT effective on
many tasks. Other works find it either on par
with supervised models (Ziems et al., 2023) or
in some cases (e.g., sequence tagging) falling be-
hind these models (Qin et al., 2023). Both Jiao
et al. (2023) and Ogundare and Araya (2023) find
that GPT-4 is competitive with commercial sys-
tems for high-resource languages but lags behind
for low-resource languages. Bang et al. (2023b)
find a similar pattern for ChatGPT. Guerreiro et al.
(2023) find complex translation scenarios, such as
in the low-resource setting, to be prone to hallucina-
tion. Peng et al. (2023) demonstrate that ChatGPT
can surpass Google Translate on many translation
pairs, but Zhu et al. (2023) show it is outperformed
by NLLB (NLLB et al., 2022) on at least 83%
of the English-centric pairs they study. Wang et al.
(2023); Karpinska and Iyyer (2023), however, show
that ChatGPT can match the performance of fully
supervised models for document-level translation.

Peng et al. (2023) find that adding task and
domain-specific information in the prompt can im-
prove the robustness of the MT system, which cor-
roborates the findings by Gao et al. (2023). Huang
et al. (2023) propose a prompting technique called
cross-lingual-thought prompting (XLT) to improve
cross-lingual performance for a wide range of tasks,
including MT. Similarly, Lu et al. (2023b) asks
ChatGPT to correct its own mistakes as a way
to improve the model’s translation quality. Lu
et al. (2023a) propose Chain-of-Dictionary (CoD)
prompting to solve rare word translation issues.
Prompting with CoD improves the performance of
ChatGPT for both X-En and En-X language direc-
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tions.
Evaluation of ChatGPT on Arabic. Khondaker
et al. (2023) evaluate ChatGPT and other contem-
porary LLMs such as BloomZ (Muennighoff et al.,
2022) in few-shot settings (0, 1, 3, 5, and 10) on
four X-Arabic and two code-mixed Arabic-X lan-
guage sets. They show that providing in-context
examples to ChatGPT achieves comparable results
to a supervised baseline. Alyafeai et al. (2023) eval-
uate ChatGPT and GPT-4 on 4, 000 Arabic-English
sentence pairs from Ziemski et al. (2016) and find
a supervised SoTA model to outperform ChatGPT
and GPT-4 by a significant margin. These works,
however, only consider a limited number of Ara-
bic varieties. They also do not conduct a thorough
analysis of the LLMs for MT. Additionally, none of
the works evaluate Bard. Our work bridges these
gaps by performing a comprehensive evaluation
of these systems on a wide range of Arabic vari-
eties. We also conduct our study on novel in-house
data that we guarantee no leakage for (i.e., our
data cannot have been seen by ChatGPT, GPT-4, or
Bard since we create the data for this work). Other
works have focused on evaluating smaller-sized
Arabic language models (Abu Farha and Magdy,
2021; Inoue et al., 2021; Alammary, 2022), includ-
ing on recent benchmarks (Nagoudi et al., 2023;
Elmadany et al., 2023).
Arabic MT. There are several works on Arabic
MT itself, including rule-based (Bakr et al., 2008;
Mohamed et al., 2012; Salloum and Habash, 2013),
statistical (Habash and Hu, 2009; Salloum and
Habash, 2011; Ghoneim and Diab, 2013), and neu-
ral (Junczys-Dowmunt et al., 2016; Almahairi et al.,
2016; Durrani et al., 2017; Alrajeh, 2018). While
these systems focus on MSA, others target Ara-
bic dialects (Zbib et al., 2012; Sajjad et al., 2013;
Salloum et al., 2014; Guellil et al., 2017; Baniata
et al., 2018; Sajjad et al., 2020; Farhan et al., 2020;
Nagoudi et al., 2021, 2022a). We provide a more
detailed review of related literature in Appendix A,
with a summary in Table 7.

3 Coverage and Datasets

3.1 Arabic Varieties

Our goal is to provide a comprehensive evaluation
of MT on ChatGPT, GPT-4, and Google Bard, fo-
cusing on their performance across ten different
varieties of Arabic. These can vary across time
(i.e., old vs. modern day) and space (e.g., country-
level geography) as well as their sociopragmatic

Variety Example with English Translation

. 	¬ñ	mÌ'@ 	áÓ �HñÒ	Jë 	á�
J. 	j���Ó ð 	áK
P@YÓ A 	JÊ 	� 	̄ ñË A 	JkAÓ
EGY

And if we keep hiding, we’re going to die out of fear

JOR
ø
 ñK. @ É

	��. 	àA¿ AÒêÓ éJ
 	̄ 	­ 	j�J�@ 	áºÖß
 B ð éJ
 	̄ 	­ 	j�J�Ó ��Ó A 	K


@

I do not and cannot underestimate him; he is still my father, no matter what.

. Ð @Y�®Ë@ CË@ ½ËA 	g éJ
 	̄ ú
ÎJ
»Q
	K @ �I�
�KAÓ ñ�JÊ 	gX@ ÉÓA¿ ú
æ

�� 	à
�
@ 	¬ñ ��

MAU
Look, whenever I’m in, I never take a step back; I only go forward.

YEM
. ú
k. PA

	g ø

	X ð ú
Î

	g@X ø

	X ���� 	®�JK. ,H. AJ. Ë @ ú


	̄ , ���
�J 	®�K �é¢ 	® 	K ú
Í
�H 	Q»P

I set up a checkpoint at the door to screen anyone who comes in or out.

Table 1: Example sentences from some of the Arabic
varieties in our new translation evaluation dataset. See
Appendix Table 16 for remaining varieties.

Prompt Template BLEU

ENG
Translate the following Modern Standard Arabic (MSA)

sentence into English
48.48

MSA �éK
 	Q�
Êm.�
	'B
 @

�é 	ªÊË @ ú
Í@
�éJ
ËA�JË @ �éK
Qå�ªË@ új� 	®Ë@ �éJ
K. QªË@ �éÊÒm.Ì'@ Ñk. Q�K 47.92

ENG
(elaborate)

I want you to act as an expert translator. You will translate

Modern Standard Arabic (MSA) sentences into English.

I will give you a Modern Standard Arabic (MSA) input,

and you will translate it into English and keep the same

semantic meaning. Please translate this Modern

Standard Arabic (MSA) text into English

46.17

Table 2: Performance of ChatGPT on the
MSA→English translation task. Our concise English
prompt outperforms other prompts in BLEU score.

functions (e.g., standard use in government com-
munication vs. everyday street language). Before
introducing our dataset, we provide a brief back-
ground about Arabic and its varieties. Arabic, the
collection of languages spoken by approximately
450 million people across the Arab world, encom-
passes a broad spectrum of varieties. Classical Ara-
bic (CA) is known as Quranic Arabic, the language
of the Quran (Rabin, 1955), and has emerged from
the medieval dialects of the Arab tribes. It was spo-
ken early in Mecca around 1, 500 years ago in the
sixth or seventh century AD. CA is considered the
most eloquent form of Arabic and is preserved no-
tably in the Holy Quran and pre-Islamic epic poems
(Versteegh, 2014). It is often described as exhibit-
ing archaic words, figurative speech, and rhyming
sentences that are no longer (or less frequently)
used in MSA and dialectal Arabic varieties. Mod-
ern Standard Arabic (MSA) (Holes, 2004), on the
contrary, is deeply rooted in CA that has been light-
ened to a great extent to encompass the modern
uses in Modern literature, poetry and official state-
ments. MSA additionally serves as the standard-
ized language for formal events, news broadcasts,
sermons, and formal communication. We now ex-
plain how we acquire our dataset for each Arabic
variety.
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3.2 Datasets

CA. We manually curate 200 sentences from the
Open Islamic Texts Initiative (OpenITI) (Nigst
et al., 2020) dataset, namely from the latest 2022.16
version. It includes a collection of premodern Ara-
bic works featuring a comprehensive library of
10, 342 books. The sentences were chosen based
on a set of specified criteria: Initially, we iden-
tify books originating from the first and second-
century Anno Hegirae (in the year of the Hijra),
excluding those written after this period. Then we
compile a collection of 15 distinctive books, includ-
ing notable works like Abdullah Ibn AlMuqfaa’s
“Al-Adab Al-Kabir” and “Al-Adab Al-Saghir”, Mo-
hamed Idis Al-Shafi’s “Al-Umm”, “Al-Risala”, and
“Al-Adab Wal-Muraa”, among others. We subse-
quently extract sentences of a minimum of ten
words. We provide the list of the 15 books we
sample from in Appendix B (Table 9).
MSA. We collect a total of 200 sentences from cur-
rent event news picked from two online news web-
sites: Aljazeera2 and BBC Arabic3. The curated
sentences showcase various news genres, including
political, social, and sports.
Various Dialects. We manually select a dataset of
dialectal Arabic from an in-house project where
we transcribe TV series collected from YouTube
videos belonging to Arabic dialects. Again, we
use 200 sentences from each dialect, resulting in a
total of 1, 600 sentences across eight dialects, each
transcribed and translated by their respective na-
tive speakers. The dialects belong to North African
countries such as Algeria, Morocco, and Maurita-
nia; Gulf area dialects, namely Emirati; Levantine
Arabic (focusing on Palestinian and Jordanian);
and Egyptian Arabic.
For all varieties, we collect sentences that are at
least ten words long. We present one sample from
some of the dataset in Table 1. Statistics of the
datasets across the Arabic varieties is presented in
Appendix B (Table 8).

4 Methodology

4.1 Prompt Design

The term prompt refers to the set of instructions
used to program an LLM with a goal to steer and
enhance its purpose and capabilities (White et al.,
2023). Prompts can influence subsequent interac-

2https://aljazeera.net/news
3https://bbc.com/arabic

tions with the model as well as its generated out-
puts. Therefore, it is important to clearly identify
the right prompts to obtain the desired outcome for
a particular task. To determine the right prompt for
our translation task, we set up a pilot experiment
that we now describe.
Pilot experiment. In our pilot experiment, we
investigate three prompt candidates. To limit the
search space, we perform this experiment only with
ChatGPT. We experiment with both Arabic and
English prompts to concisely instruct ChatGPT to
translate from an Arabic variety into English, again
restricting our search space to MSA as a variety that
is known to overlap with other varieties at all lin-
guistic levels (Abdul-Mageed et al., 2020; Habash,
2022). We also experiment with an elaborate En-
glish prompt that clearly defines the role and the
objective of ChatGPT before asking the model to
carry out the translation task. We then evaluate the
performance of ChatGPT on 100 MSA→English
samples. We present the prompt templates and the
corresponding performance we acquire in Table 2.
Evaluation. As evident, the concise English
prompt outperforms the other two prompts, in-
cluding the Arabic counterpart (by 1∼2 BLEU
scores). This result substantiates findings in prior
works (Khondaker et al., 2023; Lai et al., 2023)
regarding the superiority of English prompts on
ChatGPT over non-English prompts. Therefore, in
the rest of the paper we employ the concise and
direct English prompt to conduct our experiments.

4.2 N-Shot Experiments

We run ChatGPT MT generation under 0-shot, 1-
shot, 3-shot, and 5-shot settings. For a particu-
lar translation task, we always select the samples
for these in-context learning experiments from the
same set of training examples. This means that for
a k-shot setting, we make sure that if a training
sample is selected then it will also be selected for
n-shot settings where n > k. We generate trans-
lation with ChatGPT (gpt-3.5-turbo4, an opti-
mized version of GPT-3.5 series) by setting the
temperature to 0.0 to ensure deterministic and re-
producible results. In addition, we restrict the max-
imum token length to 512 for all the generation
tasks. For GPT-4, we use the web interface for MT
generation under 0-shot and 5-shot settings. For
Bard5, we use the web interface but opt out of gen-

4Snapshot of gpt-3.5-turbo from June 13th 2023.
5Update from - 2023.07.13
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erating any few-shot response because it lacks an
API and its outputs can be problematic requiring
intensive manual preprocessing (Section 6).

4.3 Evaluation and Baselines

Evaluation metrics. Different evaluation metrics
are usually employed to automatically evaluate MT
systems. These metrics are often based on word
overlap and/or context similarity between refer-
ences and model outputs. In our work, we em-
ploy both types of metrics to evaluate the quality
of various translation systems that we consider in
our study. Namely, we use BLEU (Papineni et al.,
2002), COMET (Rei et al., 2020a), ChrF (Popović,
2015), ChrF++, and TER (Snover et al., 2006). We
provide a detailed description of each metric in
Appendix 4.1.
Baselines. We compare instruction-tuned LLMs to
a number of MT systems, including both commer-
cial services (Amazon, Google, and Microsoft) as
well as the supervised NLLB-200 system (NLLB
et al., 2022)6. We provide more details about each
of these systems in Appendix 4.2.

5 Results and Discussion

We evaluate all models on X-English translation di-
rection where X is an Arabic variety (MSA and
CA). As mentioned earlier, we evaluate LLMs
(ChatGPT, GPT-4, and Bard) in n-shot settings.
We report BLEU, COMET, and ChrF++ in Table
3. We report additional metrics in Appendix C. We
summarize our main findings here.
Is GPT-4 better than ChatGPT? In most cases,
yes. GPT-4 consistently outperforms ChatGPT on
many dialects and varieties. However, for JOR
and UAE, ChatGPT 0-shot performs better than
0-shot GPT-4. Overall, on average, GPT-4 0-
shot outperforms ChatGPT 0-shot by 1 ∼ 3 points
on all metrics. Additionally, GPT4 in 0-shot set-
ting is on par with ChatGPT in the 5-shot setting.
When comparing ChatGPT with GPT-4 under 5-
shot setting, we observe that ChatGPT substantially
closes the performance gap, even outperforming
GPT-4 in 6 out of 10 varieties in terms of BLEU
score. Although GPT-4 marginally outperforms
ChatGPT on average BLEU score, this result shows
that by providing few-shot examples, it is possible
for ChatGPT to achieve comparable performance
to GPT-4 on Arabic MT.

6For NLLB-200, we use the distilled 1.3B

Is ChatGPT/GPT4 better than Bard? In most
cases, yes. For fairness, we compare Bard, Chat-
GPT, and GPT-4 only under the 0-shot condition.
In the majority of the varieties, either ChatGPT
or GPT-4 outperforms the best Bard draft (i.e.,
Draft 1). Our results show that Bard is better
than both of these models in only three cases (i.e.,
CA, EGY and JOR). Overall, GPT-4 ranks best
(BLEU score at 23.12), followed by ChatGPT
(21.77 BLEU points), which in turn is followed
by Bard (20.47 BLEU points).

Is ChatGPT/GPT4 better than commercial
systems? Yes, but only on dialects. We evaluate
three commercial translation systems, namely,
Amazon, Microsoft, and Google Translate. Among
commercial systems, we find Google Translate
to outperform other commercial systems across
all varieties except YEM. The average score
for Google Translate is 22.29/64.89/43.11
(BLEU/COMET/ChrF++) compared to
18.80/63.68/41.55 and 17.77/62.85/39.76
for Microsoft and Amazon systems, respectively.

From our evaluation results in Table 3, we ob-
serve that commercial systems are better at trans-
lating CA and MSA but fail to produce high-
quality translations when it comes to dialectal
Arabic. ChatGPT and GPT-4 in 0-shot and few-
shot settings are on par or better than the best-
performing commercial system (i.e., Google Trans-
late) for all Arabic dialects except JOR. The aver-
age BLEU score of ChatGPT and GPT-4 in few-
shot setting is 23.62 (5-shot) and 13.64 (5-shot),
respectively, compared to 2.29 for Google Trans-
late. However, we notice that Google Translate
outperforms ChatGPT and GPT-4 on MSA by a
significant margin (while it stays behind on other
dialects). Hence, we conclude that ChatGPT and
GPT-4 are better translators of Arabic dialects than
the commercial Google Translate system. We find
similar patterns in other metrics.

Is ChatGPT/GPT-4 better than the supervised
baseline? Yes, it is. We evaluate NLLB (NLLB
et al., 2022) as the supervised baseline, finding
both ChatGPT and GPT-4 able to outperform
this baseline in the 0-shot setting. The average
BLEU score for NLLB is 12.97 compared to 21.77
and 23.12 of ChatGPT and GPT-4 under 0-shot
settings, respectively. Similar to the commercial
systems, the supervised baseline (NLLB) does well
on MSA and is on par with ChatGPT and GPT-4.
However, both ChatGPT and GPT-4 outperform it
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ChatGPT GPT-4 BardMet Var/M
0-shot 1-shot 3-shot 5-shot 0-shot 5-shot D1 D2 D2 Avg

NLLB
(SB)

NLLB
(Dia)

Amazon MST GT
B

L
E

U

CA 11.27 12.02 12.22 12.52 11.79 11.36 12.32 10.43 12.39 11.71 7.32 - 11.35 11.96 14.30
MSA 42.85 44.11 44.29 44.81 43.18 43.66 37.23 33.23 36.18 35.55 41.34 - 46.76 47.36 66.01
ALG 14.48 16.41 17.16 17.31 18.37 17.83 15.24 11.67 12.58 13.16 7.27 - 10.08 11.67 11.93
EGY 19.96 21.00 21.38 21.74 21.15 21.49 21.33 19.39 20.91 20.54 11.12 13.87 14.95 16.64 18.09
JOR 25.74 26.75 27.63 26.82 24.57 25.26 26.93 23.48 25.09 25.17 13.07 18.5 21.56 21.71 29.35
MAU 8.52 8.96 9.27 9.05 9.19 9.87 6.11 4.25 2.37 4.24 3.48 - 7.21 6.89 7.67
MOR 27.15 28.19 28.86 29.80 32.90 33.32 31.59 30.84 31.25 31.23 10.45 19.47 12.76 14.25 16.94
PAL 29.47 29.37 31.62 31.56 31.97 30.48 22.57 20.59 24.25 22.47 14.98 12.56 21.75 24.23 25.78
UAE 24.20 24.61 24.55 26.17 23.86 26.91 21.93 19.61 21.29 20.94 11.27 - 16.85 19.05 19.56
YEM 14.03 15.13 16.24 16.44 14.27 16.22 9.46 6.38 5.33 7.06 9.41 12.56 14.41 14.23 13.25
Avg 21.77 22.66 23.32 23.62 23.12 23.64 20.47 17.99 19.16 19.21 12.97 15.39 17.77 18.80 22.29

C
O

M
E

T

CA 70.11 70.08 70.01 70.24 71.47 70.95 68.29 67.04 68.65 67.99 58.87 - 63.03 63.16 66.37
MSA 85.87 86.14 86.22 86.24 86.32 86.22 80.21 80.00 80.44 80.22 84.76 - 86.15 85.70 87.23
ALG 62.69 63.77 63.98 63.85 65.06 65.52 60.90 55.62 59.72 58.75 49.88 - 54.55 56.48 55.33
EGY 72.41 73.15 74.20 73.96 74.14 74.91 71.50 68.20 71.30 70.33 61.15 63.81 64.24 65.59 68.41
JOR 74.46 75.20 75.52 75.27 76.37 76.50 74.19 70.65 72.65 72.50 60.25 65.05 67.33 70.46 71.83
MAU 58.37 58.99 60.35 60.66 59.24 62.13 52.53 46.38 50.41 49.77 48.50 - 52.37 51.45 51.58
MOR 69.36 69.64 70.58 70.73 73.94 73.95 72.12 70.60 71.82 71.51 53.23 62.74 54.50 51.89 56.55
PAL 74.59 74.94 75.40 75.51 76.62 76.19 69.37 67.78 69.94 69.03 60.57 59.04 65.80 68.54 68.69
UAE 69.64 69.62 69.80 70.80 72.93 72.38 66.71 63.08 66.12 65.30 54.57 - 59.40 61.74 61.57
YEM 64.48 65.41 66.09 65.88 62.47 68.77 58.34 55.35 56.89 56.86 57.01 59.04 61.09 61.75 61.32
Avg 70.20 70.69 71.22 71.31 71.86 72.75 67.42 64.47 66.79 66.23 58.88 61.94 62.85 63.68 64.89

Table 3: Results in BLEU, and COMET scores. Higher is better unless otherwise specified by ↓. Average repre-
sents the mean across all varieties. Three drafts (D1, D2, D3) from Bard are reported individually and averaged.
NLLB is our MSA-based supervised baseline; NLLB (Dia) is dialect-specific. Abbreviations: SB - supervised
baseline, Dia - dialect, Var - varieties, M - model, MST - Microsoft Translation, GT - Google Translate. Best
results are in bold.

on dialectal translation by a significant margin.

Is NLLB with dialects as source better than
vanilla NLLB? Yes, it mostly is when the dialects
match. Our supervised baseline, NLLB, takes the
dialects of the source into consideration. For exam-
ple, both JOR and PAL dialects in NLLB can be de-
fined as South Levantine, i.e., (JOR, PAL)→South
Levantine. In addition, source dialects like EGY
and MOR can be defined in their actual forms,
while YEM can be defined as Taizzi. The column
NLLB (Dia) in Table 3 provides BLEU score where
the NLLB model treats the input as a particular di-
alect. We find that when the actual dialect matches
the appropriate mapping with this NLLB source
dialect, we acquire performance. One exception is
the case of PAL, where NLLB does poorly com-
pared to MSA.
Is Bard a good instruction following model? Not
always. We evaluate Bard for our translation using
the web interface7. We find that Bard can fail to fol-
low the instructions we prompt it with. We further
discuss and describe this in Section 6. Bard often
provides the main translation output within double

7https://bard.google.com/

quotes (""), which we extract semi-automatically.8

Additionally, Bard provides three different drafts.
We report results for each draft independently, as
well as the average of all three drafts in our results.

Are instruction following models better at di-
alect translation? In most cases? Yes. In order
to clearly see performance on dialects, we exclude
CA and MSA results and report the average per-
formance of the models on the various dialects as
reported in Table 4. We observe that GPT-4 at its
5-shot setting is the best model on dialects. Al-
though commercial systems fare well on CA and
MSA, their performance degrades on dialects. For
example, the gap between the best performing com-
mercial system (Google Translate) and the best
instruction-tuned model (GPT-4 5-shot) across the
various dialects races to 4.85 from 1.35 in terms
of average BLEU score.

Do diacritics affect translation? Yes, in most
cases they do. Although in most real-world use,
native speakers do not usually employ diacritics,

8In order to keep sufficient information to study model
behavior, we collect and save all output from Bard (in-
cluding explanations of translations). Even when we try to
prompt Bard to restrict its output to target translation, it did
not follow our instructions.
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Metric
CGPT

0-shot

CGPT

5-shot

GPT-4

0-shot

GPT-4

5-shot
Bard NLLB GT

BLEU 20.44 22.36 22.03 22.67 19.40 10.13 17.82

COMET 68.25 69.58 70.10 71.29 65.71 55.65 61.91

ChrF++ 43.71 44.70 44.98 45.44 36.23 28.64 39.33

TER↓ 77.08 72.23 74.07 71.51 83.62 101.38 79.38

Table 4: Average scores across eight dialects, exclud-
ing MSA and CA. Higher is better unless specified by
↓. Best results are in bold.

some Arabic texts (especially those written in CA)
do make use of diacritic markers. We were inquisi-
tive about the effect of diacritics on the translation
task across the different systems and so carry out
a limited study of any such effect. To this end,
we collect and manually translate 50 new CA sen-
tences that are fully diacritized. The sentences
conform to the identical selection criteria as those
utilized within the study, specifically with regard
to their length and as they originate from the first
and second centuries AH books. We make a copy
of this set and remove diacritics, and then indepen-
dently feed both the diacritized and undiacritized
versions to all the systems that we evaluate in this
work. As shown in Table 5, we find most systems
to work better when we remove diacritics. How-
ever, we also observe that some systems provide
the same output regardless of whether the input
is diacritized or not. This prompts us to conduct
a quick analysis on a list of 20 word pairs of het-
erophonic homographs, i.e., words with the same
spelling that change meaning and pronunciation
according to the diacritics. We provide this list in
Appendix 12 (Table 14). An example of such a
pair is �I.

��J
�
» – he wrote and �I.

��J
�
» – books. For this

analysis, we perform single word translation by all
the systems to ensure that the intended meaning
cannot be retrieved from context, but rather solely
based on changes in the diacritics. We find that
Google Translate and Microsoft Translation pro-
vide the same meaning for both words of each pair,
while the rest of the systems show different outputs
when diacritics change.

Robustness. We also run a series of bootstrapping
experiments that confirm the robustness of the re-
sults we acquire from the different models. We
describe these experiments in Appendix 3.2.

Met Mo/Var CGPT GPT-4 Bard NLLB Amazon MST GT
D1 Avg

BLEU CA 23.57 23.81 22.94 23.01 16.13 17.50 20.13 26.61
CA* 23.46 24.45 25.39 24.25 13.61 18.66 20.13 24.92

COMET CA 74.38 75.07 73.23 73.27 64.06 63.98 65.39 72.04
CA* 75.75 76.71 76.01 75.56 61.82 66.01 66.60 73.76

Table 5: Effect of diacritics on translation. CA* is
without diacritics. Other metrics and bootstrapped re-
sults are reported in Appendix 3.3 (Tables 12 and 13).

wrong_lang no_translation degeneration content_filtering

Figure 2: Distribution of Bard helpfulness errors when
it fails to follow our prompts.

6 Human Analysis of Bard Helpfulness

Our experience working with Bard reveals that
the model does not always follow human instruc-
tions. For this reason, we decided to carry out
a human study to assess Bard’s helpfulness. We
define helpfulness here simply as the model’s abil-
ity to follow human instructions. For each variety
of Arabic, we task two native speakers of Arabic
with familiarity with the dialects to assign one tags
from the set {wrong_lang, no_translation,
degeneration, content_filtering} to the
model responses. We develop this tagset based on
a bottom-up approach where we let the categories
emerge from the data. Although this tagset may
not be exhaustive, we find it to reasonably capture
errors we identify with model responsiveness to
instructions. Each of the two annotators manually
label each draft, independently, with one tag from
the set of our helpfulness error tags. The annota-
tors meet and discuss differences, reaching 100%
agreement which indicates that the categories are
clear and independent. Table 6 shows one example
from each of the categories.

The most frequent issue with model helpful-
ness is translating into the wrong target language
(wrong_lang), followed by not providing any trans-
lation at all (no_translation) (Figure 2). The for-
mer is predominantly due to a translation into MSA
instead of English, oftentimes prefacing the output
with the sentence “ �éK
 	Q�
Êm.�

	'B
 @ úÍ@

�éÊÒm.Ì'@ �éÔg. Q�K ½J
Ë @
”. In-
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Figure 3: Error rate distribution of Google Bard by error type and Arabic variety.

terestingly, Bard does not seem to struggle with
wrong_lang errors when translating from MSA
(and the same scenario almost happens for trans-
lating from CA). Instead, Bard tends to mistake
the translation task for a text generation one where
it generates a couple of paragraphs that start with
the input sentence. From Figure 3, it seems that
the error rate may be proportional to the resource
availability of a given variety (i.e., varieties for
which no much data are publicly available tend to
suffer from higher error rates). This observation
should be couched with caution since the LLMs
we evaluate remain closed, with little know about
their pretraining as well as finetuning datasets and
processes. When we look at each of Bard’s drafts
separately, we find that the first draft shows a higher
number of wrong_lang and content_filtering
errors. Meanwhile, draft 2 is the most prone to
no_translation errors, with these accounting for
57% of the wrong generations it produces (Figure
4 in Appendix 4.3).

Other behavior. While Bard has a feature where
it occasionally adds sources to support the infor-
mation it provides, these sources can be unrelated.
For example, it can cite links to GitHub reposi-
tories attached to political news translations. It
also has a tendency to respond to input sentences
that are questions the way it would for a Ques-
tion Answering (QA) task. Sometimes it also pro-
duces an opinion about a sentence it translates:
“ø
 ðA�



AÖÏ @ �HXAmÌ'@ @ 	Yë 	áÓ �I�®K
A 	���ð Q�. 	mÌ'@ ú


	æÓY� Y�®Ë” (This
piece of news shocked me; and I am bothered
by this tragic accident). Additionally, we find
instances where Bard adds details not included
in the input sentence, such as its translation of
" 	̈ QK. Q»ð 	Pð ½�AÓ" as "Elon Musk and Mark Zucker-
berg" (where it adds first names as shown in italics).

Bard output format. Bard often provides a de-
tailed breakdown when it performs a translation,
either in the form of a list or a paragraph detailing

the meaning of each word or phrase. With sen-
tences that are parts of a conversation, Bard also
explains the message that the speaker is trying to
convey and what emotions they are having. When
it comes to sentences from the news domain, Bard
provides more context and information about the
topic after the translation. We provide examples in
Figure 5.

7 Conclusion

We evaluate Bard, ChatGPT, and GPT-4 on MT
of ten diverse varieties of Arabic, comparing to
three commercial systems and a supervised model
to juxtapose the performance of these LLMs under
varying conditions. To assess the capacity of the
LLMs on truly unseen data, we manually create a
multi-dialectal Arabic dataset for MT evaluation.
We find that although LLMs can do well on some
of the varieties we consider, they struggle espe-
cially on varieties on the more scarce public data
end. As such, these LLMs suffer from not being
quite inclusive of the different varieties of even lan-
guages they are claimed to perform well on such as
Arabic. A rigorous human investigation also under-
scores a palpable scope for enhancement in Bard’s
adherence to instructions in the context of MT. Our
future work includes evaluating the performance of
Bard and other LLMs on more Arabic varieties.

8 Limitations

We can identify a number of limitations for our
work, which we list here.
Coverage. We strive to cover as many varieties of
Arabic as possible, and ensure treating both CA and
MSA. However, our dialectal varieties do not cover
all Arab countries. Although this is somewhat alle-
viated by the fact that we include dialects from both
the Eastern and Western parts of the Arab world
(i.e., Asia and Africa), future work can consider
evaluating LLMs on other Arabic dialects.
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Wrong Target Language

Input:
	¬Qª	K 	àA ��« A 	JÖß
Q 	« ñë 	á�
Ó

	¬Qª	K AÓ ÉJ. �̄ ��Ó Ñm.�
	' AK
 ½Ëð

	¬Qå��J 	K
Ref:

Najm shouldn’t we know our enemy first to
know how to act?

Output:
A 	JÓñ� 	k �éK
ñë

	¬Qª	K 	à


@ YªK. B@


	¬Qå��JË @ A 	J 	JºÖß
 B , Ñm.�
	' AK


No Translation

Input:
© 	̄ @X



@ð ú
æ�

	® 	K Õ
�
Î�Ó l�'
@P hðP



@ ð ÕºJ
 	̄ Yg@ð l�'. X



@ A 	K



@ 	à@

. ú
æ�
	® 	K 	á«

Ref:
I’d kill one of you, then go turn myself in, and
defend myself.

Output:
.�	JË @ @ 	Yë �éÔg. Q�K ú


	æ 	JºÖß
 B 	áºË , 	­�
�
@ A 	K



@

Content Filtering

Input:
AÓ A 	KY 	J« AÓ ÑëXð úÎ« ñ 	̄ Aª 	�	J 	« ú
Í ÈAg. QË @ ¼ðX ú �æk ð

. ÑîE. ðQK
Y 	K
Ref:

And even those men for whom we’ll become
thin, we have no use for them.

Output:
Aî 	E @
 .

�éK
 	Q�
Êm.�
	'B
 @ úÍ@


�éÊÒm.Ì'@ è 	Yë �éÔg. Q�K ú

	æ 	JºÖß
 B , �èP 	YªÓ

. �é
J�
�Ó �é 	ªË úÎ« ø
 ñ
�Jm��'

Degeneration

Input:
ÐYª�JK
 ��ñÊÓ 	QÊK
 AÓ 	àAëQK. B ø
 BñÓ AK
 B ø
 BñÓ AK
 B B

Ref: No, no sir, no sir, no, Burhan should not be
executed.

Output:
"No, no, my lord, no, my lord, no, no, no, no,
no, no, no, no, no, no, no, no, no, no, no, no"

Table 6: Examples of errors in Google Bard’s ability
to follow prompts. For each of the sentences, we use
the prompt Translate the following text from [Variety]
Arabic [dialect] into English: <s>.

Single reference translations. Again, due to the
laborious nature of manually translating data from
the various dialects and the challenge of finding
qualified native speakers to carry out these trans-
lations, our evaluation dataset involves only one
single reference of each source sentence. It con-
tinues to be desirable to create evaluation datasets
with 3 − 5 references for each source sentence.
We alleviate this challenge by providing results in
different metrics such that the results are not only
based on surface level matching but also similarity
of the translation pairs. More references would still
be better since different human translators would
collectively provide data less prone to human sub-
jectivity or errors.
Evaluation of multiword expressions. While we
provide translations of full sentences that may in-
volve multiword expressions, including idioms and
proverbs, it would be useful to develop evaluation
datasets that focus on these types of expressions as
these data could uncover particular types of model
capabilities. For example, a model that is able to
translate and explain a proverb can be thought of as
somewhat knowledgeable about culture and prag-
matic phenomena.
Evaluation by different lengths. We provide re-
sults on our data regardless of sentence length. In
the future, it would be useful to report results based
in various sentence length bins as longer sentences
are usually more challenging to MT models. Again,
this is alleviated by the fact that we design our
datasets to be at least ten words long from the out-
set.
Orthography normalization: Due to the lack of a
standardized writing form, Arabic dialects are char-
acterized by an important variation in orthography.
In this paper, we do not perform normalization on
the input sentences before inputting them into the
models since (i) we want our input to reflect the
full diversity of orthography in the wild. In addi-
tion, (ii) there is currently no normalization tool
that covers all the dialects we treat in this work.

9 Ethics Statement

Intended use. We understand our work will likely
inspire further research in the direction of exploring
the multilingual capabilities of LLMs, especially
newly released ones such as Bard. Our findings
both highlight some of the strengthens of these
models as well as expose some of their weaknesses
and limitations. For example, available LLMs still
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struggle to translate from dialects of even major
language collections such as Arabic. Our work also
further showcases the limited capability of Bard to
follow simple instructions such as those typical of
an MT context. Consequently, we believe our work
can provide useful feedback for improving both
coverage and usefulness of LLMs.
Potential misuse and bias. Since there exists
little-to-no information about the data involved in
pretraining and finetuning LLMs we consider, we
cannot safely generalize our findings to varieties
of Arabic we have not investigated. We conjec-
ture, however, that the models will perform equally
poorly on dialects with no or limited amounts of
public data. Although our work does not focus
on studying biases in the models nor how they
approach handling harmful content (Laskar et al.,
2023b), we could observe that especially Bard puts
a lot of emphasis on filtering harmful and poten-
tially offending language so much that its instruc-
tion tuning leads it to interact negatively with the
model’s usefulness as an MT system. Overall, our
recommendation is not to use the models in ap-
plications without careful prior consideration of
potential misuse and bias.
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A Related Work

Evaluation of LLMs on NLP tasks. A growing
number of works have focused on evaluating Chat-
GPT and other LLMs on a wide range of NLP tasks.
Notably, Laskar et al. (2023a) evaluate ChatGPT
on 140 diverse NLP tasks spanning across multiple
categories. The authors show that although Chat-
GPT is effective on various NLP tasks, its ability
to solve challenging tasks such as low-resource ma-
chine translation with standard prompting is very
limited. Ziems et al. (2023) evaluate 13 different
LLMs including ChatGPT on 24 computational so-
cial science tasks and find that for many classifica-
tion tasks, ChatGPT is on par with supervised mod-
els while excelling at generation tasks. Qin et al.
(2023) evaluate ChatGPT on 20 different datasets
spanning across seven task categories. They find
that ChatGPT is better at solving tasks that require
reasoning capabilities but falls behind supervised
models on tasks such as sequence tagging.
Evaluating MT ability of ChatGPT. Both Jiao
et al. (2023) and Ogundare and Araya (2023) find
that GPT-4 is on par with commercial translation
tools for high-resource languages. However, they
find the model to lag behind for low-resource lan-
guages. To fix this issue, the authors propose pivot-
prompting where a low-resource source language
is first translated into a high-resource pivot lan-
guage and then from the pivot language back to
the low-resource target language. Evaluation by
Peng et al. (2023) shows that ChatGPT can surpass
commercial systems such as Google Translate on
many translation pairs. Additionally, Peng et al.
(2023) find that adding task and domain-specific in-
formation in the prompt can improve the robustness
of the MT sytem. This observation also corrobo-
rates the findings by Gao et al. (2023). Zhu et al.
(2023) argue that despite being on par with com-
mercial systems, ChatGPT still falls behind fully
supervised methods such as NLLB (NLLB et al.,

2022) on at least 83% translation pairs out of 202
English-centric translation directions.

Guerreiro et al. (2023) study the hallucination
phenomenon in MT systems and find that low-
resource languages and complex translation sce-
narios such low resource translation direction are
prone to hallucination. Wang et al. (2023); Karpin-
ska and Iyyer (2023) show that ChatGPT can match
the performance of fully supervised models for
document-level translation. Bang et al. (2023b)
find that when it comes to translation from high-
resource languages into English, ChatGPT is com-
parable with the fully supervised model authors
use but that performance degrades by almost 50%
when translating from low-resource languages into
English. Huang et al. (2023) propose a prompting
technique called cross-lingual-thought prompting
(XLT) to improve cross-lingual performance for
a wide range of tasks, including MT. Similarly,
Lu et al. (2023b) asks ChatGPT to correct its mis-
takes as a way to improve the model translation
quality. To accurately translate attributive clauses
from Japanese to Chinese, a pre-edit scheme is
proposed in Gu (2023), which improves accuracy
of the translation by ∼ 35%. Lu et al. (2023a)
proposes Chain-of-Dictionary (CoD) prompting to
solve rare word translation issues. Prompting with
CoD improves the performance of ChatGPT for
both X-En and En-X language directions.

Arabic MT. Arabic MT to date has primarily fo-
cused on two main themes: translating MSA and
translation of Arabic dialects.

MSA MT. The development of MSA MT sys-
tems has gone through various stages, including
rule-based systems (Bakr et al., 2008; Mohamed
et al., 2012; Salloum and Habash, 2013) and sta-
tistical MT (Habash and Hu, 2009; Salloum and
Habash, 2011; Ghoneim and Diab, 2013). There
have also been efforts to employ neural machine
translation (NMT) (Bahdanau et al., 2014) methods
for MSA. For instance, several sentence-based Ara-
bic to English NMT systems, trained on different
datasets, have been presented in Akeel and Mishra
(2014), Junczys-Dowmunt et al. (2016), Almahairi
et al. (2016), Durrani et al. (2017), and Alrajeh
(2018). Furthermore, researchers have explored
Arabic-related NMT systems for translating from
languages other than English to MSA, including
Chinese (Aqlan et al., 2019), Turkish (El-Kahlout
et al., 2019), Japanese (Noll et al., 2019), four for-
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eign languages11 (Nagoudi et al., 2022a), and 20
foreign languages (Nagoudi et al., 2022b).
Dialectal Arabic MT. A number of works focus
on translating between MSA and various Arabic
dialects. For instance, both Zbib et al. (2012)
and (Salloum et al., 2014) combine MSA and
dialectal data to build an MSA/dialect to English
MT system. Sajjad et al. (2013) use MSA as
a pivot language for translating Arabic dialects
into English. Guellil et al. (2017) propose an
NMT system for translating Algerian Arabic,
written in a mixture of Arabizi and Arabic
characters, into MSA. Baniata et al. (2018) present
an NMT system for translating Levantine and
Maghrebi dialects into MSA.12 Furthermore,
Sajjad et al. (2020) introduce AraBench, an
evaluation benchmark for dialectal Arabic to
English MT, and evaluate several NMT systems
under different settings such as fine-tuning, data
augmentation, and back-translation. To address
the challenge of unsupervised dialectal MT, both
Farhan et al. (2020) and Nagoudi et al. (2021)
propose a zero-shot dialectal NMT system, where
the source dialect is not present in the training data.
More recently, Nagoudi et al. (2022a) employ
Arabic text-to-text transformer (AraT5) models for
translating from various Arabic dialects to English.

ChatGPT for Arabic MT. Khondaker et al. (2023)
and Alyafeai et al. (2023) evaluate ChatGPT for X-
Arabic and Arabic-X translation pairs. Khondaker
et al. (2023) evaluate ChatGPT and other contem-
porary LLMs such as BloomZ (Muennighoff et al.,
2022) in few-shot settings (0, 1, 3, 5, and 10) on
four X-Arabic and two code-mixed Arabic-X lan-
guage sets. They show that providing in-context
examples to ChatGPT achieves comparable results
to a supervised baseline. Alyafeai et al. (2023) eval-
uate ChatGPT and GPT-4 on 4, 000 Arabic-English
sentence pairs from Ziemski et al. (2016) and find
a supervised SoTA model to outperform ChatGPT
and GPT-4 by a significant margin. These works,
however, only consider a limited number of Ara-
bic varieties. They also do not conduct a thorough
analysis of the LLMs for MT. Additionally, none of
the works evaluate Bard. Our work bridges these
gaps by performing a comprehensive evaluation of
these systems on a wide range of Arabic varieties.
We also conduct our study on novel in-house data

11English, French, German, and Russian.
12Levantine includes Jordanian, Syrian, and Palestinian.
Maghrebi covers Algerian, Moroccan, and Tunisian.

that, to the best of our knowledge, is not presented
in the training data of LLMs such as ChatGPT and
Bard. Other works have focused on evaluating
smaller-sized Arabic language models (Abu Farha
and Magdy, 2021; Inoue et al., 2021; Alammary,
2022), including on recent benchmarks (Nagoudi
et al., 2023; Elmadany et al., 2023).

We present a concise literature summary in Ta-
ble 7.

B Datasets

Table 8 presents the summary of the datasets across
different Arabic varieties and a list of the 15 books
we sample CA sentences from can be found in
Table 9.

C Results

3.1 Main Results

We report ChrF, ChrF++, and TER scores in Table
10, in addition to the results presented in Section 5
in Table 3.

3.2 Robustness of Results

To more tightly ensure robustness of the results
we acquire, we conduct bootstrap statistics with a
maximum number of iterations of 1, 000 for BLEU,
ChrF, ChrF++, and TER.13 Considering results of
our bootstrapping experiment, we acquire results
that are very close to those reported in Table 3.
For example, in our bootsrapping, the simple mean
of means for all dialects is 23.69 (std ±2.85) for
ChatGPT (5-shot) compared to 23.64 (std ±2.73)
for GPT-4. In our results in Table (Table 3) Chat-
GPT (5-shot) is 23.62 compared to 23.64 of GPT-4
(5-shot), in terms of BLEU score. We report the
detailed results of bootstrapping in Table 11.

3.3 Diacritics Effect

We provide ChrF, ChrF++ and TER scores for the
effect of diacritics on translation in Table 12 (boot-
strapped results are in Table 13) and the list of
heterophonic homographs we use in Table 14.

13The bootstrapping process is quite compute-intensive.
For example, to run the bootstrapping for the above men-
tioned four metrics, we parallelize the process over 48 CPUs
which takes over six hours to get all the results. While all
metrics can be computed with CPU, COMET requires GPUs
and running it over a similar amount of GPUs is not feasible.
As a result of this constraint, we do not conduct bootstrap-
ping for COMET.
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Ref Focus Languages Datasets Setting Metrics Baselines

Jiao et al. (2023) Eval Multi Flores-101, WMT-
Bio/Rob

ZS BLEU GoogleT, DeepL, Tencent

Peng et al. (2023) Eval, Rob Multi Flores-200, WMT-
News/Bio

ZS, FS COMET, BLEU, ChrF GoogleT

Gao et al. (2023) Eval,
Prompting

Multi/6TD Flores-101 ZS, FS-1/5 BLUE, ChrF++, TER GoogleT, DeepL

Zhu et al. (2023) Eval Multi(102)/202 TD Flores-101 ZS, FS BLEU XGLM-7.5B OPT-175B
BLOOMZ-7.1B / SV-
M2M-12B NLLB-1.3B

Hendy et al. (2023) Eval, Rob,
DocLEval

Multi(H, L)/18TD WMT-21/22 ZS, FS-1/5 COMET, BLEU, ChrF,
HE

WMT-Best, MS-
Translator

Guerreiro et al.
(2023)

Eval, Hallu-
cination

Multi H, M, L /
>100 TD

Flores, WMT, TICO ZS spBLEU, COMET,
LaBSE

SMaLL100, M2M

Wang et al. (2023) DocLEval Multi H mZPRT, WMT-
22, IWSLT-15/17,
NewsComm-v11
Europar-v7,OpenSub-
18

ZS BLEU, TER, COMET,
dBLUE,T, HE

MCN, GoogleT, MR-
Doc2Doc, MR-Doc2Sent,
Sent2Sent

Bang et al. (2023b) Eval Multi H, L 13/24
TD

Flores-200 ZS ChrF++ FT-SOTA, ZS-SOTA

Huang et al. (2023) Eval,
Prompting

Multi / 12 TD FLORES SacreBLEU text-davinci-003

Gu (2023) Eval,
Prompting

Two / NA ZS NA NA

Karpinska and
Iyyer (2023)

DocLEval Multi/18 TD Novel ZS COMET BLEURT
BERTSCORE COMET-
QE HE

Laskar et al.
(2023a)

Eval Multi/10TD WMT14, WMT16,
WMT19

ZS BLEU PaLM-540B, Finetuned
SOTA

Ghosh and
Caliskan (2023)

Eval, Fair-
ness, Bias

Multi / 5 TD NA ZS HE

Lu et al. (2023a) Eval,
Prompting

Multi Flores-200 ZS, FS-1/3 chrF++, BLEU GPT-3.5-turbo

Ogundare and
Araya (2023)

Eval Multi NA ZS SQ-Score GoogleT

Khondaker et al.
(2023)

Eval Multi/6 TD UNPC, MDPC ZS, FS-
3/5/10

BLUE Supervised (AraT5)

Alyafeai et al.
(2023)

Eval Mono/1TD UNv1 ZS, FS-
3/5/10

BLUE Supervised SOTA

Neubig and He
(2023)

Eval, Rob Multi WMT ZS, FS-1/5 COMET, ChrF, GoogleT, MS Translate,
DeepL

Table 7: A summary of related works. We provide a brief description of recent studies aimed at evaluating
LLMs on MT tasks. MT - machine translation. TD - translation direction. ZS - zero-shot, FS - few-shot, Rob -
Robustness, H, L, M - high, low, medium resource.

68



Variety Mean Median Mode

CA 22.98 19 15
MSA 30.33 30 26
ALG 15.63 13.5 10
EGY 19.42 16 13
JOR 15.50 14 11
MAU 15.96 14 11
MOR 17.63 17 17
PAL 16.85 14.5 14
UAE 14.98 13 10
YEM 16.16 14 12

Avg. 18.52 16.45 13.9

Table 8: Length statistics of the dataset (in number of
words) across the different Arabic varieties.

D Evaluation and Baselines

4.1 Evaluation Metrics

BLUE (Papineni et al., 2002). BLEU is used to
evaluate machine translation quality by compar-
ing n-gram (n = 4) overlap between machine-
generated translations and human references.
Higher scores indicate better translation quality.
COMET. (Rei et al., 2020b) Cross-lingual Opus
METric measures translation quality through
source-to-translation word-level alignment. Higher
values indicate better quality. We use the default
model14 which supports Arabic. However, based
on our inspection, we find that Arabic data used to
train the model is mostly MSA. Hence, the model
may not be able to capture dialect-level nuances in
the source text while computing the scores.
ChrF and ChrF++ (Popović, 2015). Character n-
gram F-score calculates the F-score of character
n-grams in the machine translation compared to
the reference translations, with higher scores denot-
ing better quality. ChrF++ is an extension of ChrF
where the word order is 2.
TER (Snover et al., 2006). Translation Error Rate
measures translation quality by counting edit oper-
ations between the machine and reference transla-
tions, providing a lower score for better quality.
We use huggingface’s implementation of these met-
rics in evaluate15 package. We use all the de-
fault parameters unless otherwise specified above.
While BLEU, ChrF, and TER rely mostly on direct

14https://huggingface.co/Unbabel/wmt22-comet-da
15https://github.com/huggingface/evaluate

comparisons of tokens or characters between the
MT output and reference, COMET uses a model-
based approach to capture more complex aspects
of the translation such as semantics.

4.2 Baselines
Google Translate. In 2016, Google replaced their
Statistical Machine Translation (SMT) system with
Google Neural Machine Translation (GNMT) Wu
et al. (2016b) featuring an LSTM with 8 encoder
layers and 8 decoder ones with attention and resid-
ual connections. GNMT was trained on Google’s
internal datasets and it supports 133 languages.
GNMT currently is powered by Transformers.
Microsoft Translator. Microsoft’s translation ser-
vice uses an NMT model that supports 111 differ-
ent languages.
Amazon Translation. Amazon Web Services
(AWS) offer batch translation with their NMT mod-
els that can translate to and from 75 languages.
NLLB-200. No Language Left Behind (NLLB
et al., 2022) is an open-source Transformer model
developed by META. It was trained on FLORES-
200 (NLLB et al., 2022), NLLB-MD (NLLB et al.,
2022), and NLLB-Seed (NLLB et al., 2022) for a
total of 18B sentence pairs. It supports 202 lan-
guages (and 40, 000 translation directions), 76 of
which are not supported by the aforementioned
Google and Microsoft translation systems NLLB
et al. (2022).

4.3 Human Analysis of Bard Helpfulness

0

5

10

15

20

25

Draft 1 Draft 2 Draft 3

wrong_lang no_translation degeneration content_filtering

Figure 4: Percentage of Google Bard’s failure to fol-
low the prompt for each draft relative to all errors
across all drafts.
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Book Name Link
�è 
ðQÖÏ @ ð H. X



B@ https://shamela.ws/book/17869/14#p1

Q�
 	ª�Ë@ H. X


B@ ð Q�
J.ºË@ H. X



B@ https://shamela.ws/book/7528/127

ÐA 	J�


B@ https://shamela.ws/book/6513

Ð


B@ https://shamela.ws/book/1655/427#p1

I. �ºË@ https://shamela.ws/book/6163/3
�éËA�QË@ https://shamela.ws/book/8180/1

�éJ
J.ë
	YË@ �éËA�QË@ https://shamela.ws/book/5678/91182

pñ�	�ÖÏ @ð t��A 	JË @ https://shamela.ws/book/8491/58

�ñ 	® 	JË @ H. X


@ https://shamela.ws/book/8245/24#p1

�é 	JK
YÖÏ @ t�'
PA�K https://shamela.ws/book/13086

éJ. 	JÓ 	áK. XAÔg �é 	®J
m�� https://shamela.ws/book/7776/1
�é�AK
QË @ Q�
K. Y�K ú


	̄ �é�AJ
�Ë@ https://shamela.ws/book/5678/396
�é 	ªÊË @ ú


	̄ PX@ñ 	JË @ https://shamela.ws/book/133417

ÐCg


B@ Q�
� 	®�K ú


	̄ ÐC¾Ë@ I.
	j�� 	JÓ https://shamela.ws/book/21615/2

¼ñÊÖÏ @ AK
A�ð https://shamela.ws/book/741/1

Table 9: List of 15 CA books from the first and second AH accompanied by direct links to each book.

(a) Google Bard’s translation, explanation and breakdown of
one dialectal sentence (from MOR).

(b) Google Bard’s translation and context of an MSA
sentence from the news domain.

Figure 5: Examples of Google Bard’s translation output. The bottom parts are cropped for readability.
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ChatGPT GPT-4 Bard
Metrics Var/M

0-shot 1-shot 3-shot 5-shot 0-shot 5-shot D1 D2 D2 Avg
NLLB
(SB)

NLLB
(Dia)

Amazon MST GT

C
hr

F

CA 39.99 40.18 40.00 40.14 40.32 39.25 38.56 37.44 38.87 38.29 28.56 - 36.35 38.09 39.14

MSA 69.37 69.84 69.91 70.15 69.04 69.56 63.15 60.71 61.94 61.93 65.27 - 71.04 70.35 80.18
ALG 40.04 41.27 41.72 41.75 43.97 42.91 31.93 26.31 30.53 29.59 25.31 - 33.15 37.54 33.96

EGY 46.46 46.97 47.66 47.67 47.80 47.62 42.96 39.62 43.83 42.14 33.03 36.68 40.43 43.00 43.35

JOR 50.36 50.27 50.50 49.97 50.30 49.96 49.02 44.14 47.48 46.88 34.58 41.43 45.22 47.48 52.40
MAU 32.77 32.01 32.91 32.97 34.90 34.38 18.49 11.68 13.36 14.51 21.74 - 29.86 30.60 28.74

MOR 48.20 49.25 49.44 49.90 53.02 53.60 47.40 46.98 47.73 47.37 27.22 39.04 34.79 35.50 39.36

PAL 53.28 52.20 53.48 53.48 54.15 53.42 41.54 39.69 44.43 41.89 35.68 40.02 45.79 48.80 48.64

UAE 46.54 46.78 46.83 47.99 48.31 49.37 39.31 36.39 39.68 38.46 30.02 - 38.13 41.42 40.06

YEM 40.70 41.54 41.60 42.35 37.64 41.30 24.28 19.93 20.31 21.51 31.52 34.8 36.99 39.29 38.32

Avg 46.77 47.03 47.41 47.64 47.94 48.14 39.66 36.29 38.82 38.26 33.29 38.39 41.18 43.21 44.42

C
hr

F+
+

CA 37.89 38.15 38.04 38.22 38.31 37.32 37.03 35.74 37.30 36.69 27.34 - 34.65 36.22 37.44

MSA 67.47 67.99 68.05 68.29 67.01 67.57 60.84 58.32 59.65 59.60 63.42 - 68.99 68.54 79.00
ALG 38.77 40.03 40.41 40.47 42.93 41.61 31.18 25.69 29.83 28.90 24.16 - 31.30 35.20 32.42

EGY 45.13 45.69 46.47 46.54 46.30 46.33 42.08 38.83 42.85 41.25 31.46 32.25 38.96 41.41 41.96

JOR 49.42 49.36 49.58 49.03 48.72 48.87 48.15 43.34 46.60 46.03 33.32 40.3 43.94 45.69 51.30
MAU 31.27 30.35 31.44 31.33 33.39 32.76 18.03 11.63 13.08 14.25 20.27 - 28.05 28.44 27.05

MOR 47.71 48.69 48.93 49.42 52.57 53.14 47.31 46.71 47.54 47.19 26.32 38.65 34.00 34.76 38.57

PAL 52.26 51.10 52.48 52.50 53.12 52.31 40.51 38.56 43.33 40.80 34.36 38.88 44.33 47.16 47.23

UAE 45.82 45.88 45.94 47.19 46.44 48.54 38.81 35.90 39.02 37.91 29.16 - 37.32 40.21 39.11

YEM 39.33 40.25 40.34 41.13 36.38 39.93 23.78 19.76 19.94 21.16 30.07 33.69 36.09 37.88 36.99

Avg 45.51 45.75 46.17 46.41 46.52 46.84 38.77 35.45 37.91 37.38 31.99 37.35 39.76 41.55 43.11

T
E

R

↓

CA 86.20 84.33 83.47 83.44 85.72 83.55 87.54 101.63 87.03 92.07 89.63 - 81.83 83.86 84.20

MSA 44.73 43.56 43.19 42.70 44.13 43.77 55.07 67.96 62.54 61.86 44.79 - 40.18 39.52 28.43
ALG 87.08 80.86 80.25 78.48 80.56 78.91 94.13 112.52 117.12 107.92 126.85 - 90.62 86.90 89.43

EGY 75.09 72.05 72.18 71.50 73.44 71.61 75.22 81.33 77.04 77.86 88.69 86.29 80.56 79.17 76.40

JOR 70.04 67.61 65.82 67.10 70.35 68.46 68.07 73.85 69.41 70.44 108.25 80.83 72.71 71.47 65.82
MAU 102.64 95.75 95.24 94.73 98.80 91.73 106.70 105.17 245.62 152.50 129.17 - 96.85 98.16 99.54

MOR 65.23 62.52 62.16 61.38 56.24 57.25 61.44 61.89 61.25 61.53 100.23 73.39 82.60 80.71 77.75

PAL 60.11 59.85 57.12 57.03 55.73 57.38 73.29 75.46 66.10 71.62 86.76 78.23 67.38 62.41 65.84

UAE 71.45 68.55 69.17 66.20 71.93 65.91 79.58 76.24 73.60 76.47 85.07 - 76.77 73.87 75.90

YEM 84.96 82.09 80.51 81.45 85.53 80.81 110.53 151.27 182.99 148.26 86.01 88.89 81.20 80.58 84.36

Avg 74.75 71.72 70.91 70.40 72.24 69.94 81.16 90.73 104.27 92.05 94.55 81.53 77.07 75.67 74.77

Table 10: Results in ChrF, ChrF++, and TER scores. Higher is better unless otherwise specified by ↓. Aver-
age represents the mean across all varieties. Three drafts (D1, D2, D3) from Bard are reported individually and
averaged. NLLB is our MSA-based supervised baseline; NLLB (Dia) is dialect-specific. Abbreviations: SB - su-
pervised baseline, Dia - dialect, Var - varieties, M - model, MST - Microsoft Translation, GT - Google Translate.
Best results are in bold.
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ChatGPT GPT-4 Bard
MetVar/M

0-shot 1-shot 3-shot 5-shot 0-shot 5-shot D1 D2 D2 Avg
NLLB
(SB)

NLLB
(Dia)

Amazon MST GT

B
L

E
U

CA 11.19±1.94 12.08±1.94 12.21±2.06 12.48±2.07 11.76±1.85 11.41±1.83 12.30±2.02 10.92±2.62 12.35±2.14 12.30±2.02 7.13±1.55 - 11.22±2.03 11.99±2.10 14.23±2.72

MSA 42.97±2.98 44.08±3.13 44.32±3.05 44.84±3.16 42.94±3.11 43.54±2.76 36.38±3.58 32.99±4.83 34.97±5.01 36.38±3.58 41.38±3.75 - 46.48±3.33 47.23±3.48 65.47±5.21

ALG 14.54±2.57 16.43±2.81 17.16±3.00 17.33±2.75 18.54±2.77 18.08±2.74 14.95±3.30 11.75±3.42 13.38±4.05 14.95±3.30 6.81±2.01 - 9.89±2.26 11.42±2.30 11.72±2.07

EGY 19.80±2.54 21.03±2.49 21.36±2.37 21.67±2.47 20.99±2.58 21.43±2.78 21.17±2.91 19.26±3.26 20.81±3.32 21.17±2.91 10.62±2.35 12.46±2.01 14.78±2.21 16.62±2.52 17.89±2.55

JOR 25.51±3.64 26.59±3.65 27.43±3.67 26.90±3.60 24.56±3.04 25.25±3.10 26.97±3.51 23.30±3.34 25.08±3.16 26.97±3.51 12.93±3.80 18.31±2.84 21.13±3.22 21.39±3.02 29.55±4.06

MAU 8.53±1.73 8.93±1.87 9.17±1.89 8.96±2.00 9.19±1.79 9.96±1.97 5.72±1.71 4.19±1.82 2.64±1.45 5.72±1.71 3.37±1.65 7.06±1.62 6.79±1.65 7.45±1.95

MOR 27.14±3.41 28.12±3.50 28.87±3.18 29.81±3.32 32.86±3.38 33.40±3.46 31.23±4.02 30.52±3.83 31.06±3.73 31.23±4.02 9.30±2.72 19.46±2.67 12.61±2.12 14.25±2.15 16.96±2.48

PAL 29.43±3.26 29.37±3.00 31.46±3.24 31.42±3.27 31.81±3.00 30.39±3.01 21.96±3.74 20.21±3.77 23.92±3.88 21.96±3.74 14.03±2.99 17.08±2.45 21.77±2.63 24.08±2.71 25.34±3.05

UAE 24.14±3.21 24.52±3.09 24.49±3.38 26.00±3.52 23.92±3.17 26.84±3.31 21.49±3.69 19.30±3.34 21.15±3.41 21.49±3.69 10.95±2.25 16.65±2.51 18.95±2.87 19.36±2.86

YEM 14.79±2.08 16.02±2.21 16.94±2.41 17.46±2.36 13.98±2.23 16.14±2.32 9.49±2.85 7.22±3.17 6.29±3.12 9.49±2.85 9.28±1.72 12.46±2.01 14.29±1.98 14.19±2.02 13.18±2.10

Avg 21.80±2.74 22.72±2.77 23.34±2.83 23.69±2.85 23.05±2.69 23.64±2.73 20.17±3.13 17.97±3.34 19.16±3.33 20.17±3.13 12.58±2.48 15.95±2.40 17.59±2.39 18.69±2.48 22.12±2.90

C
hr

F

CA 39.96±1.65 40.18±1.67 40.04±1.73 40.09±1.77 40.34±1.61 39.28±1.59 38.64±2.01 37.53±2.61 38.88±1.96 37.98±1.98 28.61±2.44 - 36.39±1.89 38.24±1.89 39.29±2.26

MSA 69.44±1.90 69.85±1.95 69.94±1.91 70.22±1.89 68.99±1.91 69.60±1.79 63.19±3.60 60.76±4.51 62.13±4.14 61.22±3.96 65.30±2.59 - 70.97±2.19 70.30±2.24 80.16±3.09

ALG 40.10±2.30 41.29±2.42 41.75±2.42 41.79±2.35 44.11±2.40 43.11±2.39 32.02±4.91 26.55±4.80 31.16±5.28 28.09±5.16 25.46±2.69 - 33.15±2.15 37.55±2.21 34.03±2.36

EGY 46.34±2.28 46.92±2.18 47.60±2.16 47.51±2.26 47.62±2.25 47.55±2.27 42.91±3.33 39.53±4.11 43.71±3.41 40.92±3.38 33.05±2.71 36.69±2.48 40.28±1.98 42.99±2.18 43.26±2.52

JOR 50.20±2.91 50.11±2.90 50.51±2.98 50.04±2.76 50.25±2.60 49.87±2.58 49.09±3.39 44.06±3.84 47.50±3.10 45.21±3.20 34.64±3.55 41.40±2.66 45.16±2.80 47.48±2.61 52.51±3.31

MAU 32.74±1.99 31.99±2.03 32.87±2.01 32.97±2.05 34.95±2.10 34.42±2.21 18.50±3.44 11.86±3.52 13.53±3.66 12.42±3.59 21.72±2.40 29.76±1.82 30.57±1.82 28.74±2.12

MOR 48.29±2.61 49.16±2.65 49.46±2.50 49.93±2.63 53.02±2.65 53.69±2.69 47.44±4.42 47.04±4.27 47.82±4.11 47.30±4.21 27.26±2.94 39.01±2.30 34.74±2.15 35.50±2.09 39.35±2.33

PAL 53.25±2.30 52.23±2.17 53.58±2.32 53.49±2.33 54.19±2.36 53.48±2.29 41.45±4.95 39.87±4.91 44.19±4.56 41.31±4.69 35.75±3.28 39.94±2.58 45.94±2.13 48.78±2.16 48.65±2.63

UAE 46.48±2.65 46.85±2.67 46.86±2.75 47.92±2.78 48.39±2.89 49.38±2.72 39.47±4.66 36.28±4.24 39.72±4.35 37.43±4.45 29.98±2.35 38.10±2.23 41.41±2.61 40.23±2.79

YEM 40.81±2.15 41.67±2.25 41.59±2.43 42.53±2.22 37.54±3.00 41.16±2.52 24.44±4.65 20.17±4.66 20.78±4.99 20.37±4.88 31.48±2.06 34.83±2.09 36.96±2.04 39.27±2.08 38.32±2.15

Avg 46.76±2.27 47.03±2.29 47.42±2.32 47.65±2.30 47.94±2.38 48.15±2.30 39.72±3.94 36.37±4.15 38.94±3.96 37.23±3.95 33.33±2.70 38.37±2.42 41.15±2.14 43.21±2.19 44.45±2.56

C
hr

F+
+

CA 37.85±1.66 38.16±1.68 38.08±1.76 38.18±1.80 38.33±1.64 37.37±1.62 37.10±2.03 35.84±2.60 37.31±1.98 36.33±2.00 27.41±2.32 - 34.69±1.90 36.37±1.92 37.60±2.30

MSA 67.54±1.98 68.01±2.03 68.08±2.00 68.35±1.99 66.96±2.01 67.61±1.84 60.88±3.52 58.36±4.39 59.84±4.05 58.85±3.87 63.45±2.66 - 68.91±2.25 68.49±2.32 78.97±3.24

ALG 38.84±2.32 40.06±2.42 40.44±2.45 40.53±2.38 43.08±2.44 41.80±2.42 31.25±4.77 25.94±4.65 30.44±5.08 27.44±4.98 24.34±2.59 - 31.31±2.12 35.22±2.22 32.48±2.31

EGY 45.01±2.29 45.67±2.20 46.40±2.15 46.38±2.24 46.12±2.26 46.25±2.28 42.03±3.24 38.76±3.99 42.76±3.30 40.09±3.28 31.50±2.64 35.26±2.45 38.80±1.99 41.40±2.17 41.87±2.51

JOR 49.26±2.94 49.20±2.93 49.59±3.01 49.08±2.79 48.68±2.59 48.80±2.60 48.21±3.36 43.28±3.78 46.62±3.10 44.39±3.19 33.39±3.52 40.27±2.69 43.87±2.78 45.69±2.65 51.40±3.35

MAU 31.26±1.98 30.35±2.00 31.40±2.00 31.32±2.04 33.44±2.05 32.82±2.20 18.04±3.29 11.80±3.35 13.25±3.51 12.28±3.44 20.28±2.32 - 27.94±1.80 28.42±1.80 27.07±2.07

MOR 47.79±2.65 48.61±2.67 48.96±2.51 49.45±2.64 52.57±2.66 53.23±2.73 47.36±4.36 46.76±4.20 47.64±4.05 47.05±4.15 26.40±2.96 38.62±2.28 33.95±2.12 34.76±2.06 38.56±2.33

PAL 52.22±2.34 51.14±2.20 52.55±2.36 52.49±2.37 53.17±2.37 52.38±2.30 40.41±4.83 38.75±4.79 43.07±4.48 40.19±4.60 34.43±3.21 38.80±2.56 44.47±2.12 47.14±2.17 47.26±2.63

UAE 45.76±2.67 45.95±2.69 45.98±2.76 47.12±2.81 46.49±2.85 48.55±2.75 38.96±4.59 35.77±4.19 39.07±4.29 36.87±4.39 29.13±2.33 - 37.29±2.22 40.21±2.64 39.28±2.81

YEM 39.48±2.11 40.43±2.22 40.36±2.38 41.37±2.19 36.31±2.93 39.80±2.48 23.96±4.49 20.00±4.51 20.40±4.82 20.13±4.71 30.04±2.00 33.72±2.04 36.04±2.00 37.86±2.03 36.98±2.11

Avg 45.50±2.29 45.76±2.30 46.18±2.34 46.43±2.33 46.52±2.38 46.86±2.32 38.82±3.85 35.53±4.04 38.04±3.87 36.37±3.86 32.04±2.65 37.33 ±2.40 39.73±2.13 41.56±2.20 43.15±2.57

T
E

R

↓

CA 86.32±4.42 84.28±4.35 83.39±4.32 83.50±4.62 85.72±4.59 83.33±4.27 87.71±5.06 101.91±34.76 87.24±4.91 97.02±4.96 89.41±10.14 - 81.81±3.67 83.50±4.10 83.87±5.04

MSA 44.64±3.13 43.62±3.16 43.17±3.22 42.63±3.27 44.30±3.13 43.71±2.91 55.05±8.72 67.26±16.34 62.66±16.63 65.73±13.99 44.86±3.52 - 40.43±3.45 39.55±3.32 28.59±4.78

ALG 87.28±6.42 80.95±4.94 80.14±4.88 78.33±4.70 80.53±5.11 78.60±5.18 94.21±12.82 111.99±35.96 115.62±37.82 113.20±29.49 128.00±46.39 - 90.41±5.12 86.93±5.48 89.59±4.20

EGY 75.13±3.93 71.94±3.74 72.12±3.43 71.38±3.77 73.60±4.30 71.60±4.41 75.37±8.19 81.23±10.53 77.70±14.48 80.05±12.38 88.40±20.57 86.04±10.58 80.63±3.74 79.12±4.67 76.45±3.89

JOR 70.36±5.24 67.77±4.98 66.04±4.70 67.04±4.85 70.33±4.44 68.46±4.25 68.13±6.01 73.84±5.44 69.47±4.86 72.38±5.24 108.32±35.11 80.80±4.20 72.97±4.72 71.53±4.71 65.56±5.27

MAU 102.56±5.74 95.72±4.50 95.50±4.98 94.98±4.79 99.08±4.85 91.61±4.34 107.13±11.27 104.58±9.07 246.24±88.06 151.80±62.46 130.19±35.99 - 96.82±4.16 98.30±4.63 99.65±5.09

MOR 65.20±3.91 62.67±3.78 62.00±3.51 61.47±3.82 56.30±3.76 57.06±4.05 61.46±4.88 61.78±4.81 61.13±4.56 61.56±4.67 100.36±24.83 73.51±3.13 82.81±3.77 80.81±3.62 77.68±3.89

PAL 59.96±3.89 59.88±3.31 57.09±3.46 57.12±3.40 55.71±3.59 57.32±3.55 72.77±11.10 75.25±11.72 66.45±4.84 72.32±6.93 86.11±19.44 78.47±3.08 67.31±3.17 62.50±3.42 65.88±4.06

UAE 71.55±5.21 68.55±4.31 69.23±4.59 66.19±4.42 71.65±4.50 65.94±4.31 78.90±9.64 76.62±5.74 73.59±4.99 75.61±6.54 85.08±7.65 - 76.88±3.93 73.83±4.22 75.62±4.37

YEM 83.06±4.04 80.08±3.86 79.04±4.02 79.47±4.20 85.50±4.17 80.89±4.24 110.69±38.27 153.21±74.25 182.04±86.90 162.82±70.69 86.00±4.62 88.80±3.52 81.22±3.48 80.47±3.88 84.17±4.04

Avg 74.61±4.59 71.55±4.09 70.77±4.11 70.21±4.18 72.27±4.24 69.85±4.15 81.14±11.60 90.77±20.86 104.21±26.80 95.25±21.73 94.67±20.83 81.52±4.90 77.13±3.92 75.65±4.21 74.71±4.46

Table 11: Bootstraped results for BLEU, ChrF, ChrF++, and TER with standard deviation in superscript. Higher
is better unless otherwise specified by ↓. Average represents the mean across all varieties. Three drafts (D1, D2,
D3) from Bard are reported individually and averaged. NLLB is our MSA-based supervised baseline; NLLB
(Dia) is dialect-specific. Abbreviations: SB - supervised baseline, Dia - dialect, Var - varieties, M - model, MST -
Microsoft Translation, GT - Google Translate. Best results are in bold.
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Met Mo/Var CGPT GPT-4 Bard NLLB Amazon MST GT
D1 Avg

ChrF CA 50.59 50.35 46.99 47.54 37.76 40.08 42.73 48.58
CA* 50.01 50.49 47.49 47.35 32.13 39.53 42.73 46.95

ChrF++ CA 49.23 48.99 46.11 46.74 37.09 39.33 41.95 47.68
CA* 48.97 49.25 47.02 46.81 31.71 38.78 41.95 45.93

TER ↓ CA 69.98 67.17 69.14 69.61 77.95 73.45 66.23 62.76
CA* 68.48 66.04 64.82 65.63 75.42 68.95 66.23 64.92

Table 12: The effect of diacritics on translation qual-
ity. CA* is without diacritics. Higher is better unless
otherwise specified by ↓. The best results are in bold.

Met Mo/Var CGPT GPT-4
Bard

NLLB Amazon MST GT
D1 Avg

B
L

E
U CA 23.47 ± 2.54 23.87 ± 2.11 22.98 ± 2.00 22.99 ± 1.99 15.92 ± 1.91 17.41 ± 2.28 20.10 ± 2.04 26.48 ± 2.70

CA* 23.49 ± 2.49 24.50 ± 2.04 25.33 ± 1.86 24.22 ± 1.99 13.51 ± 2.06 18.67 ± 2.38 20.02 ± 2.03 24.48 ± 2.56

C
hr

F CA 50.60 ± 1.79 50.43 ± 1.83 46.99 ± 1.69 47.68 ± 1.77 37.74 ± 1.68 40.11 ± 1.94 42.76 ± 1.76 48.61 ± 2.10

CA* 50.07 ± 1.87 50.58 ± 1.69 47.50 ± 1.86 47.04 ± 1.76 32.08 ± 1.93 39.61 ± 1.87 42.65 ± 1.71 46.88 ± 1.95

C
hr

F+
+ CA 49.24 ± 1.83 49.06 ± 1.87 46.11 ± 1.71 46.89 ± 1.78 37.06 ± 1.73 39.36 ± 1.92 41.99 ± 1.76 47.71 ± 2.13

CA* 49.03 ± 1.97 49.34 ± 1.72 47.04 ± 1.81 46.42 ± 1.75 31.65 ± 1.96 38.85 ± 1.90 41.88 ± 1.71 45.85 ± 1.99

T
E

R

↓
CA 70.00 ± 3.30 67.08 ± 2.60 69.10 ± 2.71 70.39 ± 3.04 77.96 ± 2.84 73.40 ± 3.08 66.19 ± 2.55 62.74 ± 2.96

CA* 68.48 ± 3.48 65.97 ± 2.77 64.93 ± 2.69 66.20 ± 2.80 75.42 ± 2.30 68.89 ± 2.56 66.19 ± 2.49 65.04 ± 2.77

Table 13: Bootstrapped scores in BLEU, ChrF,
ChrF++, and TER. CA* is without diacritics. Higher
is better unless otherwise specified by ↓.

MSA English MSA English

�I.
��J
�
» He wrote �I.

��J
�
» Books

�Õæ�����̄ He divided �Õæ����̄ Oath
�Õ
�
Î �« Flag �Õ

�
Î«� Science

��� �Y�� Sincerity
���
��Y �� He believed

�YË� �ð He was born
�Y
�
Ë �ð Boy

��è �P �	X Corn
��è ��P �	X Atom

��é �� �P �Y�Ó School
��é �� ��P �Y�Ó Teacher

�ÐA��Ô �g Bathroom �ÐA�Ô �g Pigeons
�X@ �Yg� Mourning �X@

��Y �g Blacksmith
�Q �ª ��� Hair �Q �ª ��� Poetry
��é�J.
�
»�Q�Ó Vehicle

��é�J.
��
»�Q�Ó Composite

�Q
�
º �� Drunkenness �Q

��
º �� Sugar

�Ñ�m.�
�	' It resulted �Ñ�m.�

�	' Star
�
É �g. �P Man

�
É �g. P� Foot

�Qå�����. Humans �Qå
������. He preached

�
½Ê�

�Ó King
�
½
�
Ê �Ó Possession

��Y �g. Grandfather
��Yg.� Seriousness

�
É�Ô �g. Camel

�
É�Ô �g. Sentences

�Ñ
�
º �k Referee �Ñ

�
º �k Ruling

�
½ �ÖÞ�� Fish

�
½ �ÖÞ�� Thickness

Table 14: Heterophonic homographs used to test
model sensitivity to diacritics.
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Variety WL NT D CF Total

CA 9 10 3 0 22
MSA 1 27 1 0 29
ALG 81 72 5 6 164
EGY 11 36 2 17 66
JOR 14 22 2 2 40
MAU 160 136 6 1 303
MOR 42 13 3 2 60
PAL 57 13 0 8 78
UAE 33 49 2 10 94
YEM 178 44 10 0 232

Total 586 422 34 46 1088

Table 15: Counts of the helpfulness errors that Google
Bard suffers from by Arabic variety and error cate-
gory.
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Var Source Reference Translation

CA 	àñ»Q�� ��Ó �A	JË @ 	à


@ ÕÎªK
 	à



@ É�̄ AªË @ úÎª 	̄

	� 	ªJ. Ë @ð , �� 	̄ @ñK
 AÖÏ I. mÌ'@ ú

	̄ 	àðñ�J�Ó

A wise man knows that people are the
same in love and hate.

It is incumbent upon the wise person to know that people
are equal in their love for what they agree upon, and in their
hatred. - ChatGPT

So it is upon the wise person to know that people are united
and equal in their love for what is agreeable and in their hatred.
- GPT-4
So the wise man should know that people are united and equal
in love for what agrees with them, and in hatred for what
disagrees with them. - Bard
A reasonable person would know that people share a common
level of love for what is right and hate for what is wrong. -
NLLB
So the sane person should know that people are equal in love
for what agrees and hate - GT

MSA �é 	JjÖÏ
�
Ég 	á« �IjJ. Ë @ð �éÓY�Ë@ 	á�
K. �	�ñ�K

��̄ A 	®� ú

	̄ 	áK
Qk. AêÖÏ @

Tunisia is between shock and looking
for a solution to the Sfax migrant
crisis.

Tunisia is between shock and searching for a solution to the
plight of immigrants in Sfax. - ChatGPT

Tunisia is between shock and the search for a solution to the
migrant crisis in Sfax. GPT-4
Tunisia between shock and the search for a solution to the
migrant crisis in Sfax - Bard
Tunisia is between shock and finding a solution to the migrant
crisis in Safiq . NLLB
Tunisia is between shock and the search for a solution to the
plight of migrants in Sfax - GT

ALG ú
æ�@P
	áÓ �èQª �� ñ»Qm��' 	áK
PXA�̄ AÓ ¼Q�
 	« B A�J 	K B Neither you nor anyone else can scare

me..
You and no one else can move a single hair on my head. -
ChatGPT

Neither you nor anyone else can move a single hair on my
head. - GPT-4
Neither you nor anyone else can move a hair on my head -
Bard
Neither you nor Neta can move a hair of my head . - NLLB
Neither you nor anyone else can move a hair from my head -
GT

MOR Yg@ð èAªÓ ú
j. J
» è@P . AK
A 	Jë ÐA ��ñË@ Yg@ð èY	J«
ÉJ
ÊËAK. �èQÓ �èQÓ I. Ê¾Ë@

He has a tattoo here. He’s accompa-
nied by a dog from time to time at
night.

He has a tattoo on his arm. He always comes with a dog some-
times at night. - ChatGPT

He has a tattoo here. Sometimes he comes with a dog at night.
- GPT-4
He has a tattoo here. He comes with a dog sometimes at night.
- Bard
He has one tattoo here. He’s got a dog once a night. - NLLB
He has one tattoo Hanaya. He saw Keiji with one of the dogs
once at night - GT

MAU ú
æîD
Ë ñ
	JÊ« Õæ��Ó B



@ È@ 	QÓ ñë Q�
 	ªK
 ñÒÊ¿ CÊJ. J
k

É 	ª�J ���

Hebila talked to him, but he persisted
in working.

They told him to change, but he is still stubborn and refuses to
work. - ChatGPT

God willing, talk to him to change; he is still insistent on
working for him. - GPT-4
He has changed a lot but he is still determined to work hard -
Bard
No matter how much he changes , he ’s still not a public de-
signer . - NLLB
He doesn’t want to talk to him about changing, he is still not a
public designer, so he can work - GT

UAE A 	K


@ 	à



@ © 	J �®�K ú
æ

	�@P I. Ó ���
Ë �I	K


@ Ñê 	̄



@ ù


	ªK.


@ A 	K



@

? Yg@ð �I	K


@ð

I want to understand why you are not
convinced that you and I are the same
person.

I want to understand why you’re not convinced that you and I
are one? - ChatGPT

I want to understand why you’re not convinced that you and I
are one. - GPT-4
I want to understand why you are not willing to be convinced
that we are one - Bard
I want to understand why you ’re so happy to convince me that
you and I are one ? - NLLB
I want to understand why you are not satisfied with being
convinced that you and I are one? - GT

Table 16: Translations generated by the LLMs, the supervised baseline and the best performing commercial
system (Google Translate). Translations from ChatGPT, GPT-4 and Bard were obtained under the zero-shot
setting.
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Abstract

In this work, we approach the problem of
Qur’anic information retrieval (IR) in Arabic
and English. Using the latest state-of-the-art
methods in neural IR, we research what helps
to tackle this task more efficiently. Training
retrieval models requires a lot of data, which
is difficult to obtain for training in-domain.
Therefore, we commence with training on a
large amount of general domain data and then
continue training on in-domain data. To han-
dle the lack of in-domain data, we employed
a data augmentation technique, which con-
siderably improved results in MRR@10 and
NDCG@5 metrics, setting the state-of-the-art
in Qur’anic IR for both English and Arabic.
The absence of an Islamic corpus and domain-
specific model for IR task in English motivated
us to address this lack of resources and take
preliminary steps of the Islamic corpus com-
pilation and domain-specific language model
(LM) pre-training, which helped to improve the
performance of the retrieval models that use the
domain-specific LM as the shared backbone.
We examined several language models (LMs)
in Arabic to select one that efficiently deals
with the Qur’anic IR task. Besides transferring
successful experiments from English to Arabic,
we conducted additional experiments with re-
trieval task in Arabic to amortize the scarcity
of general domain datasets used to train the
retrieval models. Handling Qur’anic IR task
combining English and Arabic allowed us to
enhance the comparison and share valuable in-
sights across models and languages.

1 Introduction

Recent advances in Natural Language Processing
(NLP) have helped to improve search relevance and
retrieval quality. Nevertheless, deep-learning tech-
niques, specifically transformer-based approaches
(Vaswani et al., 2017), are hardly employed in
Quran’ic NLP (Bashir et al., 2023). In this work,

Figure 1: Data augmentation technique that leverages
correlation of Qur’anic verses for training retrieval mod-
els in-domain.

we will utilize the latest state-of-the-art neural re-
trieval models to compare what works best for solv-
ing the IR task in the Islamic domain. Moreover,
we proposed a data-augmentation technique to gen-
erate data for in-domain training appropriate for
the IR task involving the Holy Qur’an (see Figure
1).

We experimented with Arabic and English lan-
guages. Arabic, more precisely one of its variants,
Classical Arabic (CA), is the language of the Holy
Qur’an and is an integral component in tackling
retrieval task using sacred scripture (Bashir et al.,
2023). English is another popular language used
for search in various domains, including the Islamic
domain. Addressing the problem using Arabic and
English allows for comparing the solutions and
sharing insights across languages. English is a high-
resource language with a great choice of corpora
and pre-trained LMs for diverse domains. At the
same time, depending on the domain, Arabic can
be considered a low- or medium-resource language
(Xue et al., 2021; Abboud et al., 2022). However,
Arabic is in more favorable conditions than English
in the Islamic domain; in the case of the Arabic lan-
guage, there are Islamic corpora like OpenITI (Ro-
manov and Seydi, 2019) and domain-specific LMs
(Malhas and Elsayed, 2022; Inoue et al., 2021).
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From this perspective, addressing Qur’anic IR in
English is more challenging as it requires a num-
ber of additional preparations, like preparing an
Islamic corpus and pre-training domain-specific
LM. This state of affairs with the English language
in the Islamic domain necessitates addressing it
alongside the Arabic language. Simultaneously,
another advantage of handling the problem in En-
glish is the abundance of datasets to train for a
general domain. Training on general domain data
can be a required step to prepare a retrieval model
that needs a substantial amount of data for training,
where in-domain data is scarce. Experimenting
with Qur’anic IR in English will allow us to learn
what works best and apply these approaches to
Arabic, where general domain data is insufficient.

Our main contributions are:

• We introduce an Islamic corpus and a new
language model for the Islamic domain in En-
glish.

• We conduct comprehensive experiments with
different retrieval models to see what works
best for efficient retrieval from the Holy
Qur’an in Arabic and English.

• We propose a data-augmentation technique
that helped to improve the retrieval models’
performance for both languages and set a new
state-of-the-art in Qur’anic IR.

The rest of the work is organized as follows: we
start with addressing the problem of Qur’anic IR
in English. We prepare the Islamic corpus and
domain-specific LM (Section 2). Section 3 applies
to both languages, English and Arabic, including
metrics choice, datasets for training and testing,
experimental details, and training procedure of the
retrieval models. Section 4 is dedicated to Qur’anic
IR in Arabic. Apart from applying successful ex-
periments that worked well with Qur’anic IR in
English, we executed more methods of preparing
retrieval models for Arabic language, including
teacher-student distillation and employing machine
translation. Model comparison and Final analysis
is performed in Section 5. The prior work done in
the field is highlighted in Section 6.

Figure 2: Types of Islamic text that constitute Islamic
Corpus.

2 Domain-Specific Language Model as a
Backbone of In-Domain IR

2.1 Islamic Corpus in English

Preparing an Islamic Corpus in English is challeng-
ing due to the insufficient amount of Islamic Text
that is either translated from Arabic or other lan-
guages to English or initially written in English.
We collect text available online of the following
types (see Figure 2):

Islamic literature. These are Islamic books
written by Islamic scholars about Tafseer (Qur’an
exegesis), Hadith, Seerah, Fiqh (Islamic jurispru-
dence), and Aqeedah (Islamic creed) (approx. 28M
words).

Islamic journals. Journals that are available
online and focus on discussing modern issues of
Islamic banking, Finance, Economy, and Islamic
Education (approx. 5.5 M words).

Fatwa counseling. Fatwas that are available
online from Fatwa centers (approx. 4.8M words)

Wikipedia. Articles related to Islam from the
Wikipedia Islam portal (approx. 5.6M words).

Common Crawl. We search for keywords and
collect files from Common Crawl on Islamic topics.
We perform additional filtering and preprocessing
of these articles (approx. 2.5 M words).

The total amount of words in the corpus is
around 47M words.

2.2 Adaptation of General Domain Language
Model for Islamic Domain

Pre-training starting from the existing checkpoint
of the model pre-trained for the general domain
helps reduce pre-training time (Gururangan et al.,
2020; Bommasani et al., 2022; Guo and Yu, 2022).
To account for the small size of the pre-training
corpus and perform domain adaptation effectively,
we continue pre-training the BERT model on the
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Islamic corpus. To address the issue of the ab-
sence of domain-specific vocabulary during con-
tinued pre-training, we trained the WordPiece to-
kenizer (Song et al., 2021) on the Islamic corpus.
We find the intersection between Islamic vocabu-
lary and bert-base-uncased 1, and for the tokens
inside this intersection, we assign the weights from
bert-base-uncased. For the tokens outside of the
intersection (Islamic tokens), we perform contex-
tualized weight distillation following (Pavlova and
Makhlouf, 2023) 2.

• In the first step, we find tokens of interest and
extract corresponding sentences from the Is-
lamic Corpus. We sample from one to twenty
sentences (Bommasani et al., 2020).

• In the second step, we tokenize these sen-
tences using a bert-base-uncased tokenizer.
In that case, Islamic tokens are broken into
subtokens because they are absent from bert-
base-uncased vocabulary. We average the
contextualized weights of the corresponding
subtokens that the BERT model produces
(tdistilled) and then compute aggregated repre-
sentation across sentences (taggregated) for a
corresponding token of interest from Islamic
vocabulary:

tdistilled = f(t1, ..., tk)

f ∈ {mean} (1)

Where k is the number of the subtokens that
make up the token of interest.

taggregated = g(tdistilled, ..., tm)

g ∈ {mean} (2)

And m is the number of sentences involved in
aggregated representation.

In order to avoid overinflating the vocabulary
with new tokens, which would require longer pre-
training and be prohibitive in the case of a small cor-
pus, we analyze the frequency of each token in our
corpus. Tokens with a count below threshold are fil-
tered out, resulting in 3992 new domain-specific to-
kens. Moreover, we remove [unused] tokens from
the bert-base-uncased vocabulary and add Islamic
tokens, resulting in 33511 total tokens in the BPIT
model’s final vocabulary (BPIT is the abbreviation
for BERT Pre-trained on Islamic Text).

1 https://huggingface.co/bert-base-uncased
2https://github.com/rttl-ai/BIOptimus

2.3 Pre-training Set-up

In order to accommodate the limited size of the pre-
training corpus, we schedule two-stage pre-training
akin to phases of Curriculum learning (Bengio
et al., 2009; Soviany et al., 2022). In the first stage,
we start with an easier task of predicting masked
tokens/subtokens, with a masking rate of 0.15 and
using the "80-10-10" corruption rule (Devlin et al.,
2019; Wettig et al., 2023). In the second stage,
we increase the complexity of the prediction task
by switching to predicting the whole words with
the same masking rate and using the corruption
rule. It is harder for a language model to predict
whole words than to predict tokens or subtokens
that might make up the word and give the LM more
clues and make the prediction task less challeng-
ing (Cui et al., 2021; Dai et al., 2022; Gu et al.,
2021). This pre-training approach introduces the
LM to a broader scope of language experience and
helps to gain more diversified knowledge of tex-
tual input (Mitchell, 1997), which is crucial in the
case of a small corpus that we use. Pre-training
hyperparameters can be found in Appendix A.

3 Preparing Neural IR Model to Retrieve
from the Holy Qur’an

3.1 Dataset for Testing Retrieval Models

To test our models, we converted the QRCD
(Qur’anic Reading Comprehension Dataset) (Mal-
has and Elsayed, 2022) to the IR dataset. We use
both train and development split as test data. We
do not include no-answer questions (Malhas and
Elsayed, 2020), which results in 169 queries in to-
tal for testing. Queries are accompanied by the
corresponding verses from the Holy Qur’an. Each
Qur’anic verse is treated as the basic retrieval unit
because it presents a more challenging task (see
Section 5) and has higher utilization factors. The
original dataset is in Arabic and was constructed
and annotated by experts in Islamic studies. For our
purposes of testing IR systems, we translate queries
to English and verify the validity and accuracy of
the translation with Islamic scholars. We use the Sa-
heeh International3 translation of the Holy Qur’an
to express specific Qur’anic terms used in query
formulation. To retrieve answers, we use the same
Sahih International translation as a retrieval collec-
tion.

3https://tanzil.net/trans/
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3.2 Metrics

Due to the complexity of the language of the Holy
Qur’an and the fact that some meanings can be ex-
pressed indirectly, the retrieval task using the Holy
Qur’an is quite difficult. Therefore, using several
metrics to estimate the retrieval model’s effective-
ness from a different perspective makes sense. We
use the MRR@10 (Mean Reciprocal Rate), the of-
ficial evaluation metric of the MS MARCO dataset
(Bajaj et al., 2018) that we extensively use to fine-
tune our retrieval models. Furthermore, we add
NDCG@5 (Normalized Discounted Cumulative
Gain) and Recall@100, used in the BEIR bench-
mark (Thakur et al., 2021b). This combination of
metrics lets us estimate our models with a deci-
sion support metric such as Recall, binary rank-
aware metrics such as MRR, and metric with a
graded relevance judgment such as NDCG (Wang
et al., 2013). For evaluation, we use the BEIR
framework4 that utilizes the Python interface of the
TREC evaluation tool (Gysel and de Rijke, 2018).

3.3 Baselines

BM25 is a commonly used baseline to compare
retrieval systems. It is a sparse lexical retrieval
method based on token-matching and uses TF-IDF
weights. Though the lexical approaches suffer from
the lexical gap (Berger et al., 2000) due to the con-
straints of retrieving the documents containing ex-
act keywords presented in a query, BM25 remains a
strong baseline (Kamalloo et al., 2023). We also in-
clude a dense neural retrieval model, trained using
a sentence-transformers framework (Reimers and
Gurevych, 2019) referred to as SBERT- GD (gen-
eral domain), a late-interaction model ColBERT
(Khattab and Zaharia, 2020) (ColBERT-GD), and
Cross-Encoder-GD. All models were trained on the
MS MARCO dataset from the bert-base-uncased
checkpoint. This approach allows us to evaluate
their performance in a zero-shot setting for the
Islamic domain and compare them with the re-
trieval models trained using the domain-specific
BPIT model. More details on how SBERT-GD,
ColBERT-GD, and Cross-encoder-GD were trained
are presented in Section 3.4; hyperparameters de-
tails are listed in Appendix A.

4https://github.com/beir-cellar/beir/tree/
main

3.4 Training a Domain-specific Model on
General Domain Data

To prepare the domain-specific model for the IR
task, we prepare and compare three approaches.

SBERT-BPIT. We use the sentence-
transformers framework, which employs a
Siamese network (Bromley et al., 1993) that
enables semantic similarity search. We train our
BPIT model using the architecture above on the
MS MARCO dataset that contains 533k training
examples (more details on MS MARCO dataset
are in Section 4.4), utilizing Multiple Negative
Ranking Loss (MNRL) (Henderson et al., 2017;
Ma et al., 2021; van den Oord et al., 2019). MNRL
is a cross-entropy loss that treats relevant pairs
{x(i), y(i)}Mi=1 (where M is batch size) as positive
labels and other in-batch examples as negative, and
formally defined as:

JMNRL(θ) =

1

M

M∑

i=1

log
expσ(fθ(x

(i)), fθ(y
(i)))

∑M
j=1 expσ(fθ(x

(i)), fθ(y(j)))

where σ is a similarity function, in our case it
is a cosine similarity function; fθ is the sentence
encoder. We use multiple hard negatives; these are
negative passages similar to the positive passage
but not relevant to the query and mined using cross-
encoder scores 5.

Cross-encoder-BPIT. In the case of a cross-
encoder, a pair of sentences are simultaneously
fed into a transformer-like model, and attention is
applied across all tokens to produce a similarity
score (Humeau et al., 2020). This approach does
not allow end-to-end information retrieval and en-
dure extreme computational overhead. However, in
many IR tasks, it performs superior to other meth-
ods and can be used for mining hard negatives,
data augmentation (Section 3.5), and reranking.
The model is trained with triples provided by MS
MARCO starting from the BPIT checkpoint under
a classification task, using Cross Entropy Loss.

ColBERT-BPIT. ColBERT computes embed-
dings independently for queries and documents
and, at the same time, can also register more fine-
grained interactions between tokens. Using the
same mined hard negatives constructed for the MS
MARCO dataset used to pre-train SBERT-BPIT,
ColBERT-BPIT is trained starting from the BPIT

5https://huggingface.co/datasets/
sentence-transformers/msmarco-hard-negatives
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checkpoint by optimizing the cross-entropy loss ap-
plied to the score of the query and the positive pas-
sage against in-batch negatives (Santhanam et al.,
2022).

All models with the prefix BPIT are counter-
parts of GD models; for a fair comparison, they are
trained using the same dataset, objective function,
and hyperparameters (see Appendix A) with the
only difference that BPIT models initialized from
the BPIT checkpoint and GD models initialized
with the bert-base-uncased checkpoint.

3.5 In-domain Training of the
Domain-specific Model

The performance of dense retrieval systems wors-
ens when encountering a domain shift (Thakur
et al., 2021b); therefore, there is a great benefit
in training neural IR models on in-domain data.
The lack of domain-specific data is often solved by
augmenting training data: generating synthetic data
(dos Santos Tanaka and Aranha, 2019), paraphras-
ing using synonyms (Wei and Zou, 2019), sampling
and recombining new training pairs (Thakur et al.,
2021a), round-trip translation (Yu et al., 2018; Xie
et al., 2020) or involving denoising autoencoders
(Wang et al., 2021). These techniques involve data
distortion, which is suboptimal when dealing with
religious and heritage datasets. We propose a data
generation technique for in-domain training advan-
tageous for the retrieval task involving the text of
the Holy Qur’an (see Figure 1). Understanding
the text of the Holy Qur’an is closely related to the
meaning explained in the books of Tafseer written
by Islamic Scholars. Tafseer Ibn Kathir, one of
the established books of Qur’an exegesis, contains
ample verse relations references. Putting this into
use allows not only to perform data augmentation
but also to intertwine more meaning to Qur’anic
verses that need to be more explicit for a LM to
learn directly from the text of the verse.

Pairing. Let Ct denote a collection of books of
Tafseer by Ibn Kathir. We start with extracting and
paring all verse relations mentioned in Tafseer Ibn
Kathir. That gives us Vt that contains distinct pairs
{vq, vp} ∈ Vt and |Vt| ∼ 11k pairs.

Filtering. Not all the pairs can be used for train-
ing the retrieval model because not all the verse
relation pairs will be interpreted by the model as a
signal of positive correlation due to meanings that
are expressed indirectly. We use the cross-encoder
model Mce that was trained on a general domain

to score ayah pairs sce = MC(vq, vp). We filter
out the pairs that were scored below the threshold,
leaving us with Vf that contains pairs with strong
positive correlations (q, p+) ∈ Vf and |Vf | = 2352
pairs.

Sampaling hard negatives. To prepare neg-
ative passages, we use the text of the Tafseer
Ibn Kathir without verses’ quotations. The text
is split into M passages to form a collection
C− = {p−1 , p−2 , ..., p−m} to sample negative pas-
sages. Sampling from the Holy Qur’an text is a
less favorable approach. Due to the relatively small
size of the Qur’anic corpus, mined negative pas-
sages may turn out to be false negatives (Qu et al.,
2021). At the same time, sampling from another
corpus would create easy negatives that are not
beneficial for training (Ren et al., 2021; Karpukhin
et al., 2020; Xiong et al., 2021), while the text of
the Tafseer Ibn Kathir contains passages that are
similar to the positive passages but not precisely
relevant to q and are good candidates to play a role
of hard negatives. To choose hard negatives, we use
a retrieval model trained with a Seamise network
MB and retrieve negative passages (p−1 , ..., p

−
i ) re-

lated to ∀q ∈ Vf . We score each pair (q, p−) with
the cross-encoder sce =MC(q, p

−), and use these
scores in the next stage of training.

Continue training in-domain. We combine the
collection of verses from the Holy Quran C+ and
the collection of passages from Tafseer Ibn Kathir
C− into one collection Caug for training, which to-
gether with selected positive pairs and mined hard
negatives forms new augmented dataset DIN for
in-domain training. We continue training SBERT-
BPIT and ColBERT-BPIT on new in-domain data
following the same procedure described for each
model in Section 3.4. The models that come out
as a result of this stage of training are SBERT-ID
(Islamic Domain) and ColBERT-ID.

3.6 Results and Discussion

The performance of all models on the test dataset
is collected in Table 1. All the models steadily
outperform the BM25 baseline on every metric.
In the category of the GD and BPIT models, the
best-performing model is ColBERT for all met-
rics. In contrast, in the category of ID models,
SBERT shows the best results at MRR@10, with
a considerable improvement in performance after
in-domain training on the augmented dataset (in-
creasing from 0.48 to 0.55).
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Recall@100 MRR @10 NDCG@5
BM25 0.15 0.27 0.15

SBERT-GD 0.2 0.43 0.23
ColBERT-GD 0.25 0.43 0.26

Cross-encoder-GD 0.19 0.37 0.22
SBERT-BPIT 0.28 0.48 0.28

ColBERT-BPIT 0.32 0.51 0.32
Cross-encoder-BPIT 0.17 0.3 0.16

SBERT-ID 0.32 0.55 0.33
ColBERT-ID 0.33 0.53 0.33

Table 1: Performance of retrieval models on the test
data (English).

Recall@100 MRR @10 NDCG@5
SBERT-ID (Saheeh Int.) 0.32 0.55 0.33
SBERT-ID (Yusuf Ali) 0.31 0.49 0.3
SBERT-ID (al-Hilali) 0.33 0.5 0.31
SBERT-ID (Pickthall) 0.29 0.48 0.29

ColBERT-ID (Saheeh Int.) 0.33 0.53 0.33
ColBERT-ID (Yusuf Ali) 0.28 0.46 0.27
ColBERT-ID (al-Hilali) 0.25 0.5 0.3
ColBERT-ID (Pickthall) 0.27 0.47 0.28

Table 2: Comparison of the performance of the retrieval
models on the test data for different translations of the
Holy Qur’an into English.

Overall, all ID models demonstrate superior per-
formance, proving that training in-domain using
our data augmentation technique was beneficial.
Moreover, another important observation is con-
sistent progress for SBERT and ColBERT mod-
els when training using the domain-specific model
(BPIT) coupled with training on in-domain data.
We suppose that leveraging domain adaptation of a
LM that serves as a backbone for retrieval models
and subsequent training of retrieval models on large
general domain data before training on in-domain
data is an effective approach.

In Table 2, we included a comparison and anal-
ysis of the performance of the retrieval models for
different translations of the Holy Qur’an into En-
glish. We can see no significant degradation of
the models’ performance. The formulation of the
queries contains terms from Saheeh International
translation (Section 3.1), which proves that the
models can maintain search relevancy with differ-
ent semantics. With these results and insights, we
switch to exploring how to tackle IR tasks for the
Holy Quran in the Arabic Language.

4 Preparing a Retrieval Model to Extract
Relevant Verses from the Holy Qur’an
in Arabic

This section discusses how to address the same
problem of designing an efficient neural IR model

for extracting relevant verses from the Holy Qur’an
in Arabic. Though the goal is essentially the same,
the resources to achieve it are quite different in the
case of the Arabic Language. The dataset for test-
ing is the same as the one described in Section 3.1.
We use the queries as they were initially formulated
in Arabic by the authors of QRCD (Malhas and El-
sayed, 2022). For the choice of the metrics, refer
to Section 3.2.

4.1 Choice of Arabic LM to Tackle IR Task in
the Islamic Domain

Due to a lack of manually crafted linguistic re-
sources, Arabic is considered a low- or medium-
resource language, depending on the domain of
application (Xue et al., 2021; Abboud et al., 2022).
Recent advances in Arabic NLP have brought a
number of LMs pre-trained on Arabic corpora and
new datasets translated into Arabic or initially cu-
rated in Arabic. Arabic is the language of the
Holy Qur’an and the source language of numer-
ous Islamic scholarly works. Moreover, the multi-
institutional initiative has offered the Arabic NLP
community an Open Islamicate Texts Initiative
OpenITI (Romanov and Seydi, 2019), an excel-
lent source for pre-training a LM for the Islamic
domain. These advantageous conditions for the Is-
lamic domain in Arabic let us skip the preliminary
stage of corpus preparation and LM pre-training.

However, there is a benefit in comparing how var-
ious Arabic LMs can fit as the backbone of the IR
system for the Islamic domain. Table 3 compares
Arabic LMs’ efficiency in tackling IR task in the
Islamic domain out-of-the-box. We use a sentence-
transformers framework to compare LMs to avoid
a costly training stage. We add an averaging pool-
ing layer on top of BERT embeddings and convert
it into a fixed-sized sentence embedding (Reimers
and Gurevych, 2019). The same model is utilized
to create sentence embeddings for both queries and
Qur’anic verses, and then answers to the query are
found using the cosine similarity measure. The
models are not ready to efficiently handle IR tasks
without additional training, yet this approach let us
to compare LMs’ embeddings out-of-the-box. We
include in the comparison the bert-base-uncased
model and the BPIT model (evaluation is run on
the English translation of QRCD).

As we can see from the table, most of the mod-
els perform poorly. We can also observe that pre-
training on large amounts of data does not neces-
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Number of tokens/
Domain MRR@10 NDCG@5

bert-base-arabic-
camelbert-mix

(Inoue et al., 2021)
17.3B/GD 0.01 0.01

bert-base-arabic-
camelbert-ca

(Inoue et al., 2021)
847M/ID 0.01 0.01

bert-base-arabertv02
(Antoun et al., 2020) 8.6B/GD 0.01 0.01

bert-base-arabic
(Safaya et al., 2020) 8.2B/GD 0.06 0.02

bert-base-uncased
(Devlin et al., 2019) 3.3B/GD 0.07 0.03

CL-AraBERT
(Malhas and Elsayed, 2022) 2.7B+1.05B/GD+ID 0.11 0.06

BPIT 3.3B+50M/GD+ID 0.11 0.06

Table 3: Performance of LMs on the test dataset. GD
stands for General domain and ID for Islamic domain.

sarily lead to better performance in IR task. CL-
AraBERT performs significantly better than other
Arabic LMs, and its performance is similar to the
BPIT model. It is plausible that, as in the case of
CL-AraBERT (Malhas and Elsayed, 2022) and the
BPIT model, pre-training in a continued approach
on a domain-specific corpus with specialized vocab-
ulary starting from the general domain checkpoint
helps to tackle IR task in the Islamic domain more
efficiently. Another noteworthy observation is that
the BPIT model exhibits this performance while
pre-trained for a short period and with a small cor-
pus of less than 50M tokens. We assume that con-
textualized weight distillation might help boost the
efficiency during the pre-training stage. The sec-
ond best performing models are bert-base-uncased
and bert-base-arabic. Based on the result of Table
3, we choose CL-AraBERT as a backbone model
to conduct subsequent experiments with IR task in
Islamic Domain in Arabic.

4.2 Knowledge Distillation Approach to
Improve Performance of Arabic LM in IR
Task

The lack of manually crafted linguistic resources in
low-resource languages can be tackled by knowl-
edge distillation. Reimers and Gurevych (2020)
showed that it is possible to improve the perfor-
mance of sentence embedding models by mimick-
ing the performance of a stronger model. They
used parallel corpora to teach the student model to
produce sentence embeddings close to the embed-
dings of the teacher model. Their experiment uses
the English SBERT model to initialize the teacher
model, and multilingual XLM-RoBERTa (Conneau
et al., 2020) is used as a student model. Our ex-
periment uses the SBERT-BPIT (Section 3.4) as

Recall@100 MRR @10 NDCG@5
Bilingual-distilled 0.12 0.26 0.15
SBERT-AR-NLI 0.21 0.38 0.21

SBERT-AR-MARCO 0.23 0.4 0.23
ColBERT-AR 0.28 0.47 0.29

SBERT-AR-ID 0.25 0.45 0.27
ColBERT-AR-ID 0.29 0.48 0.29

Table 4: Performance of retrieval models on the test
dataset (Arabic).

a teacher model and the bilingual EN-AR student
model. The student model combines the embed-
ding matrix of the CL-AraBERT for Arabic tokens
and the BPIT model for English tokens, and the en-
coder weights are borrowed from the BPIT model.
We use a combination of parallel datasets (EN-
AR) available on the OPUS website (Tiedemann,
2012): TED2020, NewsCommentary, WikiMatrix,
Tatoeba, and Tanzil, total size of training data is
around 1.1M sentences (for hyperparameters de-
tails, see Appendix A). Table 4 presents the eval-
uation results of this approach on the test dataset
(Bilingual-distilled-EN-AR model). We can see a
significant improvement compared to the results of
CL-AraBERT from Table 3, yet the performance
is practically twice lower than the performance of
the equivalent English model (SBERT-BPIT, Table
1).

4.3 Training on Arabic Natural Language
Inference Dataset to Improve Sentence
Embeddings

Another approach that can help to improve the
quality of the sentence embeddings is training
on the Natural Language Inference (NLI) dataset
(Reimers and Gurevych, 2019; Bowman et al.,
2015; Williams et al., 2018) . Conneau et al. (2018)
introduced Cross-lingual Natural Language Infer-
ence (XNLI) comprising 7500 examples for devel-
opment and test sets translated into 15 languages,
including Arabic. We train CL-AraBERT on XNLI
following Reimers and Gurevych (2019), using
400k machine-translated training examples that ac-
company XNLI development and test set (more
details in Appendix A). The performance of this
model (SBERT-AR-NLI, Table 4) is better than
Bilingual-distilled-EN-AR, yet lower than SBERT-
BPIT (Table 1).
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4.4 Employing Machine-Translated Datasets
to Overcome The Lack of Large Training
Data

Although the quality of the machine-translated
dataset is inferior to human translation, the acces-
sibility of machine-translated text helps to gener-
ate a considerable training set which is essential
for preparing a retrieval model. The experiment
with training on the XNLI dataset from section
4.3 showed that training on a machine-translated
dataset can achieve competitive performance. This
motivates us to extend this experiment further to
the MS MARCO dataset. MS MARCO is a large
collection of datasets focused on deep learning in
search (Bajaj et al., 2018), including the IR dataset
that comprises more than half a million queries and
is accompanied by a collection of 8.8M passages
and 39M triplets for training. Another advantage
of using MS MARCO, besides a sizable training
set, is that it is more suitable for training IR sys-
tems, and we can experiment with both SBERT and
ColBERT approaches to prepare retrieval models
and compare their performance across languages.
Bonifacio et al. (2022) presented a multilingual
version of the MS MARCO dataset created using
machine translation comprising 13 languages. We
use the Arabic translation of MS MARCO and train
SBERT-AR-MARCO equivalently to SBERT-BPIT
and ColBERT-AR following the training procedure
of ColBERT-BPIT (Section 3.4). Table 4 demon-
strates that training on MS MARCO can give better
results compared to other training approaches de-
scribed in Sections 4.2 and 4.3.

4.5 In-domain Training of Retrieval Model
for Qur’anic IR in Arabic

In the last stage, we perform training on in-domain
data and repeat the successful experiment with
dataset augmentation in English. The steps to aug-
ment dataset are the same (see Section 3.5). We
use a cross-encoder trained on machine-translated
MS MARCO to score ayah pairs, which results in a
slightly different count of selected pairs (2723).
We continue training SBERT-AR-MARCO and
ColBERT-AR on in-domain data and produce
SBERT-AR-ID and ColBERT-AR-ID.

The performance of these retrieval models is
included in Table 4, and we can observe further
improvement after training on in-domain data. The
best-performing model is ColBERT-AR-ID, and
it is plausible that the retrieval approach of the

Recall@100 MRR @10 NDCG@5
SBERT-AR-ID 0.25 0.45 0.27

ColBERT-AR-ID 0.29 0.48 0.29
SBERT-AR-ID (passages) 0.7 0.47 0.35

ColBERT-AR-ID (passages) 0.77 0.53 0.43

Table 5: Performance of Arabic retrieval models on the
passage retrieval task (Arabic).

ColBERT model that leverages more fine-grained
interactions between a query and a verse (Khattab
and Zaharia, 2020) is especially advantageous for
languages with complex morphological structures,
such as Arabic.

5 Model comparison and Final analysis

Figure 3: Comparison of the retrieval models for the
Islamic domain (ID) for English and Arabic across all
metrics.

Figure 4: Comparison of the retrieval models for the
Islamic domain (ID) for English and Arabic across all
metrics.

Figure 3 compares all the retrieval models for
the Islamic domain (ID) for English and Arabic
across all metrics. A noteworthy observation is
that all English retrieval models outperform their
Arabic equivalents, which can be explained by the
complexity of the Arabic language and the usage
of machine-translated data. Nevertheless, the re-
sults of Arabic retrieval models are not far apart
from English models, and specifically, with the em-
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ployment of the ColBERT model, we can see a
competitive performance (0.48 for MRR@10 and
0.29 for Recall@100 and NDCG@5).

The radar chart (Figure 4) shows a more compre-
hensive comparison across all models. We can see
that the radar chart has a tapered shape overall, with
an MRR@10 axis being the most prolonged edge,
indicating that all models show the best results for
this metric. Moreover, NDCG@5 and Recall@100
are more proportionally placed against each other,
signifying that the performance for these metrics
is similar across all the models. SBERT-ID and
ColBERT-ID (magenta and green colors) are lo-
cated at the edge, showing the best performance.
They are followed by ColBERT-BPIT and SBERT-
BPIT (English models), and Arabic ColBERT and
SBERT models are located in the middle of the
chart. In the center, we can see BM25 and the
Bilingual-distilled model, these are models with
the lowest performance.

In addition, we conducted tests on two models,
ColBERT-AR-ID and SBERT-AR-ID (as shown in
Table 5), for the passage retrieval task (Malhas,
2023). We did not apply any passage or query ex-
pansion heuristics (Malhas, 2023). Our findings
indicate that this approach is less challenging and
increases the MRR@10 score, especially for the
ColBERT model. The NDCG@10 score grows by
0.08 for the SBERT model and by 0.14 for the Col-
BERT model. Moreover, the Recall@100 grows
by almost threefold.

6 Related work

Thakur et al. (2021a) proposed a data augmenta-
tion technique to train sentence transformers when
little data for in-domain training is available. Wang
et al. (2021) and Wang et al. (2022) experimented
with domain adaptation techniques for embedding
models.

The topic of the choice of hard negatives is dis-
cussed in works of: Qu et al. (2021), Ren et al.
(2021), Karpukhin et al. (2020), Xiong et al., 2021.

Bashir et al. (2023) wrote a detailed overview
of the state of Qur’anic NLP, including the present
state of search and retrieval technologies. Most
of the approaches described use keywords-based
or ontology-driven search. A few works employ
semantic search based on deep-learning methods:
Alshammeri et al. (2021) use doc2vec; Mohamed
and Shokry (2022) utilize word2vec. Malhas and
Elsayed (2022) pre-trained CL-Arabert on Open-

ITI (Romanov and Seydi, 2019) starting from the
AraBERT checkpoint (Antoun et al., 2020). They
also introduced the first Qur’anic Reading Compre-
hension Dataset (QRCD) that we used as a test data
for the Qur’anic IR task.

7 Conclusion

In this paper, we employed state-of-the-art ap-
proaches in IR to analyze and compare what works
better to improve Qur’anic IR in English and Ara-
bic. The results show that retrieval models in En-
glish outperform their Arabic equivalents. The
inherent linguistic complexity of the Arabic lan-
guage may explain this performance gap; neverthe-
less, transferring successful experiments from En-
glish to Arabic, applying large machine-translated
datasets, and using the proposed data-augmentation
technique helped to enhance the results in Qur’anic
IR in Arabic.

One of the possible directions to take in the fu-
ture is to extend this work to encompass more lan-
guages. This would broaden the scope of the se-
mantic search for the Holy Qur’an, making it ac-
cessible to a larger audience. Moreover, research
conducted in a multilingual environment helps to
exchange insights among languages and enhance
the results in Qur’anic IR.

Another essential step is to extensively evaluate
real-world user queries to analyze models’ perfor-
mance in practice 6.
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automated translation is constantly improving and
has reached a good quality recently; nevertheless,
it is not yet equivalent to the high quality of human
translation done by experts in the field.
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A Appendix

A.1 Hyperparameter details

Computing Infrastructure 2 x NVIDIA RTX 3090 GPU
Hyperparameter Assignment
number of epochs 10

batch size 128
maximum learning rate 0.0005
learning rate optimizer Adam
learning rate scheduler None or Warmup linear

Weight decay 0.01
Warmup proportion 0.06
learning rate decay linear

Table 6: Hyperparameters for continual pre-training of
BPIT model.

For training SBERT and ColBERT models, we
follow training recommendations implemented by
the authors. To ensure fair comparison across
models and languages, all the hyperparameters for
SBERT models are identical, and the same applies
to ColBERT models.

Computing Infrastructure 2 x NVIDIA RTX 3090 GPU
Hyperparameter Assignment
number of epochs 10

batch size 64
learning rate 2e-5

pooling mean

Table 7: Hyperparameters for training SBERT models.

Computing Infrastructure 2 x NVIDIA RTX 3090 GPU
Hyperparameter Assignment
number of epochs 1

batch size 32
learning rate 1e-5

Table 8: Hyperparameters for training ColBERT mod-
els.

Computing Infrastructure 2 x NVIDIA RTX 3090 GPU
Hyperparameter Assignment
number of epochs 1

batch size 32
learning rate 2e-5

Table 9: Hyperparameters for training Cross-encoders.
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Abstract

Text summarization has been intensively stud-
ied in many languages, and some languages
have reached advanced stages. Yet, Arabic Text
Summarization (ATS) is still in its developing
stages. Existing ATS datasets are either small
or lack diversity. We build, LANS, a large-
scale and diverse dataset for Arabic Text Sum-
marization task. LANS offers 8.4 million arti-
cles and their summaries extracted from news-
papers websites’ metadata between 1999 and
2019. The high-quality and diverse summaries
are written by journalists from 22 major Arab
newspapers, and include an eclectic mix of at
least more than 7 topics from each source. We
conduct an intrinsic evaluation on LANS by
both automatic and human evaluations. Human
evaluation of 1,000 random samples reports
95.4% accuracy for our collected summaries,
and automatic evaluation quantifies the diver-
sity and abstractness of the summaries.

1 Introduction

Every day there is an abundant amount of text pub-
lished on the internet, such as news articles, scien-
tific papers, product reviews, and blogs. Therefore,
the need for text summarization is compelling to
make use of this information overload. For a sum-
marized text, a good one should be concise and
include the main information of the original text
(Radev et al., 2002). For some languages like En-
glish, the field has developed rapidly and achieved
competitive results(Zhang et al., 2020; Lewis et al.,
2019; Dou et al., 2020). Unlike English, the field
in Arabic has been slowly and fairly developing
in the past few years; thus, it has not reached
its advanced shape. In the field of Arabic Text
Summarization (ATS) (Belkebir and Guessoum,
2015; AL-Khawaldeh and Samawi, 2015; Fejer
and Omar, 2014; Abu Nada et al., 2020; El-Kassas
et al., 2021), the dearth of a diverse and large sum-

∗Corresponding author.

Figure 1: The Webpage view (left) shows a typi-
cal news article view. The summaries are extracted
from the HTML source code view’s (right) metadata
(og:description).

marization dataset is one of the main existing dif-
ficulties that ATS researchers encounter (Al-Saleh
and Menai, 2016; Elsaid et al., 2022).

Concerted efforts have been made to over-
come those challenges by building various Ara-
bic datasets for the task such that EASC (El-Haj
et al., 2010), Kalimat(El-Haj and Koulali, 2013),
TAC2011 (El-Ghannam and El-Shishtawy, 2014),
ANT(Chouigui et al., 2021), and XL-Sum (Hasan
et al., 2021), but those datasets have limitations in
terms of diversity or size. Therefore, the demand
for a diverse and large-scale dataset is crucial to
advance the ATS field. The diversity in the ATS
dataset is in twofold. The first kind of diversity
exists in the Modern Standard Arabic (MSA). Even
though 22 countries use MSA as an official stan-
dard language, each country has its own dialects
(Dialectal Arabic) for communication. Each coun-
try’s dialects have some effects on the MSA style
of writing and the choice of words. For example, in
a sentence describing the rounds of a soccer match,
Moroccan MSA would use the word "P@ñ£



@" for

"rounds" and " �éêk. @ñÖÏ @" for the word "the match"

while Saudi MSA would use " @ñ ��


@" and " �è @PAJ. ÖÏ @"
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Corpus # of documents MSA Diversity Category Diversity Human Evaluation
EASC 153 × × ✓

KALIMAT 20,291 × ✓ ×
ANT 31,798 × ✓ ×

XL-Sum 40,327 × ✓ 250
LANS > 8 millions ✓ ✓ 1,000

Table 1: Arabic Text Summarization Datasets comparison

respectively. Second, there is diversity in news cat-
egories. Each newspaper has different news topics,
such as finance, politics, sports, health, local, in-
ternational news, and more. Not all ATS datasets
include both diversity aspects in one dataset (see
Table 1). Thus, it is essential to build a dataset that
considers both types of diversity.

In terms of size, the available ATS datasets con-
tain a range of 100 to 41,000 training samples,
which make them too small to fully train a summa-
rization model. The performance in summarization
models evidently relies on a substantial amount of
applicable training samples (Völske et al., 2017;
Grusky et al., 2018; Zhang et al., 2020; Lewis et al.,
2019; Dou et al., 2020). Thus, we expect a large-
scale dataset which is provided in this work.

To overcome the current limitations in diversity
and size, we introduce a new ATS dataset (LANS)
that includes both types of diversity and large-scale
to present new opportunities to ATS models and im-
prove their summary accuracies. To achieve MSA
diversity, that is the variety of each Arab country
dialects’ impact on its MSA, LANS encompasses
19 Arab countries and collected articles along with
their summaries of 22 popular newspapers (see Ta-
ble 2). For the diversity of text categories, we con-
sider all available news categories of each source in
our ATS dataset. Thus, LANS ensures both types
of diversity of MSA among the Arab countries. To
overcome the size limitation, LANS provides more
than 8 million news articles along with their sum-
maries. LANS’s substantial amount of articles and
their summaries, plus the diversity in MSA sources
and categories make it a worthy resource for ATS
models.

LANS exploited the metadata of newspapers’
archives to extract and build the dataset. In Fig-
ure. 1, a high-level example is shown to demon-
strate where the collected information originated
from two parallel views: the webpage view and
its HTML source code view. The webpage view
shows what a reader sees when reading a news
article: the URL, title, bold part or the abstract

sentence/s, and article bodies. LANS pursues the
metadata attributes from the HTML source code
- specifically (og:description) to extract the sum-
maries from. In the webpage view, the summaries
lie either in bold text or before the article’s para-
graphs. In the HTML source code view, the sum-
maries lie in the metadata attributes, in our case
between (og:description) tags, which we extracted
as the news articles’ summaries. After the extrac-
tion, we cleaned and filtered 11M news articles to
present 8.4M articles along with their summaries.

To quantify the quality of the collected sum-
maries and examine their summarization proper-
ties, we conducted an automatic evaluation based
on 3 common metrics. Moreover, we corroborated
the evaluation with human evaluation of 1,000 sam-
ples to verify the accuracy of using the abstract
from the HTML source code’s metadata as a sum-
mary. The human evaluation verifies that using the
summary available in the metadata has a 95.4%
accuracy. Considering the large size of LANS, 8.4
million, LANS can benefit the ATS field, because
large datasets improve NLP tasks, such as numer-
ous training samples for pre-trained models (Zhang
et al., 2020; Lewis et al., 2019). Besides, both types
of diversities create opportunities for researchers
to construct more accurate ATS models.

Our main contributions are as follows: (1) We cu-
rate LANS, a large-scale ATS dataset of 8.4 million
Arabic news articles paired with their summaries
written by journalists between 1999 to 2019. To
our knowledge, it is the largest to date. (2) LANS
is collected from 22 reputable Arab newspapers to
achieve high quality of diversity in MSA, and for
each source, there are at least 7 topics to achieve
diversity in categories. (3) To quantify the intrinsic
quality of LANS, a human evaluation is conducted
on 1,000 random samples and verifies 95.4% accu-
racy of the summaries. Plus, the automatic evalua-
tion on the whole dataset quantifies the abstractness
and properties of the summaries.
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ID Newspaper Country From Articles ID Newspaper Country From Articles
1 Elkhabar Algeria 2014 78201 12 Hespress Morroco 2007 91357
2 Alwasat Bahrain 2013 23860 13 Alwatan Oman 2014 130067
3 Gate Ahram Egypt 2016 315655 14 Alquds Palestine 2015 88313
4 Youm7 Egypt 2008 2039818 15 Alquds-UK Palestine 2013 349439
5 Albayan Emirates 1999 1137188 16 Alwatan Qatar 2016 214405
6 Almadapaper Iraq 2009 105925 17 Aljazira Saudi Arabia 2001 809445
7 Aldustoor Jordan 2000 601372 18 Alryiadh Saudi Arabia 2004 1004893
8 Annahar Kuwait 2007 575482 19 Alsudan Alyoom Sudan 2016 104439
9 Alakhbar Lebanon 2006 222215 20 Zamanalwsl Syria 2007 128785
10 WAL Libya 2013 141898 21 Alssabah Tunisia 2011 166137
11 Sahara Media Mauritania 2009 11982 22 Almasdar Yemen 2009 102608

Total 8,443,484

Table 2: Overall statistics of the collected articles

2 Related Work (Existing Datasets)

To the best of our knowledge, Lakhas (Douzidia
and Lapalme, 2004) is considered one of the early
works to build an ATS model. Due to the lack of
ATS datasets at that time, Douzidia et al. translated
(DUC)1 dataset, from English to Arabic for their
ATS model’s evaluation (Douzidia and Lapalme,
2004). The translation used machine translation at
that time which was not as accurate and advanced
as these days, and that had a negative impact on
the results. Moreover, other ATS models built their
own datasets to evaluate their models (Al-Maleh
and Desouki, 2020). Consequently, researchers
built Arabic ground-truth summaries over the past
years, and this section mentions the major ones.

The Essex Arabic Summaries Corpus (EASC)
Dataset. EASC (El-Haj et al., 2010) is an ATS
dataset, where each summary is extracted from the
texts by Mechanical Turk. Its text source is two
Arabic newspapers (Alrai and Alwatan) and the
Arabic language version of Wikipedia. As a result,
it contains 153 Arabic articles and 765 summaries
(5 summaries per article). In short, EASC has high-
quality human-generated summaries but it is too
small and lacks diversity.

Kalimat Dataset. El-Haj et al. worked on a
dataset called Kalimat (El-Haj and Koulali, 2013).
It has 20,291 extractive Single-document and multi-
document system summaries, and includes only
6 categories. It has been collected from only
one source, which is Alwatan newspaper from
Oman. The single-document summaries are gener-
ated based on their model Gen-Summ which inputs
the article and its first sentence, then outputs the ex-
tractive summary. The multi-document summaries
were generated for each 10, 100, and 500 articles

1An English text summarization dataset of news paired
with human summaries. https://duc.nist.gov/

in different categories. The generated summaries
also lack human evaluation of the summaries.

Arabic News Texts Corpus (ANT) and XL-
Sum. ANT (Chouigui et al., 2021), and XL-Sum
(Hasan et al., 2021) are the most recent works.
ANT collected 31,798 documents paired with sum-
maries using RSS feeds from 5 Arab news sources:
AlArabiya, BBC, CNN, France24, and SkyNews,
while XL-Sum collected 40,327 only from BBC.
ANT includes 6 categories, while XL-Sum reported
none. Unlike ANT, LANS utilized the HTML
source code og:description tag to collect the sum-
maries which is similar to (Grusky et al., 2018).
ANT is evaluated on several extractive summariza-
tion methods such as LexRank, TextRank, Luhn
and LSA. XL-Sum fine-tuned mT5 on their dataset
and randomly sampled 500/500 development and
test set respectively. Besides, they conducted hu-
man evaluation on 250 random samples. When
compared to our LANS, our work collected nearly
8 million articles with summaries from 19 Arab
countries local newspapers. Moreover, experts
evaluated 1,000 random summaries from LANS
to substantiate the validity of the summaries.

3 LANS Dataset

This section details how LANS is collected starting
from the scraping process to building the dataset
and how it is shaped for public use.

3.1 Data Collection

Our main goal is to improve the ATS field by col-
lecting and building the largest and most diverse
ATS dataset. We collect newspapers from 19 coun-
tries 2. For consistency and fairness of data col-

2There are 22 Arab countries, but 3 of them: Djibouti, The
Comoros Islands, and Somalia, lack Arabic data and reliable
newspapers
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lection, all the TV news channels’ websites are ex-
cluded, like Alarabiya, Aljazeera, Arabic CNN, and
Arabic BBC because they are primarily established
as TV news channels. To make our data sources
comprehensive and trustworthy, we collected and
listed approximately all the reliable newspapers for
each country. For instance, we listed 18 reputable
newspapers in Saudi Arabia. After analyzing the
newspapers, we then ranked them by assigning the
highest priority to the newspaper with the longest
publishing history.

Next, we only select the newspapers if their con-
tent passes certain criteria:

History of published articles (archive): Each
newspaper’s website is inspected to examine if it
has a considerable historical electronic archive to
reestablish the long-history versions of a newspaper.
An old reputable newspaper can be given a lower
rank over a modern one if the latter has a longer
historical e-archive. Thus, LANS has collected
data from 1999 to 2019 see Table 2.

Diversity in categories: A newspaper should
contain a variety of topics or categories (at least
7), for example, local news, international news,
politics, economy, religion, culture, health, sports,
art, technology, and so on.

Availability of the summary in the metadata:
the metadata of a document has the hidden informa-
tion of an article. The summary of an article written
by the author initially lies in the metadata and also
can appear in bold on the webpage or ahead of the
article. The availability of the summary published
by the author/journalist is the major factor in se-
lecting the newspaper. Only the newspapers with
provided summaries in the metadata are selected.

The aforementioned criteria narrow down the list
of the reliable newspapers, shown in Table 2. As a
result, 22 popular newspapers of 19 Arab countries
have been selected for the next step from the period
of time between 1999 to 2019. The wide variety
of the data sources can significantly benefit the
diversity of the summaries.

3.1.1 Data Scraping
Since there are 22 newspaper websites to be
scraped, it is necessary to customize a code for
each of them. Each code identifies the patterns,
the selectors, and the URLs to be scraped. The
main information scraped from each news article
are the following: URL, title or (headline), arti-
cle, and finally the summary or (the metadata from
og:description). An example is shown in Table 3,

which shows the scraped information from an ar-
ticle’s webpage. For reproducibility, Scrapy was
ideal, in our case scenario, for implementing recur-
ring and large-scale web scraping projects. Besides,
Scrapy supports different built-in data outputs such
as JSON, XML, and CSV.

3.2 Building LANS Dataset

For the collected data to be curated so it preserves
a good quality for reuse and evaluation, we de-
tail how the data is extracted, cleaned, and prepro-
cessed.

3.2.1 Data Extraction
Among the data formats for retrieval, the most con-
venient format to preserve data quality is XML. The
extracted data is stored in a tree structure. Each
newspaper has a dataset formatted as the following:
"Item" is the root node of the tree. The root has
many child nodes "Items". Each "Items", a child
node, holds the extracted data of a single document
(a newspaper article). The child node, "Items", has
4 child nodes of its own named: Address, Title,
Article, and Summary. Each child node of the par-
ent "Items" (Address, Title, Article, and Summary)
has 1 or more grandchild nodes depending on the
actual values extracted from an article’s webpage.
The data in this stage is not considered clean nor
reliable because it contains many errors that could
impact the quality of LANS. Errors can be extra-
neous or foreign characters, empty values, HTML
code, or other common text errors. Thus, we need
to clean the data. Plus, to better utilize the data in
the XML files, we need to preprocess the data for
the evaluation process.

Data cleaning: Initially, more than 11 million
articles and their metadata are scraped. The data
is laboriously examined to ensure whether the ex-
tracted articles are error-free content or not, and to
ensure their validity for usage. One of the main
errors was the collected articles with missing con-
tent. There are some reasons for that. One of the
reasons is that many articles contain only images
or videos without any textual content, because they
are types of news that only report pictures or videos.
The other reason for missing content is mistakes
from the HTML pages, or content stored under a
different selector. All articles with the mentioned
errors are removed. Moreover, to clean the other
errors the normalization step in the preprocessing
steps below is performed. In short, the removed
articles may have no title, article, or valid data. Af-
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Type Scraped info
URL http://www.alwasatnews.com/news/1196668.html
Title �éK
Q�®Ë @ �èQ�. �®ÖÏ 	­J
 	¢ 	��K �éÊÔg Ñ 	¢	J�K �éK
Q�
	mÌ'@ pQÖÏ @ . . .Pñ�ËAK.

Article ZA 	�«


B �é 	̄ A 	�B
 AK. ,

�éK
QÒªË@ �HA
J 	®Ë @ ©J
Ôg. 	áÓ ú
ÍAë


B@ 	áÓ �é»PA ��Ó �éÊÒmÌ'@ �HYîD�� Y�̄ð , PAm.�

�� 
B@ Õæ
Ê
�®�Kð �èPA 	�Ë@ pA�ð



B@ð PAm.�

�� 
B@ �éË @ 	PA
K.
	àñ»PA ��ÖÏ @ ÐA�̄

ÉÓA �� QK
ñ¢�JË @ �éJ
ÊÒªË
�
BAÒº�J�@ ú


�G


A�K �éÊÒmÌ'@ 	à@
 ú
æ.

	JË @YJ.« ù 	®¢�Ó �éJ
ªÒm.Ì'@ ú

	̄ �èQ�. �®ÖÏ @ð �éK
Q�®Ë @ 	àñ
J �� �é 	Jm.Ì ��

KP ÈA�̄ , éJ. 	K Ag. 	áÓ . �éJ
ªÒm.Ì'@ �èP@X@
 �Êm.×

É��� 	ªÖÏ @ 	áÓ ø
 X

ñÖÏ @ ��K
Q¢Ë@ 	­�Pð �éÊ 	¢ÒÊË ú
æ�@Q» ÉÔ« ÉÒ ����� ú


�æË@ð �èQ�. �®ÖÏ @ QK
ñ¢�� �éJ
ÊÔ« 	áÓ �é�XA�Ë@ �éÊgQÖÏAK. ZYJ. ÊË �é 	Jj. ÊË @ Yª�J��� �IJ
k , �èQ�. �®ÒÊË
�é¢	mÌ'@ �éªK. A�JÓ úÍ@


�é 	̄ A 	�B
 AK. , �HAg. AJ
�JkB@ Z@Qå�� ÈAÒº�J�@ð hC�@
ð É��� 	ªÒÊË �éJ
�̄Qå��Ë @ �éêm.Ì'@ úÍ@
 ú
ÍAm
Ì'@ éª�̄ñÓ 	áÓ ú
æ�J



KQË @ ZAÖÏ @ 	à@ 	Q 	k É�® 	Kð �éÊ 	¢ÖÏ @ úÍ@

�éÊÔg hAm.�

	'B
 Ñî 	EðAª�JË �éK
Q�®Ë @ ZA 	JK.


@ ©J
Òm.Ì èQº �� ÐY�̄ AÒ» , �éÊÒmÌ'@ ú


	̄ 	á�
»Q�� ��ÖÏ @  A ��	� úÎ« ú 	æ�K


@ð @ 	Yë , �éK
Q 	®ªm.Ì'@

	¬A�̄ð


B@ �èP@X@
 ©Ó

��J
� 	��JËAK. �éK
QK
ñ¢�JË @
. �èQ�. �®ÖÏ @ 	­J
 	¢ 	��K

Summary ½�J�̄ð QÒ�J���@ PAª �� �Im��' �éK
Q�®Ë @ �èQ�. �®ÖÏ 	­J
 	¢ 	��K �éÊÔg , �éK
XCJ
ÖÏ @ �é 	J�Ë@ �


@P ©Ó

�
A 	JÓ@ 	Q�K , �éJ
«AÒ�Jk. B@ �éK
Q�
	mÌ'@ pQÖÏ @ �éJ
ªÔg. ú


	̄ �éK
Q�®Ë @ 	àñ
J �� �é 	Jm.Ì �IÒ 	¢	�
2017 ú


	GA�JË @ 	àñ	KA¿ QK
A 	JK
 1Yg


B@ �Ó



@ hAJ.� ,½�KQ 	k

�
B

Table 3: An example of scraped information from an Article

ter removing all the unusable articles, the number
has dropped from 11,115,932 to 8,443,484 articles.
After this step, the data is stored in its final XML
tree format.

3.2.2 Preprocessing
Even though the data is clean at this stage, it re-
quires preprocessing for ATS evaluation process,
due to the complex and rich nature of Arabic lan-
guage. The steps involve normalization, segmenta-
tion, removal of stop words, and lemmatization; in
that order. This stage in Arabic is the primary stage
to prepare the text for processing and transform the
input text into a unified representation.

The normalization step cleans the data and re-
moves many extraneous texts. It removes extra
white spaces or tabs, foreign irrelevant characters,
non-letters, and diacritics. It also replaces certain
Arabic characters with a certain single character
to normalize the differences in characters. Nor-
malization also removes the "Tatweel" (character
stretching) (Ayedh et al., 2016). For tatweel, a
word that appears in this format "Y���K
Y���Ò���K" is

going to be replaced with "YK
YÖ
�ß".

Segmentation or tokenization are commonly
used interchangeably. The segmentation process is
applied to segment the article into sentences and
prepare for the next steps. We use the Natural Lan-
guage Toolkit (NLTK) (Loper and Bird, 2002) to
tokenize sentences and words. We are aware that
some scholars weigh tokenization differently such
as when tokenization breaks the words into con-
stituent prefix(es), stem, and suffix(s) (Mubarak,
2017; Abdelali et al., 2016; El-Defrawy et al., 2015;
Pasha et al., 2014). However, ATS lemmatization
accomplishes the intended purpose of the other def-

inition of Arabic tokenization.
Stop words have a major impact on text sum-

marization because they impact the length of the
articles and summaries, and increase the frequency
of words which in both cases would change the
weights of sentences (El-Khair, 2017; Al-Taani and
Al-Omour, 2014). To remove the stop words, we
used a list of stop words prepared by Abu El-khair
et al (El-Khair, 2017) which contains 1,377 words.

For our evaluation, the final and most crucial
step for preprocessing the text is lemmatization.
This step can improve the accuracy of the sum-
marization and evaluation process. Lemmatiza-
tion is the process of reducing words to their basic
root by removing the attached affixes of words.
LANS dataset does not store the data in the lem-
matized format, because lemmatization is usually
used in the training or testing on the original data.
Many lemmatizers are considered such as Alkhalil
(Boudchiche and Mazroui, 2019), ISRI (Khoja)
(El-Defrawy et al., 2015), Madamira (Pasha et al.,
2014), CAMeL (Obeid et al., 2020), but only
Farasa (Mubarak, 2017; Abdelali et al., 2016) is
applied because it outperforms the state-of-the-art
CAMel by a slight margin and its fast performance
on large-scale datasets. Following all the men-
tioned steps, the dataset is passed for automatic
evaluation (see sec 6).

4 LANS Description

LANS builds 8,443,484 articles and their sum-
maries from 22 newspapers of 19 Arab countries
dated from 1999 to 2019. The high-level overall
statistics in Table 2 show that some newspapers
have more data than the others. This does not un-
dermine any country’s newspapers. Among the
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newspapers with a long history of journalism, most
of them have been published on physical newspa-
pers before newspapers become digitalized. The
dates of collection reflect how much data is avail-
able in the e-archive for each newspaper. For in-
stance, Gate Ahram newspaper from Egypt (Gat,
2022) is established in 1875 and has been pub-
lished since then. However, the available e-archive
for the newspaper starts from 2016. Each newspa-
per’s webpage has its own e-archive and its own
progress over time. This is why the variations of
collection dates exist.

LANS encompasses 19 Arab countries for MSA
diversity. One of the overlooked aspects of diver-
sity in Arabic is the diversity of MSA in the Arab
countries. It is true that all the newspapers in the
Arab countries use the same MSA, but events, cul-
ture, and use of vocabulary are different from one
country to another. Therefore, it is necessary to
collect such diverse data from each country. To
achieve MSA diversity in LANS, our dataset en-
compasses 19 Arab countries - except for the Co-
moros Islands, Djibouti, and Somalia because of
the scarcity of data in their newspapers.

Further, LANS provides a wide-ranging topic
variety. The collected data from each country cov-
ers different categories, and some newspapers have
more categories than others, which enhances the
diversity of categories in LANS. Some newspapers
have only a few categories (not less than 7), while
some others have more than 9 categories including
local news, international, political, financial, soci-
ety, sports, technology, art, health, and religious
news articles. This category diversity is one of the
features of LANS. It allows researchers to not only
create subdatasets, but also create sub-subdataset
of any of the subdatasets. For example, a subset can
be all articles/summaries from Saudi Arabia. Then,
a sub-subdataset can be the local news categories
from the subset of Saudi Arabia articles/summaries.
This type of diversity can be created from LANS.

The dataset is chunked into separate XML files,
each file is under 2 GB to make it easier to load
and process. The total size of the whole dataset
is 32GB. Each country’s dataset is a subset of the
whole dataset, and researchers have the freedom
to choose a subset or several subsets (by specific
countries) to train and evaluate ATS models.

5 Experiment

Since the ATS field is still under-researched
for abstractive summarization, it is difficult to
achieve multiple comparisons among the avail-
able works. Therefore, we created a translate-
summarize-translate pipeline from the available
pretrained state-of-the-art multi-language models
such mT5 (Xue et al., 2020), mBART (Tang et al.,
2020), and CRISS (Tran et al., 2020). For our ex-
periment, we chose mT5 becasue of its wide cover-
age of 101 languages and support for 41 languages.
The model is utilized to generate summaries of the
1,000 randomly sampled articles, and then compare
them with LANS ground-truth summaries using
ROUGE-N. In a high-level description, the pipeline
inputs the preprocessed samples as mentioned ear-
lier in section 3.2.2, translates the articles (Arabic
→ English), generates summaries from the trans-
lated articles, then translates the generated sum-
maries (English → Arabic) for evaluation. The
model for each step of the pipeline will be given
later.

Some of the pipeline steps to generate automatic
text summaries are tuned to adapt Arabic language.
Firstly, we preprocess the text, as detailed in sec-
tion 3.2.2. Secondly, we translate the articles from
Arabic to English. We apply OPUS-MT (Tiede-
mann and Thottingal, 2020) project. OPUS-MT is
based on Marian-NMT (Junczys-Dowmunt et al.,
2018), a state-of-the-art transformer-based Neu-
ral Machine Translation (NMT), and trained on
OPUS data using OPUS-MT-Train. The transla-
tion achieves accurate results in machine transla-
tion. Next, since articles are translated into English,
we process the articles to generate automatic text
summaries using mT5 which inherits all the ben-
efits of T5 (Raffel et al., 2019). The automatic
text summaries currently are English. Finally, we
translate automatic text summaries into Arabic by
again applying the OPUS-MT project as described
in the second step. An example of the ground-truth
summary and a generated Arabic summary are dis-
played in Table 4.

Both summaries are evaluated by ROUGE
(Ganesan, 2018) evaluation metric and will be
used for human evaluation (see sec 6.2). We ap-
ply ROUGE-1, ROUGE-2, and ROUGE-L to con-
sider different summary lengths. Moreover, we
also show how lemmatization impacts the accuracy.
The results are reported in Table 5. The results
show that the summaries generated by mT5 achieve
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Source Summary

LANS I.
	j�� 	JÓ 	á��K. A¿ 	àñºK
 	à@ ©�̄ñ�JK
ð Yg



B@

�
@Y 	« ú
ÍAm
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 �®K
Q 	̄ @ ú
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Table 4: Table presents a sample of two summaries from LANS and mT5-based pipeline.

lower scores before applying the lemmatization
process. After we lemmatized the summaries by
Farasa, the results improve by a good margin. In
both cases, for a model that has not been designed
for Arabic language, mT5 shows good scores when
scored with LANS summaries see Table 4.

Before Lemmatization After Lemmatization

R-1 R-2 R-L R-1 R-2 R-L
mT5 0.3 0.12 0.28 0.44 0.19 0.38

Table 5: Results of the generated summaries referenced
to LANS summaries.

6 Intrinsic Evaluation of LANS

We apply two methods of evaluation to validate
the reliability of the summaries from LANS. The
first is an automatic evaluation which examines the
summarization techniques in LANS. It uses the fol-
lowing metrics: compression ratio, fragment den-
sity, and coverage. The automatic evaluation has
been performed on the whole dataset. The second
evaluation is performed by experts which verifies
the quality of LANS by randomly extracting 1,000
articles and their respective summaries, which are
evaluated by experts.

6.1 Automatic Evaluation

To assess LANS, we apply 3 common metrics to
quantify the abstractness of LANS’s summaries
and examine their strategies. Note that summaries
can be extractive or abstractive; extractive sum-
maries derive words from the source text, while
abstractive summaries use novel words to describe
the source text. The applied metrics used are com-
pression ratio, fragment density (abstractivity), and
coverage (Grusky et al., 2018; Bommasani and
Cardie, 2020). Compression Ratio quantifies the
conciseness of summaries, and is defined as the
ratio of words between a summary and an article:

CMPw(S,A) = 1− |S|
|A| (1)

where |S| is the summary’s length and |A| is the ar-
ticle’s length in words. Coverage by (Grusky et al.,
2018) quantifies how much the summary borrows
words from the article. Its formula is below:

COV(S,A) =
1

|S|
∑

t∈T (S,A)

|t| (2)

where T (S,A) is the set of extractive phrases in
summary S extracted from article A, and t is the
summary tokens (words) derived from the article.
In abstractive summaries, it is preferred not to de-
rive many words from the article.

Fragment Density is proposed by (Grusky et al.,
2018), and later introduced as Abstractivity in
(Bommasani and Cardie, 2020) with a slight change
that generalizes it. This paper uses fragment den-
sity. It quantifies how well the summaries can
construct a sequence of words that are greedily
matched in the article. It is measured as the follow-
ing:

DENS(S,A) =
1

|S|
∑

t∈T (S,A)

|t|2 (3)

The results of the automatic evaluation are re-
ported in Table 6. The ↓ arrow for coverage scores
(COV) indicates how abstractive the summaries
are from each source. The reported low scores
signify that the summaries have novel words to
describe the articles. The ↑ arrows for density
(DENS) and fragment compression (CMP) mean
the higher the better. The highest score for density
is in Hespress(Morocco) newspaper summaries,
and the lowest is in WAL (a Libyan news agency).
For compression, the most concise summaries are
reported from Alakhbar (Lebanon), and the least
concise ones are reported from Alsudan Alyoom
(Sudan). The diversity exists among the Arab coun-
tries’ style of writing the summaries, and the indi-
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Dataset COV↓ DENS↑ CMP↑ Dataset COV↓ DENS↑ CMP↑
Elkhabar(Algeria) 0.34 0.87 0.77 Alwatan(Oman) 0.35 0.64 0.68
Alwasat(Bahrain) 0.32 0.88 0.51 Alquds(Palestine) 0.28 0.74 0.65
Gate Ahram(Egypt) 0.27 0.81 0.57 Alquds-UK(Palestine) 0.39 0.90 0.79
Youm7(Egypt) 0.31 0.86 0.53 Alwatan(Qatar) 0.24 0.58 0.74
Aldustoor(Jordan) 0.25 0.52 0.50 Aljazira(Saudi Arabia) 0.23 0.46 0.57
Annahar(Kuwait) 0.24 0.57 0.72 Alryiadh(Saudi Arabia) 0.30 0.73 0.51
Almadapaper(Iraq) 0.45 0.52 0.64 Alsudan Alyoom(Sudan) 0.36 0.31 0.49
Alakhbar(Lebanon) 0.27 0.49 0.82 Zamanalwsl(Syria) 0.26 0.62 0.59
WAL(Libya) 0.32 0.30 0.55 Alssabah(Tunisia) 0.26 0.70 0.58
Sahara Media(Mauritania) 0.32 0.88 0.68 Albayan(Emirates) 0.41 0.35 0.65
Hespress(Morocco) 0.38 1.01 0.78 Almasdar(Yemen) 0.38 0.92 0.77

Table 6: Automatic evaluation results of LANS comparing all newspapers to each other. The up arrow ↑ indicates
that higher is better and the opposite for the down arrow ↓. The results show the diversity among the collected
datasets from one source to another. It also shows there is a high level of abstractiveness and conciseness.

cation of that is the varying scores in all metrics.
The detailed distributions of fragment density and
coverage across LANS dataset are displayed in the
appendix Figure 2

6.2 Human Evaluation

Relying on only automatic evaluation and ROUGE
metric may result in some limitations, such as bi-
ases in scoring against the systems that depend
more on paraphrasing such as abstractive sys-
tems(Grusky et al., 2018). As a result, even though
meaningful summaries are generated, ROUGE can
be subjective and assigns a low score to well-
generated summaries(See et al., 2017). Therefore,
we conduct human evaluation.

Human evaluation is costly, but the results from
the automatic method described in Sec. 6.1 are yet
to be verified by experts. A survey is created for
human experts to assess which summaries capture
the full key information of the articles, have bet-
ter readability, and have syntactic correctness.
The survey contained the 1,000 random samples
selected for the experiment in Sec. 5. Each sur-
vey question contains the following data: the full
article; Choice 1: LANS summary; Choice 2: mT5-
based generated summary; and Choice 3: none-of-
the-above (non of the summaries). Choices 1 and 2
were shuffled and anonymized, so human experts
can make fairer choices with less biases. For ex-
ample, if Choice 1 was always LANS’s summary,
then human experts may form a judgement to al-
ways choose Choice 1. Therefore, the choices were
shuffled. Besides, the choices were anonymous.
It means that human evaluators do not know the
origin of each summary.

The experts who did the survey are highly knowl-
edgeable in Arabic. For a human expert to evaluate

the survey; an expert should be an Arabic native
speaker, also, an expert should at least have a bach-
elor’s degree majoring in Arabic Language. The
experts were asked not only to choose which choice
is the fittest for the given criteria, but also to pro-
vide their feedback on the choices. Human evalua-
tion results show that 954, out of the 1,000, LANS
extracted summaries have more accurate semantic
representation, and correct syntactic forms. The se-
mantic representation means that the summary cap-
tures salient and key information of the article and
has better readability. The results, also, show that
2 of the choices are "none", which means neither
summaries meet the required criteria. While the
ROUGE scores are low between the automatically
generated summaries and the LANS summaries,
the 95.4% approval rating for LANS summaries
during the human evaluation validates the use of
the descriptions present in the source code of the
articles as their summaries.

7 Conclusion

This work presents LANS, a large-scale and diverse
text summarization dataset of more than 8 million
new articles paired with their summaries written by
journalists. The summaries are collected from the
metadata of 22 scraped popular Arab newspapers’
websites from the period between 1999 to 2019.
For each of those resources, LANS considered a
wide range of topics. The work applied two evalua-
tion methods (automatic and human) to verify the
superiority of the extracted summaries in LANS.
The dataset can be accessed upon request. 3. LANS
offers this dataset for researchers to advance the
field of ATS, and takes advantage of the data to

3Request data from first author
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train and evaluate the results of new models on this
dataset.

8 Limitations

The distribution of data in LANS is far from uni-
form with regards to the newspapers coming from
each country. This disparity is primarily driven
by the varying number of newspapers in different
countries. As a result, some nations’ data represen-
tation is much more than others due to the former’s
extensive media landscape.

This uneven distribution underscores the impor-
tance of considering geographic and media-related
factors when conducting data-driven research or
analysis.

9 Ethical Statement

In accordance with ethical research practices, it is
important to clarify that the data collection process
for the LANS dataset did not violate any copy-
rights or intellectual property rights. The dataset
comprises articles and their summaries obtained
from publicly accessible websites of 22 major Arab
newspapers, all of which span from 1999 to 2019.
Every article included in the dataset is properly
cited, including its originating source, and each has
an associated URL, allowing for verification and
direct reference. The data is solely utilized for aca-
demic and research purposes, intended to advance
the field of Arabic Text Summarization (ATS). The
extraction and use of this data adhere to all relevant
ethical guidelines, ensuring that the journalistic
integrity of the original articles and their authors
is maintained. Thus, the dataset aims to serve as
a high-quality and diverse resource for research
while respecting all ethical and legal norms.
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(a) Elkhabar(Algeria) (b) Alwasat(Bahrain) (c) Gate Ahram(Egypt) (d) Youm7(Egypt)

(e) Almadapaper(Iraq) (f) Aldustoor(Jordan) (g) Annahar(Kuwait) (h) Alakhbar(Lebanon)

(i) WAL(Libya) (j) Sahara Media(Mauritania) (k) Hespress(Morroco) (l) Alwatan(Oman)

(m) Alquds(Palestine) (n) Alquds-UK(Palestine) (o) Alwatan(Qatar) (p) Aljazira(Saudi Arabia)

(q) Alryiadh(Saudi Arabia) (r) Alsudan Alyoom(Sudan) (s) Zamanalwsl(Syria) (t) Alssabah(Tunisia)

(u) Albayan(Emirates) (v) Almasdar(Yemen)

Figure 2: The distributions of fragment density and coverage across the datasets of LANS is displayed in the
sub-figures. This shows how diverse the dataset is from one country to another. The sub-figures support table.6.
Each sub-figure is a normalized bivariate density plot. The X-axis represents the coverage, and it ranges from 0 to
1. The Y -axis represents the Fragment density(Abstractiveness), and it ranges from 1 to 4. The red color shows
where most of the summaries are, and the dark blue color indicates where the least summaries are. The extraction
method is explained in section.6.1
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Abstract
Large language models (LLMs) finetuned to
follow human instruction have recently exhib-
ited significant capabilities in various English
NLP tasks. However, their performance in
grammatical error correction (GEC), especially
on languages other than English, remains sig-
nificantly unexplored. In this work, we evaluate
the abilities of instruction finetuned LLMs in
Arabic GEC, a complex task due to Arabic’s
rich morphology. Our findings suggest that
various prompting methods, coupled with (in-
context) few-shot learning, demonstrate con-
siderable effectiveness, with GPT-4 achieving
up to 65.49 F1 score under expert prompting
(approximately 5 points higher than our estab-
lished baseline). Despite these positive results,
we find that instruction finetuned models, re-
gardless of their size, are still outperformed by
fully finetuned ones, even if they are signifi-
cantly smaller in size. This disparity highlights
substantial room for improvements for LLMs.
Inspired by methods used in low-resource ma-
chine translation, we also develop a method
exploiting synthetic data that significantly out-
performs previous models on two standard Ara-
bic benchmarks. Our best model achieves a
new SOTA on Arabic GEC, with 73.29 and
73.26 F1 on the 2014 and 2015 QALB datasets,
respectively, compared to peer-reviewed pub-
lished baselines.

1 Introduction
As interest in second language learning continues
to grow, ensuring the accuracy and effectiveness
of written language becomes increasingly signif-
icant for pedagogical tools and language evalua-
tion (Rothe et al., 2021; Tarnavskyi et al., 2022). A
key component in this respect is grammatical error
correction (GEC), a sub-area of natural language
generation (NLG), which analyzes written text to
automatically detect and correct diverse grammat-
ical errors. Figure 1 shows an instance of GEC
from Mohit et al. (2014). Despite the growing at-
tention to GEC, it is predominantly studied within

Figure 1: An example of an Arabic GEC system show-
casing six types of errors: character replacement ,

missing word , hamza error , missing punctuation ,

additional character , and punctuation confusion .

the English language. Extending GEC systems to
other languages presents significant challenge, due
to lack of high-quality parallel data and/or inher-
ent challenges in these languages. Recognizing
this, our work focuses on Arabic. In addition to
being less-explored for GEC (Mohit et al., 2014;
Rozovskaya et al., 2015a; Mohit et al., 2014; Ro-
zovskaya et al., 2015a; Solyman et al., 2022; Al-
hafni et al., 2023), Arabic has complex grammar
and rich morphology that present significant chal-
lenges and further motivate our work.

Focusing primarily on English, the field of
GEC has witnessed significant advancements,
specifically with the emergence of sequence-to-
sequence (seq2seq) (Chollampatt and Ng, 2018;
Gong et al., 2022) and sequence-to-edit approaches
(seq2edit) (Awasthi et al., 2019; Omelianchuk
et al., 2020) achieving SoTA results in the CONLL-
2014 (Ng et al., 2014) and the BEA-2019 shared
task (Bryant et al., 2019), respectively. In spite of
the efficacy of these approaches, they rely heavily
on large amounts of labeled data. This poses is-
sues in low-resource scenarios (Feng et al., 2021).
Yet, scaled up language models, aka large lan-
guage models (LLMs) have recently demonstrated
remarkable potential in various NLP tasks. The
core strength of LLMs lies in their capacity to gen-
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eralize across a wide range of languages and tasks,
and in-context learning (ICL), enabling them to
handle various NLP tasks with just a few examples
(i.e., few-shot learning). A key strategy for LLMs
is instruction fine-tuning, where they are refined on
a collection of tasks formulated as instructions (Wei
et al., 2022a). This process amplifies the models’
ability to respond accurately to directives, reduc-
ing the need for few-shot examples (Ouyang et al.,
2022; Wei et al., 2022b; Sanh et al., 2021).

Given the ability of LLMs to adeptly address the
low-resource challenge, we investigate them in the
context of GEC. Focusing primarily on ChatGPT,
we examine the effectiveness of various prompt-
ing strategies such as few-shot chain of thought
(CoT) prompting (Kojima et al., 2022) and expert
prompting (Xu et al., 2023). Our research extends
the realm of GEC research by concentrating on
the unique challenges posed by Arabic. Drawing
upon the work of Junczys-Dowmunt et al. (2018a),
we frame these challenges within the context of a
low-resource MT task. We then carefully conduct
a thorough comparison of the different methodolo-
gies employed in addressing GEC in Arabic. Our
key contributions in this paper are as follows:

1. We conduct a comprehensive investigation of
the potential of LLMs for tasks involving GEC
in Arabic.

2. We methodically investigate the utility of dif-
ferent prompting methods for generating syn-
thetic data with ChatGPT for GEC.

3. We further carry out in-depth comparisons be-
tween several approaches (seq2seq, seq2edit,
and instruction fine-tuning) for Arabic GEC
(AGEC), allowing us to offer novel insights
as to the utility of these approaches.

The rest of this paper is organized as follows: In
Section 2, we review related work with a particu-
lar emphasis on Arabic. In Section 3, we outline
our experimental setups. We present our experi-
ments on LLMs and prompting strategies in Sec-
tion 4. In Section 5, we introduce our seq2seq
approach along with data augmentation techniques;
Section 6 discusses our seq2edit approach. In Sec-
tion 7, we conduct a comprehensive analysis of our
best model. We discuss our results in Section 8,
and conclude in Section 9.

2 Related Work

Progress in GEC. Pretrained Transformer models
have reframed GEC as an MT task, achieving SoTA
results (Ng et al., 2014; Felice et al., 2014; Junczys-
Dowmunt et al., 2018b; Grundkiewicz et al., 2019).
In contrast, sequence2edit approaches view the task
as text-to-edit, converting input sentences into edit
operations to produce corrected sentences (Malmi
et al., 2019; Awasthi et al., 2019; Omelianchuk
et al., 2020). These approaches both streamline
the training process and enhance model accuracy.
Further progress has also been made through meth-
ods such as instruction fine-tuning (Chung et al.,
2022) and innovative prompting techniques, such
as CoT (Kojima et al., 2022) and Expert (Xu et al.,
2023) prompting. Recent applications of LLMs,
like ChatGPT in GEC, highlight their potential. We
provide further details on each of these methods in
Appendix A.
Arabic GEC. Challenges in AGEC stem from the
complexity and morphological richness of Arabic.
Arabic, being a collection of a diverse array of lan-
guages and dialectal varieties with Modern Stan-
dard Arabic (MSA) as a contemporary variety, is
further complicated by the optional use of diacrit-
ics. This introduces orthographic ambiguity, fur-
ther complicating GEC in Arabic (Abdul-Mageed
et al., 2020; Belkebir and Habash, 2021). De-
spite these challenges, progress in AGEC has been
made. This includes development of benchmark
datasets through the QALB-2014 and 2015 shared
tasks (Mohit et al., 2014; Rozovskaya et al., 2015b;
Habash and Palfreyman, 2022), and introduction
of synthetic datasets (Solyman et al., 2021, 2023).
As for model development, character-level seq2seq
models (Watson et al., 2018) and other novel ap-
proaches are shown to be effective on AGEC L1
data. Further details about progress in AGEC are
provided in Appendix A. Despite this progress, no
exploration has been undertaken into the utility of
using ChatGPT (or other LLMs) for AGEC. More-
over, substantial work remains in exploring syn-
thetic data generation, including the use of LLMs
and the adoption of diverse machine learning ap-
proaches. Our research aims to address these gap.

3 Experimental Setup

3.1 Datasets
In this study, we make use of the QALB-2014 (Mo-
hit et al., 2014) and 2015 (Rozovskaya et al.,
2015b) datasets to evaluate the performance of our
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Dataset Statistics Train Dev Test Level

QALB-2014
Number of sents. 19, 411 1, 017 968 L1
Number of words. 1, 021, 165 54, 000 51, 000 L1
Number of error. 306, 000 16, 000 16, 000 L1

QALB-2015
Number of sents. 310 154 920 L2
Number of words. 43, 353 24, 742 48, 547 L2
Number of error. 13, 200 7, 300 13, 000 L2

Table 1: Statistics for QALB-2014 and 2015 Train, de-
velopment (Dev), and Test datasets.

models. Both datasets make use of the QALB cor-
pus (Zaghouani et al., 2014), a manually corrected
collection of Arabic texts. These texts include on-
line commentaries from Aljazeera articles in MSA
by L1 native speakers, as well as texts produced
by L2 learners of Arabic. Both the QALB 2014
and 2015 datasets are split into training (Train),
development (Dev), and test (Test) sets based on
their annotated dates. QALB 2015 includes L1
commentaries and L2 texts that cover different gen-
res and error types. For the purposes of our study,
we exclusively use the L1 test set (2015), as we
focus on sentence-level AGEC, where L2 test sets
are document-level. We used Train, Dev, and Test
splits described in Table 1.

3.2 Evaluation
Metrics. For evaluation, we utilize the overlap-
based metric MaxMatch (M2) (Dahlmeier and Ng,
2012), which aligns source and hypothesis sen-
tences based on Levenshtein distance , selecting
maximal matching edits, scoring the precision (P),
recall (R), and F1 measure. Moreover, we report
the F0.5 score , a variation of the F1 score that
places twice as much weight on precision than on
recall. This reflects a consensus, in alignment with
recent works on GEC, that precision holds greater
importance than error correction in GEC systems.
Importantly, we use the exact scripts provided from
the shared task for evaluation, ensuring consistency
with other studies.

3.3 Models & Fine-tuning
LLMs. To evaluate the capabilities of LLMs for
AGEC, we prompt and fine-tune LLMs of varying
sizes, including LLaMA-7B (Touvron et al., 2023),
Vicuna-13B (Chiang et al., 2023), Bactrian-Xbloom-
7B (Li et al., 2023), and Bactrian-Xllama-7B (Li
et al., 2023). For experiments with ChatGPT, we
use the official API to prompt ChatGPT-3.5 Turbo
and GPT-4. We instruction fine-tune each smaller
model for 4 epochs using a learning rate of 2e-5 and
a batch size of 4. We then pick the best-performing

model on our Dev, then report on our blind Test.
Seq2seq models. Our baseline settings for seq2seq
models include AraBart (Eddine et al., 2022) and
AraT5v2 (Nagoudi et al., 2022), both of which are
text-to-text transformers specifically tailored for
Arabic. We also evaluate the performance of the
mT0 (Muennighoff et al., 2022) and mT5 (Xue
et al., 2020) variants of the T5 model (Raffel et al.,
2020), both configured for multilingual tasks. Each
model is fine-tuned for 50 epochs, with an early
stopping patience of 5 using a learning rate of 5e-
5 and a batch size of 32. These models serve as
the baseline for comparison throughout our experi-
ments.
Seq2edit models. ARBERTv2 and
MARBERTv2 (Abdul-Mageed et al., 2021)
serve as the baselines for our seq2edit experiments.
We fine-tune each model for 100 epochs for each
training stage, employing a learning rate of 1e-5
and a batch size of 4, with an early stopping
patience of 5.

All models are trained for three runs, with
seeds of 22, 32, and 42. We then select the best-
performing model based on our Dev data for blind-
testing on the Test sets. We report the mean score
of the three runs, along with its standard deviation.
Results on the Dev set, and more details regarding
hyperparameters are provided in Appendix 15, and
Appendix 14.

4 LLMs and Prompting Techniques

This section outlines our experiments designed to
instruction fine-tune LLMs and explore different
prompting methods for ChatGPT in the context
of AGEC. We begin by experimenting with vari-
ous prompting strategies using ChatGPT, compar-
ing its performance against smaller LLMs and our
listed baselines. We evaluate the performance of
ChatGPT-3.5 Turbo (ChatGPT) and GPT-4, under
two prompting strategies: Few-shot CoT (Fang
et al., 2023) and Expert Prompting (Xu et al.,
2023). We now describe our prompting strategies.

4.1 ChatGPT Prompting
Preliminary experiment. Initially, we experiment
with a diverse set of prompt templates to assess
ChatGPT’s capabilities in zero-shot learning as
well as two aspects of few-shot learning: vanilla
few-shot and few-shot CoT (Fang et al., 2023). We
also experiment with prompts in both English and
Arabic. However, we discover that the responses
from these prompt templates contain extraneous
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explanations and are disorganized, necessitating
substantial preprocessing for compatibility with
the M2 scorer. This problem is particularly notable
in the zero-shot and Arabic prompt setups, which
fails to yield output we can automatically evaluate.
Few-shot CoT. Adopting the few-shot CoT prompt
design strategy from Kojima et al. (2022) and Fang
et al. (2023), we implement a two-stage approach.
Initially, we engage in ‘reasoning extraction’,
prompting the model to formulate an elaborate
reasoning pathway. This is followed by an ‘an-
swer extraction’ phase, where the reasoning text
is combined with an answer-specific trigger sen-
tence to form a comprehensive prompt. In our few-
shot CoT settings, we include labeled instances
from the Dev set in our prompts to implement
ICL, facilitating learning from examples (Brown
et al., 2020). This involves providing erro-
neous sentences, labeled <input> SRC </input> ,
along with their corrected versions, labeled
<output> TGT </output> , from the original Dev

set.
Expert prompting. Xu et al. (2023) introduces
a novel strategy, which leverages the expert-like
capabilities of LLMs. This method involves assign-
ing expert personas to LLMs, providing specific
instructions to enhance the relevance and quality of
the generated responses. Following the framework
of Xu et al. (2023), we ensure that our AGEC cor-
rection tool exhibits three key characteristics: being
distinguished, informative, and automatic during
the ‘reasoning extraction’ stage of our prompt. To
achieve this, we employ a distinct and informa-
tive collection of various error types as proposed
in the Arabic Learner Corpus taxonomy (Alfaifi
and Atwell, 2012). We then prompt to automate
the system by instructing it to operate on sentences
labeled with <input> and <output> tags. Both
prompts are illustrated in Figure 2.

4.2 ChatGPT Results.
Table 2 presents the performance of ChatGPT un-
der different prompting strategies, compared to the
baseline settings. We observe improvements, par-
ticularly as we progress from the one-shot to five-
shot configurations for both the few-shot CoT and
expert prompting (EP) strategies. Under the CoT
prompt, ChatGPT’s F1.0 score increases from 53.59
in the one-shot setting to 62.04 in the five-shot set-
ting. A similar upward trend is evident with the EP
strategy, where the F1.0 score rises from 55.56 (one-
shot) to 63.98 (five-shot). Among all experiments

Settings Models Exact Match

P R F1.0 F0.5

Baselines

mT0 70.76 ±0.03 50.78 ±0.07 59.12 ±0.05 65.59 ±0.03

mT5 70.64 ±0.12 50.16 ±0.05 58.66 ±0.05 65.30 ±0.09

AraBART 70.71 ±0.06 60.46 ±0.04 65.18 ±0.07 68.39 ±0.08

AraT5v2 73.04 ±0.10 63.09 ±0.15 67.70 ±0.12 70.81 ±0.11

+ CoT
ChatGPT (1-shot) 58.71 49.29 53.59 56.55
ChatGPT (3-shot) 64.60 60.37 62.41 63.71
ChatGPT (5-shot) 64.70 59.59 62.04 63.61

+ EP
ChatGPT (1-shot) 60.49 51.37 55.56 58.42
ChatGPT (3-shot) 65.83 61.41 63.54 64.90
ChatGPT (5-shot) 66.53 61.62 63.98 65.49

+ CoT
GPT4 (1-shot) ∗ − − − −
GPT4 (3-shot) 69.31 59.24 63.88 67.03
GPT4 (5-shot) 69.46 61.96 65.49 67.82

Table 2: Performance of ChatGPT under different
prompting strategies on QALB-2014 Test set.

∗
Results

for QALB-2015 Test and GPT4 1-shot are not included
due to the high cost in producing these results, and a
pattern has already been established showing that per-
formance increases as we increase the number of N-shot
examples. More details are in Appendix B.2.

involving ChatGPT, the three-shot and five-shot
settings of GPT-4, CoT, achieve the highest scores,
with F1.0 of 63.98 and 65.49, respectively.

4.3 Instruction-Finetuning LLMs
Fine-tuning LLMs. To instruct fine-tune rela-
tively large models, henceforth just LLMs, we
first train these models on the translated Alpaca
dataset (Taori et al., 2023) 1 to allow the models
to gain deeper understanding of the Arabic lan-
guage and its complexities. Following this, we
further fine-tune the models on the QALB dataset,
to specifically target the task of GEC. Then, we
employ well-structured task instructions and input
prompts, enabling the models to take on GEC tasks.
Each model is assigned a task, given an instruction
and an input for output generation. We provide
an illustration of the instructions we use for model
training in Appendix B.
LLM results. As shown in Figure 3, larger mod-
els such as Vicuna-13B and models trained on
multilingual datasets like Bactrian-Xllama-7B, and
Bactrian-Xbloom-7B exhibit an overall trend of bet-
ter performance, achieving F1 of 58.30, 50.1, and
52.5, respectively. Despite these improvements,
it is noteworthy that all models fall short of Chat-
GPT’s. This reaffirms ChatGPT’s superior ability
on AGEC.

5 Data Augmentation

Motivated by the significant improvements ob-
served in low-resource GEC tasks in languages

1We translate the Alpaca datasets using NLLB MT
model (Costa-jussà et al., 2022)
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Figure 2: Illustration of Few-Shot CoT and Expert Prompts for Arabic Grammatical Error Correction.

Figure 3: Comparison of F1 scores between LLMs and
ChatGPT on the QALB-2014 Test set.

such as German, Russian, and Czech through syn-
thetic data (Flachs et al., 2021), and recognizing
the recent efforts to develop synthetic data for
AGEC (Solyman et al., 2021), we experiment with
three distinctive data augmentation methods.

ChatGPT as corruptor. With slight adaptation
to our original prompt, we engage ChatGPT as an
AI model with the role of introducing grammatical
errors into Arabic text to generate artificial data.
We randomly sample 10,000 correct sentences from
the QALB-2014 Train set and, using the taxonomy
put forth by the Arabic Learner Corpus (Alfaifi and
Atwell, 2012), prompt ChatGPT to corrupt these,
creating a parallel dataset. We refer to the resulting

dataset as syntheticGPT.
Reverse noising. We adopt a reverse noising ap-
proach (Xie et al., 2018), training a reverse model
that converts clean sentences Y into noisy coun-
terparts X. This involves implementing a standard
beam search to create noisy targets Ŷ from clean
input sentences Y. Our approach incorporates two
types of reverse models: the first trains on both
QALB-2014 and 2015 gold datasets, and the sec-
ond on the syntheticGPT dataset. Subsequently
we generate a parallel dataset using commentaries
from the same newspaper domain as our primary
clean inputs, matching the original Train data. We
name the respective parallel datasets reverseGold,
and reverseGPT.
Data augmentation evaluation. To evaluate the
efficacy of ChatGPT in generating artificial data,
we select 10, 000 parallel sentences from synthet-
icGPT, 10, 000 examples from reverseGPT, and
10, 000 parallel sentences from the original train-
ing set. We then further fine-tune each model on the
original training dataset and the two synthetically
generated reverse noised datasets, aiming to assess
if these artificially crafted datasets can replace the
gold standard training set. Figure 4 shows our re-
sults. In our initial tests (Figure 4.a), fine-tuning
the AraT5v2 model exclusively on the 10, 000 sen-
tences from syntheticGPT, registers an F1 of 65.87,
and reverseGPT an F1 score of 46.85 falling be-
hind the original QALB 2014 training data (which
records an F1 of 68.34). Following this, when fur-
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Figure 4: Scores of models fine-tuned on 10, 000 parallel sentences from different sources: Original training data,
syntheticGPT, and reverseGPT evaluated on the QALB-2014 Test set.

ther fine-tuned on the original training set (Fig-
ure 4.b). We find that both syntheticGPT and the re-
verseGPT surpass model fine-tuned on equivalent-
sized gold dataset, with F1 of 69.01 and 68.54,
respectively. This confirms the utility of ChatGPT
for generating synthetic data. Conversely, when
we further fine-tune the model with the two reverse
noised datasets (see Figures 4.c and d), we observe
a sharp decline in performance. This emphasizes
the critical importance of relevant, high-quality syn-
thetic data over randomly generated samples.

5.1 Decoding Methods.
Decoding strategies for text generation are essen-
tial and can vary based on the task (Zhang et al.,
2023). We compare three decoding strategies to
identify the best method for AGEC task. As shown
in Table 3, we compare greedy decoding (Ger-
mann, 2003) (temperature=0), Beam search (Fre-
itag and Al-Onaizan, 2017) (num_beams=5, tem-
perature=1), and Top-P sampling (Holtzman et al.,
2019) (top-p=0.8, top-k=75, and temperature=0.8).
With the highest scoring strategy identified, we
scale up our data augmentation experiments, by
generating sets of 5million and 10million re-
verseGold datasets. In addition to these datasets,
we utilize the complete AGEC dataset from Soly-
man et al. (2021) (referred to as AraT5v2 (11M) in
our experiments) for further evaluation.

Outlined in Table 4, AraT5v2 shows consistent
improvement as the number of training samples
increases from 5M to 11M. Results indicate Top-
P sampling is the best decoding method for GEC,
exhibiting a balance between number of correct

Strategy
QALB-2014 QALB-2015

P R F1 F0.5 P R F1 F0.5

Greedy 74.09±0.57 65.63±0.59 69.60±0.54 72.23±0.55 67.41±0.82 66.85±0.97 67.13±0.82 67.30±0.80

Beam 75.47±1.11 68.61±1.26 71.87±1.19 73.99±1.14 70.54±0.44 68.04±0.14 69.27±0.24 70.03±0.35

Top-p 76.94±0.67 69.26±0.73 72.90±0.68 75.27±0.67 72.64±0.32 74.21±0.75 73.41±0.51 72.94±0.39

Table 3: Performance of AraT5v2 (11M) on QALB-2014
and 2015 Test set under different decoding methods.

Datasets
QALB-2014 QALB-2015

P R F1 F0.5 P R F1 F0.5

M1 71.35±0.14 64.45±0.41 67.73±0.17 69.85±0.04 69.65±0.57 64.74±0.57 67.11±0.14 68.61±0.33

M2 73.14±0.26 67.48±1.07 70.23±0.15 72.37±1.05 70.26±1.16 65.74±1.37 67.93±1.27 69.31±1.20

M3 76.94±0.67 69.26±0.73 72.90±0.68 75.27±0.67 72.64±0.32 74.21±0.75 73.41±0.51 72.94±0.39

Table 4: Performance of AraT5v2 models using the ’Top-
P’ decoding method on QALB-2014 and 2015 Test sets,
on different amounts of training data. M1 : AraT5v2

(5M), M2 : AraT5v2 (10M), M3 : AraT5v2 (11M)

edits and total number of edits made.

6 Sequence Tagging Approach

In this section, we detail our methods to adapt the
GECToR model (Omelianchuk et al., 2020) to ex-
periment with the seq2edit approach.
Token-level transformations. We first perform
token-level transformations on the source to re-
cover the target text. ‘Basic-transformations’ are
applied to perform the most common token-level
edit operations, such as keeping the current to-
ken unchanged ($KEEP), deleting current token
($DELETE), appending new token t_1 next to
the current token xi ($APPEND_t1) or replac-
ing the current token xi with another token t_2
($REPLACE_t2). To apply tokens with more task-
specific operations, we employ ‘g-transformations’
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Methods Models
QALB-2014 QALB-2015

P R F1.0 F0.5 P R F1.0 F0.5

Seq2Seq

mT0 70.76 ±0.03 50.78 ±0.07 59.12 ±0.05 65.59 ±0.03 68.11 ±0.20 59.68 ±0.12 63.61 ±0.15 66.23 ±0.18

mT5 70.64 ±0.12 50.16 ±0.05 58.66 ±0.05 65.30 ±0.09 68.20 ±0.10 59.02 ±0.15 63.28 ±0.04 66.14 ±0.11

AraBART 70.71 ±0.06 60.46 ±0.04 65.18 ±0.07 68.39 ±0.08 68.39 ±0.09 67.95 ±0.02 65.62 ±0.05 66.76 ±0.07

AraT5v2 73.04 ±0.10 63.09 ±0.15 67.70 ±0.12 70.81 ±0.11 71.40 ±0.90 72.83 ±1.11 72.11 ±0.99 71.68 ±0.93

Seq2edit

ARBERTv2 73.89 ±0.35 48.33 ±0.33 58.43 ±0.35 66.82 ±0.35 73.10 ±0.29 55.40 ±1.15 63.03 ±0.86 68.70 ±0.56

ARBERTv2
† 74.39 ±0.22 47.62 ±0.30 58.07 ±0.29 66.87 ±0.26 74.20 ±0.28 53.80 ±0.59 62.37 ±0.49 68.96 ±0.39

MARBERTv2 73.53 ±0.24 48.21 ±0.39 58.24 ±0.36 66.54 ±0.30 72.90 ±0.21 54.90 ±0.52 62.63 ±0.42 68.41 ±0.31

MARBERTv2
† 74.21 ±0.16 46.45 ±0.25 57.14 ±0.24 66.29 ±0.20 74.00 ±0.17 52.70 ±0.34 61.56 ±0.29 68.46 ±0.23

Table 5: Performance of the seq2edit approach com-
pared to baselines on the QALB-2014 and QALB-2015
Test sets. †: Models trained on 3-stage training.

such as the ($MERGE) tag to merge the current to-
ken and the next token into a single one. Edit space
after applying token-level transformations results
in KEEP (725K op), $REPLACE_t2 (201K op),
$APPEND_t1 (75K op), $DELETE (13K op),
and $MERGE (5.7K op) tags.
Preprocessing and fine-tuning. We start the pre-
processing stage by aligning source tokens with tar-
get subsequences, preparing them for token-level
transformations. We then fine-tune ARBERTv2
(Elmadany et al., 2022) and MARBERTv2 (Abdul-
Mageed et al., 2021) on the preprocessed data. We
adhere to the training approach detailed in the orig-
inal paper (Omelianchuk et al., 2020), adopting its
three-stage training and setting the iterative correc-
tion to three. More details about the fine-tuning
procedure can be found in Appendix C.
Sequence tagging evaluation. As shown in Ta-
ble 5, ARBERTv2 and MARBERTv2, exhibit high
precision (e.g., ARBERTv2’s three-step training
is at 74.39 precision). However, relatively lower
recall scores indicate challenges in ability of the
two models to detect errors. Unlike the findings in
the original paper, our implementation of a three-
stage training approach yields mixed results: while
accuracy improves, recall scores decrease, lead-
ing to a drop in the overall F1 score (by 0.36 for
ARBERTv2 and 1.10 for MARBERTv2, respec-
tively). Consequently, all models fall behind the
’seq2seq’ models. We note that both ARBERTv2
and MARBERTv2 surpass mT0 and mT5 in terms
of F0.5 scores, highlighting their abilities in correct-
ing errors with precision.

7 Error Analysis

7.1 Error type evaluation.

We use the Automatic Error Type Annotation
(ARETA) tool (Belkebir and Habash, 2021) to
assess our models’ performance on different er-
ror types. We focus on seven errors types: Or-
thographic, Morphological, Syntactic, Semantic,

Error Type Incorrect Sentence Correct Sentence

Orthographic
. �Q 	®Ë @ H. QK
 Ég. QË@ . �Q 	®Ë @ I. »QK
 Ég. QË@

The man rears the horse. The man rides the horse.

Punctuations
. �Q 	®Ë @ I. »QK
 , Ég. QË@ . �Q 	®Ë @ I. »QK
 Ég. QË@

The man, rides the horse. The man rides the horse.

Syntax
. �Q 	̄ I. »QK
 Cg. P Yg. ð . A�Q 	̄ I. »QK
 Cg. P Yg. ð

He found a man riding a hors. He found a man riding a horse.

Merge
. �Q 	®Ë @ I. »Q�
� Ég. QË@ @Y 	« . �Q 	®Ë @ I. »Q�
� Ég. QË@ @Y 	«

Tomorrowtheman will ride the horse. Tomorrow the man will ride the horse.

Splits
. �Q 	®Ë @ I. » QK
 Ég. QË@ @Y 	« . �Q 	®Ë @ I. »QK
 Ég. QË@ @Y 	«
The man ri des the horse. The man rides the horse.

Semantic
. �Q 	®Ë @ Qê 	£ ú


	̄ �Êm.�'
 Ég. QË@ . �Q 	®Ë @ Qê 	£ úÎ« �Êm.�'
 Ég. QË@
The man is sitting in the horse’s back. The man is sitting on the horse’s back.

Morphological
. �Q 	®Ë @ I. »P Ég. QË@ @Y 	« . �Q 	®Ë @ I. »Q�
� Ég. QË@ @Y 	«

Tomorrow the man rode the horse. Tomorrow the man will ride the horse.

Table 6: Examples of Merge, Morphological, Ortho-
graphic, Punctuation, Semantic, Split, and Syntactic
errors, along with their corresponding corrections and
English translations.

Punctuation, Merge, and Split. Examples of each
error types alongside their translations can be found
in Table 6. We examine top models from each
approach, including ARBERTv2 (3-step), GPT-4
(5-shot) + CoT, and AraT5v2(11M). Figure 5 illus-
trates the performance of selected models under
each error type. AraT5v2(11M), surpasses all other
models across all error categories. In particular, it
excels in handling Orthographic (ORTH) errors,
Morphological (MORPH) errors, and Punctuation
(PUNCT) errors, consistently achieving over 65 F1
score. However, it is worth observing that all mod-
els encounter challenges with Semantic (SEM) and
Syntactic (SYN) errors. These disparate outcomes
underscore the significance of selecting the appro-
priate model based on the error types prevalent in
a specific dataset.

7.2 Normalization methods.
In addition to the ‘Exact Match’ score, we also
analyze system performance under different nor-
malization methods. Namely, we assess the system
on normalized text (1) without Alif/Ya errors, (2)
without punctuation, and (3) free from both Alif/Ya
and punctuation errors. Examples of text under
each setting can be found in Appendix D.1.

7.3 Normalisation results
Looking at Table 7, in the ‘No punctuation’ set-
ting, all models perform better, reflecting models’
limitations in handling punctuation which is due to
absence of clearly agreed upon punctuation rules
in Arabic. Moreover, the datasets used are based
on commentaries where punctuation is inherently
inconsistent and varied. Another noteworthy obser-
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Figure 5: Best model F1 scores for each approach on specific error types in the QALB-2014 Test set.

Test Set Models
Exact Match No Alif / Ya Errors No Punctuation No Punctuation and Alif / Ya Errors

P R F1.0 F0.5 P R F1.0 F0.5 P R F1.0 F0.5 P R F1.0 F0.5

QALB-2014

Solyman et al. (2021) 79.06 65.79 71.82 75.99 - - - - - - - - - - - -

Mohit et al. (2014) 73.34 63.23 67.91 71.07 64.05 50.86 56.7 60.89 76.99 49.91 60.56 69.45 76.99 49.91 60.56 69.45

GPT4 (5-shot) 69.46 61.96 65.49 67.82 58.44 51.47 54.73 56.90 74.59 78.15 76.33 75.28 60.06 65.75 62.78 61.12

ARBERTv2 (3-step) 74.17±0.22 47.34±0.30 57.79±0.29 66.62±0.26 64.90±0.57 41.86±0.24 50.89±0.17 58.46±0.33 76.90±0.85s 46.33±0.58 57.83±0.66 67.94±0.75 56.66±0.57 29.30±0.61 38.62±0.39 47.74±0.03

AraT5v2 (11m) 76.94±0.67 69.26±0.73 72.90±0.68 75.27±0.67 62.42±0.68 52.56±0.51 57.06±0.08 60.16±0.38 86.52±0.50 82.90±0.17 84.67±0.25 85.77±0.39 79.44±0.51 67.40±0.53 72.92±0.52 76.70±0.52

QALB-2015

Solyman et al. (2021) 80.23 63.59 70.91 76.24 - - - - - - - - - - - -

Rozovskaya et al. (2015a) 88.85 61.76 72.87 81.68 84.25 43.29 57.19 70.84 85.8 77.98 81.7 84.11 80.12 58.24 67.45 74.52

ChatGPT (3-shot) + EP 52.33 47.57 49.83 54.10 37.93 39.97 38.92 32.95 53.38 56.63 54.96 54.00 33.33 46.77 38.92 35.36

ARBERTv2 (3-step) 73.92±0.28 53.15±0.59 61.84±0.49 68.56±0.39 57.14±0.21 39.17±0.76 46.47±0.47 52.34±0.13 66.90±0.17 61.50±0.50 64.09±0.28 65.74±0.18 71.18±0.16 39.00±0.87 50.39±0.75 61.09±0.49

AraT5v2 (11m) 72.10±0.31 73.59±0.70 72.84±0.40 72.40±0.30 55.80±0.30 43.51±0.50 48.89±0.22 52.81±0.11 85.82±0.31 72.85±0.25 78.81±0.28 82.87±0.30 75.08±0.13 53.30±0.93 62.34±0.60 69.40±0.26

Table 7: Results on QALB-2014, QALB-2015 Test sets under Normalization Methods.

vation is the drop in F1 scores when Alif/Ya errors
are removed. This can be attributed to the fact
that Alif/Ya errors are relatively simpler compared
to other error categories. Moreover, AraT5v2 is
trained on formal texts such as AraNews (Nagoudi
et al., 2020) and Hindawi Books 2, which contain
proper Alif/Ya indicating the model’s proficiency
with the correct usage of these letters.

8 Discussion

LLMs and ChatGPT. ChatGPT demonstrates re-
markable ability to outperform other fully trained
models by learning from only a few examples, par-
ticularly five-shot under both few-shot CoT and EP
prompting strategies. Nevertheless, ChatGPT’s per-
formance lags behind AraT5v2 and AraBART, sug-
gesting potential areas for improvements in prompt-
ing strategies to fully exploit ChatGPT models.
Models such as Vicuna-13B as well as those trained
on multilingual datasets like Bactrian-Xllama-7B
and Bactrian-Xbloom-7B, tend to perform better.
However, these models fail to match ChatGPT’s
performance which reinforces ChatGPT’s superior-
ity in this domain.
Seq2seq approach. Despite being smaller in size,
pretrained Language Models (PLMs) often outper-
form LLMs, especially models specifically trained
for Arabic tasks, such as AraT5v2 and AraBART.

2www.hindawi.org/books

In contrast, mT0 and mT5, both of which are mul-
tilingual models, are surpassed by ChatGPT when
using both prompting strategies from 3-shot, but
still outperform smaller LLMs such as LLaMA,
Alpaca and Vicuna. Moreover, the results under-
score the advantages of synthetic data for PLMs, as
evidenced by the consistent improvement in scores
with additional data.
Seq2edit approach. These models exhibit high
precision scores and relatively low recall scores,
suggesting their strengths in making corrections
rather than detecting errors. This trend can be ex-
plained by the absence of g-transformations. For
instance, in the case of English GECToR mod-
els, g-transformations enable a variety of changes,
such as case alterations and grammatical transfor-
mations. However, in this work we only rely on
the ’merge’ g-transformations from the GECToR
model as crafting effective g-transformations for
Arabic, a language with rich morphological fea-
tures, poses significant challenges, limiting the
model’s ability to effectively detect errors. Devel-
oping specific g-transformations for Arabic could
significantly improve performance in these models.
Data augmentation. Data augmentation results
underscore the potential of synthetic data, gener-
ated by ChatGPT, in enhancing model performance.
Our findings reveal that not just the quantity, but
the quality of synthetic data, is crucial for achiev-
ing optimal performance. The relative underperfor-
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Test Set Models
Exact Match

P R F1.0 F0.5

QALB-2014

Solyman et al. (2021) 79.06 65.79 71.82 75.99
Mohit et al. (2014) 73.34 63.23 67.91 71.07

GPT4 (5-shot) 69.46 61.96 65.49 67.82

ARBERTv2 (3-step) 74.17±0.22 47.34±0.30 57.79±0.29 66.62±0.26

AraT5v2 (11m) 76.94±0.67 69.26±0.73 72.90±0.68 75.27±0.67

QALB-2015

Solyman et al. (2021) 80.23 63.59 70.91 76.24
Rozovskaya et al. (2015a) 88.85 61.76 72.87 81.68

ChatGPT (3-shot) + EP 52.33 47.57 49.83 54.10

ARBERTv2 (3-step) 73.92±0.28 53.15±0.59 61.84±0.49 68.56±0.39

AraT5v2 (11m) 72.10±0.31 73.59±0.70 72.84±0.40 72.40±0.30

Table 8: Results on QALB-2014, QALB-2015 Test sets
compared to recent works.

mance of models further trained with synthetically
generated data examples emphasizes this conclu-
sion. Improvements we observe when expanding
the dataset from 5M to 10M and from 10M to 11M
are similar, even though the quantity of additional
data vary. This can be attributed to the quality
of the sources as the data for 5M and 10M were
derived from noisier online commentaries, while
the 11M data was derived from the OSIAN cor-
pus (Zeroual et al., 2019). Furthermore, our results
on decoding methods on scaled datasets indicate
that the chosen method can significantly influence
precision and recall, emphasizing the need to select
the right method depending on the specific task at
hand.
Best model in comparison. Although our main ob-
jective is not to develop the best model for AGEC,
our AraT5v2 (11M) model as detailed in Table 8
excels in comparison to previous SOTA (71.82 vs.
72.90). It is worth noting that contemporaneous
work by Alhafni et al. (2023) introduces a new
alignment algorithm that is much better than that
employed by the shared task evaluation code we
use. They also present an AGEC model. In per-
sonal communication with the authors, they con-
firmed their alignment algorithm through which we
can perform direct and fair comparisons, and the
data split on ZAEBUC dataset (Habash and Pal-
freyman, 2022) will be released once their work
is published through peer-review. Different from
their work, our models are also dependency-free.
For example, we do not exploit any morphological
analyzers.

9 Conclusion
This paper provided a detailed exploration of the
potential of LLMs, with a particular emphasis on
ChatGPT for AGEC. Our study highlights Chat-
GPT’s promising capabilities, in low-resource sce-
narios, as evidenced by its competitive perfor-
mance on few-shot setttings. However, AraT5v2

and AraBART still exhibit superior results across
various settings and error types. Our findings also
emphasize the role of high-quality synthetic data,
reinforcing that both quantity and quality matter
in achieving optimal performance. Moreover, our
work unveils trade-offs between precision and re-
call in relation to dataset size and throughout all the
other experimental settings. These insight, again,
could inform future strategies for improving GEC
systems. Although our exploration of ChatGPT’s
performance on AGEC tasks showcases encourag-
ing results, it also uncovers areas ripe for further
study. Notably, there remains significant room for
improvement in GEC systems, particularly within
the context of low-resource languages. Future re-
search may include refining prompting strategies,
enhancing synthetic data generation techniques,
and addressing the complexities and rich morpho-
logical features inherent in the Arabic language.

10 Limitations
We identify the following limitations in this work:

1. This work is primarily focused on MSA and
does not delve into dialectal Arabic (DA) or
the classical variety of Arabic (CA). While
there exist DA resources such as the MADAR
corpus (Bouamor et al., 2018), their primary
application is for dialect identification (DID)
and machine translation (MT), making them
unsuitable for our specific AGEC objectives.
A more comprehensive coverage could be
achieved with the development and introduc-
tion of datasets specifically tailored for the
dialects in question.

2. This work aimed to examine the potential of
LLMs, with an emphasis on ChatGPT, by
comparing them to fully pretrained models.
However, uncertainty surrounding the extent
of Arabic data on which ChatGPT has been
trained, poses challenges for direct compar-
isons with other pretrained models. Addi-
tionally, LLMs are primarily fine-tuned for
English-language data. While prior studies
have demonstrated their effectiveness in other
languages, the limited amount of pretraining
data for non-English languages complicates a
straightforward comparison.

3. The scope of this work is primarily centered
on sentence-level GEC. This limitation arose
due to the official ChatGPT API, at the time
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of our study, allowed a maximum of 4,097 to-
kens, making it unsuitable for longer texts and
precluding document-level GEC tasks. How-
ever, it’s worth noting that document-level cor-
rection, offers a broader context that’s vital for
addressing certain grammatical inconsisten-
cies and errors (Yuan and Bryant, 2021). With
the recent introduction of a newer API that ac-
commodates extended texts, future endeavors
can potentially address document-level GEC,
utilizing datasets such as QALB-2015 L2 and
the newly introduced ZAEBUC corpus.

11 Ethics Statement and Broad Impact
Encouraging research development and con-
tributing to a collaborative research culture.
Progress in AGEC has been stagnant for a long
time due to the lack of benchmark datasets. This
can be attributed to the extensive time and cost
involved in creating these datasets. As a result, ad-
vancing AGEC has proven challenging. With the
recent development of LLMs and their capabilities,
there is potential for these models to expedite the
creation of datasets. By doing so, they can sig-
nificantly reduce both time and cost, as has been
observed in other languages. We hope our work
will inspire further exploration into the capabilities
of LLMs for AGEC, thus aiding in the progress of
this field.
Advancing Second Language Learning through
LLMs. With increasing interest in second language
learning, ensuring accuracy and effectiveness of
written language has become significant for peda-
gogical tools. Nowadays, individuals treat LLMs
as their own writing assistants. Therefore, LLMs
in the context of educational applications and more
specifically GEC is becoming increasingly impor-
tant. As such, introducing works in the develop-
ment of tools that aid assistance in writing can help
bridge the gap between non-native speakers and
fluent written communication, enhancing the effi-
cacy of educational tools. Especially with Arabic,
being a collection of a diverse array of languages
and dialectal varieties, we hope this will inspire
more work to ensure comprehensive coverage and
improved support for all learners. However, it is
crucial to emphasize the ethical implications of us-
ing AI-driven educational tools. It’s essential that
these tools remain unbiased, transparent, and con-
siderate of individual learning differences, ensur-
ing the trustworthiness and integrity of educational
platforms for every learner.

Data privacy. In relation to the data used in this
work, all datasets are publicly available. Therefore,
we do not have privacy concerns.
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A Related Works

Sequence to sequence approach. Transformer-
based Language Models (LMs) have been integral
to advancements in GEC. These models have sub-
stantially transformed the perception of GEC, re-
framing it as a MT task. In this framework, erro-
neous sentences are considered as the source lan-
guage, and the corrected versions as the target lan-
guage. This perspective, which has led to SOTA
results in the CONLL 2013 and 2014 shared tasks
(Bryant et al., 2022; Ng et al., 2013, 2014), reinter-
prets GEC as a low-resource or mid-resource MT
task. Building on this paradigm, Junczys-Dowmunt
et al. (2018a) successfully adopted techniques from
low-resource NMT and Statistical Machine Trans-
lation (SMT)-based GEC methods, leading to con-
siderable improvements on both the CONLL and
JFLEG datasets.

Sequence tagging approach. Sequence tagging
methods, another successful route to GEC, are
showcased by models like GECToR (Omelianchuk
et al., 2020), LaserTagger (Malmi et al., 2019), and
the Parallel Iterative Edit (PIE) model (Awasthi
et al., 2019). By viewing GEC as a text editing
task, these models make edits predictions instead
of tokens, label sequences rather than generating
them, and iteratively refine predictions to tackle de-
pendencies. Employing a limited set of output tags,
these models apply edit operations on the input se-
quence, reconstructing the output. This technique
not only capably mirrors a significant chunk of the
target training data, but it also diminishes the vo-
cabulary size and establishes the output length as
the source text’s word count. Consequently, it cur-
tails the number of training examples necessary for
model accuracy, which is particularly beneficial in
settings with sparse human-labeled data (Awasthi
et al., 2019).

Instruction fine-tuning. LLMs have revolution-
ized NLP, their vast data-learning capability en-
abling diverse task generalizations. Key to their en-
hancement has been instructional finetuning, which
fortifies the model’s directive response and miti-
gates the need for few-shot examples (Ouyang
et al., 2022; Wei et al., 2022b; Sanh et al., 2021). A
novel approach, Chain of Thought (CoT), directs
LLMs through a series of natural language reason-
ing, generating superior outputs. Proven beneficial
in ’Let’s think step by step’ prompts (Wei et al.,
2022b), CoT has harnessed LLMs for multi-task

cognitive tasks (Kojima et al., 2022) and achieved
SOTA results in complex system-2 tasks like arith-
metic and symbolic reasoning.

ChatGPT. In the specific realm of GEC, LLMs
have demonstrated its potential. Fang et al. (2023)
applied zero-shot and few-shot CoT settings us-
ing in-context learning for ChatGPT (Brown
et al., 2020) and evaluated its performance on three
document-level English GEC test sets. Similarly,
Wu et al. (2023) carried out an empirical study to
assess the effectiveness of ChatGPT in GEC, in the
CoNLL2014 benchmark dataset.

Development in AGEC Arabic consists of a col-
lection of diverse languages and dialectal varieties
with Modern Standard Arabic (MSA) being the cur-
rent standard variety used in government and pan-
arab media as well as education (Abdul-Mageed
et al., 2020). The inherent ambiguity of Arabic
at the orthographic, morphological, syntactic, and
semantic levels makes AGEC particularly challeng-
ing. Optional use of diacritics further introduces or-
thographic ambiguity (Belkebir and Habash, 2021),
making AGEC even harder.

Despite these hurdles, progress has been made
in AGEC. For dataset development, the QALB cor-
pus (Zaghouani et al., 2014) was utilized. Dur-
ing the QALB-2014 and 2015 shared tasks (Mohit
et al., 2014; Rozovskaya et al., 2015b), the first
AGEC datasets containing comments and docu-
ments from both native (L1) and Arabic learner
(L2) speakers were released. Furthermore, the
more recent ZAEBUC corpus (Habash and Palfrey-
man, 2022), which features essays from first-year
university students at Zayed University in the UAE,
has also been released. There has also been work
on generating synthetic data. Solyman et al. (2021,
2023) apply Convolutional neural network (CNN)
to generate synthetic parallel data using unsuper-
vised noise injection techniques showing improve-
ments in the QALB-2014 and 2015 benchmark
datasets. In terms of model development, Watson
et al. (2018) developed a character-level seq2seq
model that achieved notable results on AGEC L1
data, marking prgoress from basic classifier mod-
els (Rozovskaya et al., 2014) and statistical ma-
chine translation models (Jeblee et al., 2014). More
recently, Solyman et al. (2022, 2021) introduced
novel design that incorporates dynamic linear com-
binations and the EM routing algorithm within a
seq2seq Transformer framework.
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B Instruction Fine-tuning LLMs

B.1 Instructions for LLMs

Instruction format used for training is provided in
Table 9 and instructions used for training are shown
in Table 10.

B.2 Baseline and experimental setup for
LLMs and ChatGPT

For LLMs, evaluation was only done on the QALB-
2014 Test set, for two main reasons. First was due
to the high cost in producing results using ChatGPT
and we were able to observation of a similar trend
in our preliminary experiment with ChatGPT-3.5
Turbo on the QALB-2015. Second, as instruction
fine-tuned were predominantly compared against
ChatGPT’s performance, we also evaluate them
only on the QALB-2014 Test set. These Results
can be found in Table 11.

C Sequence Tagging Approach

The training procedure detailed in the original
GECToR paper (Omelianchuk et al., 2020) encom-
passes three stages:

1. Pre-training on synthetically generated sen-
tences with errors.

2. Fine-tuning solely on sentences that contain
errors.

3. Further fine-tuning on a mix of sentences,
both with and without errors.

For our training process, we pre-train the model on
the complete AGEC dataset (Solyman et al., 2021),
use the reverseGold dataset for stage 2, and employ
the gold training data in the third stage. More-
over, as some corrections in a sentence depend on
others, applying edit sequences once may not be
enough to correct the sentence fully. To address
this issue, GECToR employs an iterative correction
approach from Awasthi et al. (2019). However,
in our experiments, we find that the iterative cor-
rection approach does not result in any tangible
improvement. Therefore, we set our iterations to 3.

D Normalization Methods

D.1 Normalization examples

Examples of text under each normalization meth-
ods can be found in Table 12

D.2 Arabic Learner Corpus error type
taxonomy

The ALC error type taxonomy can be found in
Table 13.

D.3 Hyperparameters
The Hyperparameters used for training are shown
in Table 14.

D.4 Dev results
Results on the Dev set are presented in Table 15.

D.5 ARETA results
Full results evaluated using ARETA are presented
in Table 16.
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Fine-tune Instruction Example

YK
ð 	Q��Ë É 	gYÖß. �é¢J. �KQÓ �éÒêÓ 	­��
 éJ
k. ñ�K QÓ


@ ú
ÎK
 AÒJ
 	̄

���®j�JË �éJ.�A 	JÓ XðXP �é 	«AJ
� úk. QK
 . ú

	̄ A 	�@ ��AJ
��. �	JË @

. �é �®J
�̄ X ð �éJ.�A 	JÓ �é�®K
Q¢�. I. Ê¢Ë@

### éJ
k. ñ�JË @ QÓ


B@ :

: ú
ÍA
�JË @ �	JË @ ú


	̄ �éJ
K. A�JºË@ ZA¢ 	k


B@ É¿ iJ
j���K. Õ�̄

###É 	gYÖÏ @ :
. �Q 	®Ë @ H. QK
 Ég. QË@
###XQË@ :
. �Q 	®Ë @ I. »QK
 Ég. QË@

Table 9: Modified data format for the LLaMA instruction fine-tuning step.

Translated in English Instructions Samples

Correct all written errors in the following text except for a thousand, ya and punctuation: : Õæ

�̄Q��Ë @ �HAÓC«ð ZAJ
Ë @ð 	­Ë



BAK. �é�®Êª�JÖÏ @ @Y«AÓ ú
ÍA

�JË @ �	JË @ ú

	̄ �éJ
K. A�JºË@ ZA¢ 	k



B@ É¿ iJ
j���K. Õ�̄

Please verify spelling, grammatical scrutiny, and correct all errors in the following sentence, except for punctuation: : Õæ

�̄Q��Ë @ �HAÓCªK. �é�A	mÌ'@ B@


�éJ
ËA�JË @ �éÊÒm.Ì'@ ú

	̄ Z A¢ 	k



B@ É¿ iJ
j��� ð ø
 ñj

	JË @ ��J
�̄Y�JË @ð ù


KCÓB
 @

��J
�̄Y�JË @ Z Ag. QË @

Explore the grammatical errors and repair them except for punctuation marks such as a comma, or a question marks, etc: : tÌ'@
 , ÐAê 	®�J�@

�éÓC« ð



@ �éÊ�A 	®ËA¿ Õæ


�̄Q��Ë @ �HAÓCªK. �é�®Êª�JÖÏ @ @Y«AÓ AêkC�@
ð ù


KCÓB
 @

��J
�̄Y�JË @ Z A¢ 	k


@ 	¬A ��º�J�A
K. Õ

�̄

Can you correct all errors in the following text except those related to punctuation such as commas, periods, etc: : tÌ'@
 ,
�é¢�® 	JË @ , �éÊ�A 	®ËA¿ Õæ


�̄Q��Ë @ �HAÓCªK. �é�®Êª�JÖÏ @ @Y«AÓ ú
ÍA
�JË @ �	JË @ ú


	̄ �èXñk. ñÖÏ @ Z A¢ 	k


B@ É¿ ½	JºÖß
 Éë

Can you fix all spelling and grammatical errors, except for the mistakes of the "Alif" and "Ya": : ZAJ
Ë @ð 	­Ë


BAK. �é�A	mÌ'@ Z A¢ 	k



B@ @Y«AÓ �éK
ñj	JË @ð �éJ

KCÓB
 @ ZA¢

	k


B@ É¿ hC�@
 ½	JºÖß
 Éë

Please explore the grammatical spelling errors and repair them all, except for the mistakes related to the "Alif" and "Ya" : ZAJ
Ë @ð 	­Ë


BAK. �é�®Êª�JÖÏ @ Z A¢ 	k



B@ @Y«AÓ AêÊ¿ AêkC�@
ð ø
 ñj

	JË @ ù


KCÓB
 @

��J
�̄Y�JË @ Z A¢ 	k


@ 	¬A ��º�J�@
 ZAg. QË @

Correct all the written errors in the following text except for the "Alif" and "Ya": : ZAJ
Ë @ð 	­Ë


BAK. �é�®Êª�JÖÏ @ @Y«AÓ ú
ÍA

�JË @ �	JË @ ú

	̄ �éJ
K. A�JºË@ ZA¢ 	k



B@ É¿ iJ
j���K. Õ�̄

Please correct all errors in the following sentence: : �éJ
ËA�JË @ �éÊÒm.Ì'@ ú

	̄ �èXñk. ñÖÏ @ Z A¢ 	k



B@ É¿ iJ
j��� ZAg. QË @

Table 10: Different instructions used for instruction fine-tuning.

Settings Models Exact Match

P R F1.0 F0.5

+ CoT ChatGPT (3-shot) 49.89 46.72 48.22 49.49
ChatGPT (5-shot) 52.33 47.57 49.83 51.15

Table 11: Performance of ChatGPT-3.5 on QALB-2015 Test set.

Normalisation Method Example

Normal . ú
×C�B
 @ XA�
�J�̄B@ 	áÓ Aî 	DÓ h. Q

	jÖÏ @ 	ám� 	'ð �éËAmÌ'@ è 	Yë �PY	K 	à


@ I. m.�'
 	áºËð , �é�KAÒ ��Ë@ B@


	¬Qª	K H. QªË@ Qå��ªÓ 	ám� 	'

No Alif/Ya . ú
×C�B@ XA�
�J�̄B@ 	áÓ Aî 	DÓ h. Q

	jÖÏ @ 	ám� 	'ð �éËAmÌ'@ è 	Yë �PY	K 	à@ I. m.�'
 	áºËð , �é�KAÒ ��Ë@ B@ 	¬Qª	K H. QªË@ Qå��ªÓ 	ám� 	'

No Punct ú
×C�B
 @ XA�
�J�̄B@ 	áÓ Aî 	DÓ h. Q

	jÖÏ @ 	ám� 	'ð �éËAmÌ'@ è 	Yë �PY	K 	à


@ I. m.�'
 	áºËð �é�KAÒ ��Ë@ B@


	¬Qª	K H. QªË@ Qå��ªÓ 	ám� 	'

No Alif/Ya & Punct ú
×C�B@ XA�
�J�̄B@ 	áÓ Aî 	DÓ h. Q

	jÖÏ @ 	ám� 	'ð �éËAmÌ'@ è 	Yë �PY	K 	à@ I. m.�'
 	áºËð �é�KAÒ ��Ë@ B@ 	¬Qª	K H. QªË@ Qå��ªÓ 	ám� 	'

Table 12: Examples of normalized text: with Alif/Ya errors removed, punctuation removed, and both Alif/Ya errors
and punctuation removed.
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Class Sub-class Description

Orthographic

OH Hamza error
OT Confusion in Ha and Ta Mutadarrifatin
OA Confusuion in Alif and Ya Mutadarrifatin
OW Confusion in Alif Fariqa
ON Confusion Between Nun and Tanwin
OS Shortening the long vowels
OG Lengthening the short vowels
OC Wrong order of word characters
OR Replacement in word character(s)
OD Additional character(s)
OM Missing character(s)
OO Other orthographic errors

Morphological

MI Word inflection
MT Verb tense
MO Other morphological errors
XF Definiteness
XG Gender
XN Number
XT Unnecessary word
XM Missing word
XO Other syntactic errors

Semantic
SW Word selection error
SF Fasl wa wasl (confusion in conjunction use/non-use)
SO Other semantic errors

Punctuation

PC Punctuation confusion
PT Unnecessary punctuation
PM Missing punctuation
PO Other errors in punctuation

Merge MG Words are merged

Split SP Words are split

Table 13: The ALC error type taxonomy extended with merge and split classes

Hyperparameter Seq2seq Decoder Only (LLMs) Seq2Edit Encoder Only

Learning Rate 5 × 10−5 2 × 10−5 1 × 10−5

Train Batch Size 4 8 8
Eval Batch Size 4 8 8
Seed 42 42 42
Gradient Accumulation Steps 8 8 8
Total Train Batch Size 32 64 64
Optimizer Adam (betas=(0.9,0.999), epsilon=1 × 10−8) AdamW (betas=(0.9,0.999), epsilon=1 × 10−7) AdamW (betas=(0.9,0.999), epsilon=1 × 10−8)
LR Scheduler Type Cosine Linear Cosine
Num Epochs 50 4 100

Table 14: Summary of hyperparameters used for model training.
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Settings Models Exact Match No Alif / Ya Errors No Punctuation No Puncation and Alif / Ya Errors

P R F1.0 F0.5 P R F1.0 F0.5 P R F1.0 F0.5 P R F1.0 F0.5

Seq2Edit

ARBERTv2 73.30 47.85 57.90 66.25 65.60 44.20 52.81 59.81 72.38 48.75 58.26 65.98 57.40 33.90 42.63 50.41
ARBERTv2 3-stage 74.65 46.70 57.46 66.67 65.00 41.20 50.43 58.27 75.50 44.50 56.00 66.27 55.70 27.50 36.82 46.22

MARBERTv2 72.95 47.65 57.65 65.95 64.60 43.20 51.78 58.78 73.72 44.16 55.23 65.02 56.80 34.20 42.69 50.17
MARBERTv2 3-stage 74.55 45.75 56.70 66.21 65.10 41.30 50.54 58.37 75.41 45.52 56.77 66.66 56.00 29.20 38.38 47.31

LLMs

LLama-7B 58.20 32.50 41.71 50.25 35.50 16.70 22.71 28.98 19.60 54.30 28.80 22.47 65.10 32.00 42.91 53.94
Alpaca-7B 42.20 31.20 35.88 39.42 42.20 33.40 37.29 40.09 82.20 62.20 70.81 77.23 62.20 39.50 48.32 55.79

Vicuna-13B 63.90 51.00 56.73 60.82 51.40 39.30 44.54 48.42 83.90 73.90 78.58 81.69 68.50 49.00 57.13 63.45
Bactrian-Xbloom-7B 60.80 43.80 50.92 56.42 53.70 41.00 46.50 50.57 79.40 63.00 70.26 75.47 62.00 51.00 55.96 59.44
Bactrian-Xllama-7B 58.60 41.40 48.52 54.10 51.00 38.10 43.62 47.77 77.00 59.20 66.94 72.63 58.60 48.10 52.83 56.15

Seq2Seq

mT0 69.35 54.29 60.90 65.70 57.45 42.50 48.86 53.67 82.35 75.34 78.69 80.85 70.20 50.30 58.61 65.05
mT5 69.00 53.20 60.08 65.13 56.70 39.50 46.56 52.16 81.00 70.00 75.10 78.53 68.00 48.00 56.28 62.77

AraBART 72.00 61.50 66.34 69.62 60.00 49.70 54.37 57.61 85.00 78.50 81.62 83.62 74.00 60.50 66.57 70.84
AraT5v2 74.50 64.50 69.14 72.26 63.50 52.70 57.60 61.00 88.00 84.50 86.21 87.28 81.50 69.50 75.02 78.78

AraT5v2 (5M) 75.33 67.44 71.17 73.61 64.55 51.55 57.32 61.45 89.22 83.40 86.21 87.99 81.30 70.24 75.37 78.82
AraT5v2 (10M) 75.90 68.33 71.92 74.25 65.34 52.44 58.18 62.28 89.88 84.22 86.96 88.69 82.34 71.44 76.50 79.90
AraT5v2 (11M) 77.85 68.90 73.10 75.88 66.33 55.20 60.26 63.76 90.10 85.21 87.59 89.08 84.55 71.50 77.48 81.57

Table 15: Dev Set results on the QALB-2014 benchmark dataset.

CLASS GECToR_ARBERT five-shot_2014_expertprompt five-shot_2014-chatgpt4 AraT5 (11M) COUNT

OH 73.73 89.80 92.91 87.34 4902
OT 76.59 94.12 95.58 90.84 708
OA 78.63 84.66 88.93 87.35 275
OW 38.57 80.79 86.96 83.70 107
ON 0.00 0.00 0.00 0.00 0
OG 48.00 55.74 63.64 90.32 34
OC 21.43 28.57 53.66 87.18 22
OR 38.24 53.02 65.96 77.10 528
OD 33.76 51.89 59.60 73.07 321
OM 41.80 44.53 57.35 86.44 393
OO 0.00 0.00 0.00 0.00 0
MI 11.02 13.25 20.53 75.00 83
MT 0.00 7.84 11.43 62.50 7
XC 32.95 46.10 50.78 88.35 526
XF 6.06 17.98 23.81 76.92 29
XG 37.10 19.57 31.35 89.47 79
XN 25.19 25.79 31.25 88.12 108
XT 3.95 3.78 5.48 2.48 66
XM 2.04 4.14 6.38 1.07 26
XO 0.00 0.00 0.00 0.00 0
SW 50.51 21.25 33.38 8.29 219
SF 0.00 6.67 3.45 57.14 3
PC 60.89 56.25 47.59 74.98 713
PT 29.62 29.58 21.40 57.42 480
PM 55.24 54.21 52.09 67.08 5599
MG 25.05 75.96 79.70 64.80 434
SP 42.27 90.93 91.61 86.70 805

micro avg 55.67 60.05 64.51 57.28 16467
macro avg 30.84 39.13 43.51 61.62 16467

weighted avg 56.98 66.96 68.24 76.35 16467

Table 16: Analysis of Error Type performances on the QALB-2014 Test set.
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Abstract 
Recent advancements in self-supervised 

speech-representation learning for 

automatic speech recognition (ASR) 

approaches have significantly improved 

the results on many benchmarks with 

low-cost data labeling. In this paper, we 

train two self-supervised frameworks for 

ASR, namely wav2vec, and data2vec, in 

which we conduct multiple experiments 

and analyze their results. Furthermore, we 

introduce Aswat dataset, which covers 

multiple genres and features speakers 

with vocal variety. Aswat contains 732 

hours of clean Arabic speech that can be 

used in the pretraining task for learning 

latent speech representations, which 

results in achieving a lower word error 

rate (WER) in Arabic ASR.  We report 

the baseline results and achieve state-of-

the-art WERs of 11.7% and 10.3% on 

Common Voice (CV) and the second 

round of Multi-Genre Broadcast (MGB-

2) respectively, as a result of including 

our dataset Aswat. 

Index Terms: Automatic speech 

recognition, Self-supervised learning, 

wav2vec, data2vec. 

1 Introduction 
Automatic speech recognition (ASR) is the task 

of transcribing speech audio into text. Supervised 

deep learning has shown a notable improvement 

in speech recognition, providing significant gains 

in tasks rich in labeled data. Unfortunately, this 

reliance on labeled data limits the extent to 

which deep learning can advance, primarily 

because of the scarcity of labeled data in some 

tasks. Recently, self-supervised approaches have 

overcome this problem and made it possible to 

reach outstanding results with a limited labeled 

dataset (Baevski et al., 2020; Hsu et al., 2021; 

Baevski et al., 2022). Self-supervised learning 

 

 

 

 leverages raw waveforms to learn representation 

that captures low level features and underlying 

structure of the data. The learned representations 

in the pretraining phase are used in downstream 

tasks in a supervised phase with a minimal 

amount of labeled data.  

Arabic is one of the most spoken 

languages worldwide, with over 400 million 

speakers (Graves, and Jaitly, 2014). It is 

considered challenging to process automatically 

due to various internal factors, including multiple 

dialects, ambiguous syntax, syntactical 

flexibility, and diacritics (Hussein et al., 2022). 

However, Modern Standard Arabic (MSA) is one 

formal dialect that is understood by the majority 

of Arabic speakers. It is the formal spoken and 

written dialect that is often used in formal 

speech, news broadcasts, radio, and newspapers. 

It is also taught in schools and universities 

(Ryding , 2005). 

In our work, we utilized the self-supervised 

frameworks wav2vec (Baevski et al., 2020) and 

data2vec (Baevski et al., 2022), and released 

dataset Aswat (Voices), on which we trained the 

ASR systems. Aswat is a well-organized, 

unannotated dataset of Arabic speech, of which 

66% is in MSA (Modern Standard Arabic). We 

carefully curated and manually cleaned it, and it 

includes speakers from various demographic 

backgrounds. It has 732 hours of speech 

constructed from audio files on the internet; thus, 

it covers a variety of audio files recorded from 

different speakers and under various recording 

setup environments. Aswat leads to the learning 

of useful latent speech representations during the 

pretraining task in wav2vec (Baevski et al., 

2020) and data2vec (Baevski et al., 2022). This 

results in state-of-the-art performance in Arabic 

with a word error rate (WER) of 11.7% on 

Common Voice (CV) and 10.3% on MGB-2, 

achieved with fewer training instances compared 

to the second round of Multi Genre Broadcast 

(MGB-2). The original audio files are crawled  *Equal contribution 
⸭Work done in Tahakom 
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from YouTube and Soundcloud; therefore, they 

are subject to copyright. We made the dataset 

publicly available1 for non-commercial purposes. 

This paper’s contributions can be summarized as 

follows: 

 

• Releasing baseline results in Arabic for some 

of the most prominent self-supervised models 

in speech, namely wav2vec and data2vec.  

• Providing 732 hours of a high-quality diverse 

Arabic speech dataset. 

• Comparing the results obtained from 

pretraining wav2vec and data2vec on Aswat 

with two of the most well-known Arabic 

benchmarks in ASR with extensive analysis, 

with which we were able to achieve the 

lowest WER. 

2 Background 

2.1. Self-supervised speech models 

Self-supervised approaches have led to 

significant advances in the field of speech 

recognition [1,2,3]. Wa2vec2.0 (Baevski et al., 

2020) is the most prominent self-supervised 

approach in speech, and data2vec (Baevski et al., 

2022) is an approach that produced state-of-the-

art results on Librispeech. 

 

2.1.1   Wav2vec  

The architecture consists of three components: a 

feature encoder where the audio waves are 

encoded with a stack of 1-D convolutional 

layers, a quantization module to map the 

resulting latent representations into a discretized 

space, and a contextual network used during the 

pretraining where a span of the resulting 

representations are masked and fed into a context 

 
1  https://github.com/AswatDataset/AswatDataset 

network that follows the transformer network. It 

learns contextualized representations and tries to 

distinguish them from quantized distractors via a 

contrastive task. The pretrained model is fine-

tuned by projecting a linear head on the top of 

the context network with connectionist temporal 

classification (CTC) loss (Baevski et al., 2020). 

2.1.2   Data2vec  

Data2vec is a unified framework that works with 

three modalities (images, text, and speech) 

separately. It learns to construct representations 

that are continuous and contextualized. For 

speech data, the audio inputs are encoded by 1-D 

convolution layers. Then, the resulting latent 

representations are fed into a standard 

transformer network. The architecture consists of 

a single model with two modes: student and 

teacher. In the student mode, the model encodes 

a masked version of the representation, and in the 

teacher mode, it encodes the unmasked version 

of the representation to construct the training 

targets. The model’s training mode is 

parameterized by an exponential moving average 

(EMA) of the student’s parameters. The student’s 

learning task is to minimize the objective 

function of the student’s prediction of a target 

that is constructed by the teacher’s parameters. 

Similar to wav2vec, the model is fine-tuned with 

CTC loss (Baevski et al., 2022). 
 

2.2. Annotated datasets 

While the audio datasets in Arabic are still scarce 

compared to other languages, there is an increase 

in the recent work to bridge the gap such as: the 

datasets of Multi-Genre Broadcast challenge, 

MGB-2 (Ali et al., 2016), MGB-3 (Ali et al., 

2017), MGB-5 (Ali et al., 2019), Arabic 

Mozilla’s Common Voice2, ADI-17 (Shon et al., 

 
2 https://commonvoice.mozilla.org/ar/datasets 

Dataset Dialect Domain Split #Hours #Segments 

Common 

Voice 
MSA Monologues 

train 31.5  27,823 

valid 12.7  10,386 

test 12.6 10,388 

MGB-2 

 

MSA (70%), DA 

(30%) 

 

News: Conversation 

(63%), interview 

(19%), report (18%) 

train 1,128 376,011 

valid 8.5 5,002 

test 9.6 5,365 

Aswat 

MSA (66%), Saudi 

(27%), other 

dialects (7%) 

Monologues (45%), 

Dialogues (55%) 

train 724.6 502,391 

valid 7.3 5,065 

Table 1: Comparison between CommonVoice, MGB-2 and Aswat. 
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2020), QASR (Mubarak et al., 2021), MASC 

(Al-Fetyani et al., 2021), and SADA3. In our 

work, we consider the most well-known Arabic 

labeled datasets in ASR, namely Common Voice 

and the second round of MGB. Moreover, they 

are publicly available datasets that focus on MSA 

speech and are commonly used in literature, we 

used them for comparison and benchmarking. 

2.2.1 Common Voice 

Mozilla’s CV is a platform that provides a public 

audio dataset with multiple languages powered 

by the voices of volunteers around the world, it 

allows users to record and validate other people’s 

recordings. In this paper, we used Arabic CV 

version 8.0 that was released on January 19, 

2022 and recorded by 1,216 volunteers2. 

2.2.2 MGB-2 

MGB-2 uses a multi-dialect dataset with 70% 

MSA and 30% Dialectal Arabic (DA). It includes 

programs recorded from 2005 to 2015. The 

training script is aligned using the QCRI Arabic 

LVCSR system, and it is manually transcribed 

but not always verbatim; it includes rephrasing, 

removal of repetition, and summarization, 

whereas the validation and test sets are 

transcribed verbatim. These alterations lead to 

variation in the transcripts’ quality; the WER 

between the original transcribed text to the 

verbatim version is about 5% in the validation set 

(Ali et al., 2016). The dataset includes a large 

corpus of 130 million words from Al-Jazeera 

website. We used this corpus for language 

modeling. 

Table 1 depicts the two datasets’ 

information, excluding the overlapping segments 

from MGB-2 in the validation and test sets. 

3 Related Work 

In (Ashish et al., 2017), the first transformer-

based architecture was introduced to better 

parallelize self-attention mechanisms. 

Furthermore, when applied to ASR tasks, Karita 

et al., (2019) demonstrated that transformer-

based models outperformed state-of-the-art 

recurrent neural networks (RNNs). In the ASR 

task, self-supervised approaches, such as [1, 3], 

have recently shown significant improvement. 

The main difference between them is that 

 
3 https://www.kaggle.com/datasets/sdaiancai/sada2022 

wav2vec learns discrete units of speech during 

pretraining through a quantitation process, and 

data2vec directly predicts contextualized latent 

representations without quantization. 

Although the literature on E2E models 

trained on Arabic speech is limited, researchers 

have done valuable work that is essential to the 

community. In (Ali et al., 2018), the authors used 

CTC and RNNs, and the reported results were on 

the MGB-2 development set, without any further 

results on the test set. In (Belinkov et al., 2019), 

the authors analyzed the learned internal 

representations and compared phonemes and 

graphemes as well as various articulatory 

features using DeepSpeech2, an end-to-end ASR 

model. In Taha Zouhair's work4, the author used 

wav2vec model on CV benchmark, achieving a 

WER of 24 %. Belinkov et al. (2019) utilized the 

transformer architecture with CTC and attention 

objectives resulting in a WER of 12.5 % in an 

MSA task on MGB-2. More recently, 

Chowdhury et al. (2021) proposed a multilingual 

strategy for dialectal code switching in Arabic 

ASR. Using end-to-end transformer models 

reported in (Belinkov et al., 2019) for Arabic, 

they achieved state-of-the-art results with a WER 

of 12.1 % demonstrating the effectiveness of 

multilingual approaches. In our work, we 

constructed a high-quality dataset and reached 

state-of-the-art WERs on two well-known 

benchmark datasets, by pretraining self-

supervised architectures, namely wav2vec2.0 

(Baevski et al., 2020) and data2vec (Baevski et 

al., 2022). 

4 Aswat Dataset 

4.1. Dataset construction 

During the dataset construction phase, we started 

by selecting Arabic audio data with clear 

pronunciation, and targeted various speech data 

recorded under multiple settings, such as 

audiobooks, news, podcasts, and lectures. It 

covers multiple genres, including politics, 

philosophy, history, health, folklore, religions, 

sports, economy, and science. The data includes 

clear conversation in an interview-like setting 

without any overlapping speech. We obtained 

1060 audio files from two platforms: YouTube 

and SoundCloud. The former is a video-sharing 

 
4 https://www.diva-portal.org/smash/get/diva2: 

1579121/FULLTEXT01.pdf 
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service, and the latter is a service for sharing 

audio and music. 

4.2. Dataset cleaning 

We cleaned the dataset manually to improve 

speech intelligibility and find better speech 

representations. All audio files were reviewed to 

remove noise such as background music using 

Audacity tool5. 

4.3. Data preprocessing 

We reduced the number of channels from stereo 

to mono-channel and resampled the wave rate to 

16 kHz. Finally, we split the audio into segments 

ranging in length from 3 to 27 seconds, based on 

silence regions using Pydub Python Package6. 

Details of Aswat are presented in Figure 1. 

 
Figure 1: Aswat Statistics. 

5 Experimental Settings 

5.1. Acoustic model 

5.1.1 Data preparation 

For the acoustic modeling, we segmented the 

MGB-2 audio files on the timing information 

provided in the XML files. Then, we converted 

the audio files of CV and MGB-2 to mono-

channel, resampled their rates to 16 kHz, and 

exported the audio files into FLAC format. We 

excluded the overlapped speech from MGB-2 

validation and test sets. 

 
5 https://www.audacityteam.org 
6 https://github.com/jiaaro/pydub 

For the transcription, we preprocessed 

the transcripts by removing punctuation, 

diacritics, and any other characters except for the 

Arabic letters. For the numbers in MGB-2 

transcription, we reported the results of two 

different preprocessing techniques: 1) converting 

numbers to numerals (words); and 2) removing 

data entries in the training set that have numbers 

in their transcription. 

5.1.2 Pretraining 

We used the implementation of wav2vec and 

data2vec in fairseq (Ott et al., 2019). We 

considered only the BASE models and used the 

same fairseq hyper-parameters (Ott et al., 2019). 

Moreover, we initialized the models with the 

fairseq pretrained weights of Librispeech and 

started the training without resting the optimizer. 

For pretraining, we ran three experiments: 1) we 

trained the models on Aswat; 2) we trained the 

models on MGB-2; and 3) we trained the models 

on a combined dataset (C.Dataset) of Aswat and 

MGB-2. The purpose of these experiments is to 

compare Aswat to MGB-2 and determine which 

model provides better speech representations for 

Arabic when they are fine-tuned on the same 

task. We did not train a model on CV because it 

is relatively small and pretraining requires a large 

dataset. For the validation task in the first 

experiment, we randomly sampled 1% of Aswat 

dataset and set it as the validation set, and we 

used the rest for training because self-supervised 

approaches need substantial data for the 

pretraining task. 

In pretraining data2vec models, the 

training crashed in the early epochs of the model 

that was trained on MGB-2, and it crashed in the 

later epochs of the two other models with the 

following message: “Minimum loss scale 

reached (0.0001).” which is caused by the loss 

overflow. We were able to delay the crashing to 

later epochs by setting the fp16 scale tolerance to 

0.25. We used 16 Tesla V100 (32GB) GPUs for 

each experiment and chose the training 

checkpoints with the lowest loss on the 

validation set. 

5.1.3 Fine-tuning 

In this stage, we fine-tuned the pretrained models 

on the labeled data CV and MGB-2 separately. 

For hyper-parameter selection, we used the 

configurations of Librispeech-100h for CV and 

Librispeech-960h for MGB-2 as they resulted in 
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the best WERs compared to other Librispeech 

configurations, we used the same settings except 

for the max update where we increase it to 

640000.  

However, we encountered the same issue 

in fine-tuning that appeared while pretraining our 

model: the training crashed at early epochs. To 

train the model for longer epochs, we reduced the 

batch size and switched from fp16 to fp32. We 

conducted each experiment on 8 Tesla V100 

(32GB) GPUs and chose the models with the 

lowest WER on the validation set. 

5.2. Language Model 

We considered a transformer-based language 

model (LM) provided in fairseq (Ott et al., 2019) 

to decode the results of the speech recognition 

models. We used MGB-2 corpus for this task and 

cleaned the text by removing extra new lines and 

any non-Arabic characters. Then, we split the 

text into sequences with a maximum length of 

300 words and an overlap of 50 words. 

The model was trained on 8 Tesla V100 

(32GB) GPUs with the same data splitting 

approach and hyper-parameters in fairseq (Ott et 

al., 2019). We tuned the hyper-parameters 

lm_weigh and word_score and obtained the best 

results from the values 0.2 and −0.2, 

respectively. 
 

6 Results and Discussion 

6.1  Fine-tuning on Common Voice 

We used Arabic CV version 8.0 in training the 

speech models. Table 2 shows the results of 

evaluating the models on CV test set, and we 

decoded the results using LM with beams 5 and 

20. 

Model 
Unlabeled 

Data 

No 

LM 

LM, 

beam=5 

LM, 

beam=20 

wav2vec 

Aswat 16.4% 16.1% 15.9% 

MGB-2 18% 17.3% 17.2% 

C.Dataset 16.5% 16.3% 16.1% 

data2vec 

Aswat 12.1% 13.1% 13% 

MGB-2 15.5% 15.5% 15.3% 

C.Dataset 11.7% 12.6% 12.5% 
 

Table 2:  WER on the CV test when training on the 

CV training set. The best results in each framework 

are in bold, and the second best results are underlined. 

For fine-tuning on CV, we achieved the 

best results for data2vec models from pretraining 

on the combined dataset, followed by Aswat, and 

then MGB-2. For wav2vec, pretraining on Aswat 

yielded a lower WER than the combined dataset, 

as Table 2 shows. Additionally, the significantly 

lower WER achieved by pretraining on Aswat 

compared to MGB-2 could be attributed to one 

of two factors: (1) the similarity between Aswat 

and CV, as they both contain monologue speech, 

or (2) Aswat has better speech representation, 

and better generalization. We were able to 

achieve a state-of-the-art WER of 11.7% on 

Arabic CV benchmark with the ASR model 

alone. Decoding with LM resulted in improving 

the WER of the wav2vec models, but it increased 

the WER for data2vec, except for the model 

trained on MGB-2.  

Our explanation for the LM performance 

is that the LM is trained on news data (MGB-2) 

which has a different domain from common 

voice (i.e. blog posts, books, movies). In 

data2vec, the acoustic model (AM) has good 

results, but LM tends to replace unseen or 

infrequent words generated by AM with words 

from its dictionary, which results in increasing 

WER score. In wav2vec, the AM generates texts 

that contain non-real words, which are 

subsequently corrected by the LM. While it's true 

that the LM occasionally replaces correct words 

with incorrect ones, the frequency of such cases 

is significantly lower than the instances where it 

makes correct predictions. As a result, this 

contributes to an improvement in WER. 

Analysis of the best model errors in 

Table 2 shows that most errors are substitution 

errors. Such errors occur due to the similarity in 

pronunciation of some Arabic sounds between 

MSA and DA. For instance, the model has many 

substitutions between  سِين (sīn) and صَاد (ṣād), 

 ظَاء  and (ḍād) ضَاد  and ,(dāl) داَل  and (ḍād) ضَاد

(ẓāʾ). Also, some errors occur due to the features 

that cannot be automatically captured by the 

model, such as the rules of writing the variations 

of the هَمْزة (hamzah) which indicates a  glottal 

stop. In Arabic, there are two types of   هَمْزة 

(hamzah) or glottal stops: Hamzat Al-Wasl and 

Hamzat Al-Qata’a. Hamzat Al-Wasl is written as 

an ألَِف (ʾalif) without the همَْزة (hamzah) marker, 

and it is only pronounced if it is in the beginning 

of an utterance. In contrast, Hamzat Al-Qata’a is 

written as an ألَِف (ʾalif) with the هَمْزة (hamzah) 

marker, and it is always pronounced. 
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6.2. Fine-tuning on MGB-2 

For MGB-2, we used PyArabic Python package7 

to transform numbers to their verbatim form. The 

WERs of MGB-2 results are reported using the 

evaluation script provided in the MGB challenge 

Github repository8. The table below depicts the 

results of testing the model with LM decoded 

with beams 5 and 20. 

 
 

Model 
Unlabeled 

Data 

No 

LM 

LM, 

beam=5 

LM, 

beam=20 

wav2vec 

Aswat 14.7% 13.1% 12.9% 

MGB-2 14.2% 12.8% 12.6% 

C.Dataset 14.1% 12.9% 12.5% 

data2vec 

Aswat 13% 12.3% 12.1% 

MGB-2 12.6% 11.9% 11.8% 

C.Dataset 12.1% 11.6% 11.4% 
 

Table 3: WER of the first experiment on the MGB-2 

test. The best results in each framework are in bold, 

and the second best results are underlined. 

Table 3 shows that the best obtained 

models in wav2vec and data2vec were those 

pretrained on the combined dataset, followed by 

MGB-2, and then Aswat. The addition of Aswat 

to the pretraining improved the WER from 

14.2% to 14.1% in wav2vec and 12.6% to 12.1% 

in data2vec. The model pretrained only on MGB-

2 has an advantage over the model that was 

pretrained only on Aswat because it has seen all 

of the data used for fine-tuning, so it has learned 

better speech representations for MGB-2 and 

therefore yields a better WER.  

We noticed from analyzing the errors of 

the best model in Table 3 that most errors are 

substitutions in numeral words. The model 

substitutes the word for “fifteen” in DA“ خمستاشر” 

(xmstaːʃr) with its equivalent in MSA “  خمس

 ”ستاشر “ ”,the word for “sixteen ,(xms ʕʃrt) ”عشرة

(staːʃr) with “ عشرة  the word for ,(st ʕʃrt) ”ست 

“seventy,” “وسبعين” (wsbʃjn) with “وسبعون” 

(wsbʃwn), and “two thousand” “ألفين” (Ɂfjn) with 

 These errors come from using  .(Ɂfaːn) ”ألفان“

PyArabic tool in preprocessing; it converts every 

number to its MSA form and uses one 

grammatical case: Al-Raf’á case (the nominative 

case). We tackled this issue in the second 

experiment by dropping examples with numbers 

from the training set, resulting in removing 

 
7 https://pypi.python.org/pypi/pyarabic 
8 https://github.com/qcri/ArabicASRChallenge2016 

11.4% of the training data and reducing the WER 

by 9.6%. 

Model 
Unlabeled 

Data 

No 

LM 

LM, 

beam=5 

LM, 

beam=20 

wav2vec 

Aswat 12.8% 11.8% 11.6% 

MGB-2 12.8% 11.7% 11.6% 

C.Dataset 12.4% 11.4% 11.2% 

data2vec 

Aswat 11.4% 10.8% 10.7% 

MGB-2 11.3% 10.7% 10.7% 

C.Dataset 10.9% 10.5% 10.3% 
 

Table 4: WER of the second experiment on the MGB-

2 test. The best results in each framework are in bold, 

and the second best results are underlined. 

Table 4 depicts the result of the second 

experiment. The ASR model shows the best 

results yielded from fine-tuning the data2vec 

model that was pretrained on the combined 

dataset. In addition, the decoded output shows 

that the model predicts the numerical words 

correctly. Evaluating the models with the LM 

reduced the WERs and closed the gap between 

WERs of wav2vec models. We reached a state-

of-the-art (SOTA) WER of 10.3% on the MGB-2 

benchmark and outperformed the previous result 

of 12.1% (Chowdhury et al., 2021). 

Analyzing the errors shows that most of them are 

substitution errors between different Hamza 

variations and between مربوطة  (tāʾ marbūṭah) تاء 

and هَاء (hāʾ). In addition, some substitutions 

come from removing the Arabic definite article 

 and the connected prepositions and (Al) ”ال“

conjunctions from the beginning of the word, 

such as removing فاَء (fāʾ), باَء (bā)ʾ, and  وَاو 

(wāw). 

  Additionally, we observed that the model 

removes words that are pronounced with an 

American English accent, even if they are Arabic 

words. This behavior could be attributed to 

removing Latin letters from the training script, 

although the presence of these letters was very 

small in the dataset.  

Finally, Tables 2, 3, and 4 show that 

data2vec produced better results in all of the 

experiments, as (Baevski et al., 2022) claimed 

that discrete units are not required with the use of 

rich contextualized targets and that learning 

contextualized targets during the pretraining 

phase leads to better performance. Our empirical 

research shows that this claim holds true for 

Arabic speech data.  
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Limitations 
While our work achieved state-of-the-art 

performance, it has three main limitations. First, 

although our dataset was carefully curated and 

meticulously cleaned to meet our research 

objectives; it is important to note a limitation in 

speaker diversity. This imbalance in gender 

representation within our dataset can potentially 

affect our model's performance indicating the 

need for future experiments with more diverse 

set of speakers and conducting experiments on 

the effect of gender bias in our model’s 

performance. Second, while our research used a 

self-supervised approach, we confined our 

experimentation with fine-tuning on ASR only, 

which limited our exploration of other 

downstream tasks that may benefit from our 

dataset. The focus on ASR was an intentional 

choice given its prominence and frequent usage 

among speech tasks. Nevertheless, we 

acknowledge that the broader applicability of our 

dataset across different tasks remains an open 

question. Third, we did not use the larger version 

of wav2vec and data2vec models. Although the 

larger model may potentially yield better 

performance, the primary goal of this paper was 

to improve Arabic ASR results and reach SOTA 

results with our current model configuration. Our 

findings have successfully demonstrated the 

benefits of our dataset. 

7 Conclusion 

In this work, we provide the community with 732 

hours of a clean and organized Arabic speech 

dataset. We report state-of-the-art results for 

ASR with data2vec architecture, and by 

combining Aswat with MGB-2 in the pretraining 

stage, we achieved a WER of 11.7% on CV and 

10.3% on MGB-2. In the future work, we plan to 

improve our methods by using automatic audio 

cleaning tools9 and tool in (David at al., 2018) to 

collect bigger data and include more dialects. In 

addition, we plan to use the LARGE data2vec 

and adjust the hyper-parameters based on the 

training data to enhance the results. 
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Abstract

While significant progress has been made in
benchmarking Large Language Models (LLMs)
across various tasks, there is a lack of compre-
hensive evaluation of their abilities in respond-
ing to multi-turn instructions in less-commonly
tested languages like Arabic. Our paper offers
a detailed examination of the proficiency of
open LLMs in such scenarios in Arabic. Utiliz-
ing a customized Arabic translation of the MT-
Bench benchmark suite, we employ GPT-4 as a
uniform evaluator for both English and Arabic
queries to assess and compare the performance
of the LLMs on various open-ended tasks. Our
findings reveal variations in model responses
on different task categories, e.g., logic vs. liter-
acy, when instructed in English or Arabic. We
find that fine-tuned base models using multilin-
gual and multi-turn datasets could be compet-
itive to models trained from scratch on mul-
tilingual data. Finally, we hypothesize that
an ensemble of small, open LLMs could per-
form competitively to proprietary LLMs on the
benchmark.

1 Introduction

Recently, Large language models (LLMs) have
brought about significant disruptions across var-
ious domains in both research and industry. LLMs
have shown strong capability in solving and gener-
alizing across diverse and complex tasks in natural
language processing (NLP) and beyond. Moreover,
their success in engaging in conversations and ac-
curately following human instructions has been
particularly noteworthy. The recent surge in the
availability of LLMs necessitates extensive bench-
marking and evaluation.

In this work, we analyze the competency of
publicly-available, open LLMs when prompted
with open-ended, multi-turn instructions in a lan-
guage different than English. We compare the qual-
ity of these responses to the ones generated from
equivalent instructions in English in order to iden-
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model gpt-3.5-turbo gpt-4 jais-13b-chat mpt-30b-chat
noon-7b phoenix-inst-chat-7b vicuna-33b-v1.3

Figure 1: Performance scores per category for selected
LLMs on the original MT-Bench (Zheng et al., 2023)
for English. The model responses are evaluated by GPT-
4 and scored on a scale of 1 to 10 using criteria of
helpfulness, relevance, accuracy, depth, creativity, and
level of detail.

tify the strengths and weaknesses of these models
in terms of their multilinguality. Specifically, we
study Arabic instructions, but the analysis could be
repeated for any other language. Our study aim to
answer the following questions:

• How do open LLMs fare in following open-ended
instructions written in Arabic? and how do they
compare to GPT models?

• What is the effect of specifically targeting Arabic
when training a model?

• What is the effect of specifically fine-tuning on
Arabic multi-turn instructions?

• How to select a good starting point LLM model
to fine-tune for Arabic instruction following?

We start by a brief overview of the LLM bench-
marking effort in Section 2. We introduce ARABIC
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MT-BENCH in Section 3 as an analysis tool for
multilingual instruction following. Then, we at-
tempt to answer the proposed questions through
a number of analyses in Section 4. Finally, we
conclude in Section 5 with some insights and rec-
ommendations for pushing forward the competency
of Arabic LLMs.

2 LLM Benchmarking

LLMs have shown capabilities that go far beyond
traditional NLP tasks, such as text classification or
multi-choice question answering in some target nat-
ural language. Their ability to generate human-like
text and engage in long conversations in any topic
have opened up a multitude of novel opportunities
and horizons that transcend tasks and languages.
However, many existing benchmarks for LLMs are
still anchored in the conventional NLP paradigm or
support English only. Consequently, these bench-
marks exhibit limitations when it comes to evaluat-
ing the proficiency of LLMs in open-ended gener-
ation, multi-turn tasks, or in languages other than
English.

2.1 Conventional benchmarks

Some of the recent effort in this category include
projects such as HELM (Liang et al., 2022) and
Evaluation Harness (Gao et al., 2021) which are
platforms for LLM benchmarking. Also, stan-
dardized datasets such as MMLU (Hendrycks
et al., 2021), HellaSwag (Zellers et al., 2019),
TruthfulQA (Lin et al., 2022), ARC (Mihaylov
et al., 2018) and OpenbookQA (Clark et al., 2018),
amongst many others, are used to evaluate core
LLM capabilities such as commonsense reason-
ing, math, question answering, and factuality. In
addition, some recent works targeted Arabic lan-
guage specifically with suites of tasks and datasets,
e.g. (Khondaker et al., 2023; Abdelali et al., 2023;
Alyafeai et al., 2023).

These benchmarks require specification of
prompts per-task and model, in addition to post-
processing functions to validate model answers
against a gold standard, which might not be straight-
forward and could prove time-consuming. More-
over, with publicly available answer sets, there is al-
ways the potential risk of contamination to the train-
ing data of language models. Furthermore, some
of these benchmarks have been shown to diverge in
certain cases from human judgment (Zheng et al.,
2023), possibly due to their narrow focus.

2.2 Instructional and conversational
benchmarks

Recent efforts on instruction-following bench-
marks, such as Flan (Longpre et al., 2023) and
Super-NaturalInstructions (Wang et al., 2022), or
conversational benchmarks, such as OpenAssis-
tant (Köpf et al., 2023), CoQA (Reddy et al., 2019)
and MMDiag (Feng et al., 2022), present a more so-
phisticated and comprehensive challenge to LLMs,
but they are mostly limited to English, and the di-
versity of the questions are insufficient for the most
advanced LLMs. Translating such datasets to other
language is not a straightforward task, as it requires
a large effort to manually curate the translated ques-
tions and answers for the purpose of ensuring high
quality in the target language.

2.3 Evaluating open-ended questions

When it comes to open-ended tasks, such as cre-
ative writing, human evaluation of LLM responses
is indispensable. Here, a human-in-the-loop acts
as a judge to directly score an LLM response or
to rank responses of multiple LLMs for the best
answer on some question. However, achieving a
reliable benchmark this way is resource-intensive
and lacks scalability. In one application, LMSYS
Chatbot Arena1, which is a crowd-sourced LLM
evaluation platform, allows users to use freestyle
prompts for two randomly-selected LLMs before
voting for the better response. Benchmarking using
this approach, while very powerful, is challeng-
ing as it compares models evaluated on different
prompts.

An alternative approach that has recently
emerged is the employment of an LLM to act as a
judge of the responses of other LLMs. MT-Bench
(Multi-Turn Benchmark) (Zheng et al., 2023) uti-
lizes this approach on a standard set of 80 open-
ended questions of eight categories; namely: writ-
ing, extraction, reasoning, math, coding, role-play,
humanities, and STEM. Moreover, it assesses the
ability of an LLM to maintain a conversation by
asking it a follow-up question that is based on its
response to the first question. Examples of the
MT-Bench questions are shown in Table 1. These
examples illustrate the level of open endedness and
complexity of the questions, and the dependency
of the follow-up question on the first turn.

MT-Bench prompts a judge LLM with an in-
struction to rate the responses on a scale of 1-10

1https://chat.lmsys.org
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W
ri

tin
g T1

Craft an intriguing opening paragraph
for a fictional short story. The story
should involve a character who wakes
up one morning to find that they can
time travel.

T2
Summarize the story with three bullet
points using only nouns and adjectives,
without verbs.

R
ea

so
ni

ng

T1
David has three sisters. Each of them
has one brother. How many brothers
does David have?

T2

If we change the previous question
and assume that each sister of David
has two brothers, how many brothers
would David have?

M
at

h T1
The vertices of a triangle are at points
(0, 0), (-1, 1), and (3, 3). What is the
area of the triangle?

T2
What’s area of the circle circumscrib-
ing the triangle?

Table 1: A sample of questions from MT-Bench in cate-
gories Writing, Reasoning and Math. T1 and T2 denote
the first turn and second turn (follow-up) questions, re-
spectively.

(where 1 indicates failure in answering the question
and 10 indicates a perfect answer), clearly defining
the evaluation task and criteria. Also, the judge
LLM is asked to provide an explanation for the
suggested score. This approach has been shown to
have an agreement rate of 85% with human evalua-
tion when GPT-4 is used as a judge (Zheng et al.,
2023), which was also found to be higher than
human-human agreement (81%). MT-Bench scores
for selected LLMs are shown in Figure 1.

The approach of MT-Bench is versatile and scal-
able as it delegates the resource-intensive scoring
of open-ended questions to the judge LLM. More-
over, it could be extended to benchmarking LLMs
in other languages by translating the benchmark
dataset to the target language as long as a good
judge LLM exists for that language. For Arabic,
GPT-4 is highly-competent and has showed a good
level of proficiency (Khondaker et al., 2023; Abde-
lali et al., 2023; Alyafeai et al., 2023). Therefore,
it is eligible to be used as a judge for Arabic re-
sponses. Moreover, by using the same prompt for
judging English and Arabic responses for the origi-
nal and translated versions of the same question, it
is even possible to contrast the multilingual skills

of an LLMs at a question and a category level.

3 ARABIC MT-BENCH

In this work, we develop an Arabic version of MT-
Bench. First, we auto-translated the original bench-
marking questions using Google Translate. A thor-
ough manual curation of the translations is then
performed. This step is essential to ensure the qual-
ity of the question set and hence the responses and
the judgment. For example, all people names in
the questions were changed to Arabic names, and
questions about correcting English grammatical er-
rors were re-written. See Table 7 in Appendix A.4
for a sample of curated translated questions 2.

In addition to the questions, the benchmark pro-
vides reference answers for reasoning, math and
code questions that are passed to the LLM judge to
aid in the judgment. One option to get these refer-
ence answers in Arabic is to prompt GPT-4 with the
translated Arabic questions directly, but we decided
instead to translate the original reference answers
from English to ensure that the Arabic scores for
these three categories stay as close as possible to
the English MT-bench scores.

Finally, our initial evaluation showed that some
LLMs tend to respond in English despite the
question being in Arabic. Hence, we decided
to add at the end of each question a clear
instruction to the LLM to respond in Arabic
( �éJ
K. QªË@ �é 	ªÊËAK. �éK. Ag. B
 @ ZAg. QË @). We observed that,
without having to modify the original judgment
prompt, GPT-4, acting as an Arabic judge, has
taken into consideration that instruction and scored
lower responses in English.

Table 2 gives an overview of the ARABIC MT-
BENCH dataset.

Number of question categories 8

Number of questions per category 10

Number of turns per question 2

Number of reference answers 30

Table 2: Statistics of ARABIC MT-BENCH dataset

3.1 Score consistency
In order to answer the question: are the scores
of ARABIC MT-BENCH consistent and coherent
such that it could be used as a metric? and to
qualitatively assess the effectiveness of ARABIC

2ARABIC MT-BENCH is available at
https://huggingface.co/spaces/QCRI/mt-bench-ar
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Rating Justification summary

2

Common issues in AI assistant responses include: not addressing user’s question, providing irrelevant or
repetitive information, lacking depth, creativity, and accuracy, not following user’s specific instructions, and
not using the requested language. Users often seek detailed, accurate, and creative answers tailored to their
requests, but AI assistants sometimes fail to deliver, resulting in unhelpful or unsatisfactory responses.

4

Common issues in the AI assistant’s responses include lack of depth, inaccuracies, language inconsistencies,
and not directly addressing the user’s question. Some responses are repetitive and do not provide compre-
hensive analysis or examples. To improve, the AI assistant should focus on directly answering the user’s
question, providing clear and accurate examples, maintaining language consistency, and offering detailed and
informative explanations. Additionally, adhering to specific user instructions and avoiding repetition will
enhance the overall quality of the responses.

8

AI assistants provide relevant, creative, and accurate responses to various user requests, demonstrating a
good understanding of topics and user instructions. They offer helpful suggestions, clear explanations,
and maintain requested languages. Responses cover a wide range of subjects, including summarization,
problem-solving, and engaging in fictional conversations. However, there are occasional minor mistakes
and areas for improvement in clarity and depth. Overall, AI assistants successfully address user questions,
providing satisfactory and informative answers.

Table 3: Summaries provided by GPT-4 of the collection of judgment justifications for questiones rated 2, 4 and 8
across all models and tasks. This indicates some level of internal consistency of the ARABIC MT-BENCH scores.

MT-BENCH, we clustered the judgments across all
models and categories by their numerical ratings,
then asked GPT-4 to summarize its justification
texts for every score (1 to 10). In Table 3 are exam-
ples of the justification summaries for some ratings.

While qualitative, we could conclude from this
analysis that the justifications are reasonably con-
sistent across models and categories, indicating an
acceptable level of impartiality. In addition to that,
the correlation between scores using the Arabic and
English benchmarks for strong models, as will be
seen Section 4, is another supporting evidence for
the viability of ARABIC MT-BENCH as a metric.

4 Results and Discussion

4.1 Model selection

In addition to OpenAI GPT-3.5-turbo and GPT-4,
which are only considered in this work to set an
upper bound, a number of open LLMs have been
chosen for this study. Through preliminary evalu-
ations on HuggingFace playground, some LLMs
exhibited knowledge of Arabic despite not being
purposefully trained for it. The criteria we adopted
for choosing models involve:

• the model is open-source. Some competitive pro-
prietary models are not accessible to us.

• the model size is 33B or less, a decision driven
by constraints in hardware infrastructure.

• the model is known to do well on the English
benchmarks on the LMSYS leaderboard3

An overview of the chosen models can be seen
3https://chat.lmsys.org/?arena

in Table 4, and more details can be found in Ap-
pendix A.3.

4.2 How do open LLMs fare in following
open-ended instructions written in
Arabic?

Table 5 shows the model ranking based on the ARA-
BIC MT-BENCH scores. The first, second and third
columns of the tables give the model’s average
score for the first turn across all questions, the av-
erage score for the second turn across all questions,
and the average of both, respectively. Per-category
scores could be seen in Figure 2. For comparison,
Figure 1 (and Table 6 in Appendix A.1) give the
per-category scores for the original English MT-
Bench for the same models.

As the results show, GPT-4 and GPT-3.5-turbo
are better than any open LLM we tested by a large
margin with average scores of 8.27 and 7.13 out
of 10, respectively. Because GPT-4 is used as the
judge, there exists the potential for bias in favor of
its own responses, which has been discussed in the
MT-Bench paper (Zheng et al., 2023).

In the English MT-Bench, the two GPT models
score 8.99 and 7.0, respectively. Hence, GPT-4
is approximately one point lower in terms of the
Arabic score compared to the English benchmark.
By manual inspection of the responses, we qualita-
tively confirm that the proficiency of GPT models
in Arabic is lower than English as indicated by the
scores. Therefore, we compare the scores across
Arabic and English benchmarks in Section 4.3.

Overall, LLMs fine-tuned specifically for Arabic
or for multilingual capabilities (e.g. Jais, Phoenix)
are better than generic models such as some mem-
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Model Base model Size Training language Multi-turn
GPT-4 _ >175B Multilingual ✓
GPT-3.5-turbo _ 175B Multilingual ✓
Jais-13B-chat Jais-13B 13B EN, AR ✓
PolyLM-13B _ 13B Multilingual ✗
MPT-30B-chat MPT-30B 30B Primarily English ✓
LLaMa-2-13B-chat LLaMa-2-13B 13B Primarily English ✓
Tulu-30B LLaMa 33B Primarily English ✗
Guanaco-33B LLaMa 33B Primarily English ✗
Vicuna-33B-v1.3 LLaMa 33B Primarily English ✓
BLOOMZ-7B1 _ 7.1B Multilingual ✗
BLOOMZ-7B1-MT BLOOMZ-7B1 7.1B Multilingual ✗
Noon-7B BLOOM 7B Multilingual, AR fine-tuning ✗
Phoenix-chat-7B BLOOMZ-7B1-MT 7B Multilingual ✓
Phoenix-inst-chat-7B BLOOMZ-7B1-MT 7B Multilingual ✓

Table 4: Attributes of the chosen models for this study. _ for the ‘Base model’ indicates a model that has been
trained from scratch. ‘Size’ is in the number of parameters. ‘Training language’ is the natural language/s that made
up the pre-training and instruction datasets for the model, and ‘Multi-turn’ refers to chat fine-tuning.

coding
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reasoning
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writing
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model gpt-3.5-turbo gpt-4 jais-13b-chat llama-2-13b-chat
mpt-30b-chat noon-7b phoenix-inst-chat-7b
vicuna-33b-v1.3

Figure 2: Performance scores per category for selected
LLMs on our Arabic multi-turn benchmark. The model
responses are evaluated by GPT-4 and scored on a scale
of 1 to 10 using criteria of helpfulness, relevance, accu-
racy, depth, creativity, and level of detail.

bers of the Llama family (e.g. Vicuna, Guanaco)
in Arabic instruction following, even when smaller
in size. The fine-tuning data and recipe matters
significantly; for example, Phoenix-inst-chat-7B is
much better then its predecessor Bloomz-7B1 or
Bloomz-7B1-mt.

Jais-13B-chat is the best open model in Arabic in
our evaluation. It achieves an average score of 5.08
out 10. The model has targeted Arabic and English
in both pre-training and fine-tuning. Despite this,
its relatively small size hinders it from being com-
petitive with the best models. Also, it is still far on

Model Turn1 Turn2 Avg

GPT-4 8.41 8.12 8.27
GPT-3.5-turbo 7.48 6.79 7.13
Jais-13B-chat 5.01 5.14 5.08
Phoenix-inst-chat-7B 4.84 3.70 4.27
Llama-2-13B-chat 4.54 3.86 4.20
Phoenix-chat-7B 4.16 3.84 4.00
Vicuna-33B-v1.3 3.44 3.43 3.43
MPT-30B-chat 3.26 2.62 2.94
Noon-7B 3.39 2.39 2.89
Guanaco-33B 2.68 2.52 2.60
PolyLM-13B 1.91 2.08 1.99
Bloomz-7B1-mt 1.54 1.75 1.64
Bloomz-7B1 1.29 1.54 1.41
Tulu-30B 1.10 1.35 1.23

Table 5: Results of benchmarked LLMs on ARABIC
MT-BENCH (scores between 1-10). showing for each
model average scores per turn, and average score across
all questions and turns.

the English MT-Bench leaderboard from models
of comparable size, where the best model within
13B size in the English MT-Bench achieves a score
above 6 out of 10 (see a selection of these scores
in Table 6 in the Appendix). Also, Jais-13B-chat
model has the largest drop in performance in the
second-turn questions on the English benchmark.
Jais-13B-chat has been benchmarked internally us-
ing a similar approach to ours on private data ac-
cordingly to its technical report (Sengupta et al.,
2023).

We note that the fine-tuning dataset of Jais-13B-
chat is large with over 10M samples. The longer
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period needed for this fine-tuning could raise ad-
ditional challenges as it might increase the risk of
catastrophic forgetting of knowledge gained during
pre-training (Luo et al., 2023; He et al., 2021). For
comparison, Phoenix-inst-chat-7B is ranked sec-
ond among the evaluated open models in our exper-
iment. The model is fine-tuned from a BLOOMZ-
7B1-MT base (Chen et al., 2023). The fine-tuning
dataset has 133 languages with 58% English, 20.9%
Chinese and 0.8% Arabic which is ranked 11th in
language coverage, with a total of 267K instruction-
tuning samples. The conversation-tuning dataset
has 189K samples covering more than 40 lan-
guages. Despite its smaller size and wide coverage
of languages, Phoenix-chat-7B achieves intriguing
results. Figure 3 shows detailed comparison per
category for Jais-13B-chat, Phoenix-inst-chat-7B
and GPT-3.5. The two open LLMs had the lowest
scores on math and reasoning, whereas the highest
scores are on roleplay, humanities and stem.
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Figure 3: Average scores per category for three selected
models evaluated on the ARABIC MT-BENCH.

Vicuna-33B-v1.3 and MPT-30B-chat scored
around 3 out 10, while they were not expected to
have any significant skill in Arabic. One possible
explanation is that given their size over 30B, they
are able to maximize their multilingual skills effec-
tively. This hypothesis needs further investigations.
Despite their low performance, it is interesting to
explore the model development in order to adapt
for training multilingual LLMs.

4.3 What is the effect of specifically targeting
Arabic when training a model?

Figure 4 shows a heat map of the difference in
score per category between the Arabic and the En-
glish benchmarks for the selected models. The

models are sorted from top to bottom based on a
decreasing score differences. Warmer cells in the
figure indicate English advantage over Arabic for
the same model and category, while cooler cells
indicate Arabic advantage.
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Figure 4: Difference of average MT scores between
English and Arabic benchmarks per category. Positive
values (red) indicate English answers are scored higher
that the corresponding Arabic answers, while negative
values (blue) indicate some advantage in Arabic. Neu-
tral colors mean a model is equally-competent in both
languages.

The two GPT models reside in the neutral area,
indicating comparable competency in English and
Arabic. Not surprisingly, Models that have been
pre-trained and fine-tuned on multilingual data (see
Table 4) appear in the bottom half of the heat map,
indicating some Arabic knowledge. Also, it could
be seen from the heatmap that coding and math are
neutral, language-agnostic skills across models, as
should be expected, while reasoning has a lingual
side.

Figure 5 shows the per-turn average scores of
ARABIC MT-BENCH on the X-axis and English
MT-Bench on the Y-axis for the selected models.
Points closer to the diagonal line are models with
similar average performance in Arabic and English,
and the closer to the top right corner the better
the model is on both languages. Most models are
above the diagonal, and hence exhibit relatively su-
perior skills in English compared to Arabic. This is
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likely due to the imbalance in the training and fine-
tuning data between the two languages. Note that
the LLaMa-based models are clustered together far
from the diagonal, indicating lack in multilingual-
ity, while BLOOMZ-7B1-MT and Noon-7B, both
heavily multilingual, are on top of the diagonal.

4.4 What is the effect of specifically
fine-tuning on Arabic multi-turn
instructions?

In Figure 5, the two dots for each model represent
the two turns, and their placement gives an insight
into the ability of a model to engage in a conversa-
tion. Vertical drop between the two turns indicates
diminished performance on English for the second
turn, while horizontal shifts to the left indicates
diminished performance on Arabic for the second
turn.

BLOOMZ-7B1-MT does not degrade on the sec-
ond turn, even though it is not fine-tuned on con-
versational data (Muennighoff et al., 2023), and it
is the only model that is not affected in the sec-
ond turn for both languages, while a capable model
like GPT-4 had a slight improvement on the second
turn for English but had a minor deterioration of
the score for Arabic.

On the other hand, Noon-7B has the largest drop
in score between turns on Arabic. This model is
built on top of BLOOM by instruct fine-tuning
using a combination of datasets with ColossalAI
framework (Bian et al., 2021). Noon-7B4 used
GPT-3.5-Turbo as a judge for evaluation on private
data. We also observe that Jais-13B-chat has a large
drop in English multi-turn instructions compared
to a small drop in Arabic, which might be caused
by the ratio of Arabic to English instructions in its
chat fine-tuning.

Phoenix-chat-7B, Noon-7B and BLOOMZ-7B1-
MT are all based on different variants of the back-
bone BLOOM-7B or BLOOMZ-7B. The resulting
models vary a lot in terms of performance, indicat-
ing that a careful fine-tuning recipe is crucial for
improving the capabilities of any base model.

4.5 How to select a good starting point LLM
model to fine-tune for Arabic instruction
following?

We consider the hypothetical optimal ensemble
model defined by the maximum per-question score
across the open models in our experiment. This

4https://huggingface.co/Naseej/noon-7b

1 2

1
2

12

1

2 1

2

1

2
1

2

1

2

1

2

1

2

1

2

0 2 4 6 8 10
0

2

4

6

8

10

model bloomz-7b1-mt gpt-3.5-turbo gpt-4 guanaco-33b
jais-13b-chat llama-2-13b-chat mpt-30b-chat
noon-7b phoenix-chat-7b phoenix-inst-chat-7b
vicuna-33b-v1.3

Arabic

E
ng

lis
h

Figure 5: Scores in Arabic (X-axis) and English (Y-axis)
MT-Bench for the first and second turn. The farther the
model is from the diagonal, the bigger the gap in quality
between the two languages. The farther Turn 2 is from
Turn 1 for a model, the bigger the change in quality in
responding to continued conversation.

characterizes an upper bound on the performance of
any open LLMs ensemble made from these models.
Based on our ARABIC MT-BENCH, the optimal en-
semble model achieves an MT score of 6.70. This
represents a 32% increase in performance com-
pared to the best individual open LLM (Jais, 5.08).
Also it indicates that a collection of smaller models
trained differently could capture various skills that
might be difficult to capture together in one model
without upping the model size. For the sake of
contrast, for the English benchmark, the optimal
ensemble model achieves a score of 8.2.

Figure 6 shows the contributions of the three
highest-scoring LLMs per category in the optimal
Arabic ensemble model. We counted how often a
model was the best for a given category and consid-
ered the top 3 models in each. Note that ‘best’ here
is relative to the performance of available LLMs,
and is not an assessment of quality.

As the figure shows, Jais-13B-chat is the top
model in five ‘literacy’ categories, whereas math,
coding and reasoning are shared with LLaMa-2-
13B-chat, Guanaco-33B, and Phoenix-inst-chat-7b.
The challenge is how to define a criterion to select
the best response among the ensemble LLMs. One
possible approach is to ask each LLM to vote for
the best answer and consider a majority vote, which
will rely mainly on the ability of these small models
to play the role of a judge in this limited context.
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We will leave investigating this to future work.

5 Conclusion

In this paper, we propose a framework for ana-
lyzing the effect of multilinguality on LLM per-
formance in open-ended tasks. In particular, we
assessed the interaction between language, dialog
and instruction following in Arabic and English for
small open LLMs. We employ an LLM as a judge
following the paradigm of MT-Bench. We show
the effects of language on different categories of
tasks and suggest ways to ensemble small LLMs to
achieve better performance on the benchmark.

In future work, we plan to extend the benchmark
and analysis with more models and tasks, and in-
vestigate the viability of LLM ensemble models.

6 Limitations

We now discuss a number of limitations related to
this study.

6.1 Judging

• The use of an LLM as a judge for evaluating
LLMs has issues related to bias. As reported
in (Zheng et al., 2023), in pairwise comparisons,
the judge tends to favor its own answers com-
pared to other models. For example, that study
shows that GPT-4 favors itself with 10% higher
win rate and Claude-V1 favors itself with 25%
higher win rate. On the other hand, GPT-3.5 does
not appear to favor itself.

• Using GPT-4 as the judge and as an LLM un-
der study might favor it in the scores. However,
the score margin to the closet competitor is big
enough to make any potential deviation in the
scores insignificant, and we adhered to the orig-
inal MT-Bench setup in the choice of judge in
order to mirror the results and measure multilin-
gual competency.

• Other LLM judges than GPT-4 could be consid-
ered for evaluating the responses. However, the
choice of alternative judges is currently rather
limited when considering Arabic. The profi-
ciency of models such as Claude or Bard in Ara-
bic are not yet proven. Alternatively, multiple
LLMs could be used for this task. A voting judg-
ment mechanism could be considered over multi-
ple open LLMs.

• While GPT-4 exhibits competence in Arabic, its
proficiency in the language falls short of its mas-
tery of English. This discrepancy may have had
an impact on certain aspects of our analyses, espe-
cially when comparing Arabic results to English
results.

• We used the same judgment prompt as in the En-
glish MT-Bench for the purpose of consistency.
However, we note that the judgment prompt does
not acknowledge important aspects such as safety
and harmlessness of LLM responses. Also, the
MT-score is a metric that combines multiple di-
mensions such as relevance, helpfulness, and cre-
ativity together to give an aggregate verdict. It
might be useful to analyze model performance
separately on these dimensions for a better un-
derstanding.

6.2 Coverage

• MT-Bench has a limited number of questions
(160 in total considering both turns). This is
likely not representative of the wide spectrum of
tasks needed to effectively evaluate LLMs, and
the authors of MT-Bench are acknowledging that
by working to expand their benchmarking dataset
to 1000 questions. In addition, language-specific
dimensions of conversation might require be-
spoke questions to test properly.

• We only included a small number of models in
the benchmark. During an initial screening, we
excluded several LLMs due to their limited capa-
bilities in Arabic. We plan to extend our bench-
mark and include more LLMs in the future.
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A Appendix

A.1 English MT-Bench scores
Table 6 shows the per-turn and average scores for
the selected models on the original MT-Bench.

Model Turn1 Turn2 Avg

GPT-4 8.96 9.02 8.99
GPT-3.5-turbo 8.07 7.81 7.94
Vicuna-33B-v1.3 7.46 6.79 7.12
Llama-2-13B-chat 7.06 6.24 6.65
Guanaco-33B 6.88 6.18 6.53
Tulu-30B 7.02 5.85 6.43
MPT-30B-chat 6.68 6.11 6.39
Jais-13B-chat 6.11 3.84 4.97
Phoenix-chat-7B 5.49 4.31 4.90
Phoenix-inst-chat-7B 5.46 4.05 4.75
Noon-7B 3.28 2.58 2.93
Bloomz-7B1-mt 1.66 1.84 1.75
Bloomz-7B1 1.39 1.85 1.62

Table 6: Results of benchmarked LLMs on English MT-
BENCH (scores between 0-10). showing for each model
average scores per turn, and average score across all
questions and turns.

A.2 Prompts for LLM Judge
Figure 7 shows the judging prompt for the first-
turn questions in MT-Bench, and Figure 8 shows
the prompt for the second-trun questions.

Please act as an impartial judge and evaluate the
quality of the response provided by an AI assistant
to the user question displayed below. Your eval
uation should consider factors such as the help
fulness, relevance, accuracy, depth, creativity,
and level of detail of the response. Begin your
evaluation by providing a short explanation. Be
as objective as possible. After providing your
explanation, you must rate the response on a scale
of 1 to 10 by strictly following this format:
[[rating]], for example: "Rating: [[5]]".

Figure 7: LLM judge first turn’s prompt. The high-
lighted text indicates the evaluation criteria.

A.3 Chosen Models
• GPT-4: a proprietary multilingual chatbot by

OpenAI, trained on public and proprietary data
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Please act as an impartial judge and evaluate the
quality of the response provided by an AI assistant
to the user question displayed below. Your eval
uation should consider factors such as the help
fulness, relevance, accuracy, depth, creativity,
and level of detail of the response. You evalu
ation should focus on the assistant’s answer to
the second user question. Begin your evaluation by
providing a short explanation. Be as objective as
possible. After providing your explanation, you
must rate the response on a scale of 1 to 10 by
strictly following this format: [[rating]], for
example: "Rating: [[5]]".

Figure 8: LLM judge second turn’s prompt. The high-
lighted text in green indicates the evaluation criteria.
The highlighted text in orange indicates the instruction
to focus the evaluation on the answer of the second ques-
tion.

and fine-tuned using reinforcement learning with
human and AI-generated feedback. Allows 8k
and 32k prompts (OpenAI, 2023).

• GPT-3.5-turbo: the predecessor of GPT-4 with
175B parameters.

• Jais-13B-chat: A 13B parameter model that fol-
lows the GPT-3 architecture, pre-trained on 279B
English and 116B Arabic tokens, then fine-tuned
on 5.9 million English and 3.8 million Arabic
supervised multi-turn instructions, and further
fine-tuned for safety (Sengupta et al., 2023).

• Phoenix-chat-7B: A BLOOMZ-based 7B param-
eter model fine-tuned for dialog using online
ChatGPT records and multi-round conversations
(Chen et al., 2023).

• Phoenix-inst-chat-7B: Another 7B model from
the Phoenix family, fine-tuned not only for con-
versations but also for multilingual instruction
following using self-instruct and translators.

• Vicuna-33B-v1.3: A 33B LLaMa-based model,
fine-tuned on a ShareGPT.com dataset for instruc-
tion following and multi-turn dialog (Zheng et al.,
2023).

• MPT-30B-Chat: A fine-tuned version of MPT-
30B which is an encoder-only transformer model
trained on 1T English tokens. MPT-30B-Chat
was fine-tuned for chat on a number of pub-
lic datasets including ShareGPT-Vicuna, Camel-
AI, GPTeacher, Guanaco and Baize (MosaicML,
2023).

• Noon-7B: A BLOOM-based 7B parameter
model, fine-tuned on 110k Arabic instructions

from translated datasets including GPT-4 re-
sponses to Alpaca quesitons, Dolly, TruthfulQA,
Grade School Math in addititon to self-instruct
questions in Arabic.

• Guanaco-33B: A LLaMa-based model with 33B
parameters, fine-tuned on 534k multiligual in-
structions using the OASST1 dataset. Not chat
trained (Dettmers et al., 2023).

• PolyLM-13B: A decoder-only model of 13B
parameters, pre-trained on a multilingual train-
ing data of 640B tokens, and fine-tuned on
MULTIALPACA that contains 132K multilin-
gual instructions generated in a self-instruct fash-
ion. (Wei et al., 2023)

• Llama-2-13B-Chat: A member of Llama2 auto-
regressive transformer models with 13B param-
eters, pre-trained on 2T tokens with 4k context,
and fine-tuned for multi-turn dialog using super-
vised fine-tuning on public instruction datasets
and reinforcement learning with human feed-
back over more than 1 million human annota-
tions (Touvron et al., 2023).

• BLOOMZ-7B1: A multilingual decoder-only
transformer model trained on 350B tokens includ-
ing 45 natural languages, and fine-tuned on xP3,
a multitask and multilingual instruction dataset.
Recommended for prompting in English. (Muen-
nighoff et al., 2023)

• BLOOMZ-7B1-MT: A version of BLOOMZ-
7B1 fine-tuned on xP3mt, a multitask and
multilingual instruction dataset with machine-
translated prompts in 20 languages. Recom-
mended for prompting in non-English.

• Tulu-30B: A LLaMa-based 33B model fine-
tuned on number of publicly-available instruc-
tion datasets including FLAN V2, CoT, Dolly,
Open Assistant 1, GPT4-Alpaca, Code-Alpaca,
and ShareGPT. (Wang et al., 2023)

A.4 Arabic questions and reference answers
The full set of questions and reference answers
of ARABIC MT-BENCH are available at https://
huggingface.co/spaces/QCRI/mt-bench-ar.

Here in Table 7 we present a sample of the cu-
rated questions.
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Table 7: A sample of translated and curated questions from ARABIC MT-BENCH in categories Writing, Roleplay
and Reasoning. T1 and T2 denote the first and second turn (follow-up) questions, respectively.
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Abstract

In this paper, we study the transferability of
Named Entity Recognition (NER) models be-
tween Arabic dialects. This question is impor-
tant because the available manually-annotated
resources are not distributed equally across
dialects: Modern Standard Arabic (MSA) is
much richer than other dialects for which lit-
tle to no datasets exist. How well does a NER
model, trained on MSA, perform on other di-
alects? To answer this question, we construct
four datasets. The first is an MSA dataset ex-
tracted from the ACE 2005 corpus. The oth-
ers are datasets for Egyptian, Moroccan, and
Syrian which we manually annotate following
the ACE guidelines. We train a span-based
NER model on top of a pretrained language
model (PLM) encoder on the MSA data and
study its performance on the other datasets
in zero-shot settings. We study the perfor-
mance of multiple PLM encoders from the
literature and show that they achieve accept-
able performance with no annotation effort.
Our annotations and models are publicly avail-
able (https://github.com/niamaelkhbir/
Arabic-Cross-Dialectal-NER).

1 Introduction

The Arabic language, encompassing Classical Ara-
bic (CA), Modern Standard Arabic (MSA), and
various Dialects of Arabic (DA), stands out for its
linguistic diversity and intricate morphology. This
linguistic complexity presents a unique challenge
for Natural Language Processing (NLP) tasks, par-
ticularly in the field of named entity recognition
(NER). Modern Standard Arabic serves as the for-
mal reference, and many research efforts have been
dedicated to MSA NER. The literature on MSA
NER methods has witnessed an evolution from
rule-based methods, to machine learning models
based on hand-crafted features and subsequently
deep learning models incorporating rich contextual
representations. Notably, pretrained transformer-

based language models have recently driven signif-
icant advancements in Arabic NER.

Arabic, however, has more than 20 distinct di-
alects and around 100 regional variants, which are
widely used in everyday communication, particu-
larly in digital spaces. This emphasizes the urgent
need for NLP models capable of effectively han-
dling this linguistic diversity. However, these di-
alects exhibit significant linguistic variation, includ-
ing differences in spelling, morphology, and syntax,
making it exceptionally challenging to develop a
unified global modeling approach. Additionally,
there is no standardized spelling for these dialects.
In addition, the scarcity of annotated dialectal data
has been a major obstacle to progress in the field
of dialectal NER.

Our research is driven by the goal of bridging
the linguistic gap between MSA and Arabic di-
alects, specifically in the context of entity recog-
nition. Given the substantial time required for the
annotation process and leveraging the success of
cross-lingual transfer learning, our work focuses
on exploring knowledge transfer in the context of
NER, transferring knowledge from MSA to various
dialects.

Our contributions in this article are two-fold:

• We introduce a NER dataset manually anno-
tated for three dialects: Moroccan, Egyptian,
and Syrian. This dataset is used for evaluation
purposes;

• We propose an efficient span-based NER
model trained on already-available MSA data
and analyze its transferability to other dialects.

2 Dataset and Annotation

In this section, we introduce our datasets for Mod-
ern Standard Arabic and Arabic Dialects (Moroc-
can, Egyptian, Syrian), their construction, and an-
notation guidelines.
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2.1 Modern Standard Arabic Dataset

Our dataset for Modern Standard Arabic is sourced
from the Arabic Corpus ACE 2005 (Walker and
Consortium, 2005). The ACE corpus comprises a
rich collection of text data from diverse sources,
including newswires, broadcast news, and weblogs.
This corpus includes annotations for seven distinct
entity types, namely Persons (PER), Organizations
(ORG), Geographical/Social/Political Entities (GPE),
Locations (LOC), Facilities (FAC), Vehicles (VEH),
and Weapons (VEH). In addition to entity types,
it annotates three entity mention types: Names
(NAM), Nominal Constructions (NOM), and Pronouns
(PRO). The corpus offers annotations for both flat
and nested entities, further including coreference
information.

The MSA dataset we use in this work is based
on ACE 2005. In its construction, we make the
following choices:

• Focus on NAM and NOM entities: we opted
to concentrate exclusively on the recognition
of named entities and nominal constructions
while excluding pronouns. ACE 2005 is no-
table for its detailed annotation, including
pronouns, which is uncommon in the typical
named entity recognition task that primarily
deals with nominal entities and names. Pro-
noun usage exhibits considerable variation,
displaying nuanced distinctions not only be-
tween dialects but even within distinct regions
of the same dialect. Consequently, accurately
annotating pronouns across dialects presents
practical challenges and potential ambiguity,
due to their strong contextual reliance and
the absence of comprehensive dialect-specific
guidelines. The inclusion of pronouns is there-
fore left to future work. For clarity, named
entities include examples such as 	àñk. (John)

and é<Ë @ @ Ð @P (Ramallah), while nominal enti-

ties include examples like ú
×AjÖÏ @ (The lawyer)

and ZA 	JJ
Ó (Port). Pronominal entities, which

we chose to exclude, include terms such as Ñë
(they), 	�ªK. (some), and 	àðQ�
�J» (many).

• Focus on flat entities: we opted to con-
centrate exclusively on flat entities, omit-
ting nested entities and coreference resolu-
tion. This choice simplifies the task signifi-
cantly by reducing complexity in both annota-

tion and modeling. Nesting and coreference,
while valuable areas of study, introduce intri-
cate challenges, especially in dialectal Arabic,
where linguistic variations are prevalent. Fo-
cusing on flat entities streamlines our research
process, making it more scalable for testing
across dialects.

Considering these two methodological decisions,
we constructed our MSA dataset from the ACE
2005 corpus by randomly selecting 500 sentences.
We provide detailed statistics about these sentences
in the first columns of Tables 1 and 2.

This dataset will be used to train a model and
study its transferability to other dialects. It will
also be used to evaluate models that are trained on
other dialects.

We also extracted an additional 350 MSA sen-
tences to train an MSA model and evaluate it on
the 500 sentences for reference. More details can
be found in the results section (5)

2.2 Annotation Guidelines for Dialects

We introduce concise yet comprehensive annota-
tion guidelines that were used in the annotation
of our dialectal datasets. These guidelines closely
follow the ACE guidelines that were used for the
MSA dataset. The detailed reference is provided by
the Linguistic Data Consortium (LDC) guidelines1.

1. PER (Person): This entity type is used for in-
dividual human beings. It includes:

• Names and surnames of individuals. Ex-
ample: ú


	æÓðP �IJ
Ó (Mitt Romney)

• Group of people. Example: �éÊ
KAªË @ (The
family).

• Saints and other religious figures. Exam-
ple: é�<Ë

�
@ (God).

2. ORG (Organization): This entity type is used
for corporations, agencies, and other groups
of people defined by an organization structure.
It includes:

• Commercial organizations. Example:
�I 	̄ñ�ðQºJ
Ó (Microsoft)

• Government organizations. Example:�éJ
ºÊÖÏ @ �éK
QjJ. Ë @ (Royal Navy).

1https://www.ldc.upenn.edu/collaborations/past-
projects/ace/annotation-tasks-and-specifications
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• Educational organizations. Example:
XPñ 	® 	KA�J� �éªÓAg. (Stanford University).

• Political parties. Example:
ú
Í@

Q�. J
ÊË @ H. 	QmÌ'@ (Liberal Party).

• Media. Example: A�	� @ �éËA¿ð (ANSA
agency).

3. LOC (Location): This entity type is used for ge-
ographical entities such as mountains, rivers,
seas, and regions that aren’t politically de-
fined. Example: ñºJ
�ºÓ ñJ
 	K ÈAÖÞ�� (Northern
New Mexico).

4. GPE (Geographical/Social/Political Entity):
This entity type is used for geographical re-
gions that have a political distinction. This in-
cludes countries, states, provinces, and cities.
Example: A¾K
QÓ



@ (America).

5. VEH (Vehicle): This entity type is used for
entities that are primarily designed for trans-
porting goods or people from one place to
another. Example: �éK. Q« (vehicle).

6. WEA (Weapon): This entity type is used for
devices used with intent to inflict damage or
harm.

• Exploding. Example: ÉK. A 	J�̄ (Bombs).

• Chemical. Example: 	PA 	ªË @ (Gas).

• Underspecified. Example: hC�
(Weapon).

7. FAC (Facility): This entity type is used for
buildings or structures. It includes buildings,
houses, factories, stadiums, office buildings,
gymnasiums, prisons, museums, space sta-
tions, barns, parking garages and airplane
hangars, streets, highways, airports, ports,
train stations, bridges, and tunnels. Example:
PA¢ÖÏ @ (The airport).

We adhere to these guidelines by annotating
the smallest constituent of flat entities. For ex-
ample, consider the entity �èYj�JÖÏ @ �HAK
BñË@ É¢�.
(United States champion). In this case, we an-
notate �èYj�JÖÏ @ �HAK
BñË@ (United States) as GPE and

É¢�. (champion) as PER. If our task involved
nested entities, we would have provided addi-
tional annotations for the entire nested entity�èYj�JÖÏ @ �HAK
BñË@ É¢�. as PER.

Stat MSA Mor. Egy. Syr.
Sentences 500 378 353 361

Tokens 14168 6780 6533 6034
Entities 3030 970 831 956

Table 1: Dialect Dataset Statistics. MSA: Modern Stan-
dard Arabic, Mor.: Moroccan, Egy.: Eyptian, Syr.:
Syrian.

Ent MSA Mor. Egy. Syr.
FAC 143 83 63 71
GPE 923 249 229 331
LOC 160 191 142 89
ORG 413 112 77 109
PER 1269 278 264 307
VEH 52 45 50 41
WEA 70 12 6 8

Table 2: Dialect Dataset Statistics by Entity Type. MSA:
Modern Standard Arabic, Mor.: Moroccan, Egy.: Eyp-
tian, Syr.: Syrian.

2.3 Annotation Process of the Dialect Datasets
Our dataset for Arabic Dialects is sourced from the
xP3x corpus (Muennighoff et al., 2022). The xP3x
corpus comprises a vast collection of prompts and
datasets across 277 languages, covering 16 distinct
NLP tasks. This corpus comprises pairs of sen-
tences and their translations in various languages.

3 Task Definition and Model

In this study, we opted to work with three distinct
Arabic dialects: Moroccan, Egyptian, and Syrian.
For each dialect, we selected randomly 500 sen-
tences from the xP3x corpus and tokenized them
by whitespaces before presenting them for annota-
tion. Notably, our annotation process was overseen
by a single annotator, a proficient Moroccan Arabic
speaker, with a deep understanding of Egyptian and
Syrian dialects as well. The limited dataset size
made the use of a single annotator optimal, as this
approach ensured consistency, coherence, and a
manageable workload, minimizing inter-annotator
discrepancies and maintaining unified annotation
styles.

In this study, we chose to investigate three dis-
tinct Arabic dialects: Moroccan, Egyptian, and Syr-
ian. We randomly selected 500 sentences from the
xP3x corpus for each dialect and tokenized them
using whitespace. Our annotation process, carried
out using Label Studio as the annotation tool, was
supervised by a single proficient annotator, fluent
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على ود نجحوا في تصنيع الغواصات، من بعد الحرب الألمان مكانوش ثايقين ياخذوا بزاف منها

تعتبر العيل يلّي عندها أطفال شي كتير نادر بس بعض المساكن بتعطيهم غرف خاصة

القطع المدفونة مع توت عنخ آمون أغلبيتها محفوظةبطريقة كويسة

VEHGPE

PERFAC

PER

Dialect Example

Moroccan

Syrian

Egyptian

Because they succeeded in manufacturing submarines, after the war, the Germans were not sure to take much of it

Families with children are very rare, but some hostels give them private rooms

Most of the objects buried with Tutankhamun are well preserved

PERFAC

Figure 1: Example of annotations from our Dialect Dataset.

in Moroccan Arabic and possessing a strong grasp
of Egyptian and Syrian dialects. Given the lim-
ited dataset size, employing a single annotator was
advantageous for maintaining consistency, coher-
ence, and manageable workloads, thereby reducing
inter-annotator discrepancies and ensuring uniform
annotation styles.

After the annotation process, we only retained
sentences containing entities for our experiments.
For a comprehensive overview of the dataset’s
statistics, please consult Tables 1 and 2. To vi-
sualize examples from our dataset, please refer to
Figure 1.

Named Entity Recognition involves identifying
and categorizing named entities within text into
predefined entity categories. Formally, we frame
the task of NER as a span classification problem.
Given an input sequence: x = {xi}Li=1, our ob-
jective is to classify all potential spans within the
sequence, defined as:

y =
L⋃

i=1

L⋃

j=i

sijc (1)

Here, i, j, and c correspond to the start position,
end position, and span type, respectively. The prob-
ability of a specific span classification y given the
input sequence x is represented as:

pθ(y|x) =
exp

∑
sijc∈y ϕθ(sijc|x)
Zθ(x)

(2)

In this equation, ϕθ(.) is the span scoring func-
tion, and Zθ(x) is the partition function. During
training, our objective is to minimize the negative
log-likelihood of the gold span classifications.

Training loss During training, our assumption
allows us to bypass the need to explicitly evaluate

the partition function Zθ(x) to compute the loss.
The loss for a single sample (x,y) ∈ T is simply
the sum of loss for all spans in the input:

L(x,y) = −
∑

cij∈y
log p(cij |x) (3)

where,

p(cij |x) =
expϕθ(cij |x)∑
c′∈C expϕθ(c

′
ij |x)

(4)

This loss is minimized over the training set using
a stochastic gradient descent algorithm.

Decoding During inference, our aim is to deter-
mine:

y∗ = argmax
y∈Y

∑

sijc∈y
ϕθ(sijc|x) (5)

In other words, we seek to identify the span la-
beling configuration that achieves the highest score.
For unconstrained span classification, a straight-
forward approach is to assign the label with the
highest score to each individual span, as follows:

sijc∗ = argmax
c

ϕθ(sijc|x) (6)

Nonetheless, this decoding approach is not op-
timal since it may result in structural constraint
violations. In our context of flat entities, overlap-
ping entity spans are strictly prohibited. A more
efficient solution, as presented in our prior research
(Zaratiana et al., 2022a,b)2, employs a two-stage
decoding process. Initially, spans predicted as non-
entities are filtered out, followed by the application
of a maximum independent set algorithm to the
remaining spans to determine the optimal set of
entity spans.

2https://github.com/urchade/Filtered-Semi-Markov-CRF
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Token and Span Representations We compute
the span score ϕθ(sijc|x) by performing a linear
projection of the span representation, which is
derived from a 1D convolution applied to token
representations obtained from a transformer-based
model (eg. BERT):

sijc := wT
c Conv1Dk([hi;hi+1; . . . ;hj ]) (7)

Here, hi ∈ RD represents the token representa-
tion at position i, k signifies the size of the convo-
lutional filter (corresponding to the span length),
and wc ∈ RD denotes a learned weight matrix
associated with span label c.

4 Experimental Setup

Token Encodings To encode our input tokens,
we use 8 diverse pretrained language models,
i.e trained on diverse dataset sources: Arabic
MSA dataset (ARBERTv2 and CAMeLBERT-
MSA), Arabic dialect dataset (MARBERTv2 and
CAMeLBERT-DA), Mixture of MSA and Arabic
dialect (AraBERTv2 and CAMeLBERT-Mix), and
multilingual dataset (mBERT and mDeBERTa).
We detail them below:

• ARBERTv2: (Abdul-Mageed et al., 2021): A
large-scale pretrained masked language model
for MSA with 12 attention layers, 12 heads,
768 hidden dimensions, and 163M parameters,
trained on 61GB of Arabic text.

• MARBERTv2 (Abdul-Mageed et al., 2021):
A large-scale pretrained masked language
model for both DA and MSA, trained on 1B
Arabic tweets (128GB text, 15.6B tokens), us-
ing the same architecture as ARBERT (BERT-
base) without next sentence prediction.

• AraBERTv2 (Antoun et al., 2020): The
dataset consists of 77GB Arabic text from
diverse sources. It uses the same architecture
as BERT-Base.

• CAMeLBERT-DA (Inoue et al., 2021): A col-
lection of pretrained BERT models for Arabic
dialects, trained on a diverse dataset of 54GB,
totaling 5.8 billion tokens.

• CAMeLBERT-Mix (Inoue et al., 2021): A col-
lection of pretrained BERT models for Arabic,
including MSA, DA, and CA, trained on a di-
verse dataset of 167GB, totaling 17.3 billion
tokens.

• CAMeLBERT-MSA (Inoue et al., 2021): A
collection of pretrained BERT models for
MSA, trained on a diverse dataset of 107GB,
totaling 12.6 billion tokens.

• mBERT (Devlin et al., 2019): The multilin-
gual version of BERT pretrained on the top
104 languages with the largest Wikipedia us-
ing a masked language modeling (MLM) ob-
jective.

• mDeBERTa: A multilingual version of De-
BERTa (He et al., 2020) trained with CC100
multilingual data.

Hyperparameters We train all our models up to
convergence. We use a training batch size of 12
and a validation batch size of 32. We employed a
learning rate of 2e-5 for the pre-trained parameters
and a learning rate of 3e-3 for the other parameters.
We used a batch size of 8 and trained all the models
to convergence (near 0 training loss). For testing,
we use the last model, given the limited availability
of validation data in our dataset. To manage the
complexity of the task, we impose a constraint on
the maximum span length, setting it to a maximum
width of K = 10. This constraint significantly
reduces the number of segments from L2 to LK.
The pretrained transformer models were loaded
from HuggingFace’s Transformers library, we used
AllenNLP for data preprocessing. We trained all
the models on a server equipped with V100 GPUs.

Evaluation Metrics We adopt the standard NER
evaluation methodology, calculating precision (P),
recall (R), and F1-score (F), based on the exact
match between predicted and actual entities.

5 Results

The main results of our experiments are shown in
Figure 2. We conducted two primary experiments:
firstly, training on Modern Standard Arabic, and
evaluating on dialects, and secondly, reversing this
configuration, training on individual dialects and
assessing on MSA. For both scenarios, we used the
complete dataset outlined in Table 1. In addition,
we conducted MSA-to-MSA experiments, where
we evaluated our model on the MSA dataset speci-
fied in Table 1, while the training set consisted of
a random selection of 350 sentences drawn from
the original Arabic ACE dataset, using the same
preprocessing steps detailed in Section 2.1.
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Figure 2: Comparative performance of models across different training and testing settings in terms of F1 score.

MSA-to-MSA The performance metrics reveal
that MSA-to-MSA settings consistently yield the
highest accuracy across all tested configurations,
a result that aligns with expectations given that
Modern Standard Arabic often serves as the
benchmark for Arabic language tasks. Interest-
ingly, most backbone models such as ARBERTv2,
mDeBERTav3, CAMeLBERT-MSA (Inoue et al.,
2021), CAMeLBERT-Mix (Inoue et al., 2021),
AraBERTv2 and MARBERTv2 demonstrate com-
parable performance, suggesting that their archi-
tecture and training data are well-suited for MSA-
centric tasks. Two models, however, diverge from
this trend. CAMeLBERT-DA (Inoue et al., 2021)
exhibits an 8% drop in performance compared to
the other language models, which can be attributed
to its focus on dialectal data during training. This
specialization likely limits its ability to generalize
effectively to MSA. Similarly, mBERT performs
less well. As a multilingual model, mBERT may
suffer from language interference or tokenization
issues, given its training on a diverse corpus where
Arabic is not the dominant language.

MSA to Dialects When training models on the
MSA dataset, the observed performance metrics in-
dicate a hierarchical trend among the tested Arabic
dialects. The best performances are systematically
obtained with the Syrian dialect, followed by the
Egyptian dialect, and finally the Moroccan dialect.
This gradient could be indicative of the linguis-
tic similarities and differences between MSA and

Test Best Model Avg. F1

Egyptian CAMeLBERT-MSA 59.74
Moroccan AraBERTv2 55.24
Syrian ARBERTv2 68.10

Table 3: Best-Performing Language Model for test Di-
alect (F1-score).

Train Best Model Avg. F1

Egyptian MARBERTv2 58.75
Moroccan MARBERTv2 61.38
Syrian CAMeLBERT-MSA 63.24

Table 4: Best-Performing Language Model for train
Dialect (F1 score).

these dialects. The Syrian dialect may share more
syntactic and semantic features with MSA, allow-
ing models trained on MSA to generalize more
easily to Syrian. On the other hand, the Moroccan
dialect appears to be the most divergent from MSA
among the tested dialects, resulting in the lowest
performance scores. This could be due to unique
lexical, grammatical, or even phonological features
that are not adequately captured when a model is
trained solely on MSA data.

Dialects to MSA Similar to the MSA to dialects
scenario, the best test performance on MSA is ob-
tained when models are trained on the Syrian di-
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alect, followed by the Egyptian dialect and finally
the Moroccan dialect. This pattern aligns well with
the earlier observation that models trained on MSA
perform best on the Syrian dialect, thereby suggest-
ing a mutual linguistic affinity between Syrian and
MSA. Models trained on Egyptian also perform
relatively well, reinforcing the notion of shared lin-
guistic features between Egyptian and MSA. Con-
versely, the Moroccan dialect, which was identified
as the most challenging for models trained on MSA,
also proves to be the least effective training data
for models tested on MSA. This consistent under-
performance across both scenarios could point to
a greater linguistic divergence between Moroccan
and MSA, which may involve lexical, syntactic, or
phonological differences not easily bridged by the
models in question.

Optimal Language Model for MSA Training
When training with an MSA dataset, AraBERTv2
emerges as the top-performing language model,
with an average score of 65.12 across various
Arabic dialects. The strength of this model can
be attributed to its well-balanced training regi-
men, which combines both MSA and dialectal
data, resulting in a harmonious blend of specializa-
tion and generalization. Models explicitly trained
on MSA, namely ARBERTv2 and CAMeLBERT-
MSA, closely follow in terms of performance,
underscoring the effectiveness of MSA-focused
training. In contrast, dialect-specific models like
MARBERTv2 and CAMeLBERT-DA still deliver
respectable results, although falling behind their
MSA-centric counterparts. Interestingly, multilin-
gual models like mDeBERTav3 and mBERT rank
lower in performance, possibly due to language
interference issues. Overall, our data suggests that
a balanced training approach, as exemplified by
AraBERTv2, offers the most effective strategy for
tasks involving MSA and its various dialects.

Optimal Language Models for Each Dialect
Our investigation underscores the significant im-
pact of the choice of language model on the perfor-
mance of dialectal NER tasks. We find that for the
Egyptian and Moroccan dialects, MARBERTv2
excels as the most effective model. This can be at-
tributed to its specialized training on dialectal data,
allowing it to capture the nuances specific to these
dialects and deliver superior results. In the case of
the Syrian dialect, CAMeLBERT-MSA takes the
lead. Interestingly, this model is primarily trained

Dialect Mixture Mono (Best)

ARBERTv2 64.56 58.57 (Syr.)
AraBERTv2 58.61 55.92 (Syr.)
CAMeLBERT-DA 54.84 50.20 (Syr.)
CAMeLBERT-Mix 61.49 61.60 (Syr.)
CAMeLBERT-MSA 63.30 63.24(Syr.)
mBERT 58.60 56.05 (Syr.)
MARBERTv2 66.10 61.38 (Mor.)
mDeBERTav3 60.27 55.92 (Syr.)

Table 5: Performance for MSA when training on a mix-
ture of dialects. We compare the result with the best
obtained result when training on a single dialect.

on MSA but appears to generalize well to the Syr-
ian dialect, perhaps due to linguistic similarities
between the two. This emphasizes the importance
of model-dialect congruence, where using a model
trained on the same or similar dialect as the dataset
can yield better performance.

Training on Mixture of Dialects In the context
of training on a mixture of Arabic dialects and
evaluating on the Modern Standard Arabic (MSA)
dataset, our analysis reveals intriguing insights into
the impact of dialectal diversity on MSA perfor-
mance. Remarkably, the performance metrics sug-
gest that training on a mixture of dialects consis-
tently yields competitive accuracy on the MSA
dataset. This shows that exposure to a diverse range
of dialects during training can enhance a model’s
adaptability and robustness, enabling it to perform
well on MSA.

Effect of Increased MSA Training Data While
training on a diverse range of dialects typically
enhances performance for Modern Standard Ara-
bic (MSA), it is important to note that training on
additional MSA data may not necessarily lead to
improved performance in dialects, as demonstrated
in Table 6.

6 Related Work

Named Entity Recognition for Modern Stan-
dard Arabic The development of Named En-
tity Recognition techniques in Modern Standard
Arabic has been a central focus within the Ara-
bic NLP community. Initially, rule-based NER
systems like those described in Shaalan and Raza
(2008); Abdallah et al. (2012) relied on manually
crafted grammatical rules and gazetteers. While
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Model ARBERTv2 MARBERTv2 AraBERTv2 CAMeLBERT-DA CAMeLBERT-Mix CAMeLBERT-MSA mBERT mDeBERTav3
Egyptian 55.42 58.29 60.38 53.65 55.19 60.28 53.92 56.78
Moroccan 53.03 54.35 54.52 44.43 50.43 53.31 47.57 51.30
MSA 84.96 84.02 86.61 80.49 84.10 85.51 81.90 84.71
Syrian 65.51 64.45 66.87 57.68 62.81 66.47 59.82 63.36

Table 6: Effect of Increased MSA Data on Performance.

effective, these systems demanded extensive main-
tenance and lacked scalability. Subsequently, ma-
chine learning-based NER methods, as demon-
strated by Benajiba and Rosso (2007); Al-Qurishi
and Souissi (2021), treated NER as a classification
task, leveraging large annotated datasets. This era
also witnessed the fusion of rule-based and ma-
chine learning-based approaches through hybrid
systems (Oudah and Shaalan, 2012; Meselhi et al.,
2014), followed by the adoption of deep learning
techniques, which allowed for the automatic extrac-
tion of intricate features. Deep learning, character-
ized by neural networks processing word and char-
acter embeddings, marked a departure from manual
feature engineering, resulting in significantly im-
proved accuracy and a more streamlined approach
to Arabic NER. In recent years, pretrained lan-
guage models (PLMs) such as BERT (Devlin et al.,
2019) have opened up a new era in Arabic NER.
Arabic-specific PLMs, such as AraBERT (Antoun
et al., 2020) and AraELECTRA (Antoun et al.,
2021), have been meticulously developed and fine-
tuned for NER tasks, offering the advantage of
context-rich information. This evolution has given
rise to a multitude of high-performance systems
(Helwe et al., 2020; El Khbir et al., 2022).

Additionally, extensive annotation efforts have
led to the creation of high-quality MSA NER
datasets. ACE 2005 (Walker and Consortium,
2005) comprises a diverse text collection with an-
notations for seven entity types (PER, ORG, GPE,
LOC, FAC, VEH, WEA), three mention types (NAM,
NOM, PRO), and coreference information. ANER-
corp (Benajiba et al., 2007) comprises articles from
diverse sources. It includes traditional entity types
(ORG, LOC, PER) and introduces a MISC (miscel-
laneous) type. AQMAR (Mohit et al., 2012) com-
prises hand-annotated text extracted from Arabic
Wikipedia articles. It includes 28 articles catego-
rized by domain, each tagged with named entities
and custom entity classes. Wojood (Jarrar et al.,
2022) comprises text sourced from different do-
mains and manually annotated with 21 entity types,
including both flat and nested entities.

Datasets and Named Entity Recognition for Ara-
bic Dialects Few works addressed NER for Ara-
bic dialects. Zirikly and Diab (2014) introduced an
annotated dataset and a named entity recognition
system tailored to the Egyptian dialect. However,
their evaluation focused solely on two entity types:
PER and LOC. In a subsequent work, Zirikly and
Diab (2015) presented a gazetteer-free NER sys-
tem tailored to the Egyptian dialect, evaluated on
three entity types: PER, LOC, and ORG. Additionally,
Moussa and Mourhir (2023) introduced a manually
annotated NER dataset for the Moroccan dialect,
which comprises 4 entity types: PER, LOC, ORG and
MISC.

7 Conclusion and Future Work

In this work, we explore transfer learning for
named entity extraction, specifically from Mod-
ern Standard Arabic (MSA) to various Arabic di-
alects, employing a range of pretrained language
models. For this purpose, we annotated a dataset
including Moroccan, Syrian, and Egyptian dialects.
Our results showed that for both MSA-to-dialects
and dialects-to-MSA scenarios, Syrian data demon-
strated superior performance, which suggests a ro-
bust linguistic affinity between the Syrian dialect
and MSA. Similarly, Egyptian models exhibited
strong results. In contrast, models trained on the
Moroccan dialect consistently face challenges, in-
dicating substantial linguistic divergence between
Moroccan Arabic and MSA.

In future work, we plan to include a wider range
of Arabic dialects to better understand the nuances
and generalization of our results across different
dialectal variants. In addition, we plan to explore
the nested entity task.

Limitations

While our study provides valuable insights into
the transfer learning of named entity extraction be-
tween Modern Standard Arabic and Arabic dialects,
it is important to acknowledge certain limitations:

• We focus on three Arabic dialects: Moroccan,
Syrian and Egyptian. While they offer a rep-

147



resentative sample of the diversity of Arabic,
extending our dataset to other dialect variants
would enable us to generalize our findings
more effectively.

• The annotation of our dataset relies on a sin-
gle annotator, which may be a potential source
of bias. Future work should consider the in-
volvement of multiple annotators to assess
inter-annotator agreement and ensure labeling
robustness.
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Abstract

Product information in e-commerce is usually
localized using machine translation (MT) sys-
tems. The Arabic language has rich morphol-
ogy and dialectal variations, so Arabic MT
in e-commerce training requires a larger vol-
ume of data from diverse data sources; Given
the dynamic nature of e-commerce, such data
needs to be acquired periodically to update
the MT. Consequently, validating the qual-
ity of training data periodically within an in-
dustrial setting presents a notable challenge.
Meanwhile, the performance of MT systems
is significantly impacted by the quality and
appropriateness of the training data. Hence,
this study first examines the Arabic MT in
e-commerce and investigates the data qual-
ity challenges for English-Arabic MT in e-
commerce then proposes heuristics-based and
topic-based data selection approaches to im-
prove MT for product information. Both on-
line and offline experiment results have shown
our proposed approaches are effective, lead-
ing to improved shopping experiences for cus-
tomers.

1 Introduction

As e-commerce shopping websites are localized
worldwide, customers now are provided with op-
tions to browse products in their preferred lan-
guages other than the primary language of the
store. For instance, customers from the King-
dom of Saudi Arabia (KSA) can shop in both
English and Arabic in the KSA store. Modern
e-commerce stores provide multi-lingual product
discovery (Rücklé et al., 2019; Nie, 2010; Saleh
and Pecina, 2020; Bi et al., 2020; Jiang et al.,
2020; Lowndes and Vasudevan, 2021), and prod-
uct information such as titles, descriptions, and
bulletpoints are usually translated using machine
translation (MT) systems (Way, 2013; Guha and
Heger, 2014; Zhou et al., 2018; Wang et al., 2021).
Product information in e-commerce demands ac-

curate, culturally relevant, and contextually appro-
priate translations, which has significant impact on
the customers’ shopping experiences. The highly
complex morphology of Arabic as well as other
linguistic aspects have made the machine trans-
lation from and to Arabic a lot more challenging
(Ameur et al., 2020; Alkhatib and Shaalan, 2018).
Moreover, the multitude of dialectal variants along
social and geographic dimensions introduce fur-
ther linguistic challenges to MT (Habash, 2010).
Hence in order to train Arabic MT systems in the
e-commerce industrial setting, typically a larger
volume of training data needs to be acquired from
a wider range of data sources to address the com-
plexity of the Arabic language. Moreover, as e-
commerce product catalogs continue to expand,
the task of maintaining up-to-date machine trans-
lation systems poses significant challenges. When
the vast amount of product information is sourced
from various sellers or suppliers, each can present
the data differently. As a result, the inconsisten-
cies and noise in the source data can have a neg-
ative impact on MT systems. Meanwhile, validat-
ing a substantial volume of data for MT training
at scale becomes increasingly difficult and time-
consuming, demanding significant resources for
manual review and error correction to guarantee
the accurate interpretation of product information.

Therefore, in this study, we first investigate the
training data quality issues and challenges for
Arabic MT in e-commerce, and identify two ma-
jor data issue patterns based on our observations
and addressing the data quality challenges from
the periodic data acquisition. Then we propose
heuristics-based and topic-based data selection
approaches for Arabic MT. The heuristics-based
data selection approach leverages the identified
data issue patterns that are typical to the Arabic
training data in e-commerce and proposes straight-
forward and effective data filters to remove the
undesirable noisy data for training data quality
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improvement; The topic-based data selection ap-
proach first clusters the data based on the textual
patterns then choose the clusters of the clean data
for MT training so that the data of new and un-
known noise patterns from the periodic data sourc-
ing can be removed. We experiment our proposed
approaches separately and in combination for the
case study of English-Arabic MT. The offline ex-
periment results have shown that the application
of two approaches in combination can further im-
prove the MT by 4.47% for BLEU on average
across three domains (product titles, descriptions
and bulletpoints), and 9.32% for BLEU for titles.
The online A/B experiment results further have
shown the customers’ shopping experiences have
been improved, which indicates the effectiveness
of our proposed approaches.

2 Training data for Arabic MT in
e-commerce

2.1 Arabic language in e-commerce

Arabic language is rich in morphology and has a
large number of dialects given an Arabic-speaking
region, hence Modern Standard Arabic (MSA) is
usually a practical choice for the Arabic MT in e-
commerce. Unlike regional dialects, MSA Ara-
bic is understood by the majority across the Arab
world, providing a unified platform for commu-
nication. In the context of e-commerce, this is
particularly advantageous as it enables us to effec-
tively convey our product titles, descriptions and
bulletpoints in a consistent manner. On the other
hand, we have also observed that it is beneficial
to adapt MSA to some extent for specific regions.
For instance, the word case in the iPhone 14 pro
max transparent case with stand Dual 360° Rotat-
ing ring has a more formal MSA translation ZA¢ 	«.
However, when the translation is used specifically
for the store in Egypt, the dialectal variation H. @Qk.
for the word case is preferred since we observe it
can improve customers’ shopping experience.

2.2 Common Arabic data issues in
e-commerce

Many-to-one and one-to-many cases: we
have observed that it is more common in the
Arabic data that some source texts have multiple
target texts (reference translations), particularly
for language pairs where the target language

is Arabic.1 Those multiple target variants can
be either translation or transliteration. For ex-
ample, given the source Stainless Steel, there
are target texts



@Y�ÊË ÐðA�®Ó 	XBñ 	̄ (translation)

and ÉJ
��� �Ê	KA�J� (transliteration); they can
also be the dialectal variations in Arabic, For
example: given source text Cases and Covers,
the target texts can be �éK
AÔg �HA 	¢ 	̄ Agð �HAK. @Qk.
or �HAK. @Qk. ð �H@Q 	̄ñ»; It is also possible that the
multiple targets are just inaccurate translations,
for example: Product colour: Silver can have
more than one inaccurate target translation
such as Ð@Q 	« 489 : 	à 	PñË@ . �é 	� 	̄ :i. �J 	JÖÏ @ 	àñË and

Ð@Q 	« 58 : 	à 	PñË@ . �é 	� 	̄ :i. �J 	JÖÏ @ 	àñË.

Incorrect languages: Given the wide range of the
data sources for data acquisition, it is common to
have noisy data acquired in a language that is not
part of the language pair. We have observed that
for Arabic data, such noisy texts can be entirely
in a different language or also often in mixed lan-
guages such as partial English and Arabic, which
poses challenges for existing language detection
tools that are tailored for texts usually in one lan-
guage.

2.3 Emerging new noise patterns
Product catalogs continue to expand in the dy-
namic e-commerce, therefore, it is crucial to ac-
quire newer data periodically to update the MT
systems. Considering the rich morphology and
dialectal variations of Arabic, the vast amount of
product information is often acquired from a larger
number of sellers or suppliers, and each of which
can present the data differently. As a result, incon-
sistencies and noise emerge inevitably during each
data acquisition cycle in the source data, which
can have a negative impact on MT systems. Al-
though we are aware of the various common noise
patterns and data issues, it is challenging to detect
such new noise patterns or data issues given the
quality of the data and the complexity of the Ara-
bic language.

3 Heuristics-based data selection
approach

1:M/N:1 data filter: When the source (or target)
texts have a larger number of target (or source)

1Some target texts have multiple source texts, particularly
for language pairs where the source language is Arabic.
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texts, it is challenging to validate the quality of
such data at scale. When a larger number of
variants can be mapped to a single source or
target texts, it is also more likely that such data
can be defected data and have a negative impact
on the MT training. Therefore, we propose a
heuristics-based 1:M/N:1 data filter. M refers to
the number of target references for a given source
text whereas N refers to the number of the source
texts given a target in the training data. We can
use this filtering mechanism to detect and remove
the data which have a larger number of mapped
source or target texts than M and N respectively.

Script-based language filter: We propose a
straightforward Script-based language filter for
language pairs involving Arabic to filter the data
that is not in the expected language. This script-
based language filter is based on the string over-
lapping between an input string and the alphabet
set of the given language. As Arabic language
is morphologically different from most languages,
such filtering mechanism can be effective. We ap-
ply this filtering mechanism to detect the language
based on the ratio of the number of characters in
a given string that belongs to the alphabet of the
given language and the total number of charac-
ters in the input string. Given an input string S,
L is list of the letters/characters of input string S
(|S| = |L|), A is the alphabet set of the given lan-
guage, we define the filter ratio T as equation 1

T =
|Salphabet|

|S| (1)

where, Salphabet =< l1, l2...ln > is a list of the
letters li(li ∈ Salphabet) where li ∈ S and li ∈
A. This filtering mechanism can achieve a high
precision especially when we decrease our filter
ratio threshold (T ) to make sure we only remove
sentences with a large number of characters that
do not belong to the expected character set.

4 Topic-based data selection

4.1 Topical clustering
We use Dirichlet Multinomial Mixture (DMM)
(Nigam et al., 2000) and Collapsed Gibbs Sam-
pling (CoGS) (Yin and Wang, 2014) for topical
clustering. DMM and CoGS are efficient cluster-
ing algorithms capitalizing on symbolic text rep-
resentation, making them ideal to cluster industry
scale e-commerce data based on textual patterns.

Moreover, the number of topic clusters is automat-
ically inferred to adequately capture both frequent
and rare textual patterns.

We use the DMM model to label each document
(input text) with one topic tag. DMM is a proba-
bilistic generative model for documents and em-
bodies two assumptions about the generative pro-
cess: first, the documents are generated by a mix-
ture model; second, there is a one-to-one corre-
spondence between mixture components and clus-
ters. When generating document d, DMM first
selects a mixture component (topic cluster) k ac-
cording to the mixture weights (weights of clus-
ters) P (z = k). Then document d is generated
by the selected mixture component (cluster) from
distribution P (d|z = k). We can characterize the
likelihood of document d with the sum of the total
probability over all mixture components:

P (d) =
K∑

k=1

P (d|z = k)P (z = k) (2)

where, K is the number of mixture components
(topic clusters). DMM assumes that each mixture
component (topic cluster) is a multinomial distri-
bution over words and each mixture component
(topic cluster) has a Dirichlet distribution prior:

P (w|z = k) = P (w|z = k,Φ) = ϕk,w (3)

P (z = k) = P (z = k|Θ) = θk (4)

where,
V∑
w
ϕw,k = 1 and P (Φ|β⃗) = Dir(θ⃗|β⃗) and

K∑
k

θk = 1 and P (Θ|α⃗) = Dir(θ⃗|α⃗).2

The collapsed Gibbs sampling is used to esti-
mate DMM parameters, documents are randomly
assigned to K clusters initially and the following
information is recorded:
z⃗ is the cluster labels of each document
mz is the number of documents in each cluster

z
nwz is the number of occurrences of word w in

each cluster z
Nd is the number of words in document d
Nw

d is the number of occurrence of word w in
the document d
V is the vocabulary of the corpus
2The weight of each mixture component (cluster) is sam-

pled from a multinomial distribution which has a Dirichlet
prior
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The documents are traversed for a number of
iterations. In each iteration, each document is re-
assigned to a cluster according to the conditional
distribution of P (Zd = z|z⃗¬d, d⃗), ¬d means d is
not contained:

P (Zd = z|z⃗¬d, d⃗) ∝

mz,¬d+α
D−1+Kα

∏
w∈d

Nw
d∏

j=1
(nw

z,¬d+β+j−1)

Nd∏
i=1

(nz,¬d+V β+i−1)

(5)

where, hyper-parameter α controls the popularity
of the clusters, hyper-parameter β emphasizes on
the similar words between a document and clus-
ters.

4.2 Topic-based data selection
As Figure 1 shown, the data selection approach
first clusters large volume of the training data. Em-
pirically, larger clusters can capture the major top-
ical and textual patterns so they are usually the
clean desirable data whereas the smaller clusters
can capture smaller and rare textual patterns so
they are likely to be the noisy undesirable data.
Additionally, we can also distinguish between de-
sirable and undesirable data based on the data in-
spection of the clusters. Finally, only clusters of
desirable data are chosen for training to improve
MT. Data providers are also informed of the unde-
sirable data patterns for future data quality control.

Figure 1: Choosing desirable data for MT training

5 Case study: English-Arabic MT

5.1 Experiment setup
Data: We train the MT models on a large volume
of in-house generic training data and ∼20 million
product-information data (product titles, descrip-
tions and bulletpoints) for domain adaptation. We
have three test data sets for product titles, descrip-
tions and bulletpoints respectively. Each test data

set has 2000 test segments and we evaluate the
models using BLEU3 and chrF (Popović, 2015) to
assess the translation quality.

Model: We use the transformer-based architecture
(Vaswani et al., 2017) with 20 encoder and 2
decoder layers with the Sockeye MT toolkit
(Domhan et al., 2020) to train a generic MT
using generic data and domain-specific data,
then fine-tune the model on the domain-specific
product information data for domain adaptation.

Baseline Model: The baseline MT model is first
trained using generic data and domain-specific
data, then is fine-tuned on the domain-specific
product information data.

Topic Clustering: For the topic clusters, the
source text is lower-cased, tokenized and stemmed
using NLTK ToolKit (Bird et al., 2009), stemmed
tokens with document frequency less than or
equals to 2 are removed in the preprocessing steps.
The initial upper-bound number of topical clusters
is set to 500. The number of the topic clusters is
inferred automatically during the collapsed Gibbs
sampling process. The number of iterations is set
to 30, and both hyper-parameters α and β are set
to 0.1.

We create 2-D plots using Jensen-Shannon
distance (Fuglede and Topsoe, 2004) and
multi-dimensional scaling technique (Borg and
Groenen, 2005) with LDAvis (Sievert and Shirley,
2014) to easily visualize the size and relations of
the topic clusters returned from the algorithm,
and to inspect the topic words extracted from the
clusters.

Data filters: 1:M/N:1 data filter: We choose
m=n=10 and m=n=5 for the 1:M/N:1 data filter
respectively. The former is more relaxed since
each sentence can have up to 10 variants whereas
the latter with m=n=5 is more strict.

Language detection filter: For the script-based
language filter, we choose T=0.1, so the data will
be removed if 10% or less of the sentence char-
acters belong to the character set. We apply this
language filter on both source and target texts.
The character set for the source side was Latin
(ISO-8859-1) and for the target side was Arabic

3SacreBLEU version 2.0.0 (Post, 2018)
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(ISO-8859-6). We also incorporate two existing
language detectors Cybozu language detection li-
brary4 (Nakatani, 2010) and FastText (Joulin et al.,
2016b,a) in addition to our script-based language
filter.

5.2 Experiment results and analysis

Clustering Results

Indomain data size -(TTL/BP/DESC) ∼20 million

Num of total clusters 374
Num of major clusters (>1000 seg.) 110
Num of minor clusters 264
minor clusters % total data 1.32%

Table 1: Clustering result for the in-domain data (En-
glish data) for the bilingual indomain data for EnUs-
ArAe

Figure 2: Plot of all the topic clusters with Principal
Coordinate Analysis (PCoA)

Table 1 shows the clustering results using the
source text of the ∼20 million indomain product
data which includes titles (TTL), bulletpoints
(BP) and descriptions (DESC). In total, there are
374 clusters extracted. We empirically consider
clusters having 1000 segments or more data points
as major clusters while those having less than
1000 segments as minor clusters. The total data
from the minor clusters account for 1.32% of the
total indomain training data.

We also generate 2-D data visualization as
Figure 2 with projected clusters using Jensen-
Shannon distance (Fuglede and Topsoe, 2004)
and multi-dimensional scaling techniques such as
Principal Coordinate Analysis (PCoA) (Borg and
Groenen, 2005). We can use the plot to understand
the relations of clusters, the sizes of the clusters

4https://github.com/shuyo/language-detection

are proportional to the size of the data assigned to
the cluster. The long tail in the plot are all the mi-
nor clusters which deviate from the major clusters.

Training Data Filtering results

Domain m=10, n=10 m=5, n=5

TTL
BLEU +0.73% +1.68%
chrF -0.09% +1.98%

DESC
BLEU +0.58% +0.27%
chrF -0.24% -0.16%

BP
BLEU +0.56% +0.49%
chrF +0.00% +0.15%

Table 2: Quality improvement % of the model trained
with 1:M/N:1 filter in the data selection over the base-
line model trained with data without the filter (Config-
urations: m=n=5 and m=n=10

1:M/N:1 Filter: Previously, we have conducted
a separate experiment with different m and n con-
figurations using an older version of indomain
data. We use two configurations m=n=5 and
m=n=10 to filter the indomain data for MT train-
ing. As Table 2 shows, we have seen the aver-
age BLEU score and ChrF are improved by 0.64%
and 0.51% respectively across three domains with
the configuration of m=n=10. meanwhile, using a
strict filter configuration of m=n=5 yields higher
MT quality scores.

Domain Script Filter Script Filter
+ Cybozu

Script Filter
+ FastText

TTL
BLEU +2.94% -0.52% +0.16%
chrF +1.61% +2.15% +0.43%

DESC
BLEU -2.64% -3.49% -2.56%
chrF +0.38% +0.38% +0.38%

BP
BLEU +0.85% -1.47% -0.23%
chrF +0.91% +0.45% +0.76%

Table 3: Quality improvement % of the model trained
with different language detection filters in the data se-
lection over a baseline model without the filter.

Language detection filter: Table 3 shows the
BLEU and chrF improvements over 3 domains of
test set (TTL, DESC and BP) compared to a base-
line trained using the latest indomain product in-
formation data. Using the script-based filter alone
can improve the MT by 0.38% and 0.97% for the
average BLEU score and ChrF, respectively. The
experiment results have also shown that existing
language detectors do not show substantial advan-
tages to the data filtering on in addition to the
straightforward script-based language detector.
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Domain HEU TOPIC HEU +TOPIC

TTL
BLEU +0.93% +7.20% +9.32%
chrF +0.47% +2.79% +3.83%

DESC
BLEU +1.31% +1.45% -0.02%
chrF +0.95% +0.87% +0.95%

BP
BLEU +4.10% +0.57% +4.10%
chrF +2.05% +0.41% +2.26%

Table 4: Quality improvement % of the model trained
with both Heuristics-based (HEU) and Topic-based
(TOPIC) data selection approaches compared with the
baseline model trained with latest indomain data.

Furthermore, we have also conducted the exper-
iment with both the heuristics-based (HEU) and
topic-based (TOPIC) data selection approaches in
combination. For the heuristics-based approach,
we use the 1:M/N:1 data filter with configuration
of m=n=5 as it yields better results in a separate
study as discussed in Table 2, and we use our pro-
posed script-based filter to remove data that is not
English or Arabic. For the topic-based approach,
we use the data from the major clusters as dis-
cussed in Table 1 for the MT model training. Then
we apply the heuristics-based data selection ap-
proach to the data from the major clusters and use
the filtered data to train an MT model.

Table 4 shows the MT quality metrics with both
approaches alone and in combination using the
aforementioned experimental configuration. We
can see the MT model (HEU+TOPIC) with both
approaches is further improved by 4.47% and
2.35% for BLEU and chrF on average across three
domains (product titles, descriptions and bullet-
points), and it also shows large improvement for
titles by 9.32% and 3.83% for BLEU and chrF.

5.3 Human Evaluation and AB Testing

We have also conducted human evaluation for the
MT translation quality in addition to the automatic
metrics reported in the previous section, we pro-
vide human raters with hundreds of translations
from the baseline MT and the newer MT (HEU
+TOPIC) trained with both proposed approaches
in combination, and let human raters assess the
fluency and the adequacy of the translations, the
newer MT’s fluency and adequacy are improved
by 3.1% and 3.29% compared with the baseline
model.

As the Table 5 shows, in the example 1 the base-
line model translated sweet to the sweets as can-
dies whereas the newer model translates it bet-

Example 1

Source Great for Party Favors, Sweet 15 or 16

Baseline 16 ð@ 15 �èñÊg , �HC 	®mÌ'@ AK
 @YêË �éª
K @P
Newer 16 ð@ 15 �IK
ñ� , �HC 	®mÌ'@ AK
 @YêË �éª
K @P

Example 2

Source Brand New And High Quality

Baseline �èXñm.Ì'@ �éJ
ËA«ð �èYK
Ym.Ì'@ �éK
PAj. �JË @ �éÓCªË@
Newer �èXñm.Ì'@ ú
ÍA«ð A �ÓAÖ �ß YK
Yg.

Table 5: Translation examples from the baseline MT
and newer MT (HEU+TOPIC)

ter through transliteration since in Arabic such
terms are not existent. In the example 2, base-
line model incorrectly translates brand new to new
brand whereas the newer model translates to com-
pletely new correctly.

We have further conducted online A/B testing
in the Kingdom of Saudi Arabia (KSA) store with
the English-Arabic MT. For the A/B testing, cus-
tomers shopping in Arabic are presented with two
different versions of the product information trans-
lations (titles, descriptions and bullet points) from
the baseline model and the newer MT model (HEU
+TOPIC) trained with heuristics-based and topic-
based data selection approaches in combination.
After a 4-week A/B testing experiment, the results
have shown that the translations from the newer
MT trained with our proposed approaches have
a much larger positive impact on the customers’
shopping experiences. This indicates the effective-
ness of our approach.

6 Related Work

There are studies related to data selection for
machine translation systems. (Mohiuddin et al.,
2022) focuses on data selection for curriculum
training through fine-tuning MT model on a se-
lected by both deterministic scoring, (van der
Wees et al., 2017) proposes dynamic data selec-
tion which varies the selected subset of training
data between different training epochs to improve
neural MT. Previous studies also have successfully
used topic models to improve statistical machine
translation (Eidelman et al., 2012; Hu et al., 2013;
Xiong et al., 2015; Mathur et al., 2015) and neu-
ral machine translation (Zhang et al., 2016; Chen
et al., 2019). (Mathur et al., 2015) integrates topic
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models as feature functions in the phrase-tables
to improve statistical machine translation for e-
commerce domain adaption. (Zhang et al., 2016)
presents an approach using topic models to in-
crease the likelihood of word selection from the
same topic as the source context. Instead of ex-
plicitly affecting the parameters or vocabulary se-
lection, in this paper, we utilize a topical cluster
model for data selection.

7 Conclusion

In this study, we first review and investigate the
data quality validation challenges the Arabic ma-
chine translation systems for product information
translation in e-commerce, Arabic language has
rich morphology and dialectal variations, which
can cause more data quality issues that are unique
to acquired training data for developing MT trans-
lating from and to Arabic. Then we propose
heuristics-based and topic-based data selection ap-
proaches to select clean and desirable data for
neural MT training. Both offline experiment re-
sults and human evaluation have shown both ap-
proaches can improve the English-Arabic MT for
product information. On-line A/B testing also
shows customers’ shopping experience has been
improved with the translation from the MT trained
with two approaches, which it shows the effective-
ness of our proposed approaches.

Limitations

In this study, we have proposed the approaches
and conducted experiments for developing and im-
proving English-Arabic MT for product informa-
tion translation in e-commerce, and analyzed the
offline MT translation quality and business im-
pact. However, this study only focuses on the do-
main of e-commerce and the business case study
of English-Arabic MT. In future work, we are
planning to apply our proposed approaches to
more language pairs involving Arabic and experi-
ment with domains beyond product information.
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Abstract

Extracting and disambiguating geolocation in-
formation from social media data enables effec-
tive disaster management, as it helps response
authorities; for example, locating incidents for
planning rescue activities and affected people
for evacuation. Nevertheless, the dearth of re-
sources and tools hinders the development and
evaluation of Location Mention Disambigua-
tion (LMD) models in the disaster management
domain. Consequently, the LMD task is greatly
understudied, especially for the low resource
languages such as Arabic. To fill this gap, we
introduce IDRISI-D, the largest to date En-
glish and the first Arabic public LMD datasets.
Additionally, we introduce a modified hierarchi-
cal evaluation framework that offers a lenient
and nuanced evaluation of LMD systems. We
further benchmark IDRISI-D datasets using
representative baselines and show the competi-
tiveness of BERT-based models.

1 Introduction

The cost-effectiveness and efficiency of commu-
nication over social media platforms make them
primary sources of information during disaster
events and emergencies. An essential dimension
that makes the data extracted from microblogging
platforms (e.g., X platform, formerly Twitter) in-
valuable and actionable is the geolocation informa-
tion. Nevertheless, users typically opt to disable
the geolocation functionalities over social media
platforms to preserve their own safety and privacy
which necessitates the development of geolocation
extraction tools for social good. In this paper, we
focus on the Location Mention Disambiguation
(LMD) task over microblogs that we exemplify by
X posts. An LMD system aims at matching loca-
tion mentions (LMs) appearing in microblogs to
toponyms, i.e., place or location names, in a geo-
positioning database, i.e., gazetteer.

Unfortunately, the research community lacks
access to public disaster-specific microblogging

LMD datasets, especially for low-resource lan-
guages, which consequently prevents the develop-
ment and comparison of robust LMD systems. For
example, there are only two English LMD datasets,
namely Singapore (Ji et al., 2016) and GeoCorpora
(Wallgrün et al., 2018), where the former dataset is
geographically confined, lacks event context, and
is not publicly available, whereas the latter one
(i.e., GeoCorpora (Wallgrün et al., 2018)) is public,
it has the same issues of low geographical cov-
erage, lacking disaster event context, and many
relevant/informative posts that do not contain the
tracking keywords (Suwaileh et al., 2023a). On the
other front, there are no Arabic LMD datasets to
the best of our knowledge.

In this paper, we fill this gap and release IDRISI-
D datasets1 for Arabic (IDRISI-DA) and English
(IDRISI-DE) languages. IDRISI-DA is the first
public human-labeled Arabic (a low-resource lan-
guage) dataset, constituting 2,869 posts and 3,893
LMs. IDRISI-DE is the largest to date human-
labeled English microblogging dataset in terms of
number of LMs. It constitutes 5,591 posts and
9,685 LMs. Additionally, to alleviate the lack of
context challenge for microblogs and toponyms, we
asked annotators to judge different features such
as hashtags, replies, and URLs, among others, for
usefulness for the LMD task.

Furthermore, to evaluate the LMD systems, Ac-
curacy (Acc), Precision (P), Recall (R), and the Fβ

score are typically computed (Zhang and Gelernter,
2014; Li et al., 2014; Ji et al., 2016; Middleton
et al., 2018; Wang and Hu, 2019a; Xu et al., 2019).
While these measures evaluate binary classification
tasks, the LMD task is usually perceived as a multi-
class classification where every LM has only one

1Named after Muhammad Al-Idrisi, who is one of the
pioneers and founders of advanced geography: https://
en.wikipedia.org/wiki/Muhammad_al-Idrisi. The “D"
refers to the disambiguation task. Release: The link is re-
moved due to the blind-review policy. The dataset and evalua-
tion script are attached as Supplementary Materials.
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(or no) correct toponym in gazetteers. Moreover,
distance-based methods (Wang and Hu, 2019a),
are also used to evaluate LMD systems within a
distance d that is commonly set to 161 KM (100
miles). For example, Acc@d is the fraction of cor-
rectly predicted LMs that are within d. However,
tuning the d for different location granularity was
not empirically investigated.

To address these shortcomings, we propose eval-
uating the LMD systems using ranking evaluation
measures, namely the Mean Reciprocal Rank at cut-
off r (MRR@r) in a lenient hierarchical strategy
(Mourad et al., 2019) where systems are evaluated
at different location granularity such as country,
city, street, etc. Indeed, the hierarchical evalua-
tion substitutes the distance-based measures but in
discrete manner.

The contributions of this work are as follows:

• We present IDRISI-DA, the first Arabic
LMD dataset containing about 2,869 posts
and 3,893 LMs.

• We present IDRISI-DE, the largest manually-
labeled public English LMD dataset of about
5,461 posts and 9,685 LMs.

• We manually label and analyze the usefulness
of different features, including hashtags, event
context, and URLs, replies, named entities,
and other LMs, to draw helpful insights for
developing effective LMD systems.

• We present a modified hierarchical LMD eval-
uation for classification and ranking methods.

• We provide simple yet effective English and
Arabic LMD baselines.

The remainder of this paper is organized as fol-
lows. We present the related work in Section 2.
We then define the LMD task in Section 3. We
introduce IDRISI-D datasets and analyze them
in Sections 4 and 5, respectively. We then bench-
mark the datasets in Section 6. We next discuss the
dataset use cases in Section 7. We finally conclude
in Section 9.

2 Related Work

In this section, we discuss the LMD related studies
and discuss their technical solutions (Section 2.1)
and evaluation (Section 2.2).

2.1 Technical Solutions
There are a few studies that tackle the LMD task us-
ing machine learning and deep learning techniques.

For instance, Geoparspy (Middleton et al., 2018)
is a Support Vector Machine (SVM) model trained
on gazetteer-based features including location type,
population, and alternative names. Additionally,
the disambiguation models of the toponym reso-
lution system employed by Wang and Hu (2019a)
are essentially machine learning models including
(i) DM_NLP (Wang et al., 2019) which is a Light
Gradient Boosting Machine (LightGBM) model
trained on similarity scores, contextual representa-
tions, gazetteer attributes, and mention list features,
(ii) UniMelb (Li et al., 2019) which is an SVM
that uses different feature types such as the history
results in the training dataset, population, gazetteer
attributes, similarity, and mention neighbors fea-
tures, and (iii) UArizona (Yadav et al., 2019) which
is a heuristic-based system that favors toponyms
with higher populations.

Furthermore, Xu et al. (2019) proposed an
attention-based two-pairs of bi-LSTMs for match-
ing LMs against Foursquare gazetteer. Each lo-
cation profile (lp) in Foursquare is represented by
concatenating one-hot vector for the category at-
tribute, TF-IDF vectors for textual attributes (e.g.,
address attribute), and the numeric-based attributes.
On the other hand, the LM is represented using its
context (i.e., post) and encoded using contextual
representation attended to the lp vector, besides
the geographical distance. The two-pair networks
learn the left and right contexts of the LM. Both
representations then go through a fully connected
layer to learn disambiguation.

2.2 Evaluation

There is a dearth of microblogging disaster-specific
LMD datasets. Table 1 presents the only two LMD
datasets and their statistics. GeoCorpora (Wall-
grün et al., 2018) is the only available one for
the research community. Wang and Hu (2019a)
evaluated it using eight different datasets available
through EUPEG framework (Wang and Hu, 2019b),
solely one of which is a microblogging dataset that
is GeoCorpora. Xu et al. (2019) used Singapore
dataset (Ji et al., 2016) for evaluation.

As for the evaluation measures, the distance-
based measures have been used in non-disaster-
specific studies to evaluate LMD systems. For that,
the distance between the GPS coordinates of the
gold and predicted LMs is measured using the great
circle distance. The systems’ overall performance
is then computed by the Median and Mean Error
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Dataset # Twt # LM (unique) Labeling LM types Public
Singapore (Ji et al., 2016) 3,611 1,542 (-) In-house - ×
GeoCorpora (Wallgrün et al., 2018) 6,648 3,100 (1,119) Crowd × !

IDRISI-DE 5,591 9,586 (1,601) In-house ! !

IDRISI-DA 2,869 3,893 (763) In-house ! !

Table 1: The existing LMD datasets compared to IDRISI datasets.

Distance.
Additionally, the discrete measures including Ac-

curacy (Acc), Precision (P), Recall (R), and the Fβ

score are computed to evaluate systems (Zhang and
Gelernter, 2014; Li et al., 2014; Ji et al., 2016; Mid-
dleton et al., 2018; Wang and Hu, 2019a; Xu et al.,
2019), however, they provide a bird’s-eye view
of systems’ performance neglecting the nuance in
their techniques. To overcome this shortcoming,
Karimzadeh (2016) proposed using Cross Entropy
(CE) that considers the probabilities of systems
rather than their ranks, Root Mean Square Error
(RMSE) that quantifies the average great circle dis-
tance between predicted and gold toponyms, and
Eccentricity that combines both CE and RMSE.

Acc, P, R, and Fβ can also be computed within
a distance d that is commonly set to 161 KM (100
miles). For example, Acc@d is the fraction of
correctly predicted LMs within d.

While these measures evaluate binary classifi-
cation tasks, the LMD is typically modeled as a
multi-class classification task making them inap-
propriate for evaluation.

3 Problem Definition

The LMD System, as illustrated in Figure 1, is
given the following inputs:

• A post (a microblog) p that is related to a
disaster event e,

• A set of location mentions (LMs): Lp =

{li; i ∈ [1, np]} in post p, where li is the ith

location mention and np is the total number
of location mentions in p, if any.

• A geo-positioning database G (i.e., gazetteer)
that consists of a set of toponyms: T =

{tj ; i ∈ [1, k]}, where tj is the jth toponym,
and k is the number of toponyms in G.

The LMD system aims to match every location
mention li in the post p to one of the toponyms tj
in G that accurately represents li, if exists. Other-
wise, the system must abstain and declare that li is
unresolvable (or unlinkable).

4 Dataset Construction

In this section, we discuss the constructing pro-
cess of IDRISI-D datasets. We start by describing
IDRISI-R datasets. We then present the sampling
strategy and the annotation process.
IDRISI-R Datasets: We extend IDRISI-R
Location Mention Recognition (LMR) English
(IDRISI-RE) (Suwaileh et al., 2023a) and Ara-
bic (IDRISI-RA) (Suwaileh et al., 2023b) datasets
that are originally sampled from HumAID (Alam
et al., 2021) and Kawarith (Alharbi and Lee, 2021)
datasets, respectively. We select these datasets due
to their unique characteristics as described below.

IDRISI-RE is the largest to date LMR mi-
croblogging English dataset. It exhibits unique
diversity (domain and location types), coverage
(temporal and geographical), and generalizability
(domain and geographical), compared to all exist-
ing datasets of its kind. It comprises around 20k
human-labeled (gold) and 57k machine-labeled (sil-
ver) posts from 19 disaster events of diverse types
covering wide geographical areas. The events cap-
ture the critical periods of disaster events. The an-
notations include spans of location mentions in the
textual content alongside their location types (e.g.,
country, city, street). Empirically, IDRISI-RE is
the best domain and geographical generalizable
dataset against all existing English datasets.

IDRISI-RA is the first Arabic LMR microblog-
ging dataset. It contains 22 disaster events of dif-
ferent types that happened in Arab countries, cov-
ering various dialects reasonably. It contains 4.6K
manually-annotated (gold) posts sampled from 7
disaster events,2 and 1.2M automatically-annotated
(silver) posts sampled from the entire dataset. Both
versions are labeled for location mentions and loca-
tion types. Empirically, the LMR models trained on
IDRISI-RA showed decent generalizability to un-
seen events and acceptable domain and geographi-
cal generalizability.

2These events are labeled for informativeness in Kawarith
dataset.
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Gazetteers

LMD

113, Kothaval Chavadi S, Duraisamy
Garden, Saidapet, Chennai, Tamil 
Nadu, India

Address of resolved LMs

Saidapet, Chennai, Tamil Nadu, India

24, Kothaval Chavadi St, Sadullakhan
Nagar, Saidapet, Chennai, Tamil 
Nadu, India 

Kothaval Chavadi S,  Duraisamy
Garden, Saidapet, Chennai, Tamil 
Nadu, India

Name
@username

Disaster-related Twitter stream

…
24 <Road> 

113 <Road>

kothaval chavadi st <Street>

Saidapet <Neighbourhood>

Chennai <District>

Candidate LMs

+

Figure 1: High-level overview of the Location Mention Disambiguation (LMD) task.

Dataset Sampling: Constrained by not overwhelm-
ing the volunteered annotators, we sampled a set
of posts from every disaster event in IDRISI-RE
while maintaining the distribution of LM types,
but covering all fine-grained LMs including neigh-
borhoods, streets, and POIs. In total, we sampled
8,224 posts containing 11,023 LMs. On the other
hand, the IDRISI-RA gold version was labeled
entirely, including seven events containing 2,974
having LMs (the remaining 1,618 posts do not con-
tain LMs) and 5,236 LMs.
Dataset Annotation: The LMD annotation re-
moves the ambiguity of geo/geo entities (in contrast
to the geo/non-geo LMR annotations). We col-
lected the LMD annotations in 3 phases to increase
the reliability of annotations with the minimum
burden on the expert annotators:

P1. Two in-house annotators are assigned for ev-
ery event with the condition of having a good
familiarity with the country of the disaster
event. When one of the annotators declares
a low confidence for a specific LM or both
disagree, the LM is forwarded to a meta anno-
tator in Phase 2.

P2. A meta annotator resolves the disagreement
from Phase 1 and labels the low-confident
examples. She has a solid understanding of
the LMD task; hence, she verifies the doubtful
annotations. When she fails to disambiguate
an LM, it goes to experts in Phase 3.

P3. Expert annotators disambiguate the hard unre-
solved LMs from Phases 1 and 2. Experts are
residents of the countries where the disaster
events took place.

In all phases, annotators attentively read the post
online alongside replies and the linked web pages.
Next, they (1) disambiguate the LMs by searching
OpenStreetMap (OSM) gazetteer through Nomi-

natim search engine3 to find the best matching to-
ponym, (2) assign a confidence score between 1-3
for their annotation, and (3) judge the usefulness
of features for disambiguation (“Yes”, “No”, or
“None”). The features we investigate their useful-
ness include:

• Event: The disaster event name.
• Hashtags: The set of posts having the same

hashtag as the target post within their text.
• Replies: The thread or responses to the post.
• Other LMs: Other location mentions appear-

ing within the same post text.
• URLs: The linked web pages or media within

the post text.
• Entities: Named entities that appear within

the post text.

We define the usefulness as whether a feature
helps the annotator to accurately find the correct
toponym from the OSM that best matches the can-
didate LM being annotated.

Additionally, to avoid propagating human errors
from IDRISI-R, we asked the annotators to modify
LMs, add new LMs, or drop LMs in certain cases.
In Table 2, we show example posts and elaborate
on them in the following:
Modifying LMs: Several cases require modifica-
tion, such as separating multiple LMs (Posts #1
and #6), fixing LM boundaries (Posts #2 and #7),
and fixing LM type (changing “Street” to “City”
in Post #3 and “City” to “POI” in Post #8), to list
a few. Annotators modified 15 and 154 LMs in
both IDRISI-DA and IDRISI-DE, respectively.
IDRISI-RA is cleaner than IDRISI-RE as it was
labeled in-house.
Dropping LMs: Annotators dropped LMs when
they violate the LMR annotations guidelines. Cases
include organization or person entities (Posts #4

3https://nominatim.openstreetmap.org/
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and #9), ambiguous LMs (Posts #5), nationalities,
and locational descriptions, among others. In total,
we dropped 212 and 1,986 mentions, 97 and 435 of
which are unique, from IDRISI-DA and IDRISI-
DE datasets, respectively.
Adding new LMs: Annotators added unlabeled
LMs if they are resolvable. For example, the “Pon-
tagea Health Centre” in Post #10. This resulted in
adding 27 new LMs to IDRISI-DE while no LMs
are added to IDRISI-DA.
Adding LMs to OSM: Annotators added 171 and
27 new toponyms to OSM for IDRISI-DA and
IDRISI-DE, respectively.

We ran the annotation task for ten weeks and
obtained the final IDRISI-DE and IDRISI-DA
datasets. Table 1 presents their statistics.

5 Dataset Analysis

IDRISI-D datasets inherit the geographical, do-
main, location types, temporal, informativeness,
and dialectical (for Arabic) coverage from IDRISI-
R datasets. In this section, we analyze the reli-
ability of annotations and the usefulness of post
features for the LMD task.
Reliability: To evaluate the reliability of annota-
tions in Phase 1, we compute the Inter-Annotator
Agreement (IAA) using Cohen’s Kappa (Cohen,
1960). We measure the IAA for the ability to
resolve LMs, i.e., whether an LM is resolvable
or not. We also compute the agreement percent-
age on the extracted toponyms from gazetteers
by the annotators for all LMs. The annotators in
Phase 1 achieved substantial and almost perfect
Cohen’s Kappa scores of approximately 0.90 and
0.83 for IDRISI-DA and IDRISI-DE datasets,
respectively. The raw agreement percentages are
around 97.98% and 93.50% for IDRISI-DA and
IDRISI-DE datasets, respectively. These results
statistically demonstrate the high quality and reli-
ability of annotations of IDRISI-D datasets. To
further increase the quality of the datasets, we re-
solved the disagreement cases in the subsequent
annotation phases 2 and 3.
Usefulness of Features: Table 4 shows the per-
centages of features’ presence in posts and the per-
centages of useful features. We show the statistics
for: (i) “ALL”: all types of LMs in the datasets, (ii)
“Coarse”: the coarse-grained LMs including coun-
tries, cities, states, counties, districts, and neigh-
borhoods, and (iii) “Fine”: the fine-grained LMs
including streets, natural POIs, human-made POIs.

Apparently, the “event”, “other LMs”, and “hash-
tags” are the most useful features for LMD, espe-
cially for fine-grained LMs.

Looking carefully at the annotations of features’
usefulness, we make different observations through
examples in Table 3:
Event: Knowing the event place helps in narrowing
the search space over OSM. Consequently, anno-
tators can mitigate the “Toponymic homonymy”
challenge (Suwaileh et al., 2022). In Post #1, all
results for “ÉJ
 	JË @ ���
 	KPñ» ¨PA ��” (“Corniche El Nile
Street”) in Post #1 are not within “Cairo” where
the “Cairo BMB 2019” event took place. Thus,
searching toponyms within the affected area results
in accurate annotations.
Other LMs: The geo-vicinity between co-
occurring LMs usually represents inclusion and
containment relationships, making the coarse-
grained LMs useful to disambiguate the fine-
grained LMs. For instance, in Post #2, “ �HðQ�
K.”
(“Beirut” is a city) which is also a hash-
tag is helpful for accurately disambiguating
“�ñJ
k. PðAg. ��
Y�®Ë@ ù 	® �����Ó” (“Saint George Hospital”
is a human Point-of-Interest). Similarly, in Post
#4, “Nebraska” (State) was useful to distinguish
“Elkhorn River” (Human Point-of-Interest) from
another part of the river located in “West Virginia”
(State). Different reasons cause the low usefulness
percentages of “other LMs”. To elaborate, in cases
where the same LM appears multiple times in the
same post, the duplicates are useless for disam-
biguating each other.
Hashtags: As most hashtags indicate the
disaster event (e.g., “Ð@Pð



B@_ YêªÓ_ PAj. 	® 	K @#” and

‘


A 	̄QÖÏ @_ PAj. 	® 	K @#” in posts #1 and #2), they are equally
important to the “Event” feature.
Replies: Typically, a small number of posts get
the community attention. Hence, replies are rarely
useful for LMD.
URLs: Linked web pages are useful if they elab-
orate on the geographical context of the reported
information in the post. For example, the linked
web page in Post #2 was useful for locating the
hospital. Also, “Lake Butler” in Post #4 is chal-
lenging LM. The linked Facebook page contains
“Lake Butler, FL, United States” and “Keystones
Heights” that helped the annotator to successfully
resolve this LM by their geo-proximity. The impor-
tance percentage of URLs is low as many URLs
are already broken or require a paid subscription.
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# Change Post text
1 Separate LMs 	àAjJ.� ð �HA 	jJ
�. J
Ê�Ë@ ú


�GQ�. �®Ó ú

	̄ PA¢Ó



B@ ÈñJ
� Aî �D 	® ��» ú


�æË@ PñJ. �®Ë @ 	á 	̄ X �èXA«B
 A 	K A�KñÓ ÐQº	K �éÊÔg. . .

2 Modify offsets YJ
ª�Ë@ ÈAÖÞ��ð ZA 	J�
� H. ñ	Jk. ð ZA 	J�
� ¡�ðð �éJ
K. Q 	ªË @ �éJ
ËAÒ ��Ë@ Ég@ñ�Ë@ úÎ« . . . Q�®�J�Ó Q�
 	« ��®£. . .

3 Modify type Street→City ZA�̄P 	QË @ èAm.�
�'AK. . . . * : �éK
 
ðQË@ øYÓ ú


	GY�Kð 	­J
�JºË@ PAJ. 	ªË @ I. �.��. �é�®Ê 	ªÓ �éJ
ËA�JË @ ��Q¢Ë@

4 Drop ORG . . . ¨Q 	̄


B@ ©J
Ôg. ð ø
 	Q»QÖÏ @ ��ñ�Ë@ ��C 	«@
 Õç�' - A 	KðPñ» �ðQ�
 	®K. 	àA 	®J
» �éJ
ªÔg. ú


	̄ �
A 	® 	£ñÓ 40 �éK. A�@


5 Drop undefined l 	̄P Q�.ªÖß. È 	QªË@ ù 	® �����Ó �K. h. CªË@ �Im��' �éK. A�Ó �éËAg 28 �IË@ 	PBð . . .

6 Separate LMs Please join us for Hurricane Maria relief this Saturday on Melrose St btwn
Buchwick & Broadway ...

7 Modify offsets The University of Nebraska Omaha Love Your Melon Crew sure knows how
to make kids happy ... #MealsThatHeal

8 Modify type Amidst applause, Canadas rescue team arrives in
Mexico City AirportCity→POI on Saturday #earthquake #CASDDA
via [user_mention]

9 Drop ORG Rosen Hotels & Resorts in Orlando announces availability of 30 guestrooms
at [user_mention] for #HurricaneIrma evacuees...

10 Add LM Pontagea Health Centre in Beira, #Mozambique, was partially destroyed by
#CycloneIdai, ...

Table 2: Examples of issues and corrections in LMD annotations. Bold text is the annotated LMs in IDRISI-R.
Underlined text is the corrected LMs in IDRISI-D.

# Useful features Post text
1 Event, Other LMs,

Hashtag.
¨BY	K@ �éJ
 	®Ê 	g úÎ« ( ú


�æJ
� 	àXPAg. 	­Ê 	g) ÉJ
 	JË @ ���
 	KPñ» ¨PA �� PðQÒÊË �éÓAªË@ �èP@XB
 @ �I�®Ê 	«


@

Ð@Pð


B@_ YêªÓ_ PAj. 	® 	K @# ÉJ
 	JÖÏ @# ú


	̄ Ð@Pð


B@ YêªÓ �K. ��K
Qk ...

2 Other LMs, Hash-
tag & URL

�HðQ�
K.# ú

	̄ �ñJ
k. PðAg. ��
Y�®Ë@ ù 	® �����Ó �K. Q�
J.» PAÓX ú


	̄ I. �.�
��K




A 	̄QÖÏ @_ PAj. 	® 	K @# ...

https://t.co/7SdALOhviW

3 None �HðQ�
K.# ú

	̄ PAj. 	® 	K @
 Èñ�k ÉJ. �̄ �HA«Xñ�J�ÖÏ @ Yg



@ É 	g@X . . . �HAª�̄Q 	®Ó Xñk. ð l� 	�ñK
 ñK
YJ
 	̄ ...

4 Other LMs Human remains discovered along Elkhorn River after flooding, sheriff says
https://buff.ly/2CEShla #Nebraska

5 URL In the wake of Hurricane Irma, we’ve planned a food distribution event in
Lake Butler to help anyone affected by... fb.me/2fbe0b4YE

6 None Labatt to help those affected by Fort McMurray wildfire [...]
#FortMcMurray #LCBO

Table 3: Example posts showing the usefulness of different features for the LMD annotation. Underlined and bold
text indicate the LMs and features, respectively.

It is worth noting here that the coarse-grained
LMs are usually easy to disambiguate without ex-
ploiting any features (e.g., posts #3 and #6).

6 Benchmarking Experiments

In this section, we discuss the experimental setup
and results of benchmarking IDRISI-D.
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Loc type Event Hashtags URLs Replies Other LMs Entities
IDRISI-DE

E
xi

st
? All 100.0% 63.9% 37.0% 0.4% 67.3% 31.2%

Fine 100.0% 64.0% 34.3% 2.7% 65.5% 31.9%
Coarse 100.0% 63.9% 37.2% 0.3% 67.7% 31.2%

U
se

fu
l? All 98.4% 32.7% 3.9% 5.0% 38.3% 5.6%

Fine 94.0% 54.7% 28.2% 0.0% 66.9% 12.3%
Coarse 98.8% 30.9% 2.1% 32.1% 36.0% 5.1%

IDRISI-DA

E
xi

st
? All 100.0% 56.6% 41.9% 27.7% 42.7% 34.8%

Fine 100.0% 77.5% 53.5% 59.8% 74.6% 63.8%
Coarse 100.0% 50.6% 38.4% 17.8% 32.7% 25.8%

U
se

fu
l? All 63.2% 22.2% 2.6% 0.9% 23.1% 2.0%

Fine 89.8% 21.2% 3.6% 0.6% 19.8% 1.0%
Coarse 54.4% 22.4% 2.0% 1.2% 24.8% 2.5%

Table 4: Statistics of the LMD features in IDRISI-D dataset.

6.1 Evaluation Setup

This section presents the learning models and the
evaluation strategy we used to benchmark our
IDRISI-D datasets.

6.1.1 Learning models
We train our own BERT-based models. We further
employ retrieval- and heuristic-based off-the-shelf
LMD baselines.
BERTLMD: We fine-tuned the BERT-LARGE-
CASED (Devlin et al., 2019) and MAR-
BERT (Abdul-Mageed et al., 2021) models
in sequence classification mode for English and
Arabic LMD, respectively. To augment negative
examples, we issue every gold LM against OSM
and pick the top toponym that does not match it.
We add only one negative example to balance the
training data.
NOMINATIM (NOMIN): A search engine to search
OSM data by name and address. We note that none
of the existing studies compare their approaches
against gazetteer search APIs (Nominatim, 2023).
GEOLOCATOR2 (GEOL2): CMU-geolocator is
an off-the-shelf LMP system that considers the hier-
archy of location mentions in posts when resolving
them (Zhang and Gelernter, 2014).
GEOLOCATOR3 (GEOL3): An improved version
of CMU-geolocator that uses the population to post-
filter retrieved results from Nominatim (Zhang and
Gelernter, 2014).
GEOPARSEPY (GEOPY): A trained SVM model
on gazetteer-based features including location type,
population, and alternative names (Middleton et al.,

2018).
It is worth mentioning that GEOL and GEOPY

employ NOMIN and apply post-filters on top of
it. Additionally, when benchmarking IDRISI-DA,
we exclude GEOPY as it is incapable of process-
ing Arabic text. We also note that we could not
employ the disaster-specific LMD models, except
GEOPY, as they are nonpublic. Re-implementation
is not handy due to the lack of several technical
details and the unavailability of their evaluation
datasets (Ji et al., 2016; Xu et al., 2019).

6.1.2 Evaluation Measures and Strategy

Inspired by the evaluation of user geolocation
task (Mourad et al., 2019), we leniently evaluate
LMD systems using hierarchical evaluation; how-
ever, we adopt three major changes. First, we use
exhaustive locational levels including country, state,
county, city, district, neighborhood, street, and POI.
Second, we propagate errors from higher to lower
levels. Third, we compute ranking evaluation mea-
sures, i.e., MRR@r not classification or distance-
based measures. In this work, we set r = 1,4 but
we can use different values when perceiving the
task as ranking.

6.2 Results and Discussion

In this section, we benchmark IDRISI-D using
off-the-shelf LMD models and our own BERTLMD

4The MRR@1 is equivalent to the accuracy measure for
classification since for every LM, we have only one correct
toponym.
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model. Table 5 shows the MRR@1 results over
IDRISI-D datasets.

System CRY STA CON CTY STR POI
IDRISI-DA
GEOL2 0.45 0.08 0.00 0.03 0.00 0.01
GEOL3 0.44 0.07 0.00 0.02 0.00 0.01
NOMIN 0.43 0.22 0.03 0.17 0.13 0.11
BERTLMD 0.45 0.49 0.10 0.34 0.42 0.28
IDRISI-DE
GEOL2 0.85 0.60 0.32 0.24 0.02 0.02
GEOL3 0.83 0.61 0.31 0.24 0.02 0.02
GEOPY 0.64 0.32 0.14 0.09 0.00 0.00
NOMIN 0.81 0.66 0.38 0.36 0.24 0.07
BERTLMD 0.73 0.61 0.29 0.28 0.14 0.07

Table 5: The results for the LMD models on IDRISI-
DE and IDRISI-DA datasets. “CRY,” “STA,” “CON,”
“CTY,” “STR,” and “POI” refer to COUNTRY, STATE,
COUNTY, CITY, STREET, and POINT-OF-INTEREST
evaluation levels, respectively

Arabic LMD: The GEOL systems show high per-
formance at COUNTRY level. However, their per-
formance is comparable to the BERTLMD model.
GEOL systems fail at the fine-grained evaluation
levels as they employ the GeoNames gazetteer that
does not support Arabic for fine-grained locations.
The NOMIN baseline is showing the best results
among baselines, but it fails to outperform the
BERTLMD at all evaluation levels.
English LMD: It is evident that the post-filters that
are employed by GEOL and GEOPY are not effec-
tive for all evaluation levels, except for the COUN-
TRY level making the raw results from NOMIN

more accurate. GEOL systems show the best results
for the COUNTRY level, but their performance de-
creases against the BERTLMD model at finer evalu-
ation levels including STATE, CITY, STREET and
POI. NOMIN is the top model at almost all evalua-
tion levels. The BERTLMD model managed to com-
pete with NOMIN at only the POI evaluation level,
which counts for the BERTLMD as the fine-grained
LMs are harder to disambiguate and they are of
interest to the response authorities in the disaster
domain (Kropczynski et al., 2018). The results also
confirm that disambiguating fine-grained LMs is
more challenging than coarse-grained LMs.

7 Research Use Cases

Releasing IDRISI-D enables research on disaster-
specific and generic geolocation applications that

we discuss below:
Event/incident detection: While LMs indicate
where events and incidents took place (Hu and
Wang, 2021), IDRISI-D datasets with their re-
solved LMs could serve event/incident detect mod-
els that exploit geospatial features.
Relevance filtering: While LMs increase the likeli-
hood of microblogs being relevant and informative
with regard to the disaster events (De Albuquerque
et al., 2015), IDRISI-D can enable research on rel-
evance filtering approaches that utilize geospatial
information.
Geolocation applications: While the LMP tasks
play a key role in tackling all of the geolocation
tasks (e.g., predicting post location (Ozdikis et al.,
2019), inferring user location (Luo et al., 2020),
modeling user movement (Wu et al., 2022), etc.)
that employ textual features (Zheng et al., 2018),
IDRISI-D is an invaluable resource for tackling
all these tasks.
Geographical retrieval: The geographical infor-
mation retrieval (GIR) systems are concerned with
extracting spatial information alongside the rele-
vant multimodal data to the user information need.
IDRISI-D could empower the GIR retrieval tech-
niques that rely on applying LMP tasks over queries
and documents (García-Cumbreras et al., 2009).

8 Challenges

Compared to gazetteers, posts over social media
contain informal language, misspellings, grammar
mistakes, shortened words, and slang, causing the
so-called mismatch challenge (Han et al., 2013).
Table 6 presents different types of issues in the
following with examples in Table 6:
Nicknames: Some places have common nick-
names used by locals. For example, in Post #1,
“�ñJ
k. PðAg. ��
Y�®Ë@ ù 	® �����Ó” is named “ÐðQË@ ù 	® �����Ó”.
Also, Chennai is nicknamed “The Detroit of India"
in Post #2. The nicknames often do not exist in the
gazetteers.
Abbreviations: Short names of places are prevalent
on Twitter due to the character limit of posts. For
example, “ �éºÊÒÖÏ @” (Kingdom) in Post #3 is abbrevia-

tion of �éK
Xñª�Ë@ �éJ
K. QªË@ �éºÊÒÖÏ @ (Kingdom of Saudi Ara-
bia). Also, “T. Nagar" and “GM Chetty Road" are
abbreviations of “Theagaraya Nagar" and “Gopathi
Narayanaswami Chetty", respectively, in Post #4.
Misspellings: Misspellings and grammar mis-
takes are common over Twitter. For instance,
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T# Challenge Post text
1 Nicknames �HðQ�
K.# PAî 	DK
_ 	àA 	JJ. Ë# ù 	® �����ÖÏ @ ú


	̄ AK
Am�
	� ¼A 	Jëð ÐðQË@ ù 	® �����Ó ú


	̄ ú

�GPA¿ © 	�ñË@

2 #ChennaiFloods sad to see the state of city. Detroit of India is
suffering. Hv personal experienced.

3 Abbreviations �èP@ 	Pð �HPY�


@ Y�® 	̄ ... �éºÊÒÖÏ @ ú


	̄ A 	KðPñ» �ðQ�
 	®K. �éK. A�B
 AK.
�èYK
@ 	Q��ÖÏ @ X @Y«



CË

�
@Q 	¢	�

Q 	¢mÌ'@ QÓ@ð


@ 	­ËA	m�'
 	áÓ É¿ úÎ« �HAK. ñ�®« �éJ
Ê 	g@YË@ ...

4 Anyone around T. Nagar, needing shelter or food, can approach
the Gurudwara on GM Chetty Road #Chennai

5 Misspelling 	àB@_ 	á£AJ. Ë @Q 	®k# é 	�î 	DË @ ú
m
�'
.
��K
Q 	« 	á£AJ. Ë @Q 	®k PA¢Ó@ ...

6 Medical students of shri ramchandra medical college in chennai
stranded without supplies. Need help.

7 Shortcuts èAm.�
�' @ ø
 Qj.

	J 	®Ë @ . ¼ Y	J«ð 	á�
ëAm.�
�'B@ ú


	̄ �éK. ðQªË@ �� 	® 	K Y 	J« ÕËA� hC� .  ��C 	«@
 ...

8 sm 1 help providing water 50 children @Lawrence
Charitable Trust.safe.2/4,1st cross st,3rd avenue,AshokNagar-
LakshmanSruti #ChennaiFloods

Table 6: Example posts illustrating the challenges of processing user-generated content for the LMD task. LMs with
issues are underlined in text.

“ é 	�î 	DË @ ú
m
�'
.” and “ 	á£AJ. Ë @Q 	®k” in Post #5 should be writ-

ten as “ �é 	�î 	DË @ ú
m
�'
.” (with �è taa marbuta letter) and

“ 	á£AJ. Ë @ Q 	®k” (with space), respectively. Also, “shri
ramchandra medical college" in Post #6 should be
written as “sri ramchandra medical college".
Shortcuts: Users tend to use shortened words due
to the character limit of posts. For example, “.  ”

and “. ¼” in Post #7 refer to “. ��K
Q£” (road in English)

and “. ø
 QK. ñ»” (bridge in English), respectively. Also,
using “st” instead of “road”, in Post #8. Also, using
“@” symbol instead of the literal “at” prepositions
in the same post.
Capitalization: Users tend to ignore capitaliza-
tion when writing posts (e.g., “chennai" instead
of “Chennai" in Post #6.
Dialectics and varieties: “. ø
 QK. ñ»” (bridge in En-
glish) in Post #7 is the dialectical (e.g., Egyptian)
form of Qå�k. in Modern Standard Arabic (MSA).

9 Conclusion

This paper contributes towards a crucial task, i.e.,
Location Mention Disambiguation in the crisis
management domain. We introduced IDRISI-D,

the first Arabic and the largest to date English LMD
datasets.The LMD annotations that are of high re-
liability indicating the usefulness of the dataset.
A key characteristic of IDRISI-D is the annota-
tions of features’ usefulness that we anticipate to
guide the development of LMD tools. Our bench-
marking results show the competitiveness of simple
exact matching (NOMINATIM) and the promising
performance of contextual features (BERTLMD)
for learning LMD. We release the datasets and the
evaluation script for the research community. The
future directions are two-fold: (i) enhancing the
representation of LMs and toponyms for robust
LMD learning, and (ii) employing advanced learn-
ing algorithms.
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Limitations

There are a few shortcomings that we discuss be-
low:
Twitter API Accessibility: Recently, X platform
have re-envisioned its business model imposing
more restrictions on the API accessibility for the
research community. Although X data is extremely
useful for disaster management, we expect less at-
tention from the academic researchers to develop
LMD systems that are specific for X platform. Nev-
ertheless, IDRISI-D is invaluable resource for de-
veloping LMD systems that process user-generated
content, specifically the data from microblogging
platforms.
Underrepresented fine-grained LMs: Although
we had chosen a careful sampling method, akin to
the existing LMD datasets, the fine-grained LMs
are yet underrepresented which forms a major limi-
tation in IDRISI-D.
Temporary locations: Temporary facilities (i.e.,
medical camps, shelters, etc.) are constructed dur-
ing emergencies to provide resources and support
for the affected people. The names of these loca-
tions could change during emergencies. For exam-
ple, allocating a specific school as a shelter and
giving it a new expressive name (e.g., “main shel-
ter”). Once the disaster event is over, the school
will return to providing its original services. The
difficulty of these temporary locations lies in their
need for context when resolved. Although they are
important for the affected people and response au-
thorities, not all of them are labeled in IDRISI-D.

Ethics Statement

Although the X platform allows users to disable
the geo-tagging features to protect their privacy,
“even well-informed and rational individuals cannot
appropriately self-manage their privacy” (Solove,
2012). There are situations where extracting ge-
olocation data can be justified for the greater good
such as during natural disasters when the focus
is on saving lives and providing essential support.
Therefore, any resources and tools must preserve
the users’ privacy and safety, especially during crit-
ical situations that could risk people’s lives (e.g.,
conflicts and wars). Consequently, we have de-
identified the data to protect users’ privacy.5 We
further release the data for research purposes only
under the Creative Commons Attribution 4.0 Inter-
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national License. Above all, we affirm that systems
developed using IDRISI-D datasets must imple-
ment appropriate mechanisms to safeguard user
privacy.
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Abstract

We present CamelParser2.0, an open-source
Python-based Arabic dependency parser tar-
geting two popular Arabic dependency for-
malisms, the Columbia Arabic Treebank
(CATiB), and Universal Dependencies (UD).
The CamelParser2.0 pipeline handles the pro-
cessing of raw text and produces tokenization,
part-of-speech and rich morphological features.
As part of developing CamelParser2.0, we ex-
plore many system design hyper-parameters,
such as parsing model architecture and pre-
trained language model selection, achieving
new state-of-the-art performance across diverse
Arabic genres under gold and predicted tok-
enization settings.

1 Introduction

Dependency parsing is a natural language process-
ing (NLP) task used to analyze the grammatical
structure of a sentence by identifying and repre-
senting the relationships between its words. De-
pendency parsing assigns a directed tree structure
to the sentence, with words as nodes and syntac-
tic dependencies as edges (see Figure 1). Depen-
dency parsing, and syntactic parsing in general,
has long been considered an important NLP en-
abling technology and analysis tool (Jurafsky and
Martin, 2009). The interest in using syntactic struc-
tures in NLP in the neural age remains, e.g., as
analytical tools for studying large language mod-
els (Kulmizev, 2023), for guided data augmenta-
tion for Neural Machine Translation (Duan et al.,
2023), Semantic Role Labeling (Tian et al., 2022),
and Grammatical Error Correction (Li et al., 2022;
Zhang et al., 2022).

There have been previous developments in Ara-
bic dependency parsing (Habash and Roth, 2009;
Marton et al., 2013; Zhang et al., 2015; Shahrour
et al., 2016; Al-Ghamdi et al., 2023). However,
they are not based on state-of-the-art (SOTA) de-
velopments in neural dependency parsing and pre-
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وھل سیشرَحونھا؟
whl syšraHwnhA?

[و+، ھل، س+، یشرحون، +ھا، ؟]
[ w+, hl, s+, yšrHwn, +hA, ? ]

[PRT, PRT, PRT, VRB, NOM, PNX], …] 
‘w+’   ‘hl’   ‘s+’     ‘yšrHwn’     ‘+hA’   ‘?’ 

وھل سیشرحونھا ؟
whl syšraHwnhA ?

Figure 1: An example CATiB dependency tree (Habash
et al., 2009) for the short question ? Aî 	EñkQå��J
� Éëð
whl syšrHwnhA?2‘and will they explain it?’.

trained language models, nor can they be easily in-
tegrated into larger project pipelines. Furthermore,
they are not trained on larger and more diverse tree-
banks that have been developed recently. Many
have only been tested with gold tokenization, not
as part of a full pipeline from sentence to tree – a
notable exception is the work of Zhang et al. (2015)
who modeled segmentation and parsing jointly.

In this work, we investigate the effect of many
system design hyper-parameters including parsing
model architecture, pretrained language model se-
lection, and training data configurations to achieve
unprecedented dependency parsing performance
on multiple Arabic genres. Hence, we present
CamelParser2.0, an open-source dependency pars-
ing pipeline that achieves SOTA performance on
Columbia Arabic Treebank (CATiB) and Universal
Dependencies (UD) parsing of Arabic across mul-
tiple genres from Modern Standard Arabic (MSA)
and Classical Arabic (CA).

Our contributions are: (1) achieving new state-
of-the-art on both CATiB and UD formalisms
in multiple Arabic genres on all metrics; (2) de-
veloping and releasing an open-source Python-
based pipeline for Arabic parsing;1 and (3) bench-
marking a large number of hyper-parameters to
ensure the best system design choices.

1https://github.com/CAMeL-Lab/camel_parser
2HSB Arabic transliteration (Habash et al., 2007)
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2 Related Work

2.1 Dependency Parsing
There are two main approaches to dependency
parsing: transition-based (Yamada and Matsumoto,
2003; Nivre et al., 2006) and graph-based (McDon-
ald et al., 2005). Both approaches have recently
been implemented with neural models to improve
performance. For example, Dozat and Manning
(2016) develop a graph-based parser that uses a
biaffine attention mechanism on a neural model to
achieve SOTA/near SOTA results on six different
languages including Czech, a morphologically rich
language with flexible word order. On the other
hand, Mohammadshahi and Henderson (2019) de-
velop a transformer mechanism that conditions on
graphs to be used with a neural transition-based
parser to achieve SOTA results on 13 languages.
The evaluations that guide the development of these
architectures are mainly carried out on higher re-
source languages, such as English and other Euro-
pean languages.

In this work, we investigate how neural depen-
dency parsing performs on Arabic given its rela-
tively fewer resources, especially in certain classi-
cal genres, such as pre-Islamic texts.

2.2 Arabic Treebanks
The primary treebank for Arabic syntactic analysis
is the Penn Arabic Treebank (PATB) (Maamouri
et al., 2004), which uses a phrase structure gram-
mar. It has been converted to a dependency rep-
resentation that uses two different formalisms:
CATiB (henceforth, PATB-CATiB) (Habash and
Roth, 2009), and UD (NUDAR Treebank) (Taji
et al., 2017). The two formalisms are compared in
some detail by Taji et al. (2017).

The first dependency treebank developed for Ara-
bic is the Prague Arabic Dependency Treebank
(PADT) (Smrž et al., 2002). PADT is in part based
on PATB; and it was later extended to UD (hence-
forth, PADT-UD).3 Since then, several treebanks
have been developed such as the Columbia Arabic
Treebank (CATiB) (Habash and Roth, 2009), Quran
Corpus (Dukes and Buckwalter, 2010), i3rab tree-
bank (Halabi et al., 2021), and Arabic Poetry Tree-
bank (ArPoT) (Al-Ghamdi et al., 2021). Most re-
cently, Habash et al. (2022) released the Camel
Treebank (CamelTB), which is a multi-genre Ara-
bic dependency treebank in the CATiB formalism

3https://github.com/UniversalDependencies/UD_
Arabic-PADT/

spanning CA texts from the 6th Century to MSA
texts from the 21st century. PADT (Smrž et al.,
2002), CATiB (Habash et al., 2009), and UD (Nivre
et al., 2017) are dependency tree representations
with different POS tags, dependency relation labels,
and attachment rules.

In this work, we make use of recent develop-
ments in Arabic treebanking to explore the per-
formance of different parsing model architectures,
with different training dataset configurations, and
with different dependency formalisms (CATiB and
UD) on multiple Arabic genres, and under gold and
predicted tokenization conditions.

2.3 Arabic Parsing

Regarding evaluating parser design in Arabic de-
pendency parsing, the work done by Marton et al.
(2013) examines the impact of morphological fea-
tures on dependency parsing performance under
both gold and predicted conditions. They observe
differences in feature importance when using pre-
dicted features due to changes in prediction accu-
racy for each examined feature. They find that
definiteness, person, number, gender, and undia-
critized lemma are most helpful under predicted
conditions. Their results are observed using Malt-
Parser, a transition-based model, with a feature-
based SVM classifier (Nivre et al., 2006), which
differs from the recent neural SOTA models that
learn features from the training data implicitly.

Kankanampati et al. (2020) leverage the Easy-
First LSTM-based architecture proposed by Kiper-
wasser and Goldberg (2016), but experiment with
sharing tree representations and BiLSTM layers
between CATiB and UD formalisms to achieve sig-
nificant error reduction on both.

More recently, Al-Ghamdi et al. (2023) em-
ploy an approach that treats dependency parsing
as a sequence labeling task (Strzyz et al., 2019).
They apply various pretrained BERT models un-
der different fine-tuning and architectural setups.
They explore the performance of this approach
on (a) PADT (Smrž et al., 2002), (b) part 2 of
PATB in the CATiB formalism (Maamouri et al.,
2004; Habash and Roth, 2009), and (c) ArPoT (Al-
Ghamdi et al., 2021).

To our knowledge, the current state-of-the-art
in terms of publicly available dependency parsing
systems in Arabic is the CamelParser1.0 for the
CATiB formalism (Shahrour et al., 2016), and UD-
Pipe 2 for the UD formalism (Straka, 2018).
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whl syšraHwnhA ?

Figure 2: A diagram of the CamelParser2.0 pipeline paired with a simple example of raw text input.

Our work is closest in high-level design to
CamelParser1.0, which uses the MADAMIRA
morphological disambiguation system based on
SVM classifiers and morphological analyzers
(Pasha et al., 2014) and an SVM-based parsing
system called MaltParser (Nivre et al., 2006). It
reported results on the Penn Arabic Treebank
(Maamouri et al., 2004), which is limited to the
newswire genre. Since these results were reported,
significant advancements have been made in both
dependency parsing and morphological analysis
through the use of pretrained language models
like BERT and neural model architectures (Dozat
and Manning, 2016; Inoue et al., 2022); and more
datasets in Arabic genres beyond newswire have
been created (Habash et al., 2022). We use CAMeL
Tools (Obeid et al., 2020) as part of the implemen-
tation of CamelParser2.0.

By utilizing the aforementioned developments
in Arabic treebanking and neural dependency pars-
ing, we experiment on PATB-CATiB, CamelTB,
NUDAR, and PADT to improve the dependency
parsing performance in Arabic in multiple MSA
and CA genres and across the CATiB and UD for-
malisms. Due to a different experimental setup and
data scope explored by Al-Ghamdi et al. (2023),
we cannot directly compare our results on all met-
rics and datasets; however, we observe that our
approach outperforms their reported results on the
test set of PADT. Additionally, by comparing our
findings to the existing SOTA pipelines, Camel-
Parser1.0 and UDPipe 2, as well as the reported
results in Kankanampati et al. (2020), we observe
that CamelParser2.0 sets the new SOTA in Arabic
dependency parsing for both gold and predicted
tokenization settings.

3 The CamelParser2.0 Pipeline

In this section, we present the details of the Camel-
Parser2.0 pipeline (Figure 2). The pipeline ac-
commodates varying levels of pre-processing in
the input. Depending on the extent to which the
input has been pre-processed, the pipeline conducts
morphological disambiguation. Once input tokens
have been identified, they are passed to the depen-
dency parsing system which outputs dependency
arcs and labels. The dependency relations are then
combined with the form and additional part-of-
speech tags and morphological features, which are
either specified in the input or generated in the
morphological disambiguation step, to output a
CoNLL-X/CoNLL-U file format (Buchholz and
Marsi, 2006; De Marneffe et al., 2014).

3.1 Input Formats

Before parsing begins, the input to the pipeline
is directed to the proper step based on its format.
Currently, we support the following input formats.

Raw Text Raw Arabic text is first cleaned by nor-
malizing Unicode characters, removing diacritics
and other characters that are not Arabic, ASCII, or
Latin-1, and performing whitespace tokenization
(Obeid et al., 2020). The text is then passed to the
Morphological Disambiguation step (Figure 2).

Pre-Tokenized and Tagged Text Files contain-
ing token and optional Part-of-Speech (POS) tag
tuples are supported. The input is passed to the
parser directly. Since the parser does not require
POS tags, they will not be produced if only tok-
enized text is provided.
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CoNLL-X/CoNLL-U The pipeline also accepts
input in the CoNLL-X/CoNLL-U tab-separated file
format (Buchholz and Marsi, 2006; De Marneffe
et al., 2014).

3.2 Tokenization and POS tagging

When the input is already tokenized, we pass that
information onto the dependency parsing system.
As for raw untokenized text, we make use of a Mor-
phological Disambiguation system which predicts
the tokens and the POS tags of these tokens (see
Figure 2). The user determines whether to use a
more accurate but more resource-intensive BERT
unfactored disambiguator (Inoue et al., 2022) or a
lighter Maximum Likelihood Estimation (MLE)
disambiguator, both of which are included in
CAMeL Tools (Obeid et al., 2020). We then extract
the tokens, lemmas, and primary POS tags (CATiB
or UD), as well as a set of morphological features
provided by CAMeL Tools: MADA POS, position-
marked proclitics and enclitics (prc3, prc2, prc1,
prc0, enc0), person, gender, number, aspect, voice,
mood, state, case, and rationality. We add a feature
token_type to signify if the token is a baseword
or clitic (indicated by its location, e.g., prc2).

3.3 Dependency Parsing

The next component of our parsing pipeline is
the dependency parsing model, which expects to-
kenized Arabic data as input. We use the SuPar
Biaffine Dependency Parser (Zhang, 2021), which
is based on the work of Dozat and Manning (2016)
with a key difference. Instead of using a GLoVe
vector-based encoding layer, we generate word em-
beddings using a BERT model. To achieve this, a
BERT model is used to generate WordPiece-level
embeddings by summing up the last four layers
of the BERT model (Devlin et al., 2018). Then,
to generate the token-level embeddings, the corre-
sponding WordPieces’ embeddings of each token
are pooled using a mean.

The output of this step is the dependency rela-
tions and labels of the input text. The POS and
morphological features are integrated in the final
dependency representation in an output postpro-
cessing step (see Figure 2).

In this paper, for comparison purposes, we also
report on using the MaltParser system introduced
by Nivre et al. (2006) which is employed by the
previous SOTA parsing system for Arabic, Camel-
Parser1.0 (Shahrour et al., 2016).

4 Experimental Setup

Our experimental setup involves training multiple
dependency parsing models with different training
data configurations which are then evaluated on
multi-genre development and test sets under both
gold and predicted tokenization settings to gauge
accuracy and robustness across multiple genres in
Arabic. The details of the various experimental
setups are outlined below.

4.1 Data

The data we use to train and evaluate includes
PATB-CATiB and CamelTB (CATiB representa-
tion), and PADT-UD and NUDAR (UD represen-
tation). Table 1 lists the corpora and their sub-
corpora and indicates their genres, variety (MSA or
CA), and sizes. We note that PADT-UD text data
contains a subset of PATB. CamelTB has a vari-
ety of different sub-corpora across multiple genres,
some of which are similar to PATB (WikiNews and
QALB). The PATB (PATB-CATiB and NUDAR)
was split according to the recommendations by
Diab et al. (2013). We follow the recommendations
of the creators of PADT for its data splits.4 We split
the CamelTB data according to the recommenda-
tions by Habash et al. (2022) in CamelTB v1.1.5

In our experiments, we examine a number of
training data combinations to provide the best ro-
bustness and accuracy across multiple Arabic gen-
res. We do not train on individual CamelTB genres
because of the limited amount of data we have; but
we report results for them. Similar to Kankanam-
pati et al. (2020), we exclude all non-projective
trees in the training, but not in the dev and test.

4.2 Metrics

Dependency Parsing Accuracy Evaluation of
dependency parsing models is done primarily
through three metrics:

• Labeled Attachment Score (LAS): The per-
centage of tokens with correct head/parent and
correct label/relation to that parent.

• Unlabeled Attachment Score (UAS): The
percentage of tokens with correct head/parent.

• Label Score (LS): The percentage of tokens
with correct label/relation.

LAS is the primary metric we report on.
4https://github.com/UniversalDependencies/UD_

Arabic-PADT/
5http://treebank.camel-lab.com/
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Rep Corpus Text Source Var Cent Genre Sents Words Tokens

PATB-CATiB 19,738 628,598 738,889

CamelTB Total 13,337 187,884 241,910

PATB-CATiB+CamelTB Total 33,075 816,482 980,799

UD
PADT-UD 7,664 17,357 113,500
NUDAR 19,738 628,598 738,889

C
ATiB

C
am

elT
B

Penn Arabic Treebank (Parts 1-2-3) MSA 21st News
Odes Suspended Odes (Mu’allaqat) CA 6th Poetry 784 7,465 10,170
Quran Quranic Surahs CA 7th Quranic 572 11,699 15,791
Hadith Hadiths from Sahih Bukhari CA 7th Prophetic Sayings 1,190 12,467 15,745
1001 One Thousand and One Arabian Nights CA 12th Stories 1,145 11,831 17,109
Hayy Hayy ibn Yaqdhan (Ibn Tufail) CA 12th Philosophical Novel 1,198 19,674 26,583
OT Old Testament MSA 19th Bible Translation 535 9,097 11,788
NT New Testament MSA 19th Bible Translation 573 9,593 12,293
Sara Sara (Al-Akkad) MSA 20th Novel 1,585 35,356 46,375
ALC Arabic Learner Corpus MSA 21st Student Essays (L2) 727 9,221 12,047
BTEC Basic Traveling Expressions Corpus MSA 21st Phrasebook 2,000 15,935 18,602
QALB QALB Corpus MSA 21st Online Commentary 923 11,454 14,139
WikiNews WikiNews MSA 21st News 996 18,314 21,481
ZAEBUC Zayed Bilingual Undergraduate Corpus MSA 21st Student Essays (L1) 1,109 15,778 19,787

Prague Arabic Dependency Treebank MSA 21st News
NYUAD UD Arabic Treebank MSA 21st News

Table 1: The various datasets we experiment with in developing CamelParser2.0. Rep (Representation) specifies
the treebank formalism. Var is the Arabic variant. Cent is the century. Sents is the number of sentences.

Statistical Significance In certain cases, we
test for statistical significance using a one-tailed
Welch’s t-test following the recommendations of
Dror et al. (2018). We treat each sentence as an
independent experiment and calculate a sentence-
level accuracy of parsing which we use to conduct
the statistical significance testing.

4.3 Tokenization

Previous work on dependency parsing tends to
judge performance purely on gold tokenization
(Marton et al., 2013; Shahrour et al., 2016; Dozat
and Manning, 2016; Mohammadshahi and Hen-
derson, 2019), although there are many recent ex-
ceptions (Shao et al., 2018; More et al., 2019;
Habash et al., 2022). We report on both gold and
predicted tokenization to study the performance
under real-world conditions. We use the BERT
unfactored disambiguator (Inoue et al., 2022) in
CAMeL Tools (Obeid et al., 2020). On our dev
datasets (PATB and CamelTB sub-corpora), the av-
erage predicted word-level tokenization accuracy is
96.8%, with a wide range from WikiNews (99.8%)
to Odes (91.3%), with PATB at 99.1%. This range
of performance is consistent with our expectations
since the CAMeL Tools MSA disambiguator is
trained on PATB train data (news genre).

4.4 Parsing Models

We compare our CamelParser2.0 neural depen-
dency parsing architecture, as described in sec-
tion 3.3 with other pre-existing parsing system
baselines. The first baseline, MaltParser (v1.9.2)
(Nivre et al., 2007), forms the core of the previous
SOTA for dependency parsing in Arabic, Camel-
Parser1.0 (Shahrour et al., 2016). We compare to
it directly and as part of CamelParser1.0 (second
baseline). The third baseline is UDPipe 2, whose
models are currently available from the LINDAT
UDPipe REST Service.6 The last baseline is the
system of Kankanampati et al. (2020); we report
their published numbers where appropriate.

It is important to note that the experimentation
Kankanampati et al. (2020) report on is mainly to
leverage parallel data in two formalisms (CATiB
and UD) and not necessarily to achieve an over-
all SOTA parser for Arabic. Nevertheless, they
achieve impressive results so we compare against
their best reported numbers. We do not lever-
age their multitask learning approach for Camel-
Parser2.0; however, it could prove useful for fu-
ture work to explore combining our approaches by
sharing representations in the Biaffine parsing ar-

6https://ufal.mff.cuni.cz/udpipe/2
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LAS UAS LS
MaltParser 80.7 83.0 93.4
CamelParser1.0 (Shahrour et al., 2016) 83.8 86.4 93.2
Kankanampati et al. (2020) 86.2 88.1 -
CamelParser2.0 91.3 92.4 97.0

Table 2: Scores of various dependency parsing systems trained on the PATB-CATiB and evaluated on the test set of
PATB-CATiB. CamelParser2.0 achieves the SOTA on all metrics and improves on CamelParser1.0 (Shahrour
et al., 2016) by almost 7.5 points on the LAS. Kankanampati et al. (2020) do not report on the LS.

chitecture proposed by Dozat and Manning (2016)
between different formalisms to further improve
parsing performance across formalisms.

4.5 BERT Model Selection

We also experiment with four pretrained BERT
models. The first three are from CamelBERT (In-
oue et al., 2021): CamelBERT-MSA is pretrained
on MSA data, CamelBERT-CA is pretrained on
CA data, and CamelBERT-MIX is pretrained on
MSA, CA, and Dialectal Arabic data. We make
use of them because they give us an understand-
ing of how pretrained data interplays with parsing
performance on differing genres and variants. Addi-
tionally, they were created under the same settings,
hence, they reduce experimental variation. Further-
more, we make use of AraBERT v2.0 (Antoun
et al., 2020) as it improves upon AraBERTv0.2
which has been shown previously to achieve SOTA
performance on a range of Arabic NLP tasks (Inoue
et al., 2021).

5 Results and Analysis

We present the results of the experiments we con-
ducted as part of developing CamelParser2.0.

5.1 Comparing System Baselines

In Table 2, we report CamelParser2.0’s perfor-
mance against previous SOTA baselines under
the same exact training/testing conditions with
gold tokenization. All systems are trained on
PATB-CATiB training data and evaluated on PATB-
CATiB test. It should be noted that MaltParser
and CamelParser1.0 use the same base algorithms
and implementations; however, CamelParser1.0
does further hyper-parameter optimization and fea-
ture selection to improve performance on Arabic as
opposed to MaltParser which just uses the default
configuration. We also include the best results re-
ported by Kankanampati et al. (2020), however, we
cannot compare our results on the LS as they do not

report them. For CamelParser2.0, we use our base-
line BERT model (CamelBERT-MSA). We observe
that across all metrics, CamelParser2.0 achieves
significant improvements over all the reported sys-
tems including a 46.3%, 44.1%, and 55.9% error
reduction on the LAS, UAS, and LS respectively
when compared to the previous SOTA pipeline
CamelParser1.0. Therefore, we only move for-
ward with testing CamelParser2.0 for the rest of
our experiments.

5.2 Comparing Training Data Configurations

We compare different training datasets and their
combination. We use the same CamelParser2.0
model with CamelBERT-MSA, and report on both
gold and predicted tokenization to determine which
training data configuration yields the best results on
LAS. As seen in Table 3, in the first three columns
under the Gold/Predicted Tokenization and Camel-
BERT headers, the overall trend is that using train-
ing data from both PATB-CATiB and CamelTB
to train the parser yields the best results on all
averages in both the gold and predicted tokeniza-
tion cases. This is unsurprising given the larger
training data size and inclusion of multiple genres.
There are some instances where using a smaller
training configuration is better than using the larger
combined configuration (e.g., Hadith, Hayy, NT);
however, they are not statistically significant. On
average there are larger gains on both accuracy and
robustness to be had from using more training data.

5.3 Comparing BERT Embedding Models

We then experiment with different BERT mod-
els as embedding layers (Table 3). Unsurpris-
ingly, the best-performing models on the MSA and
CA multi-genre data were CamelBERT-MSA and
CamelBERT-CA, not CamelBERT-MIX which was
trained with dialectal data.

We observe the following differences depend-
ing on the BERT model used. There was a sta-
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Gold Tokenization Predicted Tokenization
CamelBERT

AraBERT
CamelBERT

AraBERT
MSA CA MIX MSA CA

PATB-CATiB X X X X X X X X X
CamelTB X X X X X X X X X

1001 CA 86.2 90.7 91.9 91.2 91.2 92.8 84.2 88.9 90.1 90.7 90.8
ALC MSA 87.3 88.9 89.2 88.6 88.9 90.1 86.0 87.3 87.5 86.5 88.7
BTEC MSA 82.0 86.0 86.2 85.2 85.0 87.1 81.2 85.1 85.1 84.5 86.1
Hadith CA 81.2 90.4 90.2 91.2 90.7 91.2 79.6 87.9 88.2 88.9 88.9
Hayy CA 86.6 90.4 90.2 91.0 89.3 91.3 85.6 88.9 88.7 89.2 89.8
NT MSA 74.5 81.1 79.8 81.2 80.6 80.2 71.8 78.5 76.4 77.1 76.9
Odes CA 72.7 76.9 77.7 80.2* 77.1 78.7 68.6 71.7 72.5 75.2* 74.8
OT MSA 77.1 82.4 82.5 82.3 82.4 83.4 74.4 79.4 79.7 79.5 80.5
QALB MSA 82.8 87.6 87.6 88.0 88.0 87.7 82.3 86.7 86.9 87.3 87.3
Quran CA 73.8 84.1 84.4 85.4 84.3 85.5 72.8 82.3 83.0 83.2 83.5
Sara MSA 80.2 86.3 86.6 86.3 85.9 87.0 79.0 85.0 84.1 82.6 83.9
WikiNews MSA 89.0 90.3 90.4* 86.9 89.5 90.3 88.9 90.1 90.2* 87.9 90.1
ZAEBUC MSA 88.2 90.0 91.1 89.6 90.9 92.0 87.6 89.5 90.7 89.3 91.7
PATB MSA 92.2 85.2 92.1 90.9 91.5 92.3 91.7 85.0 91.6 90.4 91.8
CamelTB Average 81.7 86.5 86.5 87.2 86.4 87.5 80.2 84.7 84.4 85.6 85.6

Total Average 82.4 86.5 86.9 87.5 86.8 87.8 81.0 84.7 85.0 85.9 86.1
MSA Average 83.7 86.4 86.9 86.6 87.0 87.8 82.5 85.2 85.3 85.0 86.3

CA Average 80.1 86.5 86.9 89.7 86.5 87.9 78.2 83.9 84.5 88.0 85.6

Table 3: The LAS of different training configurations on the Dev sets of the CamelTB sub-corpora and PATB-CATiB.
We test under both Gold and Predicted tokenization conditions, and using different BERT embedding models. The
overall best-performing configuration is underlined and in bold, while the best-performing CamelBERT model is in
bold. Results with an asterisk indicate statistical significance (p < 0.05) for results discussed in Section 5.3.

tistically significant +2.5 gain with gold tokeniza-
tion and +2.7 gain with predicted tokenization on
the LAS from using CamelBERT-CA instead of
CamelBERT-MSA on CamelTB-Odes. Further-
more, there was a statistically significant -3.5 drop
with gold tokenization and -2.3 drop with pre-
dicted tokenization from using CamelBERT-CA
over CamelBERT-MSA on CamelTB-WikiNews.
However, on average, there is not much of a per-
formance difference between CamelBERT-CA and
CamelBERT-MSA; in other cases, the differences
were not statistically significant. Nevertheless,
it seems that using CamelBERT-CA yields im-
provements on the parser’s performance on CA
texts, despite being pretrained on fewer data, and
CamelBERT-MSA yields improvements on the per-
formance on MSA texts. These results are consis-
tent with the observations of Inoue et al. (2021)
and support the importance of careful selection of

the BERT embedding model depending on the data
being parsed.

Finally, we also compare with AraBERT, which
outperforms CamelBERT on macro average across
almost all sub-corpora. AraBERT is better or equal
to CamelBERT in 10 out of 14 cases in both Gold
and Predicted conditions; however, none of the im-
provements are statistically significant when com-
pared genre-by-genre.

5.4 CATiB Test Set Results

We report the performance of our best performing
models on CATiB formalism from Table 3 on the
unseen test sets in Table 4. We observe similar pat-
terns in the results as discussed before. Hence, we
make similar recommendations for model selection
given the data.
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Gold Tokenization Predicted Tokenization
CamelBERT

AraBERT
CamelBERT

AraBERT
MSA CA MSA CA

PATB-CATiB X X X X X X
CamelTB X X X X X X

92.0 92.2 89.7 89.9
87.5 87.6 86.0 86.5
84.9 85.5 83.6 84.0

93.9 91.8
91.8 92.6 90.5 91.1

84.7 79.1
81.5 77.0

87.4 87.8 82.4 82.6
86.7 86.8 86.1
83.6 83.9 80.8 81.0

84.5 78.9 79.3
90.1 90.1 90.0 90.0
91.8 92.5 90.6 91.3
91.3 91.3 89.6 89.6 91.0

87.4 87.6 84.8 85.1
87.6 87.9 85.2 85.6

87.6 87.8 85.1 85.5

88.6 86.0

1001 CA 91.9 89.6
ALC MSA 86.9 85.7
BTEC MSA 84.3 83.0
Hadith CA 92.4 92.2 90.5 90.9
Hayy CA 91.7 90.3
NT MSA 84.2 84.6 78.7 78.8
Odes CA 77.3 78.8 75.3 75.5
OT MSA 87.3 80.8
QALB MSA 86.5 85.1 85.9
Quran CA 82.7 80.3
Sara MSA 83.9 84.2 78.1
WikiNews MSA 88.9 88.7
ZAEBUC MSA 91.4 90.4
PATB MSA 89.8

CamelTB Average 87.2 84.6

Total Average 87.5 85.0

MSA Average 87.0 84.5

CA Average 87.2 87.9 85.2 85.7

Table 4: The LAS of different training configurations on the Test sets of the CamelTB sub-corpora and PATB-CATiB.
Only the best-performing models from the evaluation on the dev sets are included. The overall best-performing
configuration is underlined and in bold, while the best-performing CamelBERT model is in bold.

5.5 Parsing UD with CamelParser2.0

The focus of the previous experiments has been
on the performance on the CATiB formalism; how-
ever, we also examine the system’s performance
on UD data. We do so by training our dependency
parsing model on PADT-UD and NUDAR, and
evaluate on the respective dev and test sets. Due
to differing annotation styles between these two
UD corpora, cross-evaluation results in poor per-
formance. Hence, we do not report those results
here.

We only include CamelParser2.0 with
AraBERT and CamelBERT-MSA because these
datasets consist of only MSA, and those models
performed the best on MSA data based on our
experimentation with CATiB dependency parsing.

Furthermore, we use the same disambiguation
system to generate the predicted tokens for two
reasons: UDPipe 2’s disambiguation system was
not able to segment the sentences properly so we
were unable to align the output for evaluation and
secondly we get to observe the performance of
the systems while controlling for tokenization
accuracy. Results are in Table 5. Furthermore,
we only include the best-reported results by
Kankanampati et al. (2020) on Gold Tokenization
because that is the only experimental setup they
report on. We observe that we indeed achieve the
SOTA on UD datasets when we compare against
UDPipe 2 and Kankanampati et al. (2020). We
also observe that CamelBERT-MSA performs
better on these datasets than AraBERT.
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Gold Tokenization Predicted Tokenization
System Train Dev Test Dev Test
UDPipe 2 PADT-UD 82.5 82.7 81.6 80.9
CamelParser2.0+CamelBERT PADT-UD 83.2 83.9 82.5 82.4
CamelParser2.0+AraBERT PADT-UD 82.7 83.4 82.2 82.0
Kankanampati et al. (2020) NUDAR 85.2 84.8 - -
CamelParser2.0+CamelBERT NUDAR 89.1 88.9 88.7 88.8
CamelParser2.0+AraBERT NUDAR 89.0 88.9 88.1 88.4

Table 5: The LAS of different systems evaluated on datasets that use the UD formalism using both gold and
predicted tokenization. The first three systems are trained on the PADT and the last three systems are trained on the
PATB in the UD formalism (NUDAR). Evaluation is done on the respective Dev and Test sets of each corpus.

6 Conclusion and Future Work

We presented CamelParser2.0, a new SOTA open-
source, Python-based Arabic dependency parser
that supports UD and CATiB formalisms and mul-
tiple Arabic genres. We make CamelParser2.0
publicly available.7 In the future, we plan to con-
tinue to enhance the CamelParser2.0 models and
integrate them in downstream applications to sup-
port Arabic NLP. We also plan to extend the parser
to cover multiple Arabic dialects.
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Limitations

We recognize that the current parser has limitations,
as it is primarily tailored to the most commonly
used dependency representation formalisms. How-
ever, it does not accommodate other formalisms,
such as those rooted in Arabic’s extensive tradi-
tional syntactic literature (Dukes and Buckwalter,
2010; Halabi et al., 2021). The primary challenge
here revolves around the availability of resources.
Additionally, we acknowledge that the parser’s cur-
rent focus is on Modern Standard Arabic (MSA)
and Classical Arabic (CA), and there is a notable
absence of research in the field of Dialectal Arabic
parsing (Chiang et al., 2006). It’s worth noting
that there are numerous pretrained language mod-
els available for experimentation. Regrettably, due
to limited computational resources, we are unable
to explore this avenue. Lastly, we acknowledge
that we do not report on extrinsic metrics or perfor-
mance in downstream tasks.

7https://github.com/CAMeL-Lab/camel_parser
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Abstract

Bilingual Lexical Induction (BLI) is a core
challenge in NLP, it relies on the rela-
tive isomorphism of individual embedding
spaces. Existing attempts aimed at con-
trolling the relative isomorphism of differ-
ent embedding spaces fail to incorporate
the impact of semantically related words
in the model training objective. To ad-
dress this, we propose GARI that combines
the distributional training objectives with
multiple isomorphism losses guided by the
graph attention network. GARI consid-
ers the impact of semantical variations of
words in order to define the relative iso-
morphism of the embedding spaces. Ex-
perimental evaluation using the Arabic lan-
guage data set shows that GARI outper-
forms the existing research by improving
the average P@1 by a relative score of
up to 40.95% and 76.80% for in-domain
and domain mismatch settings respectively.
We release the codes for GARI at https:
//github.com/asif6827/GARI.

1 Introduction

Bilingual Lexical Induction (BLI) is a key task in
natural language processing. It aims at the auto-
mated construction of translation dictionaries from
monolingual embedding spaces. BLI plays a signif-
icant role in multiple different natural language pro-
cessing applications. For instance, the automated
construction of lexical dictionaries plays a key role
in the development of linguistic applications for
low-resource languages, especially in cases where
hand-crafted dictionaries are non-existent. Auto-
mated construction of high-quality dictionaries also
helps in augmenting the end performance of multi-
ple down-streaming tasks, including but not limited
to: machine translation (Lample et al., 2018), infor-

mation retrieval (Artetxe et al., 2018), cross-lingual
transfers (Artetxe and Schwenk, 2019).

Earlier methods aimed at the construction of
cross-lingual embeddings use linear and/or non-
linear mapping functions in order to map the mono-
lingual embeddings in a shared space. Some ex-
amples in this regard include retrieval criteria for
bilingual mapping by Joulin et al. (2018) and BLI
in non-isomorphic spaces by Patra et al. (2019).

These methods rely on the approximate isomor-
phism assumption, i.e., they assume that under-
lying monolingual embedding spaces are geomet-
rically similar, which severely limits their use to
closely related data sets originating from similar
domains and/or languages exhibiting similar char-
acteristics. The limitations of the mapping-based
methods, especially their inability to handle data
sets originating from different domains and lan-
guages exhibiting different characteristics has been
identified by (Conneau et al., 2017; Søgaard et al.,
2018; Glavas et al., 2019; Patra et al., 2019).

Some other noteworthy aspects identified in the
literature that limit the end performance of the BLI
systems, include: (a) algorithmic mismatch for in-
dependently trained monolingual embeddings, (b)
different parameterization, (c) variable data sizes,
(d) linguistic difference, etc., (Marie and Fujita,
2020; Marchisio et al., 2022).

In the recent past, there has been a shift in the
training paradigm for the BLI models, i.e., instead
of relying on pre-trained embeddings trained inde-
pendently of each other, they use explicit isomor-
phism metrics along with the distributional training
objective (Marchisio et al., 2022). However, a key
limitation of these models is their inability to in-
corporate the impact of semantically related tokens
(including their lexical variations) in controlling
the relative isomorphism of different spaces. This
is illustrated in Figure 1, where the left half of the
figure shows a set of semantically related English
words, e.g., {strong, rugged, and robust}. These
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قوي

متين

شديد

strong

rugged
robust

happy

elated
pleased

مسرور

مبتهج

سعيد

Figure 1: Some examples of semantically related tokens
for English and their corresponding translations in the
Arabic language.

words though lexically different share the same
semantics. Correspondingly, their translations in
the Arabic language: { 	á�
�JÓ ,ø
 ñ

�̄ , YK
Y ��} are also
semantically related. We hypothesize that each
language encompasses a list of such semantically
related words that may be used interchangeably
within a fixed context, and in order to control the
relative isomorphism of corresponding embedding
spaces the end model should be robust to incorpo-
rate these semantic variations in the model training
objective.

To address these challenges, in this paper, we
propose Graph Attention for Relative Isomorphism
(GARI). GARI combines the distributional training
objective with the isomorphism loss in a way that
it incorporates the impact of semantically related
words using graph attention, required to perform
the end-task in a performance-enhanced way. We
outline the key contributions of this work as fol-
lows:

1. We propose GARI that combines the distribu-
tional loss with graph attention-based isomor-
phism loss functions for effective BLI.

2. The graph attention part of the GARI lever-
ages self-attention mechanism in order to at-
tend over words that are semantically related
to a given word.

3. We prove the effectiveness of GARI by com-
prehensive experimentation. Experimental
evaluation shows, for the Arabic dataset, the
GARI outperforms the existing research on
relative isomorphism by 40.95% and 76.80%
for in-domain and out-of-domain settings.

2 Related Work
There is an immense literature on BLI and con-
trolling the relative isomorphism of the embedding
spaces. In order to save space, we primarily limit

the related work of this paper to one that is more
relevant to our problem settings. We classify the
related work into the following categories: (i) map-
ping pre-trained embeddings, (ii) combined train-
ing.

Mapping Pre-trained Embeddings. These
methods rely on the use of linear and/or non-linear
mappings to map the mono-lingual embeddings to
a shared space.

Earlier works in this regard include principled
bilingual dictionaries by Artetxe et al. (2016) that
aim to learn bilingual mappings while preserv-
ing invariance for the monolingual analogy tasks.
Artetxe et al. (2017) introduced a self-learning ap-
proach to relax the requirements for bilingual train-
ing seeds and/or parallel corpora. Alvarez-Melis
and Jaakkola (2018) formulate the alignment as
an optimal transport problem and employ Gromov-
Wasserstein distance to compute the similarity of
word pairs across different languages. Doval et al.
(2018) propose additional transformation on top of
the alignment step to force the synonyms towards
a middle point for a better cross-lingual integration
of the vector spaces. Jawanpuria et al. (2019) in-
troduced language-specific rotations followed by
a language-independent similarity in a common
space. Similar to the word embedding methods, the
application of the mapping-based methods to the
contextualized embeddings include context-aware
mapping by Aldarmaki and Diab (2019) and align-
ment of contextualized embeddings by Schuster
et al. (2019).

Combined Training. On contrary to the
mapping-based methods that rely on pre-trained
embeddings, these methods use parallel data as
input in order to jointly minimize the mono-lingual
as well as cross-lingual training objectives. Duong
et al. (2017) introduced methods for cross-lingual
word embeddings for multiple languages in
a unified vector space aimed to combine the
strengths of different languages. Wang et al.
(2019) addressed the limitations of joint training
methods by combining them with mapping-based
schemes for model training. For more details
on the joint training methods refer to the survey
paper by Ruder et al. (2019). Marchisio et al.
(2022) introduced IsoVec which uses multiple
different isomorphism metrics with skip-gram as
the distributional training objective to control the
isomorphism.
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Nevertheless, we observe that existing methods
for controlling the relative isomorphism ignore the
impact of words that are semantically related to
a given word, severely limits the ability of these
methods to control the relative isomorphism of the
embedding spaces.

3 Background
In this section, we first introduce the mathemati-
cal notation being used throughout the paper and
formulate our problem definition. Later, we pro-
vide a quick background of the VecMap (Artetxe
et al., 2018), a toolkit for mapping across different
embedding spaces.

3.1 Notation
For this work, we use X ∈ Rm×d and Y ∈ Rn×d

to represent the embedding matrices for the source
and target languages with vocab size m and n re-
spectively. d refers to the dimensionality of the em-
bedding space. The embedding vectors for words,
e.g., {x, y} are represented by {x⃗, y⃗}. Like exist-
ing supervised works on controlling the relative iso-
morphism, e.g., IsoVec by Marchisio et al. (2022),
we assume the availability of training seeds pairs
for the source and target languages, denoted by:
{(x0, y0), (x1, y1), ...(xs, ys)}.

3.2 The problem
In this work, we address a core challenge in BLI,
i.e., we control the relative isomorphism of the
embedding spaces. Specifically, we learn the distri-
butional embeddings for the source language (i.e.,
Arabic) in a way:

1. The source embeddings X are geometrically
isomorphic to the target embeddings Y (i.e.,
English language).

2. While learning isomorphic embeddings the
X should incorporate the impact of the se-
mantically related tokens (also their lexical
variations) in Y in order to perform the end
task in a performance-enhanced way.

3.3 VecMap toolkit
We use VecMap toolkit1 for mapping across dif-
ferent embedding spaces. For this, we pre-process
the embeddings using a process flow outlined by
Zhang et al. (2019). The embeddings are unit-
normed, mean-centered followed by another round
of unit-normalization. For bi-lingual induction, we

1https://github.com/artetxem/vecmap
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Figure 2: Graph Attention for Relative Isomorphism
(GARI), the framework proposed in this work. It com-
bines skip-gram and isomorphism loss (guided by graph
attention).

follow (Artetxe et al., 2018), i.e., whitening the
spaces, and solving Procrustes. Later, we perform
re-weighting, de-whitening, and mapping of trans-
lation pairs via nearest-neighbor retrieval (Artetxe
et al., 2018).

4 Proposed Approach
In this paper, we address a core challenge in con-
trolling the geometric isomorphism for source word
embeddings relative to the target word embeddings,
i.e., incorporate the impact of semantically coher-
ent words in order to perform the end task in a
performance augmented fashion. For this, we pro-
pose Graph Attention for Relative Isomorphism
(GARI), shown in Figure 2. Details about the in-
dividual components of GARI are provided in the
following subsections.

4.1 GARI
4.1.1 Overview
GARI aims to learn the source distributional em-
beddings X in a way that: (a) X is geometrically
isomorphic to the target embeddings Y, (b) X in-
corporates the impact of semantic variations of
words in Y. In order to control the geometric iso-
morphism of the embedding spaces in a robust way,
GARI uses graph attention mechanism (to incorpo-
rate the impact of semantically related tokens) prior
to using the isomorphism loss functions. Finally, it
combines the distributional training objective and
the isomorphism loss as the training objectives of
the complete model.

4.1.2 Distributional Representation Learning
In order to learn the distributional embeddings
for GARI, we use skip-gram with negative sam-
pling (Mikolov et al., 2013). Its formulation is
shown in Equation 1, i.e, embed a word close to
its neighboring words within a fixed contextual
window, while at the same time pushing it away
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from a list of random words selected from a noisy
distribution.

LDis = log σ(x⃗′T
cO
x⃗cI )+

k∑

i=1

Eci∼Pn(c)

[
log σ(−x⃗′T

ci x⃗cI )
] (1)

Here x⃗cO and x⃗cI correspond to the output and
input vector representations of the word c. k is the
number of noisy samples and x⃗

′
ci is the embedding

vector for the noisy word selected from the noisy
distribution Pn(c).

4.1.3 Semantic Relatedness
To incorporate the impact of semantically related
words in controlling the relative isomorphism of
the embedding spaces, GARI uses graph atten-
tion mechanism. The graph attention part of
GARI works as follows: (a) create a graph G such
that semantically related words end up being neigh-
bors in the graph, (b) use graph attention mecha-
nism for information sharing among neighbors in
G. The details about individual components are as
follows:

(a) Graph Construction. The end goal of the
graph construction step is to unite and/or com-
bine the semantically related words helpful in
controlling the relative isomorphism. Inputs for
the graph construction process include: (i) pre-
trained word2vec embeddings2, and (ii) seed
words corresponding to the target language, i.e.,
{y0, y1, ..., ys}. The graph construction process
proceeds as follows:

(a) Organize all seed words for the tar-
get language as a set of pairs: P =
{(y0, y1), (y0, y2), ..., (ys, ys)}, i.e., combinations
of two words at a time.

(b) For each pair compute the cosine similarity
score between the corresponding word2vec embed-
ding vectors, and retain only the subset (Psub) with
the cosine similarity score greater than a threshold
(η).

(c) Finally, for the word pairs in Psub construct
a graph G by formulating edges between the word
pairs.

Note, this setting for the graph construction
allows each word to be surrounded by a set of
semantically related neighbors which provides

2https://code.google.com/archive/p/word2vec/,
trained using Google-News Corpus of 100 billion words.

GARI with the provision to allow the propaga-
tion of information by using graph attention, as
explained below.

(b) Graph Attention. The graph attention part
of GARI follows a similar approach as proposed
by Veličković et al. (2017). For a graph G, the
inputs to a single attention layer of the graph atten-
tion network include the source word representa-
tions {x⃗0, x⃗1, ..., x⃗s}, x⃗i ∈ Rd, where s represent
the number of words and d represents the dimen-
sionality of the feature. It generates a new set of
word representations {x⃗′

0, x⃗
′
1, ..., x⃗

′
s}, x⃗

′
i ∈ Rd

′
as

output. Its process flow is explained as follows:
Initially, a linear transformation is applied to all

the words in G parameterized by a shared matrix
W ∈ Rd×d

′
. This is followed by using a shared

attention mechanism z : Rd
′
×Rd

′
→ R to com-

pute the intermediate attention coefficients βij that
incorporates the importance of word j on word i.

βij = z(Wx⃗i,Wx⃗j) (2)

where the attention mechanism z is simply a
single-layered feed-forward neural network with a
weight vector z⃗ ∈ Rd

′
and ReLU non-linearity, as

shown below:

z = ReLU
(
z⃗T [Wx⃗i||Wx⃗j ]

)
(3)

where || is the concatenation operator. Note, the
computation for βij implies each word will have
an impact on every other word in G, which is com-
putationally inefficient and may inject noise in the
model training. In order to avoid this, we perform
masked attention, i.e., compute the attention weight
βij for a fixed neighborhood of word i, i.e., j ∈ Ni.
We use the softmax function to compute the normal-
ized attention coefficients αij , shown as follows:

αij = softmax(βij) =
exp(βij)∑

k∈Ni
exp(βik)

(4)

Finally, we use the normalized coefficients in or-
der to compute a linear combination of the corre-
sponding word representations as the final output
representation of each word as follows:

x⃗
′
i = σ

( ∑

j∈Ni

αijWx⃗i

)
(5)

where σ is a nonlinearity.
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Though Veličković et al. (2017) extend their
work to a multi-head attention setting, but for
GARI, we resort to one attention layer in order
to avoid the computational overhead.

The intuitive explanation for the graph attention
part of GARI is to surround each word by a set
of semantically related words by forming edges
in the graph and re-compute the representation of
each word by propagating information from the
neighbors in a way that it accommodates the impact
of semantic variations of each word in an attentive
way.

4.1.4 Isomorphism Loss
Finally, we use the output of the graph attention
layer (X

′
) to compute the isomorphism loss for

GARI relative to the target embeddings Y. For
this, we analyze the impact of multiple different
variants of isomorphism loss functions referred to
as LIso. The details about different variants of the
isomorphic loss functions are as follows:

L2 Loss (L2). We use L2-norm averaged over
the number of words as our isomorphism metric.
For N words, L2 is computed as:

L2 =
1

N
||X′ −Y||2 (6)

Orthogonal Procrustus Loss (Lproc). The or-
thogonal Procrustes problem aims to find a linear
transformation Wp to solve the following metric:

Lproc = argmin
Wp∈Rd×d,WT

p Wp=I

1

N
||X′

Wp −Y||2
(7)

For this, we use an existing solution Wp =
QPT proposed by Schönemann (1966), where
PΣQT is the singular value decomposition of the
matrix YTX

′
.

A variant of Procrustus Loss (Lprocsrc). For
this, we follow the same process flow as outlined
above for the Procrustus loss. The only difference
is that we use pre-trained embeddings for the target
words to initialize the corresponding embeddings
for the source words for a given set of translation
seed pairs. The end goal of this setting is to analyze
the contribution of the pre-trained embeddings to
guide the overall isomorphism of the source em-
beddings. Note that the initialized embeddings for
the source words are updated during the model
training.

4.2 The Complete Model

Finally, we combine the loss for the skip-gram dis-
tributional training objective with the isomorphism
loss in order to come up with the loss function of
GARI, as shown below:

LGARI = γLDis + (1− γ)LIso (8)

where, γ is the hyper-parameter controlling the
contribution of individual losses in the model.

5 Experiments and Results
5.1 Datasets

For comparative analysis, we use the same data set-
tings as primarily used by recent work, i.e., IsoVec
by Marchisio et al. (2022). For the main experi-
ments (section 5.4), we use the first 1 million lines
of the newscrawl-2020 data set for the English and
Arabic languages (Barrault et al., 2020). For the
domain mismatch settings (section 6.1), we use
33.8 million lines of web-crawl data for the En-
glish language and newscrawl-2020 data for the
Arabic language. For data pre-processing, we use
Moses scripts3 to process the English language
data. For the Arabic language, we use NLTK tok-
enizer4. For performance evaluation, we used publi-
cally available train, dev, and test splits provided by
MUSE (Conneau et al., 2017). We use word pairs
numbered: 0-5000, 5001-6500, and 6501-8000 as
train, test, and dev splits respectively. The train
split is used for model training, and dev split for
parameter tuning. The final results are computed
over the test split.

5.2 Baseline Models

We use independently trained distributional embed-
dings for the source and target languages (with-
out the isomorphism loss) as an immediate base-
line. Other than this, we compare GARI against
the existing best-performing model on relative iso-
morphism, i.e., IsoVec by Marchisio et al. (2022).
Note, IsoVec follows a similar approach as that of
GARI with the distinction that GARI uses graph at-
tention as an additional layer to control the relative
isomorphism of semantically relevant words. For
IsoVec, we used publicly available implementation
provided by the authors to generate the results for
the Arabic language.

3github.com/moses-smt/mosesdecoder/tree/
master/scripts/tokenizer

4https://www.nltk.org/api/nltk.tokenize.html
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Methodology Avg. P@1
Baseline 15.58 (± 0.8)
IsoVec (L2) 19.59 (± 0.7)
IsoVec (Proc-L2) 20.03 (± 0.5)
IsoVec (Proc-L2-Init) 22.10 (± 0.5)
GARI (L2) 29.32 (± 0.09)
GARI (Lprocsrc) 31.15 (± 0.07)
GARI (Lproc) 30.60 (± 0.21)

Table 1: The results for the proposed model compared
against the baseline model and existing state-of-the-art
work on relative isomorphism, i.e., IsoVec (Marchisio
et al., 2022).

5.3 Experimental Settings

In order to train the proposed model, i.e., GARI,
we use Adam optimizer (Kingma and Ba, 2014)
with learning rate = 0.001. In Equation 1, we set
the value of k = 10. In Equation 8, we use the value
of γ = 0.333. For the graph construction process,
η = 0.4. We use English as the target language,
and Arabic as the source language. Similar to the
baseline models, we use VecMap toolkit (explained
in Section 3.3) for mapping across different embed-
ding spaces. We use average precision (i.e., P@1)
as our evaluation metric, and report the mean (µ)
and standard deviation (σ) of the results averaged
over 5 runs of the experiment. All the experiments
are performed using Intel Core-i9-10900 CPU and
Nvidia 1080Ti GPUs.

5.4 Main Results

The results of GARI compared against the baseline
models are shown in Table 1. We bold-face overall
best scores and underline the previous state-of-the-
art.

These results show that GARI outperforms the
baseline models by a significant margin. The re-
sults of GARI with different isomorphism loss func-
tions show that almost all the loss functions exhibit
a similar performance with the loss (Lprocsrc) yield-
ing overall best scores. Compared with the best per-
forming baseline scores, GARI(Lprocsrc) improves
the average P@1 by approximately 40.95%. For
the variants of GARI with loss functions L2 and
Lproc the improvement in performance is 32.67%
and 38.46% respectively. A relatively higher per-
formance for the loss Lprocsrc compared to Lproc

shows that initializing the source embeddings with
corresponding translation pairs from the target em-
beddings had a beneficial impact on the model
training. Analyzing the variance of the results,
we observe the variance of GARI is much lower
compared to the variance of the baseline models.

Methodology Avg. P@1
Baseline 14.70 (± 0.7)
IsoVec (L2) 18.49 (± 0.6)
IsoVec (Proc-L2) 18.80 (± 0.7)
IsoVec (Proc-L2-Init) 19.14 (± 0.7)
GARI (L2) 29.69 (± 0.18)
GARI (Lprocsrc) 32.27 (± 0.17)
GARI (Lproc) 33.84 (± 0.02)

Table 2: The results for the proposed approach under
domain mismatch settings compared against the base-
line model and existing state-of-the-art work on relative
isomorphism, i.e., IsoVec (Marchisio et al., 2022).

The worst-case variance of GARI is even less than
half of the variance of the baseline models, which
shows that GARI yields an overall stable perfor-
mance across multiple re-runs of the experiments.

To summarize, these experiments show the
essence of using the graph attention layers on con-
trolling the relative isomorphism of the embed-
ding spaces for BLI. We attribute the performance
gained by GARI to the ability of the self-attention
mechanism to appropriately accumulate informa-
tion from semantically related words, which in turn
plays a significant role in controlling the relative
isomorphism of the embedding spaces.

6 Discussion
In this section, we perform a detailed analysis
of GARI under different settings. For this, we per-
form analyses encompassing: (i) domain mismatch
settings, (ii) correlation with isometric metrics, and
(iii) error analysis.

6.1 Domain Mis-match
The results of our model for domain mismatch set-
tings are shown in Table 2. Similar to the results
for the main experiments, we also compare these
results against the baseline models. We boldface
the overall best scores with existing state-of-the-art
underlined. These results show that GARI yields
higher performance compared to the baseline mod-
els. The variants of GARI with loss L2, Lproc and
Lprocsrc outperform the best performing baseline
model by 55.12%, 76.80%, and 68.60% respec-
tively.

Comparing these results to the results for the
main experiments (reported in Table 1), we ob-
serve that GARI yields a better performance for the
domain mismatch settings relative to the in-domain
setting. We attribute this performance improve-
ment to: (a) the ability of GARI to capture and
consolidate information from semantically relevant
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ES (↓) ρ (↑)
GARI (L2) 80.99 0.46
GARI (Lproc) 99.89 0.56
GARI (Lprocsrc) 76.89 0.45

Table 3: Analysis of different isometry metrics
for GARI, i.e., , Eigenvector Similarity (ES) and Pear-
son’s Correlation (ρ).

words even from different domains, (b) a relatively
larger corpus for the target language (English) for
domain mismatch settings. We notice that in con-
trast to the main experiments, for the domain mis-
match settings loss the model GARI(Lproc) yields
a better performance compared to GARI(Lprocsrc).
This shows that with the increase in the size of the
data, the capability of the graph attention part of
GARI to accumulate information about the seman-
tically related words augments in a way that it even
surpasses the model training with seed embeddings
initialized.

Note, as illustrated in Section 1, domain mis-
match is a key challenge for the BLI systems. Ear-
lier research by Søgaard et al. (2018) shows that the
majority of existing BLI systems perform poorly in
inferring bilingual information from embeddings
trained on different data domains. One key chal-
lenge that hinders the performance of these BLI
systems is their inability to incorporate the impact
of semantically related keywords and/or jargons pe-
culiarly related to different domains. These words
though belonging to different data domains have
similar meanings and BLI systems should appro-
priately use this information for the model training.
This makes GARI a better alternate, especially be-
cause of its provision to accumulate information
about multiple different semantically related words
using graph attention layers, as is also evident by a
relatively higher performance of GARI compared
to the baseline models.

6.2 Correlation with isometric metrics
Similar to the existing works on controlling the rela-
tive isomorphism of the embedding spaces (Marchi-
sio et al., 2022), we compute isomorphism met-
rics for the results of GARI. We use two widely
used metrics, namely: (i) Eigenvector similarity,
(ii) Pearson’s correlation. The computation details,
and results of GARI for these metrics are as fol-
lows:

Eigenvector Similarity (ES). In order to com-
pute the eigenvector similarity between the em-
bedding spaces, we compute the Laplacian spec-

tra of corresponding k-nearest neighbour graphs.
We expect the graphs with similar structures to
have similar eigenvalue spectra. For this, we fol-
low the same settings as that of Søgaard et al.
(2018). Given the seed pairs {x0, x1, ..., xs} and
{y0, y1, ..., ys}, we proceed as follows: (i) com-
pute unweighted k-nearest neighbour graphs (i.e.,
GX and GY ), (ii) compute the graph Laplacians
LGX and LGY , where LG = DG − AG, (iii) com-
pute the eigenvalues for each graph Laplacian, i.e.,
{λLGX

(i); λLGY
(i)} (iv) select r = min(rX , rY )

where rX is the maximum r such that the first r
eigenvalues of LGX sum to less than 90% of the
total sum of the eigenvalues. (v) depending upon
the value of r, compute the eigenvector similarity
as:

∑r
i=1(λLGX

(i)− λLGY
(i))2.

The results for the eigenvector similarity mea-
sures should have an inverse correlation (↓) with
the P@1. The results in the left column of Table 3
show that the variant of GARI with loss Lprocsrc

yields a higher performance which aligns with our
findings for the main experiments in Table 1. How-
ever, the ES scores for the model with L2 and Lproc

show irregular behavior. We expect the model with
the loss Lproc to have a lower value for the ES
score compared to L2, which is in contrast to our
findings in Table 3.

Pearson’s Correlation(ρ). In order to cal-
culate the Pearson’s correlation, we first
compute the pairwise cosine similarity
scores for the seed translation pairs, i.e.,
{cos(x0, x1), cos(x0, x2), ..., cos(xs, xs)}, and
{cos(y0, y1), cos(y0, y2), ..., cos(ys, ys)}. Later,
we compute the Pearson’s correlation between the
lists of cosine similarity scores. We expect the
Pearson’s correlation score to correlate positively
(↑) with the average P@1.

The results in the right half of Table 3 show the
Pearson’s correlation scores for all the variants of
GARI. These results show an unclear behaviour,
with Lproc showing better performance compared
to L2 and Lprocsrc . This is in contrast to the results
for P@1 reported in Table 1, where Lprocsrc shows
a better performance compared to other models.

To summarize our findings for the isometric met-
rics, we observe that these results do not truly cor-
relate with the average P@1. These findings are
consistent with the earlier study IsoVec (Marchisio
et al., 2022) that also emphasized the need for better
isomorphism metrics in order to portray the correct
picture of the degree of relative isomorphism of the
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GARI (w/o Graph Attention)
source target

′
target

P 	Q�
ÊË @ infrared laser

Ñê 	®Ë @ pronunciation understanding

Éj. �Ë@ database register
	PA 	®Ê�K keyboards tv

øY� elated echo
�éªK. P@ three four

ZA�̄P 	P foreboding blue

Table 4: Example error cases for the model: GARI (w/o
Graph Attention). The “target

′
” represents the model

predictions, “target” represents the ground truth.

embedding spaces.

6.3 Error Analysis

In this section, we perform a detailed analysis of
the error cases of GARI in order to know: (i) the
performance improvement attributable to the graph
attention part of the model, (ii) limitations of the
GARI, and room for potential improvement. For
this, we perform error analysis on two variants
of GARI, i.e., with and without graph attention
layer. All experiments are performed using the in-
domain settings using the best-performing model,
i.e., GARI (Lprocsrc). Details are as follows:

GARI (w/o Graph Attention). We initially an-
alyze the error cases for the basic variant of
GARI (without the graph attention layer) that have
been corrected by the complete model. The core
focus of this analysis is to look for the translation
instances that benefit especially due to the graph
attention mechanism. Note, for this analysis, we
only include error cases that have incorrect predic-
tion for the basic model (i.e., without graph atten-
tion) and are correctly classified by the complete
model GARI.

While the graph attention layer is able to correct
approximately 11% of the errors made by the basic
variant of GARI, we observe almost 72% of the er-
ror cases belong to the noun category. One possible
explanation in this regard is that the phenomenon
of multiple senses is more dominant among the
nouns in contrast to other parts-of-the speech, e.g.,
verbs and adjectives, which makes it harder to con-
trol their relative isomorphism (Ali et al., 2019).
Some examples in this regard have been shown in
Table 4. We also observe that the majority of the
predictions made by the basic variant of GARI are
not semantically related to the true target words,
which clearly indicates the need for information

GARI (Lprocsrc)
source target

′
target�éK
PðQå 	� vital necessary

ÉÖÞ�� includes included

ÕÎ�®Ë @ pencil pen

¨AÖÞ� hear hearing

I. ë@ñÖÏ @ talents talent
	XBñ 	®Ë @ metal steel

�HA 	®�@ñÖÏ @ certifications specs

Table 5: Example error cases for GARI using the loss
function Lprocsrc . The “target

′
” represents the model

predictions, and the “target” represents the ground truth.

sharing among the semantically related words re-
quired to control the relative isomorphism of the
embedding spaces.

GARI (The Complete Model). The end goal of
performing error analysis on the complete model is
to dig out the potential reasons and/or understand-
ing of the limitations of the proposed model. Note,
we perform this analysis for the best-performing
variant of GARI, i.e., with the loss Lprocsrc .

We randomly select a subset of 50 error cases
for quantification. To our surprise, most of the
errors (approximately 65%) made by GARI are
either semantically very close to the true target
word or a lexical variant of the true target word.
Some examples in this regard have been shown
in Table 5. These results clearly show the current
performance of GARI is underrated primarily due
to the use of a very strict evaluation criterion, (i.e.,
P@1). This calls for the need for better and more
sophisticated mechanisms for the BLI systems in
order to measure the relative isomorphism of the
geometric spaces.

To summarize, the error analysis shows the
essence of using graph attention in order to control
the relative isomorphism of the embedding spaces.
It helps in incorporating and/or accumulating infor-
mation across semantically related words in order
to perform the end task in a robust way.

7 Conclusions and Future Research
In this work, we propose Graph Attention for Rel-
ative Isomorphism (GARI). GARI incorporates
the impact of semantically related words in order
to control the relative isomorphism of geometric
spaces in a performance-enhanced way. Experi-
mental evaluation using the Arabic data set shows
that GARI outperforms the existing state-of-the-
art research by 40.95% and 76.80% for in-domain
and domain mismatch settings. In the future, we
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will extend this research to deep contextualized
embeddings and non-euclidean geometries.

8 Limitations
Some of the core limitations of the proposed ap-
proach are outlined as follows: (i) all the techniques
have been developed assuming a Euclidean geome-
try for the underlying embedding spaces, its exten-
sion to non-Euclidean spaces are still unaddressed,
(ii) the existing problem formulation is not defined
for the deep contextualized embeddings.
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Abstract

We present ArTrivia, a new Arabic question-
answering dataset consisting of more than
10,000 question-answer pairs along with rel-
evant passages, covering a wide range of 18 di-
verse topics in Arabic. We created our dataset
using a newly proposed pipeline that leverages
diverse structured data sources from Arabic
Wikipedia. Moreover, we conducted a com-
prehensive statistical analysis of ArTrivia and
assessed the performance of each component
in our pipeline. Additionally, we compared the
performance of ArTrivia against the existing
TyDi QA dataset using various experimental
setups. Our analysis highlights the significance
of often overlooked aspects in dataset creation,
such as answer normalization, in enhancing the
quality of QA datasets. Our evaluation also
shows that ArTrivia presents more challeng-
ing and out-of-distribution questions to TyDi,
raising questions about the feasibility of using
ArTrivia as a complementary dataset to TyDi.

1 Introduction

In recent years, the field of question-answering
(QA) in Arabic NLP has witnessed more attention
with the introduction of several Arabic QA datasets,
such as TyDi QA (Clark et al., 2020), the Arabic
Reading Comprehension Dataset (ARCD) (Mozan-
nar et al., 2019), and the Arabic Question-Answer
Dataset (AQAD) (Atef et al., 2020). However,
existing Arabic QA datasets have several issues,
such as having limited topic diversity, picking com-
mon question patterns, and the limited size of the
dataset.

First, although having a variety of topics is one
of the objectives of TyDi QA creators (Clark et al.,
2020) 1, many subjects such as classical Arabic
poetry are less represented in TyDi. This issue also

1TyDi QA states that "The prompts are provided merely as
inspiration to generate questions on a wide variety of topics"

exists in both ARCD and AQAD datasets since they
are generated from a limited number of articles.

Second, when crowd workers are given passages
and asked to formulate questions with less defined
guidelines, they tend to pick common patterns,
which can compromise the quality of the dataset.
Our analysis reveals that approximately 33% of
the questions in Arabic TyDi are about explaining
entities such as "Who is Alfred Nobel?" or "What
is graphic design?" 2. This is in contrast to both
ARCD and English TyDi QA, where such questions
consist of only about 4-5% of the dataset.

Third, when compared to the SQuAD dataset
(Rajpurkar et al., 2016), which consists of 120,000
examples, Arabic QA datasets still have a limited
dataset size, mainly due to the constraints imposed
by the cost of crowd-sourcing. However, few stud-
ies in Arabic NLP explore alternative approaches
to the crowd-sourcing method. Most of these ap-
proaches rely on Machine Translation, a method
that has been criticized for it is poor performance in
Arabic Question Answering (Antoun et al., 2021).

One suggested solution to address the existing
challenges in Arabic Question Answering is to uti-
lize Large Language Models (LLMs). These LLM
models often use a zero-shot learning technique
to address QA tasks, eliminating the need to fine-
tune the Language Model on a specific question
answering dataset. The zero-shot approach with
LLMs in English QA tasks has shown promising
results, often matching the supervised methods that
require a finetuning dataset (Lai et al., 2023). How-
ever, recent studies in Arabic NLP show that the
performance of the zero-shot approach with LLMs
lags behind the supervised approach (Khondaker
et al., 2023). The variation in performance between
English and Arabic is derived from the fact that the
English corpora represent a large portion of LLM’s
pre-training data, resulting in an inherent bias to-

2These questions are easy to formulate by appending the
phrase "What/Who is" to the article title.
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Category ARCD ArabicSQuAD AQAD TyDi QA ArTrivia
Number of Questions 1,395 48,344 17,911 15,726 10,045
Number of Passages 465 10,364 3381 11,319 7,982
Number of Articles 155 231 299 9,166 7,594
Questions Per Article 9.0 209.3 59.9 1.7 1.3
Crowd Workers ✓ ✗ ✗ ✓ ✗

Machine Translation ✗ ✓ ✗ ✗ ✗

Table 1: Summary of existing Arabic QA datasets compared to ArTrivia. Table adapted from (Atef et al., 2020)

ward English NLP tasks(Lai et al., 2023).
The existing issues in the Arabic QA dataset,

which we previously discussed, motivate us to in-
troduce our ArTrivia dataset. The ArTrivia dataset
adopts two distinguished approaches. First, we rely
on structured datasets from Wikipedia and a new
proposed pipeline to generate our dataset, thereby
mitigating the cost of crowd-sourcing and the issue
of picking common patterns in question formula-
tion. Second, we prioritize having a variety of
topics in our dataset, including underrepresented
topics, such as classical Arabic poetry.

Thus, the contributions of our paper are summa-
rized in the following:

• We introduce a new novel pipeline to gener-
ate question-answer-passage triplets, which
leverage various structured data sources from
Arabic Wikipedia

• We introduce ArTrivia, a new Arabic Ques-
tion Answering dataset comprising +10,000
question-answer-passage triplets, covering
a wide range of 18 diverse topics in Ara-
bic. We released ArTrivia dataset to the
public at https://github.com/salrowili/
ArTrivia.

• We conduct a statistical analysis of our dataset
and a detailed evaluation of each component
in our pipeline. In addition, we provide a de-
tailed evaluation of our dataset against TyDi,
using different setups to investigate the im-
pact of out-of-distribution issue in TyDi QA
dataset.

2 Related Work

In this section, we will provide an overview of exist-
ing Arabic datasets and Arabic Language Models,
all of which are part of our evaluation setup.

2.1 Arabic Question Answering Datasets

Several Arabic Question Answering datasets have
been introduced recently, including TyDi QA,
AQAD, TyDi, ARCD, and ArabicSQuAD: a ma-
chine translation of the English SQuAD dataset
(Mozannar et al., 2019). Table 1 provides a sum-
mary of these datasets. The table shows that ARCD,
ArabicSQuAD, and AQAD utilize fewer than 300
articles for generating questions, with a higher ratio
of questions per article. This higher question-per-
article ratio suggests that despite having many ques-
tions, the diversity of articles and topics covered is
limited. In addition, while the AQAD dataset does
not rely on machine translation, it uses an algo-
rithm to find a matched article in Arabic Wikipedia
to those on the English SQuAD dataset. Thus, it
includes the same topics covered in the English
SQuAD dataset.

On the other hand, TyDi relies on crowd work-
ers for dataset creation and is also part of multi-
language datasets. Thus, the TyDi dataset may have
a limited representation of specific topics related
to the Arabic language, such as classical Arabic
poetry. In contrast, we can observe from the ta-
ble that ArTrivia stands out among other datasets
as the only dataset that employs many articles for
question generation without depending on Crowd
Workers or Machine Translation. Furthermore, de-
spite both the TyDi and ARCD datasets relying
on crowd-sourcing for dataset generation, ArTrivia
still maintains a lower question-per-article ratio of
1.3 in comparison to TyDi and ARCD datasets.

2.2 Arabic Language Models

The introduction of the BERT (Bidirectional En-
coder Representations from Transformers) model
(Devlin et al., 2019), has shown impressive re-
sults on English question-answering tasks. Con-
sequently, several Arabic Language Models have
adopted BERT-like models, such as AraELEC-
TRA (Antoun et al., 2021), AraBERT (Antoun
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et al., 2020), and ArabicTransformer (Alrowili and
Shanker, 2021). These models represent the state-
of-the-art models in Arabic QA for both TyDi and
ARCD datasets. Recently, the advent of Generative
Large Language Models (LLMs) like ChatGPT
(OpenAI, 2023) has also demonstrated consider-
able potential in English QA tasks, especially with
a zero-shot approach. However, the performance of
LLMs such as ChatGPT and Google PaLM 2 still
lags behind the typical supervised approach with
BERT-like models on Arabic QA tasks as shown
by Khondaker et al. (2023) and Anil et al. (2023).

3 Building ArTrivia Dataset

Our approach to build our ArTrivia dataset con-
sists of of two components: (1) generate question-
answer pairs from various structured data from
Wikipedia, and (2) build a new pipeline that con-
sists of multiple functions to generate our question-
answer-passage triplets. First, we will explain
in section 3.1, our method to generate question-
answer pairs. Then, in section 3.2, we will explain
our proposed pipeline to generate our question-
answer-passage triplets.

3.1 Question-Answer Pairs Collection

In Figure 1, we illustrate the data collection pro-
cess of our ArTrivia question-answer pairs from
different Wikipedia sources including Wiki Tables,
Wiki-Data, WikiList and Wiki Entity Description.

Wikipedia Tables The first method of creating
our question-answer pairs is derived from tables
within Arabic Wikipedia articles. These tables have
a set of relationships between two or more items in
the table (e.g., a list of capital cities). We exploit
these relations to formulate our question-answer
pairs. The first part of the relationship will form the
question and keyword (A), and the second part will
serve as the answer (B). Then, we will use a fixed
term for each set of relations to form our question
(e.g. What is the capital of (A) country? Answer:
(B). The selection of these tables is based on two
criteria: (a) questions can be answered by trivia
enthusiasts, (b) covers a wide variety of topics (e.g.,
history, poetry), and a variety of question types
(e.g., numbers, dates, persons, and places).

Wiki Data The second method shares similar-
ities with the WikiTables but leverages struc-
tured datasets related to specific entities within
Wikipedia, utilizing a knowledge base known as

WikiData. The WikiData stores valuable relation-
ships for each entity. For example, Rome’s entity
in WikiData includes relationships like capital city,
inception, nickname, and "founded by." Similarly,
Thomas Edison’s entity has information like coun-
try of citizenship, date of birth, and notable work.
Thus, by utilizing these relationships, we generate
additional QA pairs in our dataset. Our choice of
these entities depends on the entity’s popularity,
measured by the number of languages to which this
particular entity has been translated to.

Wikipedia List We observe that the TyDi QA
dataset has a limited number of long questions (e.g.,
terms in economics). To address this gap, we gen-
erate 591 question-answer pairs from Wikipedia
lists using a simple parser as illustrated in Figure 1.

Wikipedia Entity Description While we were
able to generate over 12.7K question-answer pairs
using both WikiData and Wiki Tables, we still have
a challenge in generating certain types of questions
that require more complexity (e.g., smallest planet,
second largest country). We observe that Wikipedia
annotators populate valuable information for each
entity (e.g., persons, places, novels) in the central
description of the article title, as shown in figure
6. This information provides a short summary of
each entity (article title), highlighting important
information related to this entity. For example,
an article with the title "Mercury" has a central
description that says, "smallest and closest planet to
the sun in the Solar System." By using the ChatGPT
prompt as illustrated in Figure 1, we can generate
a related question for this entity.

Our selection process for entities for this type of
question depends on the entity’s popularity, follow-
ing these steps: First, we use the Arabic Wikipedia
dump to extract all article titles, selecting only
those with central descriptions. Second, we sort
these entities based on the number of languages
each has been translated into. Finally, we exclude
entities that lack a sufficient description to form a
question that can be answered by trivia enthusiasts.

3.2 Building ArTrivia Pipeline

We explained earlier our methods to generate
question-answer pairs from WikiTable, WikiData,
Wiki List, and Wiki Entity Description. How-
ever, to build question-answer-passage triplets, we
need to find the relevant passage for each question-
answer pair. To address this part, we propose a

193



Year Winner

1901
رینیھ سولي برودوم

Sully Prudhomme

1902
تیودو مومسن

Theodor Mommsen

1903
بیورنشتجیرن بیورنسن

Bjørnstjerne Bjørnson

1909
سلمى لاغرلوف

Selma Lagerlöf

Wiki Tables / Wiki data

السؤال: من الحاصل على جائزة نوبل للأدب عام 
1901؟

الجواب : رینیھ سولي برودوم

Question : Who won nobel prize in 
Literature in 1901 ?
Answer : Sully Prudhomme

● Metonymy

● Simile
● Double entendre
● …….

كنایة●
تشبیھ●
توریھ●
●………

 الكنایة  لفظ لا یقصد منھ المعنى الحقیقي وإنما معنى ملازما للمعنى
 الحقیقي، أو ھو لفظ أطلق أرید بھ لازما معناه لا أصل معناه

Metonymy is a word that does not mean the true 
meaning, but rather a meaning that is inherent to 
the true meaning, or it is a word that is used to 
imply its meaning, not its original meaning. 
Metonymy is one of the methods of rhetoric and is 
often classified as a part of rhetoric .

Wikipedia List

السؤال : ماذا یسمى اللفظ الذي لا یقصد منھ المعنى الحقیقي وإنما معنى ملازما للمعنى الحقیقي، أو ھو لفظ أطلق أرید بھ لازم معناه لا أصل معناه؟ 
الجواب : الكنایة

Question : What we call a word that does not mean the true meaning, but rather a meaning that is inherent to the 
true meaning, or it is a word that is used to imply its meaning, not its original meaning.
Answer : Metonymy 

List of Rhetorical Techniques in 
Arabic

Wikipedia Entity Description

Nile River: A river in Africa, the longest river in the world .
Intransitive verb : verb that takes no grammatical objects.
Mercury : smallest and closest planet to the sun in the Solar System. 
.

.استعلام شات جي بي تي : سوف أعطیك جملة قصیرة وجواب والمطلوب كتابة سؤال یتعلق بھما

الجملة : أصغر كواكب المجموعة الشمسیة وأقربھا إلى الشمس. الجواب : عطارد 

السؤال المصاغ من شات جي بي  : ما ھو اسم أصغر كواكب المجموعة الشمسیة وأقربھا إلى الشمس؟

ChatGPT Prompt : I will give you a short sentence and an answer, and you should write a related question.. 

Sentence: The smallest planet of the solar system and closest to the sun. Answer: Mercury.

ChatGPT→ What is the name of the smallest planet in the solar system that is also closest to the sun?

1 2

3

A

B

A

C

A

B

ChatGPT

Each item in list has 
hyperlink to related 
Wikipedia Article. We 
take first sentence 
from corresponding 
article.

B

نھر النیل : نھر في أفریقیا، وھو أطول نھر في العالم
الفعل اللازم : الفعل الذي لا یكون معھ مفعول بھ

عطارد : أصغر كواكب المجموعة الشمسیة وأقربھا إلى الشمس

List of Nobel Laureates

Figure 1: Overview of our method to build the ArTrivia question-answer pairs from different Wikipedia sources.

new novel pipeline that consists of (1) a BM25 re-
triever (Robertson and Zaragoza, 2009) (2) fuzzy
match and approximation functions, (3) a places
parser, (4) answer normalization functions, and (5)
ChatGPT as an annotation tool to filter irrelevant
passages. An overview of our proposed pipeline is
illustrated in Figure 2.

Finding Relevant Passage First, it is important
to highlight that this stage is not necessary for ques-
tions sourced from the Wiki List and Wiki Entity
description. In the case of Wiki List, each list item
has a hyperlink to the associated related article.
Thus, we can consider the first passage in this re-
lated article as the relevant passage. Similarly, for
questions derived from Wiki Entity descriptions,
our entity corresponds to article titles, as mentioned
earlier. In the majority of cases, the essential in-
formation required to address the question is ade-
quately present in the first passage.

However, for both WikiTable and Wiki data ques-
tion answer pairs, we need to find the relevant pas-
sage using a retrieval model. To build our retrieval
component, we first split articles from the Arabic
Wikipedia (June 2023) into 100 words, each repre-
senting a passage. Then, we use the sparse-based

retrieval BM25 with the Pyserini tool (Lin et al.,
2021) to build our indexed Arabic Wikipedia 3.

Fuzzy Matching To control the quality of re-
trieved passages, we use the first elements in the
WikiTables and WikiData as a keyword. For exam-
ple, a related passage for a question-answer pair
says, "Who was the winner of the Nobel Prize for
Literature in 1901? Sully Prudhommem", should
have the following keywords:(1) Nobel, (2) 1901,
and (3) Sully Prudhommem.

However, relying on the exact match of key-
words to control the retrieved message will elim-
inate many passages that have the keywords but
with different forms. This case will be worse
with morphologically rich language such as Arabic.
Thus, we integrate an approximate string matching
( fuzzy match ) function with our pipeline, which
is based on the "thefuzz" library (Adam, 2023).

In addition, to handle measurement-related ques-
tions, we use an approximation function that ac-
cepts answers within +/- 10% of the actual value.
The reason to include an approximation function

3While alternative approaches like DPR: Dense Passage
Retrieval (Karpukhin et al., 2020) could be considered, we use
BM25 to maintain simplicity in our pipeline.
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Question Answer Question Type Keywords Question Source

كم تبلغ مساحة البرازیل؟
What is the area of   Brazil? 8,514,200 Measurement

[ البرازیل  ,  مساحة ]

[ area ,  Brazil ]
Wiki Tables 

أین یقع متحف اللوفر ؟
Where is the Louvre Museum located?

باریس
Paris Place [ یقع , اللوفر]

[ located , Louvre ] WikiData

من ھو الفائز بجائزة نوبل للأدب عام 1901؟
Who was the winner of the Nobel 

Prize for Literature in 1901?

سولي برودوم

Sully Prudhomme
Text [ نوبل , 1901 ]

[ nobel , 1901] Wiki Tables 

متى ولد ألبیر كامو ؟
When was Albert Camus born? 1913 Date [ألبیر كامو]

[Albert Camus] WikiData

BM25 search using indexed 
articles

BM25 Top-1000

السؤال: من فاز بجائزة نوبل للأدب عام 1901 ؟
القطعة النصیة : أنتخب سولى برودوم في عام 1881 عضوا 

في الأكادیمیة الفرنسیة، ونال جائزة نوبل عام 1901 …
الجواب : رینھ سولي برودوم

Question: Who won the Nobel Prize for 
Literature in 1901?
Passage: René Sully Prudhomme was 
elected in 1881 to a member of the French 
Academy, and he won the Nobel Prize in 
1901..
WikiTable’s answer : Sully Prudhomme

السؤال: أین یقع متحف اللوفر ؟
القطعة النصیة : متحف اللوفر من أھم المتاحف الفنیة في العالم، 
ویقع على الضفة الشمالیَّة لنھر السین في باریس ، عاصمة فرنسا.

الجواب : باریس
Question: Where is the Louvre Museum 
located?
Passage Title :  The Louvre Museum
Passage : The Louvre Museum is one of the 
most important art museums in the world, and 
it is located on the north bank of the Seine 
River in Paris, the capital of France.
WikiData Answer: Paris

السؤال : متى ولد ألبیر كامو ؟
القطعة النصیة : ألبیر كامو (7 نوفمبر 1913 - 4 ینایر 
1960) فیلسوف عبثي وكاتب مسرحي وروائي فرنسي ..

الجواب : 1913
Question: When was Albert Camus born?
Passage: Albert Camus (November 7, 
1913 - January 4, 1960) was a French 
absurdist philosopher, playwright, and 
novelist …
WikiData Answer : 1913

السؤال: ماھي مساحة البرازیل؟
القطعة النصیة :  البرازیل خامس أكبر دولة في العالم بمساحة 

قدرھا 8,515,767  كیلومترًا مربعًا ..
الجواب الاولي : 8,514,200

الجواب المقترح : 8,515,767

Question: What is the area of   Brazil?
Passage: Brazil is the fifth largest country 
in the world with an area of   8,515,767 
square kilometres ..
WikiTable Answer: 8,514,200
Suggested Answer : 8,515,767

TextPlace Date Measurement

Place Parser Function
- Entity in Question (Louvre) = Title
- Keywords for Start Span (e.g, in, 
located in, location, north, northeast)
- BERT-based POS Tagger for End 
Span (e.g, conj + noun, full stop)
Initial Answer : Paris
Suggested Answer : on the north bank 
of the Seine River in Paris

fuzzy match keywords and answer
[Sully Prudhomme, 1901, nobel]

fuzzy match keywords and answer
[located , Paris, Louvre ]

fuzzy match keywords and answer
[Albert Camus , 1913]

fuzzy match keywords
[Brazil, area, any number  between  

90% < 8,514,200 < 110%]

Answer Normalization Functions
- Date Normalization
    1913 → November 7, 1913
- Approximation
    8,514,200 ( WikiTable ) → 8,515,767 (In Passage)
- Units Normalization
    8,515,767 → 8,515,767 km
- Other Normalization
    Sully Prudhomme → René Sully Prudhomme

ChatGPT 
Annotation

سوف اعطیك قطعة نصیة وسؤال. المطلوب ھو كتابة الجواب 
على السؤال من القطعة النصیة. اذا لم تكن ھنالك علاقة بین 

القطعة النصیة والسؤال اكتب لي "لا یوجد علاقة".
I will give you a passage and a question. You 
should first write the answer for the given 
question. If there is no relation between the 
passage and question, write “not related”.

Split Arabic Wikipedia 
articles into passages, each 

has 100 words, and then 
index them using BM25

Figure 2: Overview of our proposed pipeline to build our ArTrivia question-answer and relevant passage triplets.

is to mitigate the disputes related to measurements
(e.g., rivers’ length, country areas, and populations)
between structured data (WikiData, WikiTables)
and the related passage.

Place Parser Function We find that in questions
related to places (e.g., museums and cities loca-
tions), in most cases, the retrieved passage will
have a better ground truth answer than the initial
answer derived from Wiki Tables and WikiData as
shown in our example in Figure 2. Thus, we con-
struct a parser to revise answers related to questions
about places according to the related passage.

Our Place Parser Function consists of three key
components. The first step is to choose the top re-
trieved passages where the passage’s title matches
the corresponding place name mentioned in the
question. For example, if we have a question in-
quiring about the location of London City, with
"London" as the keyword, we will specifically se-
lect passages whose titles match "London."

The second step employs a fuzzy keyword-
matching approach to check if any word of our
predefined list of places keywords in the passage.

These keywords include terms such as "located in,"
"north," "south," and "northeast". These keywords
help us determine the starting point of the answer
span within the passage.

Finally, in the third step, we utilize an Arabic
BERT-based POS (Part-of-Speech) tagger (Inoue
et al., 2021) to determine the end span of the an-
swer. This tagger employs specific POS tags and
follows a set of predefined conditions, including,
for example, the presence of punctuation marks or
conjunctions followed by Proper Nouns.

Answer Normalizing Function To address dis-
crepancies between initial answers from our QA
pairs and corresponding ground truths in related
passages, we have added an answer-normalizing
function to our pipeline. This normalization func-
tion targets three aspects: (1) variations in date
formats (e.g., "1913" to "November 7, 1913"), (2)
differences in units and formatting (e.g., "2400"
to "2400 km"), and (3) entities’ alternative names
(e.g., "Thomas Edison" to "Thomas Alva Edison").

To tackle inconsistencies in dates and units, we
first create a reference file containing a list of words

195



related to dates and units. This list includes months,
possible years (e.g., 1-3000), and a list of units (e.g.,
km, mile, square km). Our normalization function
operates by starting from the index of the original
answer’s location and scanning adjacent terms on
both sides. Then, It appends matching terms from
our list until it encounters an unlisted term.

For example, consider the sentence "Albert Ca-
mus (November 7, 1913 - January 4, 1960) was
a French absurdist philosopher, playwright, and
novelist". If the initial answer from WikiTable is
"1913", our Answer Normalizing function scans
adjacent terms, identifying "November" and "7" as
valid matches from our list. However, it stops upon
encountering symbols like "-" or "(", which are not
part of our list of units.

Furthermore, we have improved our normaliza-
tion function to handle questions involving date
ranges (e.g., When did the Macedonian Empire
rule?). To address the date ranges question, we
simply include symbols and terms associated with
date ranges in our reference file, such as "-", "till",
"between", "until", and "continued till". For ex-
ample, when changing the query from "When was
Albert Camus born?" to "When did Albert Camus
live?", our normalizing function will not stop at
the "-" symbol. Instead, it continues scanning left
and right until encountering a token not in our list,
such as the "(" and ")" symbols. As a result, the
normalized ground truth for this example would be
"November 7, 1913 - January 4, 1960". We man-
ually flag questions related to date and date range,
which is a trivial task since our dataset consists of
a set of relationships sharing similar answer types.

Data Annotation with ChatGPT Several stud-
ies have suggested that LLM models such as Chat-
GPT could be used as data annotation tools (Gilardi
et al., 2023), (Huang et al., 2023). Drawing from
these encouraging findings, we added an additional
phase into our pipeline. This phase leverages a
ChatGPT prompt, as shown in Figure 2, to filter
irrelevant passages generated from our pipeline and
validate the suggested answer from our pipeline.

Quality Control This stage is to assess the qual-
ity of our pipeline and ChatGPT as an annotation
tool. In this stage we manually examine question
triplets from our pipeline for the following points
(1) if the selected passage is related, (2) if the
suggested answer from our pipeline represents the
ground truth and revise the ground truth if needed

Stage #Question
Question-Answer Pairs 15,149
Pipeline (QA Pairs + Passage) 11,527
Filtering Non-Relevant Passages -1,482
Final ArTrivia Dataset 10,045

- WikiTables 4,916
- WikiData 2,987
- Wiki Entity Description 1,579
- WikiList 563

Table 2: Detailed statistics about our ArTrivia dataset.

(3) For the development set, we add any other pos-
sible alternative answers in the related passage.

4 Dataset Analysis

In this section, we will focus on the quantitative
analysis of our dataset. Then, in section 5, we will
focus on evaluating the performance of ArTrivia as
a training and evaluation dataset.

QA Pairs Collection The data collection is quan-
titatively summarized in Tables 2. This collec-
tion includes 15,149 question-answer pairs sourced
from a variety of Wikipedia origins, with contri-
butions from WikiTables (49%), WikiData (35%),
WikiList (5%), and Wiki Entity Description (11%).

Results of our Pipeline The employment of our
pipeline, as illustrated in Figure 2, successfully
identified a relevant passage for 11,527 question-
answer pairs. In contrast, the pipeline could not
find a related passage for 3,622 question-answer
pairs. This outcome was in line with our expec-
tations, knowing that Arabic Wikipedia consists
of only 2.1 million articles compared to English
Wikipedia, which has more than 16 million articles.

Manual and ChatGPT Filtering By utilizing
the ChatGPT prompt against 11,527 triplets from
our pipeline, a total of 566 passages were classified
by ChatGPT as non-relevant. Subsequently, em-
ploying manual filtering against the same 11,527
triplets resulted in the identification of 1,482 irrel-
evant passages. Next, by comparing the manual
filtering process to ChatGPT’s filtering, we dis-
covered that 154 question-answer-passage triplets
were incorrectly classified as irrelevant by Chat-
GPT. Thus, despite the promising results in En-
glish, our result shows that ChatGPT lags behind
human performance in Arabic QA annotation.
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Question ArTrivia TyDi
Word
What ( AÓ ) 36.6% 30.4%

When ( ú �æÓ ) 22.8% 28.9%

Who ( ñë 	áÓ ) 23.8% 17.9%

Where ( 	áK



@ ) 13.3% 12.0%

How Much / Many ( Õ» ) 3.5% 9.61%

YES/NO ( Éë ) <1% <1%

How ( 	­J
» ) <1% <1%

Why ( @ 	XAÖÏ ) - <1%

Table 3: Distribution of ArTrivia by question word
against the Arabic portion of TyDi QA.

Final ArTrivia Dataset The final dataset con-
sists of 10,045 question-answer-passages triplets,
which suggests that the accuracy of our pipeline in
retrieving related passages is 87% (10,045 out of
11,527). Following the final manual filtering stage,
we split our ArTrivia dataset into training and de-
velopment sets. Our strategy was to select 20%
of each relationship (e.g., list of capitals) in Wiki-
Tables, Wiki Data as part of our development set.
For Wiki List and Entity Description questions, we
randomly selected 20% of the dataset for the devel-
opment set. This split ensures that the development
set is representative of the entire dataset.

Topics Distribution In Table 6, we show the
distribution of topics in ArTrivia, which shows
that ArTrivia covers a wide variety of 18 topics.
The distribution of topics also shows how we ad-
dressed under-represented topics in existing Arabic
QA datasets, such as Arabic Literature, Cartoon
Movies, Arabic Cinema, and National dishes. We
show examples of each of these categories along
with other categories in Figure 3 and Figure 4.
The table also shows that History, Geography, and
"Dates of Birth/Death of Famous people" are the
most represented topics in our dataset. However,
many of the questions under History topics are
in the grey area of other topics such as politics,
geopolitics, and world organization history.

Question Word Distribution In Table 3, we
compare the distribution of question words in our
dataset against TyDi. While our ArTrivia dataset
shows a higher proportion than TyDi for both
"what" and "who" questions, TyDi still has a larger
overall number of questions for these categories.

On the other hand, we can observe that our dataset
demonstrates a lower proportion of questions start-
ing with the "when" word compared to Arabic TyDi.
It is worth noting that the English subset of the
TyDi QA dataset constitutes only 14% of the entire
question pool dedicated to "when" questions. It is
also important to note that "where" questions are
mostly categorized into "Geography" topics. Thus,
increasing the questions in "Geography" topics has
helped us maintain a similar distribution of "where"
questions to the TyDi QA dataset.

Furthermore, the table shows that both the Ara-
bic TyDi dataset and our ArTrivia dataset contain
less than 1% of "YesNo" and "How" questions.
Most of the questions in these two categories come
from WikiData, indicating it is effectiveness in gen-
erating these types of questions. It is also worth
noting that TyDi includes 31 questions related to
"why" questions, which we encountered challenges
in generating using our pipeline.

5 Pipeline and Dataset Evaluation

In this section, we will first discuss the evaluation
performance of our proposed pipeline to highlight
the impact of each stage in our pipeline. Then,
we will discuss and compare the performance of
ArTrivia and TyDi datasets using different setups
for training and evaluation sets. This will help
us to study the out-of-distribution and study how
ArTrivia can serve as a complementary dataset to
TyDi QA.

5.1 ArTrivia Pipeline Evaluation

Table 4 shows a comprehensive evaluation of our
pipeline using the AraELECTRA model on the
TyDishort dataset. The TyDishort subset of TyDi
eliminates questions that inquire about entity ex-
planations (e.g., What is a space galaxy?). The
main objective of this evaluation is to assess the
individual contributions of each component in our
pipeline against our baseline dataset (TyDi training
set), shown in the last row of the table.

Initially, we use a basic approach to retrieve
question-answer-passage triplets by checking if
answers can be located within passages retrieved
by the BM25 model. This basic strategy yields
an EM/F1 score of 38.3/57.7 and retrieved 13,407
triplets. Then, we introduce a second strategy that
uses the question keywords to reduce the possibil-
ity of retrieving irrelevant passages, which resulted
in a slight improvement of the EM score to 40.4.
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Stage #Q EM/F1
ArTrivia QA Pairs 15,149 -
ArTrivia Pipeline
+ Answer In Passage 13,407 38.3/57.7
+ Question Keywords 10,290 40.4/60.2
+ FuzzyMatch 11,265 40.9/60.1
+ Approximation 11,462 40.6/60.3
+ Date Normalization 11,459 56.8/70.1
+ Other Normalization 11,459 62.2/72.1
+ PlaceParser 11,527 64.9/76.1

ArTrivia Quality Control
- Irrelevant Passages 10,045 64.9/75.0
+ Revised Answer Span 10,045 70.0/79.9

Baseline Dataset
TyDi Training Dataset 14,805 74.9/84.3

Table 4: Exact Match (EM) and F1 scores of AraELEC-
TRA with our pipeline on TyDiDev-Short.

However, using the exact match of keywords
with morphologically rich languages like Arabic,
where words can have different forms, causes a
reduction for our triplets by 3,117 examples. To
address this issue, we incorporate a FuzzyMatch
function, which restores over 975 triplets. We then
include another function in our pipeline, the ap-
proximation function. This function recovers an
additional 197 triplets and raises the F1 score to
60.3.

However, the most significant improvement
in our pipeline occurs with the introduction of
our normalization functions, which increases our
pipeline’s performance from 40.6/60.3 to 62.2/72.1.
These results highlight the often overlooked role
of answer normalization in enhancing the overall
quality of question-answering datasets.

Furthermore, the PlaceParser function, detailed
in section 3.2, substantially improves our pipeline’s
performance, contributing an additional 2-4 points
to the EM/F1 score. Thus, the final performance
with our pipeline without the additional manual
quality control is 64.9/76.1 compared to the TyDi
training set, which achieved 74.9/84.3.

Finally, our quality control stage, as outlined
in Section 3.2, had significantly contributed to
the overall performance, improving our score to
70.0/79.9. This significant enhancement was pri-
marily attributed to the manual refinement of the
start and end spans of the suggested answers gener-
ated by our pipeline. In total, we undertook a total
of 1,378 answer span revisions ranging from minor

to major revisions. These revisions include cases
where (1) the suggested answer from our pipeline
is a single entity, where ground truth is a multiple
entities (2) the presence of unusual date formats
and units within the passage, and (3) the absence
of essential prefixes, suffixes, and articles.

On the other hand, we can observe that filtering
out irrelevant passages did not yield any additional
improvements in our results. This finding implies
that the Language Model can tolerate having irrel-
evant passages in the training set without compro-
mising performance. However, this filtering step
remains critical to maintain the quality of our Ar-
Trivia dev set as a reliable evaluation dataset.

5.2 ArTrivia Evaluation

In Table 5, we provide an evaluation of our Final
ArTrivia dataset in comparison to TyDi. We fine-
tune the AraELECTRA model with various dataset
configurations for this evaluation. Our primary ob-
jective is to assess how well our ArTrivia dataset
could serve as a complementary dataset to TyDi
and to examine the challenge that ArTrivia intro-
duces to a language model trained on TyDi QA.

In the first two rows, we show the evaluation of
ArTrivia and TyDi on the complete TyDi dataset.
We can observe in row 2 that the ArTrivia dataset
shows a lower performance in this setup, with an
F1 score of 60.7, against a score of 86.8 with TyDi
QA. These results are as expected, given that our
ArTrivia dataset only addresses short-answer ques-
tions. In contrast, TyDi includes a substantial 33%
of its dataset dedicated to long-answer questions,
which typically ask to explain an entity.

Next, in rows 4-5, we replicate a similar evalu-
ation setup presented in Table 4 by removing 300
questions that typically have long answers from
TyDi QA. With this setup, the gap with TyDi sig-
nificantly decreased to less than 4.4 in the F1 score.
The marginal gap between ArTrivia and the TyDi
training set is expected, given that ArTrivia is an
out-of-distribution dataset for TyDi. Indeed, this
gap is larger when we evaluate TyDi on the Ar-
Trivia development set, as we will discuss next.

In rows 7-8, we replaced the development dataset
in our table with our ArTrivia dev dataset. Compar-
ing rows 7 and 8 shows how significantly the TyDi
training set underperforms against our ArTrivia
with a margin of 8.4 in the F1 score and 10.4 in
the EM score. Considering that ArTrivia includes
a manual quality control phase that examines ev-
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Row Train Size Eval Size Train Data Eval Data EM F1
1 14,805 921 TyDiTrain TyDiDev-Full 74.5 86.8
2 10,045 921 ArTrivia TyDiDev-Full 49.1 60.7
3 24,805 921 ArTrivia + TyDiTrain TyDiDev-Full 74.7 86.6
4 14,805 621 TyDiTrain TyDiDev-Short 74.9 84.3
5 10,045 621 ArTrivia TyDiDev-Short 70.0 79.9
6 24,805 621 ArTrivia + TyDiTrain TyDiDev-Short 75.7 85.1
7 14,805 1,700 TyDiTrain ArTriviaDev 79.0 84.9
8 8,345 1,700 ArTriviaTrain ArTriviaDev 89.4 93.3
9 23,150 1,700 TyDiTrain + ArTriviaTrain ArTriviaDev 89.5 93.0

Table 5: The Exact Match (EM) and F1 scores of the AraELECTRA model using different setups for Training
and Development datasets with ArTrivia and TyDi QA. In the TyDiDev-Short setup, questions that ask about entity
descriptions (e.g., "Who is Alfred Nobel?") were excluded since these questions typically have long answers.

ery example in our development set, it is clear that
the decline in performance with the TyDi is not
attributed to the poor quality of ArTrivia. This
suggests that ArTrivia presents a more challenging
question to TyDi.

In Figure 5, we present examples that highlight
the challenges our dataset poses for the TyDi QA
dataset. The Figure illustrates that in the majority
of these examples, the Language Model tends to
select the first entity corresponding to the question
type. For example, when the question asks about a
person entity, such as a novel author, and the pas-
sage has another person’s name before the actual
answer, the Language Model often selects the first
name mentioned in the passage. This pattern is
consistently observed with dates, places, and other
types of entities as well. These cases raise impor-
tant questions about whether the Language Model
relies on context to answer a given question or if it
simply adapts to common patterns associated with
question words (e.g., when, where, who). This also
suggests that we could build a more challenging
QA dataset in the future based on these observa-
tions.

Finally, we should also note that by contrast-
ing rows 5 and 7, we can observe that ArTrivia
present more tolerance for out-of-distribution issue
than TyDi. Furthermore, upon comparing rows 3,
6, and 9, we can conclude that combining TyDi
and ArTrivia as complementary datasets achieves
almost the best score against TyDi and ArTrivia
devolvement datasets.

6 Conclusion

In this paper, we introduce ArTrivia, a novel dataset
consisting of over +10,000 question triplets, cover-

ing a wide range of 18 diverse topics. We present a
detailed description of our proposed pipeline and
conduct a comprehensive analysis of the contri-
bution of each component to overall performance.
While most of the existing research on Question
Answering datasets primarily focuses on question
formulation and passage selection, our work em-
phasizes the overlooked, yet crucial, role of answer
normalization in the quality of QA datasets. Our
results also highlight the out-of-distribution issue
within TyDi when presented with more challenging
questions. In future work, we plan to adapt our pro-
posed pipeline to different domains and languages
such as creating a new Multi-Language QA dataset.

Ethics Statement

The ArTrivia dataset is collected from different
sources of Arabic Wikipedia structured datasets.
These datasets are populated by human annotators
(Wikipedia Contributors). Wikipedia adapts the
Neutral point of view (NPOV) policy 4, defined as
"representing fairly, proportionately, and, as far as
possible, without editorial bias, all the significant
views that have been published by reliable sources
on a topic."
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Limitations

ArTrivia uses Wiki Tables from Arabic Wikipedia
to generate a large proportion of the dataset. One
limitation of this method is that it lacks having
more complicated questions such as "Why" ques-
tions, as shown in Table 3. In the future, we plan to
overcome this limitation by finding new methods to
retrieve these types of questions from new sources
of structured data in Wikipedia.

Moreover, another limitation of this work is that
we have a limited number of structured tables in
Arabic Wikipedia. However, we plan to overcome
this limitation by using machine translation of ta-
bles from English Wikipedia. Using machine trans-
lation for a dataset like SQuAD may not yield op-
timal results. However, using machine translation
with our method that uses a table from Wikipedia
may yield better results since we often in this case
translate entities in the table rather than translating
complete passages.

Finally, another limitation of our dataset creation
method is that we use a fixed term to generate
question-answer pairs for each set of relationships
from WikiTable and WikiData. However, this limi-
tation can be easily overcome by using LLMs (e.g.
ChatGPT) to generate the question phrase for each
relationship in the structured dataset.
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Topic #Questions
Inventions and Discoveries ( �HA 	̄ A ����» @ð �HA«@Q�� 	g@ ) 231

Global Literature ( �éJ
ÖÏ A« �HAK
@ðP ð H. X


@ ) 455

Arabic Literature ( �éJ
K. Q« �é 	ªËð H. X


@ ) 469

Cartoon Movies and Manga ( �èPñ�Ó ���̄ð 	àñ�KQ» ÐC 	̄ 
@ ) 284

Economy and Business ( ÈAÔ«


@ð XA��J�̄ @ ) 210

History ( t�'
PA�K ) 1645

Dates of Birth/Death of Famous people ( �èQ�
îD�� �HAJ
�	m��� �èA 	̄ðð XCJ
Ó t�'
PA�K ) 1274

Geography ( AJ
 	̄ @Q 	ªk. ) 1714

Awards and Prizes ( H. A
�®Ë @ð 	Q
K @ñk. ) 355

Countries and Currencies ( �HCÔ«ð ÈðX ) 339

Sports and Olympic Games ( �éJ
J. ÖÏð@ H. AªË@ð
�é 	�AK
P ) 740

Global Cinema ( �éJ
ÖÏ A« ÐC 	̄ 
@ð AÒ 	J�
� ) 107

Arabic Cinema ( �éJ
K. Q« ÐC 	̄ 
@ð AÒ 	J�
� ) 409

Press and Media ( ÐC«@
ð
�é 	̄ Am�� ) 141

Science and Astronomy ( ½Ê 	̄ð ÐñÊ« ) 955

Food and National Dishes ( éJ
 	J£ð ��AJ.£@ð Z@ 	Y 	« ) 76

Art ( 	á 	̄ ) 133

Others ( øQ 	k


@ �HAÓñÊªÓ ) 508

Total 10,045

Table 6: Topics distribution in ArTrivia Dataset. To have an accurate topics distribution of our dataset, we manually
annotate the topic category for each question.
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القسم السؤال

اختراعات واكتشافات من ھو مخترع الرادار؟

أدب عالمي من ھو الشاعر المسرحي العظیم صاحب مسرحیات : یولیوس قیصر، الملك لیر، ھاملت، ماكبث؟

أدب عربي من ھو الشاعر العربي الذي اشتھر بعشقھ المتبادل مع لیلى الأخیلیة؟

أفلام كرتون من ھي الشخصیة الرئیسة في سلسلة المحقق كونان ؟

اقتصاد وأعمال ماھو اسم المؤشر المالي الذي اخترعتھ مجلة ذي إیكونومیست عام 1986؟

تاریخ من ھو مؤسس سلالة تانغ الحاكمة؟

تاریخ میلاد ووفاة شخصیات شھیرة متى ولد مایكل أنجلو؟

جغرافیا أین تقع صحراء باتاغونیا ؟

جوائز وألقاب من ھو العالم المصري الحائز على جائزة نوبل في الكیمیاء ؟

دول وعملات ما ھو اسم الطائر الوطني لدولة الأردن ؟

ریاضة و ألعاب أولمبیة من ھي صاحبة الرقم القیاسي الأولمبي للسیدات في سباق 200 متر؟

سینما عالمیة من كان البطل الرئیسي في فیلم فورست غامب؟

سینما عربیة من مخرج فیلم سواق الأتوبیس؟

صحافة وإعلام من قام بتأسیس صحیفة الدیلي میل ؟

علوم وفلك ھل التسارع كمیة متجھة أم قیاسیة ؟

غذاء وأطباق وطنیة ماھي الدولة التي تشتھر بطبق المروزیة ؟

فن من ھو الفنان صاحب لوحة معركة الإسكندر في إسوس؟

معلومات أخرى ماھو الشھر السریاني الذي یقابل شھر یولیو؟

Figure 3: Examples of ArTrivia dataset from 18 different diverse topics.
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Question Category

Who invented the Radar? Inventions and Discoveries

Who is the great poet and playwright who wrote the 
plays: Julius Caesar, King Lear, Hamlet, and Macbeth? Global Literature

Who is the Arab poet who is famous for his mutual love 
with Laila Al-Akhiliya? Arabic Literature

Who is the main character in the Detective Conan series? Cartoon Movies

What is the name of the financial indicator that was 
invented by The Economist magazine in 1986? Economy

Who is the founder of the Tang dynasty? History

When was Michelangelo born? Dates of Birth/Death of Famous people 

Where is the Patagonian desert located? Geography

Who is the Egyptian scientist who won the Nobel Prize in 
Chemistry? Awards and Prizes

What is the name of the national bird of Jordan? Countries and Currencies

Who is the women's Olympic record holder in the 200 
meters? Sports and Olympic Games

Who plays the hero role in Forrest Gump? Global Cinema

Who is the director of the movie The Bus Driver? Arabic Cinema

Is acceleration a vector or scalar quantity? Science and Astronomy

Who founded the Daily Mail? Press and Media

Which country is famous for its Marouzia dish? Food and National Dishes

Who is the artist who painted The Battle of Alexander at 
Issus ?

Art

What is the Syriac month that corresponds to July? Others

Figure 4: Examples of ArTrivia dataset from 18 different diverse topics. This is the English Translation of Figure 3.
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السؤال : ماھي المدینة التي استضافت الالعاب الاولمبیة عام 1936؟ 
القطعة النصیة : المانیا في الالعاب الاولمبیھ لدي الالعاب الاولمبیھ شعبیھ عند الالمان، المانیا ایام الامبراطوریھ كانت اول الدول التي شاركت في الالعاب الاولمبیھ الصیفیھ 1896 في اثینا في الیونان وشاركت في اول 5 العاب اولمبیھ، لكنھا لم تشارك في 

اولمبیاد 1920 و 1924 احتجاجا علي عدم استضافھ برلین للاولمبیاد والتي اختیرت مسبقا قبل الحرب العالمیھ الاولي، وثم عادت المانیا للمشاركھ في 1928 بعد ان تم السماح لبرلین باستضافھ الالعاب الاولمبیھ في 1936، استضافت مدینھ برلین عاصمھ 
المانیا الالعاب الاولمبیھ الصیفیھ 1936 في ایام حكم ادولف ھتلر وانھت المانیا الاولمبیاد في صداره جدول المیدالیات، بعد انقسام المانیا الي المانیا الشرقیھ و المانیا الغربیھ .

الجواب الصحیح : برلین
الجواب المقترح : اثینا

Question : What city hosted the Olympic Games in 1936?
Passage : Germany in the Olympic Games The Olympic Games are popular with the Germans. Germany in the days of the empire was the first country to participate in the 1896 
Summer Olympics in Athens, Greece, and participated in the first 5 Olympic Games, but it did not participate in the 1920 and 1924 Olympics in protest against Berlin not hosting the 
Olympics, which It was chosen in advance before World War I, and then Germany returned to participate in 1928 after Berlin was allowed to host the Olympic Games in 1936. The city 
of Berlin, the capital of Germany, hosted the 1936 Summer Olympics during the days of Adolf Hitler’s rule, and Germany finished the Olympics at the top of the medal table, after 
Germany was divided into East Germany and West Germany .
Actual Answer : Berlin
Prediction : Athens

السؤال : ماھو اسم المسلسل الكرتوني یتحدث المسلسل عن ابن التاجر ھیثم أحد التجار المشھورین في العراق، ورحلاتھ مع صدیقیھ علي بابا وعلاء الدین وطائره یاسمینة؟
القطعة النصیة : مغامرات سندباد ھو مسلسل رسوم متحركھ یاباني من اخراج فومیو كوروكاوا ومن انتاج شركھ نیبون انیمیشن ویحوي 52 حلقھ. تاریخ عرضھ لاول مره كان في 1 اكتوبر 1975 واستمر حتي 29 سبتمبر 1976. مسلسل مغامرات سندباد 

یقوم في الاصل علي القصص القدیمھ المعروفھ الف لیلھ ولیلھ وفي قصص الف لیلھ ولیلھ السندباد ھو بحار عربي من بغداد یھوي الابحار والمغامرات وتحكي قصصھ والمصاعب التي یواجھھا ویتغلب علیھا وسندباد ھنا تاجر مسافر یبحر احیانا واحیانا اخري 
یسافر بجملھ علي البر. القصھ. سندباد بطل المسلسل ھو ابن التاجر ھیثم احد التجار المشھورین في مدینھ بغداد، لھ صدیق اسمھ حسن (یفترض انھ الشاطر حسن) وھو فتي.

الجواب الصحیح : مغامرات سندباد
الجواب المقترح : یاباني

Question : What is the name of the cartoon series that talks about the son of the merchant Haitham, one of the famous merchants in Iraq, and his travels with his friends Ali Baba and 
Aladdin and his pet, Yasmina?
Passage : The Adventures of Sinbad is a Japanese animated series directed by Fumio Kurokawa and produced by Nippon Animation. It contains 52 episodes. The date of its first 
showing was on October 1, 1975 and continued until September 29, 1976. The series The Adventures of Sinbad is originally based on the well-known old stories One Thousand and 
One Nights. In the stories of One Thousand and One Nights, Sinbad is an Arab sailor from Baghdad who loves sailing and adventures. His stories are told and the difficulties that he and 
Sinbad face and overcome. Here is a traveling merchant who sometimes sails and sometimes travels wholesale on land. the story. Sinbad, the hero of the series, is the son of the 
merchant Haitham, one of the famous merchants in the city of Baghdad. He has a friend named Hassan (presumably the smart one Hassan), who is a young man.
Actual Answer : The Adventures of Sinbad
Prediction : Japanese

السؤال :من ھو مبتكر شخصیة أرسین لوبین؟
 Je القطعة النصیة : الفرنسیین جول رونارد والفونس دودیھ، لكن دون تحقیق نجاح جماھیري. خلال تواجده بباریس رافق كبار الكتاب الفرنسیین امثال ستیفان مالارمي والفونس الیھ. في عام 1901 نشر كتابھ «الحماس». في عام 1905 وبطلب من مدیر مجلھ

sais tout، بدا لوبلان بكتابھ قصص ارسین لوبین ولاقت ھذه القصص نجاحا جماھیریا فاجئ الكاتب وصنع لھ طریق الشھره والثروه. في عام 1907 بدا لوبلان بكتابھ روایات كاملھ حول ارسین لوبین، ونظرا لنسبھ المبیعات الجیده التي حققتھا ھذه الاعمال، 
قرر الكاتب ان یكرس باقي اعمال مسیرتھ لھذه الشخصیھ، لبتلغ 21 ما بین روایات وقصص قصیره. وتماما مثل كونان دویل وشخصیتھ شرلوك ھولمز، حاول موریس لوبلان التخلص

الجواب الصحیح : [موریس لوبلان, لوبلان]
الجواب المقترح : جول رونارد والفونس دودیھ

Question : Who is the creator of the character Arsène Lupine?
Passage : The Frenchmen Jules Renard and Alphonse Daudet, but without achieving mass success. During his stay in Paris, he accompanied major French writers such as Stephane 
Mallarmé and Alphonse to him. In 1901, he published his book “Enthusiasm.” In 1905, at the request of the director of Je sais tout magazine, Leblanc began writing the stories of Arsène 
Lupine, and these stories met with a popular success that surprised the writer and paved the way for him to fame and fortune. In 1907, Leblanc began writing entire novels about Arsène 
Lupin, and due to the good sales achieved by these works, the writer decided to devote the rest of his career to this character, amounting to 21 novels and short stories. Just like Conan 
Doyle and his character Sherlock Holmes, Maurice LeBlanc tried to get away
Actual Answer : [ Leblanc , Maurice LeBlanc ]
Prediction : Jules Renard and Alphonse Daudet

السؤال : من ھو الحاصل على جائزة نوبل للسلام لعملھ كرئیس لمكتب السلام الدولي؟
القطعة النصیة : لوني لافونتین (1854-1949) كانت نسویھ بلجیكیھ وداعیھ بارزه للسلم. ناشطھ في الكفاح النسوي الدولي، كانت عضوا في الرابطھ البلجیكیھ لحقوق النساء، المجلس الوطني البلجیكي للمراه والرابطھ النسائیھ الدولیھ للسلام والحریھ. كان شقیقھا 
ھنري لافونتین، محام بلجیكي عالمي ورئیس مكتب السلام العالمي الذي حصل علي جائزه نوبل للسلام في عام 1913، وكان ایضا مدافعا قدیما عن حقوق النساء وحق الاقتراع، واسس عام 1890 الرابطھ البلجیكیھ لحقوق النساء. انشات المكتب المركزي لتوثیق 

النساء عام 1909 بالقرب من مشروع موندانیوم، الذي انشاه بول اوتلیت وشقیقھ ھنري لافونتین ولمفھوم التوثیق، وانشات في منزلھا الخاص مكتبھ للاتحاد البلجیكي لحقوق النساء، لتساعد النساء في خیاراتھم المھنیھ. توفیت
الجواب الصحیح : ھنري لافونتین
الجواب المقترح : لوني لافونتین

Question : Who won the Nobel Peace Prize for his work as head of the International Peace Bureau?
Passage : Lonnie La Fontaine (1854-1949) was a Belgian feminist and prominent pacifist. Active in the international feminist struggle, she was a member of the Belgian League for 
Women's Rights, the Belgian National Council of Women and the Women's International League for Peace and Freedom. Her brother, Henri La Fontaine, was an international Belgian 
lawyer and head of the Universal Peace Bureau who won the Nobel Peace Prize in 1913. He was also a long-time advocate of women's rights and suffrage, and in 1890 founded the 
Belgian League for Women's Rights. She established the Central Office for Documentation of Women in 1909 near the Mondanium project, which was established by Paul Otlet and his 
brother Henri La Fontaine and for the concept of documentation, and she established in her private home an office for the Belgian Federation for Women’s Rights, to help women in 
their professional choices. She died
Actual Answer : Henry La Fontaine
Prediction  : Lonnie LaFontaine

السؤال : ماھو العدد الذري لعنصر النیتروجین؟
القطعة النصیة : العظیم مباشره. اما باقي العناصر ذات كتل ذریھ اثقل من الھیدروجین والھیلیوم فقد نشات «طـبخت» في قلب النجوم حیث الحراره العالیھ التي تفوق 14 ملیون درجھ مئویھ واحیانا تصل الي ملیار درجھ مئویھ بحسب كتلھ النجم. في النجوم 
تتكون العناصر الاثقل من الھیدروجین والھیلیوم عن طریق اندماجھا النووي وتتكون العناصر منھا اللیثیوم (العدد الذري 3) والكربون (العدد الذري 6) والنیتروجین (وعدده الذري 7) والاكسجین (عدده الذري 8) والصودیوم (العدد الذري 11) وھكذا حتي 

الحدید وعدده الذري 26. اما العناصر الاثقل من ذلك فھي تتكون خلال انفجار النجوم فیما یسمي مستعرات عظمي. عندما تقترب نھایھ عمر نجم كبیر تنفجر وتبعثر كمیات ھائلھ
الجواب الصحیح : 7

الجواب المقترح : 26

Question : What is the atomic number of nitrogen?
Passage : Great directly. As for the rest of the elements with atomic masses heavier than hydrogen and helium, they originated and were “cooked” in the core of stars, where the 
temperature is high, exceeding 14 million degrees Celsius and sometimes reaching a billion degrees Celsius, depending on the mass of the star. In stars, the heavier elements are 
formed from hydrogen and helium through nuclear fusion. The elements are composed of lithium (atomic number 3), carbon (atomic number 6), nitrogen (atomic number 7), oxygen 
(atomic number 8), sodium (atomic number 11), and so on, even iron (atomic number 11). 26. As for the elements heavier than that, they are formed during the explosion of stars in 
what are called supernovae. When a large star approaches the end of its life, it explodes and scatters huge amounts of energytheir professional choices. She died
Actual Answer : 7
Prediction  : 26

Figure 5: Examples of TyDi-based AraELECTRA’s incorrect predictions on the ArTrivia development dataset.
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Figure 6: The entity (Article Title ) description in Wikipedia. This entity description can be accessed manually for
any page in Arabic Wikipedia by clicking on tools ( �H@ðX



@ ), then page information ( �éj 	®�Ë@ �HAÓñÊªÓ).
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Abstract

In digital communication, emoji are essential
in decoding nuances such as irony, sarcasm,
and humour. However, their incorporation in
Arabic natural language processing (NLP) has
been cautious because of the perceived com-
plexities of the Arabic language. This paper
introduces ArSarcasMoji, a dataset of 24,630
emoji-augmented texts, with 17. 5% that shows
irony. Through our analysis, we highlight spe-
cific emoji patterns paired with sentiment roles
that denote irony in Arabic texts. The research
counters prevailing notions, emphasising the
importance of emoji’s role in understanding
Arabic textual irony, and addresses their po-
tential for accurate irony detection in Arabic
digital content.

1 Introduction

Irony, sarcasm, and humour are intricate forms of
expression that craft messages in nuanced, playful,
or mock-serious tones. Although they might inter-
sect in their application, each has a unique meaning
and utility. Irony portrays situations or statements
contrary to what is expected, manifesting verbally
or situationally (Abrams and Harpham, 2009). Sar-
casm, a specific facet of irony, employs language
with a sharp, often bitter tone to mock or critique,
often with exaggerated emphasis (Partridge, 1997).
Within the Arabic social media sphere, sarcasm
often serves as a tool for social commentary or
political satire, acting as a medium to challenge au-
thority and examine social norms and values (Zid-
jaly, 2017; Mohammed et al., 2020; Abu Farha
and Magdy, 2022). Humour, while encompassing
elements of irony, specifically denotes the ability
to evoke amusement or laughter (Martin and Ford,
2018). It manifests itself in diverse formats, from
jokes and puns to witty remarks. In Arabic digital
communication, humour is praised for its prowess
in communicating intricate emotions and fostering
positive sentiments in a light-hearted and engag-

ing manner (Banikalef et al., 2014; Alkhalifa et al.,
2022).

In today’s digital age, emoji have emerged as
powerful tools in the linguistic landscape. These
are small digital icons that are used to convey emo-
tions or ideas. Although once dismissed as mere
decorative elements, they are now acknowledged
for their crucial role in amplifying and clarifying
textual sentiments, moods, and intentions (Danesi,
2017; Cohn et al., 2019; Hakami et al., 2020). By
providing much needed context, especially on plat-
forms where vocal tonalities and facial cues are
absent, emoji enrich the emotional depth of a mes-
sage. They have become instrumental in detecting
nuances such as sarcasm and humour, underscoring
their importance in contemporary studies of natural
language processing (NLP) (Rohanian et al., 2018;
Hayati et al., 2019; Chiruzzo et al., 2020; Castro
et al., 2018).

Although the importance of emoji in the deci-
phering of textual context is undeniable, there ex-
ists a contrasting trend in Arabic NLP. Given the
inherent intricacies of the Arabic language, char-
acterised by its rich morphological structures and
multifaceted semantics, many researchers opt to
exclude emoji when analysing irony. This practise
stems from the belief that emoji could introduce an
additional layer of complexity, potentially divert-
ing the focus from the linguistic nuances unique
to Arabic. As such, despite the global trend of
integrating emoji into textual analysis, there is a
cautious approach within Arabic NLP circles, un-
derscoring the challenges and distinctiveness of the
Arabic linguistic landscape.

In response to this observed gap in Arabic NLP
research, this paper presents the community with
a unique dataset (ArSarcasMoji) consisting of
24,630 short texts enriched with emoji (4,320 are
ironic and 20,310 are not) 1. Our exploration goes
beyond conventional analyses to illustrate the cru-

1Click here to download ArSarcasMoji.
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cial role these emoji play in discerning sarcasm and
humour within the texts. Through careful analysis,
we show that emoji are not just additional symbols,
which goes against common beliefs. Instead, they
often hold the key to unmasking the ironic intent
behind a statement.

In this paper, we test this claim as follows. For
a text to be labelled as ironic, it must feature a
specific emoji pattern with distinct sentiment roles.
Accordingly, our research focuses on three main
questions:

• Q1: Which emoji patterns are indicative of
irony in Arabic texts?

• Q2: In what manner do these emoji convey
irony through their sentiment roles?

• Q3: How effectively does the synergy of these
emoji patterns and their associated sentiment
roles pinpoint irony?

Providing ArSarcasMoji dataset along with this
analysis underscores the indispensable value of
emoji in enhancing our understanding of textual
irony in the Arabic informal social media language.

The remainder of this paper is organised as fol-
lows. Section 2 reviews related work; Section 3
presents the study methodology; Section 4 presents
the analysis of the dataset. Finally, in Section 5
we draw conclusions from this work along with
some recommendations for future work as well as
highlight its limitations.

2 Related Work

Sarcasm and humour, two intricate linguistic phe-
nomena, have garnered significant attention in the
field of NLP. Their detection in textual data is
paramount for improved sentiment analysis, bet-
ter content recommendation, and the promotion of
nuanced human-machine interactions.

In the fast-evolving domain of NLP, the chal-
lenge of irony detection in Arabic stands out, given
the language’s diverse dialects and rich linguistic
intricacies. Sentiment analysis has long wrestled
with this complexity, primarily due to the nuances
of spotting indirect phrasing that often conveys
meanings contrary to their overt expressions. Tak-
ing steps in this area, Abu Farha and Magdy (2020)
introduced the ArSarcasm dataset. Derived from
reannotating existing Arabic sentiment datasets,
ArSarcasm features 10,547 tweets with 16% la-
belled sarcastic. The research highlighted the sub-
jective challenges of sentiment annotation and the

diminished efficacy of modern sentiment analysis
systems when confronted with sarcasm. Further-
more, a BiLSTM-based model they developed for
sarcasm detection achieved an F1 score of 0.46,
underscoring the task’s complexity. However, a
notable limitation in their study was the neglect of
the roles of emoji, which often play a pivotal role
in conveying and deciphering sarcasm in textual
communications.

In the following step, a research study by Al-
Mazrua et al. (2022) unveiled the Sa’7r, a Saudi-
specific irony dataset derived from 19,810 tweets
(8,089 of which were labelled ironic). In their en-
deavour, they trained an array of classifiers, encom-
passing machine learning models like KNN, LR,
SVM, and NB, as well as deep learning contenders
such as BiLSTM and AraBERT. Among these, the
SVM algorithm emerged as the most proficient
in traditional techniques, boasting an accuracy of
0.68, while in the deep learning arena, AraBERT
led with an impressive 0.71 accuracy. This estab-
lishes AraBERT as a primary tool for discerning
irony within the nuances of Saudi dialects. How-
ever, the study did not highlight the feature of emoji
in this task.

In parallel, Alkhalifa et al. (2022) paved the
way with a distinctive dataset of 10,039 tweets,
covering various Arabic dialects and Modern
Standard Arabic, meticulously annotated for hu-
mourous and non-humourous content. With rig-
orous pre-processing steps, including Arabic nor-
malisation and the pruning of unrelated text, the
CAMeLBERT-DA model achieved an accuracy
of 72.11%. Despite that, a critical gap was the
dataset’s exclusion of emoji.

In today’s digital era, emoji are instrumental in
relaying sentiments, particularly in the realm of
irony. This oversight in the already-existing Arabic
datasets might hint at the datasets’ potential limita-
tion in truly capturing the intricacies of contempo-
rary Arabic sarcasm and humour, marking an area
ripe for further research and development. Hay-
ati et al. (2019) explored the central role of emoji
in irony detection in English texts. Observing the
under-representation of emoji in ironic tweets in
existing English datasets, they proposed an auto-
mated pipeline for more balanced data. Their find-
ings highlighted how emoji can transform text sen-
timent, converting straightforward statements into
ironic ones. They augmented the datasets, making
the models attuned to text and emoji signals, and,
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# Dataset Source Reference Initial Emoji-Texts ArSarcasMoji

1 AraSenCorpus (Al-Laith et al., 2021) 280,739 20,657
2 ArCovid_19 (Haouari et al., 2021) 45,440 5
3 ASAD (Alharbi et al., 2020) 11,969 1
4 TEAD (Abdellaoui and Zrigui, 2018) 11,950 1,343
5 ArSAS (Elmadany et al., 2018) 6,070 1,113
6 ATSAD (Abu Kwaik et al., 2020) 3,775 666
7 Kawarith (Alharbi and Lee, 2021) 2,975 208
8 ArSarcasm (Abu Farha and Magdy, 2020) 1,093 19
9 SS2030 (Alyami and Olatunji, 2020) 1,061 244

10 SemEval_2018_Task1_Task2 (Mohammad et al., 2018) 668 196
(Barbieri et al., 2018)

11 DART (Alsarsour et al., 2018) 599 89
12 ArSenTD-Lev (Baly et al., 2018) 389 51
13 SemEval_2017_Task4 (Rosenthal et al., 2017) 263 20
14 L-HSAB Dataset (Mulki et al., 2019) 65 8
15 SyriaTweets (Salameh et al., 2015) 64 10

Total 367,120 24,630

Table 1: ArSarcasMoji dataset resources.

when analysing the SemEval 2018 dataset (Mo-
hammad et al., 2018), observed distinct patterns of
emoji usage between ironic and non-ironic tweets,
highlighting the vital role of emoji in sentiment
interpretation.

Hakami et al. (2022b) explored similar emoji
behaviour in Arabic texts. Their research posited
an innovative approach towards understanding the
sentiment implications of emoji, particularly within
Arabic textual frameworks. The findings reaffirm
that an emoji’s sentiment role can oscillate among
three paradigms: negative, neutral, or positive.
Specifically, an emoji can function as an Empha-
sizer, Indicator, Mitigator, Reverser, or Trigger
of negative or positive sentiments within a textual
context. There was also an intriguing proposition
that certain emoji can exert a Neutral Effect essen-
tially leaving the text with a neutral sentiment. In
distilling the gamut of roles that emoji can play in
sentiment analysis, this research provided invalu-
able insights for scholars seeking to understand the
nuanced interplay of emoji and text.

Expanding on the emoji-sentiment-roles model
by Hakami et al. (2022b), we formulated an irony
classification technique that allowed the creation of
the ArSarcasMoji dataset. Details are as follows.

3 Methodology

3.1 Data Resources and Pre-processing
To create our comprehensive dataset, we began
by amalgamating data from 15 distinct Arabic so-
cial media datasets, as referenced in Table 1. This
aggregation resulted in 367,120 emoji-inclusive

tweets from Twitter, which we designated as the
Emoji-Text dataset. From this rich collection, we
derived a parallel Plain-Text dataset by extracting
the same tweets while removing their emojis. Fol-
lowing the cleaning and normalisation procedures
outlined in (Hakami et al., 2021), both data sets
were subjected to sentiment annotation using five
Arabic sentiment classifiers: Mazajak (Abu Farha
and Magdy, 2019), CAMeL-Tools (AraBERT and
mBERT) (Obeid et al., 2020), ASAD (Hassan et al.,
2021), and the lexicon-based method presented by
(Hakami et al., 2022b). Only tweets with sentiment
labels that garnered unanimous agreement across
all classifiers were preserved, narrowing our data
set to concise 24,630 tweets. Conclusively, we ap-
plied the methodology delineated by Hakami et al.
(2022b) to pinpoint the sentimental roles of dif-
ferent emoji patterns present within these concise
tweets.

3.2 Irony Classification Model
Our irony detection model within textual content
is based on two primary features: the presence of
a distinct emoji pattern (referred to as the “ironic
emoji pattern”) and the sentiment role this pattern
assumes in the text. They are detailed below.

3.2.1 Ironic Emoji Patterns Identification
In addressing the first research question of this
study on the identification of ironic emoji patterns,
we primarily anchored our approach on a curated
set of emoji, termed as ‘seed’ emoji. These emoji
were selected due to their inherent ironic charac-
teristics, previously validated as markers of irony
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Sentiment Emoji

Positive

Negative

Table 2: Emoji seeds for ironic patterns extraction.

seed: ( ) seed: ( ) seed: ( )

seed: ( ) seed: ( ) seed: ( )

seed: ( ) seed: ( ) seed: ( )

Table 3: The most 100 correlated emoji to nine of the seed ironic emoji.

in studies such as (Wiguna et al., 2021; Weissman
and Tanner, 2018; Wang, 2022). Specifically, we
curated 23 emoji, both positive and negative ac-
cording to Hakami et al. (2021) and Hakami et al.
(2022a), presented in Table 2, hypothesising their
deliberate use in Arabic contexts as irony markers
(Mahzari, 2017; Abbas and Ubeid, 2021; Alshboul
and Rababah, 2021; Etman and Elkareh, 2021).
Merging these seed emoji with a selection from
the original 1,272 emoji in our initially collected
dataset (excluding all Flags, select Natures, and
the majority of Hearts emoji), we identified 15,101

distinct ironic emoji patterns. This ensemble com-
prises 8,990 positive, 543 neutral, and 5,568 neg-
ative patterns, each possessing various sentiment
roles with an ironic tilt. To improve clarity, we
illustrate the co-occurrence of the top 100 emoji
with nine foundational ironic seed emoji in Table
3, demonstrating the diverse sentiment-laden emoji
employed in Arabic ironic scenarios. We have
made these patterns openly accessible for future
research purposes2

2Click here to download Arabic ironic emoji patterns.
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3.2.2 Sarcasm/Humour Classifications
Addressing the second research question of the
study, we utilised the sentiment roles of the ironic
emoji patterns within the texts to determine their
ironic undertones.

To identify sarcastic texts, the classification was
based on the existence of certain predetermined
ironic emoji patterns tied to negative sentiment
roles in a rule-based manner. This was formulated
as follows:

Plain
Text +





Negativity Emphasizer Ironic Emoji

Negativity Indicator Ironic Emoji

Negativity Mitigator Ironic Emoji

Negativity Trigger Ironic Emoji

Negative Reverser Ironic Emoji

No-Effect (Negative | Neutral Ironic Emoji)





= Sarcastic
Text

On the other hand, for identifying humorous
texts, the classification centred on the existence of
certain predefined ironic emoji patterns that played
positive sentiment roles. This was formulated as
follows:

Plain
Text +





Positivity Emphasizer Ironic Emoji

Positivity Indicator Ironic Emoji

Positivity Mitigator Ironic Emoji

Positivity Trigger Ironic Emoji

Positive Reverser Ironic Emoji

No-Effect (Positive Ironic Emoji)





= Humorous
Text

3.2.3 Model Evaluation
Addressing the third research question of the study,
to evaluate this irony classification model, we uti-
lized two publicly available Arabic ironic datasets:
Sa’7r (AlMazrua et al., 2022) and ArSarcasm
(Abu Farha and Magdy, 2020). From the merged
datasets, we retained only those texts containing
emoji, amounting to 6,738 texts. Of these, 2,727
were labelled as ironic/sarcastic, while 4,011 were
not. To establish a balanced sample, we arbitrarily
chose 1,000 texts from both ironic and non-ironic
categories, resulting in a total of 2,000 evaluation
texts. Using the predefined ironic emoji patterns,
we categorized this sample into ironic and non-
ironic groups. We then gauged the efficacy of this
classification by comparing its resulting labels with
the benchmark’s labels. Impressively, our analy-
sis reported an accuracy of 0.91 when juxtaposed
with the benchmark set. The Cohen’s (κ) (McHugh,
2012) agreement between our classifications and
the benchmark annotations was also substantial,
scoring a 0.83.

While the pre-defined emoji patterns clearly in-
dicated irony in the texts, differentiating between
sarcasm and humour was not clear. To address this

ambiguity, we first identified the sentiment roles
of these emoji patterns, using the machine’s fusion
sentiment annotation technique, mentioned in the
data pre-processing step above, for both texts with
and without emoji. Based on the sentiments roles
plied by these emoji, we labelled the texts as either
sarcastic or humorous. To validate these labels, we
hand-annotated the sentiment of 600 representative
texts, split equally between the humorous and sar-
castic categories. Our irony classification model’s
analysis of this subset yielded impressive consis-
tency: a Cohen’s κ coefficient of 0.97 for humor-
ous (positive) texts and 0.95 for sarcastic (negative)
texts. These results underscore our model’s capa-
bility to discern between humorous and sarcastic
undertones in ironic Arabic texts.

Consequently, we employed this irony classifica-
tion model to categorize the 24,630 tweets in the
ArSarcasMoji dataset into sarcastic, humorous, and
not_ironic categories.

4 ArSarcasMoji Dataset Analysis

To the best of our knowledge, ArSarcasMoji is the
premier dataset in Arabic dedicated to the anal-
ysis of emoji, with a particular focus on ironic
behaviours. This dataset encompasses 24,630 Ara-
bic texts with emoji, as well as parallel versions
of these texts devoid of emoji. Both categories of
texts—with and without emoji—have undergone
sentiment annotation. Moreover, the sentiment
roles of emoji patterns and the ironic demeanour
of each emoji-inclusive text are clearly defined.
Delving into the ironic nature of emoji use, the
dataset boasts 4,320 ironic texts (3,573 classified
as sarcastic and 747 as humorous), in contrast to
20,310 non-ironic texts. The sentiment roles of the
emoji patterns, juxtaposed with their irony-induced
effects, are visualized in Figure 1. For a more illus-
trative insight, Figure 2 presents samples of both
sarcastic and humorous texts. A more in-depth
exploration of the dataset is provided subsequently.

4.1 Positive Texts
Of the dataset, 54.64% represents texts with a posi-
tive sentiment. Within this positive cohort, emoji
play pivotal roles, notably:

• Positivity Emphasizer: A substantial 53.26%
of emoji in these entries function as non-
verbal amplifiers of the text’s positive senti-
ment. From this pool, 5.39% are indicative of
humour. A tangible example showcasing an
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Figure 1: The distribution of sarcastic and humorous texts along with their emoji sentiment roles in the ArSarcasmoji
Dataset.

Figure 2: Examples of the resulting ironic texts and their corresponding emoji sentiment roles.
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emoji pattern’s humorous undertone is avail-
able in example (1) of Figure 2.

• Positivity Mitigator: 1.06% of the emoji serve
to tone down the text’s positive sentiment. In-
terestingly, 11.45% of these convey humour,
demonstrated in example (2) of Figure 2.

• Positivity Indicator: 0.22% of emoji signal
the inherent positive sentiment of the text. Of
these, 12.73% bear a humorous intonation, as
seen in example (3) of Figure 2.

• Positivity Trigger: A mere 0.069% of emoji
initiate a positive sentiment in the text, with
5.88% insinuating humour. This is exempli-
fied in example (4) of Figure 2.

• Positive Reverser: 0.020% of emoji intrigu-
ingly transform negative sentiments into posi-
tive ones. Among these, one pattern expresses
humour, illustrated in example (5) of Figure
2.

4.2 Neutral Texts

In the ArSarcasmoji dataset, neutral
texts—including those with mixed emotions
or devoid of sentiment—account for 0.73% of the
total. The emoji within these texts exclusively
serve a Neutral effect, with the same percentage
of 0.73%. The ironic nuances of these emoji
patterns vary depending on their sentiment labels,
as detailed below:

• Positive Emoji Patterns with Neutral Effect:
Within the set of texts featuring Neutral ef-
fect emoji patterns, 0.55% convey humour in
a positive context. This humorous manifesta-
tion of the emoji pattern can be observed in
example (6) of Figure 2.

• Neutral or Negative Emoji Patterns with Neu-
tral Effect: Among the texts showcasing Neu-
tral effect emoji patterns, 1.1% exude sarcasm
with a negative undertone. An exemplification
of this sarcastic tone can be found in example
(7) of Figure 2.

4.3 Negative Texts

Within the ArSarcasmoji dataset, 44.63% of the
texts convey a negative sentiment. In these texts,
emoji serve distinct roles, primarily:

• Negativity Emphasizer: A notable 36.23%
of emoji in this subset act as non-verbal en-
hancers, magnifying the text’s negative senti-
ment. Of these, 24.57% have sarcastic impli-
cations. Examples (8) and (9) from Figure 2
provide clear demonstrations of this sarcastic
undertone.

• Negativity Mitigator: 7.73% of the emoji ap-
pear to modulate, reducing the intensity of
the text’s negative sentiment. Fascinatingly,
68.99% among these exhibit sarcasm, as show-
cased in example (10) of Figure 2.

• Negativity Indicator: 0.67% of the emoji di-
rectly indicate the text’s inherent negative sen-
timent. Within this category, 39.63% possess
a sarcastic tone, as illustrated in example (11)
of Figure 2.

• Negativity Trigger: An exceptional 0.008% of
emoji seem to spark a negative sentiment in
the text. Half of these (i.e., one text) carry a
sarcastic nuance, as depicted in example (12)
of Figure 2.

5 Conclusion and Future Work

This study ventured into the relatively uncharted
territory of emoji-augmented Arabic texts to dis-
cern nuances like humour and sarcasm. With the
introduction of the ArSarcasMoji dataset, we have
taken a pivotal step towards understanding the in-
terplay of emoji patterns and sentiment roles in
Arabic digital content. Our investigation has re-
vealed that contrary to established beliefs, emoji
play an indispensable role in accurately decoding
Arabic textual irony. Their integration does not
simply add another layer of complexity but rather
serves as an essential tool to unmask the true intent
behind statements.

Several avenues beckon exploration in the realm
of Arabic NLP. One promising direction is to delve
deeper into the multi-faceted semantics of the Ara-
bic language and how emoji can further contribute
to understanding other linguistic nuances, beyond
irony. Another avenue would be to expand our
dataset by incorporating different social media
platforms, thereby ensuring a holistic understand-
ing of emoji usage across the digital landscape.
Furthermore, a comparative study between emoji-
augmented Arabic texts and those of other lan-
guages might shed light on cultural nuances and
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their implications in NLP. Lastly, it would be in-
sightful to develop machine learning models that
can leverage the rich insights offered by the Ar-
SarcasMoji dataset for automated irony detection,
sentiment analysis, and beyond.

Limitations

While our study provides valuable insights into the
relationship between texts and emoji in the con-
text of irony detection on Twitter, it is crucial to
acknowledge its boundaries and constraints. These
limitations stem from both the dataset’s intrinsic
characteristics and the methodological choices we
made during the research process. Recognizing
these constraints not only underscores the areas
where caution should be exercised when interpret-
ing the results but also offers potential avenues for
future research. Here, we delineate some of the
principal limitations of our study:

• The dataset inadequately represents certain
emoji sentiment roles such as the Positivity
Trigger, Positive Reverser, Negativity Trigger,
and Negative Reverser due to the inclusion
of very few or even no texts corresponding to
these roles.

• The dataset restricts ironic emoji patterns
solely to facial expressions. However, the
irony in textual conversations can be conveyed
through various other emoji types, including
hand gestures, body language, objects, and
symbols, contingent on the context.

• The scope of irony detection in this study is
confined to the relationship between texts and
emoji. Incorporating other modalities like im-
ages, voice notes, and videos could signif-
icantly enrich irony detection by providing
a more holistic understanding of a conversa-
tion’s nuances.

• The dataset sources texts exclusively from
Twitter. A more comprehensive irony detec-
tion dataset might consider incorporating texts
from diverse platforms, such as WhatsApp or
Telegram, to capture full conversational con-
texts.

• Linguistic nuances, regional dialects, and cul-
tural contexts were not thoroughly accounted
for in the dataset. This could lead to misinter-
pretations or overlooking of ironic constructs
specific to certain cultures or languages.

• The dataset does not capture the temporal
evolution of emoji meanings. Emoji can
adopt new connotations over time, and a static
dataset might not accurately reflect these dy-
namic shifts.

• The potential influence of trending topics or
events on Twitter, which can temporarily mod-
ify the typical usage or meaning of certain
emoji, was not factored into our analysis.
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Abstract

Wikipedia articles are a widely used source of
training data for Natural Language Processing
(NLP) research, particularly as corpora for low-
resource languages like Arabic. However, it
is essential to understand the extent to which
these corpora reflect the representative contribu-
tions of native speakers, especially when many
entries in a given language are directly trans-
lated from other languages or automatically
generated through automated mechanisms. In
this paper, we study the performance implica-
tions of using inorganic corpora that are not
representative of native speakers and are gener-
ated through automated techniques such as bot
generation or automated template-based trans-
lation. The case of the Arabic Wikipedia edi-
tions gives a unique case study of this since the
Moroccan Arabic Wikipedia edition (ARY) is
small but representative, the Egyptian Arabic
Wikipedia edition (ARZ) is large but unrep-
resentative, and the Modern Standard Arabic
Wikipedia edition (AR) is both large and more
representative. We intrinsically evaluate the
performance of two main NLP upstream tasks,
namely word representation and language mod-
eling, using word analogy evaluations and fill-
mask evaluations using our two newly created
datasets: Arab States Analogy Dataset (ASAD)
and Masked Arab States Dataset (MASD). We
demonstrate that for good NLP performance,
we need both large and organic corpora; neither
alone is sufficient. We show that producing
large corpora through automated means can be
a counter-productive, producing models that
both perform worse and lack cultural richness
and meaningful representation of the Arabic
language and its native speakers.

1 Introduction

Natural Language Processing (NLP) plays a crucial
role in decision-making systems. For instance, it is
employed in resume parsers that assist in sorting
job candidates. NLP systems are typically designed

Figure 1: A sunburst visualization from our WIKIPEDIA
CORPORA META REPORT dashboard (discussed in
more detail in Appendix A) shows the percentage
of contributions of bots and humans in the Modern
Standard Arabic Wikipedia edition.

to analyze extensive collections of human text (cor-
pora) with the goal of deriving insights from human
behavior and generating recommendations on our
behalf (Wali et al., 2020). The normal, organic, and
representative corpora of human text produced by
native speakers (the main ingredients in NLP sys-
tems) convey many social concepts, including cul-
ture, heritage, and even historic biases (Bolukbasi
et al., 2016; Caliskan et al., 2017; Babaeianjelodar
et al., 2020; Cho et al., 2021; Chen et al., 2021).

One of the widely used human text corpora and
a common source of training data for NLP re-
search is Wikipedia articles (content pages), es-
pecially in languages other than English. In spe-
cific, Wikipedia articles are used to train many
Large Language Models (LLMs), such as ELMo
(Embeddings from Language Models), which has
been trained on the English Wikipedia and news
crawl data (Peters et al., 2018); BERT (Bidirec-
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tional Encoder Representations from Transformers)
has been trained on books with a crawl of English
Wikipedia (Devlin et al., 2018); GPT-3 (Generative
Pre-trained Transformer) has also been trained on
five large datasets including the English Wikipedia
(Brown et al., 2020); LaMDA (Language Model for
Dialogue Applications) and PaLM (Pathways Lan-
guage Model) were trained on a huge mixed dataset
that includes English Wikipedia articles (Thoppi-
lan et al., 2022; Chowdhery et al., 2022); and re-
cently, LLaMA (Large Language Model Meta AI)
was also pre-trained on the multilingual articles of
Wikipedia from June to August 2022, covering 20
languages with a percentage of 4.5% of its overall
training dataset size (Touvron et al., 2023).

Wikipedia corpora (editions) exist for over 300
of the over 7,000 languages spoken worldwide.
These corpora vary greatly in size and quality, yet
simply having a corpus of text in a certain language
does not mean that it is an organic corpus repre-
senting the culture of native speakers. While na-
tive speakers originally write some corpora, others
may be written by non-native speakers or translated
from other languages (Nisioi et al., 2016). Recent
research studied the Arabic Wikipedia editions:
Modern Standard Arabic (AR), Egyptian Arabic
(ARZ), and Moroccan Arabic (ARY), and found
that in the Egyptian Arabic Wikipedia edition more
than one million articles have been shallowly trans-
lated from English using either direct or template-
based translation, all by a single registered user
(Alshahrani et al., 2022). Alshahrani et al. (2022)
argued that these shallowly translated articles do
not echo the complex structure of the Arabic lan-
guage and its dialects and do not express the views
of Arabic speakers. In another recent research,
Alshahrani et al. (2023) observed that the top ten
Wikipedia editions (based on the total number of ar-
ticles) are mostly bot-generated or auto-translated.
To mitigate this problem, they introduced an en-
hanced Wikipedia depth metric, DEPTH+, used as
a rough indicator for the Wikipedia corpora quality,
where they quantified and removed bot-generated
Wikipedia articles and bot-made edits on those ar-
ticles. Both works claimed that these practices
of automation and translation could negatively im-
pact the performance of NLP systems trained on
these corpora, but they did not provide any empiri-
cal studies to show to which extent these practices
could implicate the performance of specific NLP
tasks and systems, including those using LLMs.

In this paper, we aim to bridge this gap by study-
ing the performance implications of using such
unrepresentative, inorganic corpora (produced by
template-based translation or automatic bots cre-
ation/generation) by intrinsically evaluating two
main NLP upstream tasks: word representation and
language modeling, using word analogy and fill-
mask evaluations, respectively, to capture syntactic
and semantic relations between words. We pur-
posely choose these intrinsic evaluations over ex-
trinsic evaluations such as text classification or ma-
chine translation because many studies have shown
that extrinsic and intrinsic evaluations’ results are
not consistently correlated, and the performance
of NLP downstream tasks is always task-specific
and can be significantly influenced by fine-tuning
procedures (Faruqui et al., 2016; Schröder et al.,
2021; Cao et al., 2022). We believe that evaluating
NLP upstream tasks intrinsically will give us useful
insights into the quality of the Arabic Wikipedia
editions’ corpora and show how the quality of cor-
pora affects the performance of these NLP tasks.

We, in the following sections, discuss the prob-
lem of the unrepresentative corpora (§2), highlight
the experimental setup of our study (§3), present
the word representation and language modeling
evaluations (§4 and §5), discuss the results and the
limitations of our work (§6 and §7), provide a brief
conclusion and offer future research ideas (§8).

2 Problem of Unrepresentative Corpora

The Wikipedia corpora (articles) unsurprisingly are
not only used to train the large multilingual LLMs
such as BERT (Devlin et al., 2018), LLaMA (Tou-
vron et al., 2023), or even mGPT (multilingual
GPT) (Shliazhko et al., 2022), but also have been
used to train the majority of the Arabic LLMs, like
AraBERT (Antoun et al., 2020), AraGPT2 (An-
toun et al., 2021b), AraELECTRA (Antoun et al.,
2021a), ARBERT and MARBERT (Abdul-Mageed
et al., 2021), AraT5 (Nagoudi et al., 2022), Jais
and Jais-chat (Sengupta et al., 2023), and recently,
AceGPT (Huang et al., 2023). Therefore, there is a
need to study Wikipedia’s corpora representative-
ness, specifically in the Arabic Wikipedia editions,
and to define the unrepresentativeness in its corpora
as well. In this work, we generally define unrep-
resentative Wikipedia corpora as “any Wikipedia
articles (content pages) that have been created,
generated, or edited without human involvement or
supervision”, such as automatically created, gen-
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erated, or edited Wikipedia articles using bots or
shallowly template-translated articles from other
highly resourced languages like English.

We study this problem from two perspectives:
template-translated corpora and bot-generated cor-
pora. For the template-translated corpora, Al-
shahrani et al. (2022) have studied the Arabic
Wikipedia editions and shown that more than one
million articles in the Egyptian Arabic Wikipedia
have been directly translated using simple tem-
plates that lack rich content from the English lan-
guage with the help of the off-the-shelf translation
tools like Google Translate. These translation tools
generally perform well, but not perfectly, and have
several serious problems, such as gender bias, that
could adversely affect the translated content (Prates
et al., 2020; Ullmann and Saunders, 2021; Lopez-
Medel, 2021). For the bot-generated corpora, a few
recent research have shed light on the bots’ activ-
ities on the Wikipedia project and their possible
negative impacts on the quality of Wikipedia cor-
pora (Tsvetkova et al., 2017; Zheng et al., 2019;
Alshahrani et al., 2023). The root problem with the
bots is that they can rapidly create Wikipedia arti-
cles (content pages) or edit the contents of those ar-
ticles without any humans in the loop (Adler et al.,
2008; Kang et al., 2021; Alshahrani et al., 2022).

WIKIPEDIA
TOTAL

ARTICLES

HUMAN
CREATED
ARTICLES

(%)

BOT
GENERATED
ARTICLES

(%)

Arabic (AR) 1,197,467 717,678
(59.93%)

479,789
(40.07%)

Egyptian (ARZ) 1,616,530 1,616,515
(99.99%)

15
(0.0001%)

Moroccan (ARY) 6,426 5,684
(88.45%)

742
(11.55%)

Table 1: Categorization of Arabic Wikipedia editions by
total articles, human-created articles, and bot-generated
articles. This does not include the inorganic template-
translated articles in the Egyptian Arabic Wikipedia.1

In this paper, we quantify the bots’ activities
in all Wikipedia editions and study the Arabic
Wikipedia editions closely, specifically activities on
their articles. We find that nearly 40% of articles in
the Arabic Wikipedia edition are bot-generated (as
demonstrated in Figure 1), and nearly 12% of arti-
cles in the Moroccan Arabic Wikipedia edition are
bot-generated, as shown in Table 1. Surprisingly,
the Egyptian Arabic Wikipedia edition has only 15

1Unlike the bots’ quantifications process, the quantification
of template-based translations is only specific to the Egyptian
Arabic edition. Wikipedia project does not track template-
based translation in its metadata as it does with bot generation.

bot-generated articles, even though it is heavily af-
fected by template-based translation activities (Al-
shahrani et al., 2022). We use Wikimedia XTools
API2 to identify Wikipedia articles’ authors and
exclude bot-generated articles from the Wikipedia
corpora. We also use Wikipedia’s “List Users” ser-
vice3 to retrieve the full list of bots in each Arabic
Wikipedia edition to help us disclose the articles
whose authors are in the bots list. We use the com-
plete Wikipedia dumps of each Arabic Wikipedia
edition, downloaded on the 1st of January 2023
(Wikimedia Foundation, 2023), process them using
Gensim Python library (Řehůřek and Sojka, 2010),
and preprocess them using tr Linux/Unix utility
and CAMeLTools Python toolkit for Arabic NLP
(Obeid et al., 2020). We extract all the Wikipedia
articles from the three Arabic Wikipedia editions:
Arabic, Egyptian Arabic, and Moroccan Arabic,
and preprocess them slightly, removing the diacrit-
ical marks and the Latin letters and numbers; we
do not apply stemming, lemmatization, or heavy
text normalization on them to have organic texts
(corpora) as much as possible.

2.1 Impact of Template-based Translation

Throughout this paper, to explore the impact of
template-based translation, we compare the perfor-
mance of models trained on the Egyptian Arabic
Wikipedia edition’s corpora that are dominated by
shallow template-based translation (Baker, 2022;
Alshahrani et al., 2022) to models trained on the
Modern Standard Arabic and Moroccan Arabic
Wikipedia editions’ corpora, which are not.

2.2 Impact of Bot-based Generation

Similarly, throughout this paper, to explore the im-
pact of bot-based generation, we compare the per-
formance of models trained on Modern Standard
Arabic and Moroccan Arabic Wikipedia editions’
corpora (with and without bot-generated articles).

3 Experimental Setup

In this work, we examine two key NLP upstream
tasks, namely word representation and language
modeling, using curated corpora of the Arabic
Wikipedia editions’ articles and intrinsically evalu-
ate them using two evaluation tasks on two newly
created datasets. We next describe the evaluation
tasks and our created datasets in more detail.

2XTools API: https://www.mediawiki.org/wiki/XTools.
3https://{wiki_code}.wikipedia.org/wiki/Special:ListUser.
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3.1 Evaluation Tasks

We use two evaluation tasks: word analogy and fill-
mask, to intrinsically evaluate the two main NLP
upstream tasks. In the following subsections, we
describe these evaluation tasks in more detail.

3.1.1 Word Analogy Task
The word analogy task was originally introduced
by Mikolov et al. (2013a), and the goal is to
find the missing word b? in the relation: a is to
a∗ as b is to b?, where b and b? are related by
the same direction as a and a∗. For example,
king:man∗::queen:woman?. Each analogy ques-
tion will be solved by calculating the target vector
b?, b? = b – a + a∗. We calculate the cosine simi-
larity between the target vector b? and the vector
representation of each word w in a given word em-
bedding vector V . We lastly get the most similar
word w to b?, following argmaxw∈V (sim(w, b – a
+ a∗)). If w = b? (the same word), we then assume
the given word embedding vector V has answered
the analogy question correctly.

We overcome the challenge of the Arabic words
having possible multiple variants by 1) extend-
ing the top K value (default K=1) to K={1, 5,
10} to search for the correct answer among the
returned list of most similar words and 2) intro-
ducing a generic search algorithm that takes the
word w and then searches for all its possible vari-
ants. We only consider looking into the variants of
Alefs { @
 ,



@ ,

�
@ , @}, Alef Maksura {ø , ø
 }, and

Teh Marbuta { é� , �é�}. For example, if the word
w is “ �è



@QÓ@ / woman”, then the lookup list of w’s

variants is: { è @QÓ@ , �è @QÓ@ , è


@QÓ@ , �è



@QÓ@
}.

3.1.2 Fill-Mask Task
Masked language modeling involves masking some
words in a sentence and predicting which words
should replace those masked words. The valuable
feature of this evaluation task is that it gives us a sta-
tistical understanding of the corpora on which our
Masked Language Models (MLMs) are trained. We
evaluate our MLM models that have been trained
on the Arabic Wikipedia editions’ corpora using
our created datasets. We utilize the “fill-mask”
pipeline of the Hugging Face with our MLM mod-
els (Wolf et al., 2020; Hugging Face, 2023a).

We follow the same approaches, as addressed
in subsection 3.1.1, to beat the challenge of the
Arabic words having possible multiple variants by
extending the MLM top K value (default K=10)

to K={10, 50, 100} and using the previously intro-
duced generic search algorithm that takes the word
w and searches for all its possible variants.

3.2 Created Datasets

We collect 20 Arab states with their correspond-
ing capital cities, nationalities, currencies, and on
which continents they are located.4 We deliberately
select the Arab states because they are facts and
cannot change even in different Arabic dialects,
like Egyptian and Moroccan Arabic. We, in the
following subsections, describe these two created
datasets in more detail.

3.2.1 Arab States Analogy Dataset
We generate the Arab States Analogy Dataset
(ASAD), consisting of four sets: country-capital
set, country-currency set, country-nationality set,
and country-continent set. Each set has 380 word
analogies, and the total number of word analogies
in the ASAD dataset is 1520. Table 2 demonstrates
an example of each set, along with their English
translations.

ASAD SET WORD ANALOGY EXAMPLE

Country-Capital
H. Q 	ªÖÏ @  AK. QË @ Qå�Ó �èQëA�®Ë @

Cairo Egypt Rabat Morocco

Country-Currency
ÑëPYË@ H. Q 	ªÖÏ @ éJ
 	Jm.Ì'@ Qå�Ó

Egypt Pound Morocco Dirham

Country-Nationality
ú
G. Q

	ªÖÏ @ H. Q 	ªÖÏ @ ø
 Qå�ÖÏ @ Qå�Ó
Egypt Egyptian Morocco Moroccan

Country-Continent AJ
 �®K
Q 	̄ 
@ H. Q 	ªÖÏ @ AJ
 �®K
Q 	̄ 
@ Qå�Ó
Egypt Africa Morocco Africa

Table 2: Word analogy examples from the Arab States
Analogy Dataset (ASAD) and their English translations.

3.2.2 Masked Arab States Dataset
We generate the Masked Arab States Dataset
(MASD), consisting of four categories: country-
capital prompts, country-currency prompts,
country-nationality prompts, and country-
continent prompts. Each prompts category has
40 masked prompts, and the total number of
masked prompts in the MASD dataset is 160. We
notice that some masked prompts could lead to
ambiguous masked prompts, which can be hard to
be answered by the MLMs, and to fix this issue,
we rephrase the ambiguous masked prompts, using

4We only drop two Arab states: the United Arab Emirates
( �èYj�JÖÏ @ �éJ
K. QªË@ �H@PAÓB
 @) and Comoros (QÒ�®Ë@ P 	Qk. ), because
they or their capital cities are written as open compound words
(two words), like Abu Dhabi (ú
æ.

	£ ñK.


@), which cannot be han-

dled directly by the word embedding models.
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the same facts/information about the Arab states.
For example, the masked prompt “The pound is the
currency of <mask>.” is ambiguous because many
Arab states, including Egypt, Sudan, Lebanon,
and Syria, use the pound as their currency, and
our rephrase/disambiguation of this masked
prompt is “The currency of Egypt is the <mask>.”.
Additionally, we add the masked prompts answers
(masked words) of each masked prompt to the
MASD dataset for the sake of validation and future
evaluation. Table 3 shows an example of each
masked prompts category, their masked prompts
answers, and their English translations.

MASD CATEGORY MASKED PROMPTS EXAMPLE

Country-Capital
.<mask> �éËðX �éÖÞ�A« ù
 ë �èQëA�®Ë @
Cairo is the capital of<mask>.

* MASKED ANSWER: Qå�Ó Egypt

Country-Currency
.<mask> ù
 ë Qå�Ó �éËðX �éÊÔ«

The currency of Egypt is the<mask>.
* MASKED ANSWER: éJ
 	Jm.Ì'@ Pound

Country-Nationality
.<mask> I. ª ��Ë@ I. k



@ ð Qå�Ó �éËðX I. k



@

I love Egypt, and I love the<mask> people.
* MASKED ANSWER: ø
 Qå�ÖÏ @ Egyptian

Country-Continent

.<mask> �èPA�̄ ú

	̄ Qå�Ó �éËðX ©�®�K

Egypt is located on the continent of<mask>.

* MASKED ANSWER: AJ
 �®K
Q 	̄ 
@ Africa

Table 3: Masked prompts examples with their answers
from the Masked Arab States Dataset (MASD) and their
English translations.

4 Word Representation Evaluations

Word embeddings are a well-known word represen-
tation technique used by modern NLP systems as
their backbone. They encode syntactic and seman-
tic relations between words in a text and represent
them in a low-dimensional space.

4.1 Impact of Template-based Translation

In the following subsections, we evaluate the per-
formance of the word embedding models using the
word analogy task and our ASAD dataset. Recall
we compare the performance of models trained on
the Egyptian Arabic Wikipedia edition’s corpora,
which are dominated by template-based translation,
to the performance of models trained on Modern
Standard Arabic and Moroccan Arabic Wikipedia
editions’ corpora, which are not.

4.1.1 Word Embedding Models
We train five context-independent word embedding
models on each Arabic Wikipedia edition’s cor-
pora using three different word representation algo-
rithms: Word2Vec (continuous bag of words (cbow)

and skip-gram), fastText (cbow and skip-gram),
and GloVe (Mikolov et al., 2013b; Bojanowski
et al., 2017; Pennington et al., 2014). We set these
unified parameters of the three algorithms to these
values: {vector-size=300, epochs=20, window-
size=2, min-count=1, alpha=0.03}.

WIKIPEDIA ARTICLES WORDS SENTENCES
AR 1,197,467 258,676,800 1,088,502

ARZ 1,616,530 65,565,053 728,340
ARY 6,426 720,334 5,394

Table 4: General statistics of the Arabic Wikipedia
editions in terms of the total number of articles, total
number of words, and total number of sentences.

Table 4 shows the Arabic Wikipedia editions’
corpora statistics and confirms the findings of
Alshahrani et al. (2022) that Egyptian Arabic
Wikipedia has poor content pages, a side effect
of the template-based translation. Although it has
the largest number of articles among other Arabic
Wikipedia editions, this large number of articles
does not reflect the content richness when compar-
ing the total words and sentences with the Modern
Standard Arabic Wikipedia edition.

4.1.2 Results of Word Analogy Task
We evaluate our word embedding models trained
on the Arabic Wikipedia editions’ corpora using
our introduced ASAD dataset. In Table 5, we can
see that increasing the top K value and search-
ing for words’ variants improves the accuracy met-
ric greatly. We also observe that the overall per-
formance of the word embedding models varies,
where the word embedding models trained on the
Arabic Wikipedia edition’s corpora performs dra-
matically better despite having fewer articles than
the Egyptian Arabic Wikipedia edition’s corpora,
which comes in second in terms of performance;
this contradicts the common assumption of “the
more articles a Wikipedia edition has, the better
the quality of its corpus”. The word embedding
models trained on the Moroccan Arabic Wikipedia
edition’s corpora performed the worst since they
have been trained on very small corpora (less than
6,500 articles). This illustrates our key observa-
tion that we need both large and organic corpora
for good NLP performance; neither alone is suffi-
cient. We further highlight the best and worst word
embedding models in Appendix B.

4.2 Impact of Bot-based Generation
We, in the following subsections, compare the per-
formance of word embedding models that have
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WIKIPEDIA MODEL K=1 K=5 K=10

AR

Word2Vec-cbow 53.88% 74.47% 79.67%
Word2Vec-skipgram 53.82% 71.91% 76.64%

fastText-cbow 21.97% 34.67% 44.47%
fastText-skipgram 39.67% 57.17% 65.79%

GloVe 36.58% 50.53% 54.14%

ARZ

Word2Vec-cbow 13.88% 26.97% 33.09%
Word2Vec-skipgram 5.00% 9.08% 11.05%

fastText-cbow 10.13% 20.86% 28.09%
fastText-skipgram 11.64% 18.22% 22.37%

GloVe 0.53% 3.29% 5.20%

ARY

Word2Vec-cbow 1.91% 5.86% 8.22%
Word2Vec-skipgram 2.11% 4.01% 5.92%

fastText-cbow 1.71% 4.41% 6.38%
fastText-skipgram 3.68% 9.87% 14.61%

GloVe 0.13% 0.53% 0.66%

Table 5: Overall performance of each word embedding
model of the Arabic Wikipedia editions evaluated on all
the sets of our ASAD dataset.

been trained on Arabic and Moroccan Arabic cor-
pora (with and without bot-generated articles) us-
ing the word analogy task and our ASAD dataset.

4.2.1 Word Embedding Models
We train five context-independent word embedding
models on both Arabic Wikipedia and Moroccan
Arabic Wikipedia editions’ corpora (after exclud-
ing bot-generated articles)5 using three different
word representation algorithms: Word2Vec (cbow
and skip-gram), fastText (cbow and skip-gram),
and GloVe (Mikolov et al., 2013b; Bojanowski
et al., 2017; Pennington et al., 2014). We use the
same values for the unified parameters for the three
algorithms, as illustrated in subsection 4.1.1. In Ta-
ble 6, we highlight the Arabic Wikipedia and Mo-
roccan Arabic Wikipedia corpora statistics in terms
of the number of articles, words, and sentences
after all bot-generated articles are eliminated.

WIKIPEDIA ARTICLES WORDS SENTENCES
AR 717,678 250,378,412 847,387

ARY 5,684 694,756 4,673

Table 6: General statistics of the Arabic Wikipedia
and Moroccan Arabic Wikipedia editions regarding the
number of articles, total words, and total sentences after
removing the bot-generated articles.

4.2.2 Results of Word Analogy Task
We evaluate our word embedding models that have
been trained on the Arabic Wikipedia and Moroc-
can Arabic Wikipedia editions’ corpora using our
introduced ASAD dataset. As highlighted in 4.1.2,
increasing the topK value and searching for words’
variants boosts the accuracy metric for the overall
performance of all word embedding models of the
Arabic and Moroccan Arabic Wikipedia editions.
In Table 7, we compare the word embedding mod-
els trained on the Arabic Wikipedia corpora with

5We drop the Egyptian Arabic Wikipedia due to having an
insignificant number of bot-generated articles, only 15 articles.

bot activities (bot-generated articles included) and
without bot activities (bot-generated articles ex-
cluded). We can see that most of the word embed-
ding models trained with no bot-generated articles
excel whenK=1 and perform close to those trained
with bot-generated articles when K={5, 10}. Sur-
prisingly, the performance is generally the same or
at times, even better, even though we have removed
nearly 480K bot-generated articles (40% of total
articles). This result emphasizes our observation
that automated generation to increase the size of a
corpus can actually be a counter-productive to NLP
performance.

AR MODEL CORPORA K=1 K=5 K=10

Word2Vec-cbow With bots 53.88% 74.47% 79.67%
No bots 53.22% 74.47% 79.47%

Word2Vec-skipgram With bots 53.82% 71.91% 76.64%
No bots 54.47% 71.84% 75.92%

fastText-cbow With bots 21.97% 34.67% 44.47%
No bots 22.76% 34.34% 43.29%

fastText-skipgram With bots 39.67% 57.17% 65.79%
No bots 39.87% 56.64% 67.43%

GloVe With bots 36.58% 50.53% 54.14%
No bots 38.29% 52.11% 55.13%

Table 7: Overall performance of word embedding mod-
els of the Arabic Wikipedia edition evaluated on all the
sets of our ASAD dataset before and after removing
bot-generated articles.

ARY MODEL CORPORA K=1 K=5 K=10

Word2Vec-cbow With bots 1.91% 5.86% 8.22%
No bots 1.84% 4.54% 7.11%

Word2Vec-skipgram With bots 2.11% 4.01% 5.92%
No bots 2.11% 3.75% 5.53%

fastText-cbow With bots 1.71% 4.41% 6.38%
No bots 1.97% 4.41% 6.45%

fastText-skipgram With bots 3.68% 9.87% 14.61%
No bots 3.62% 9.54% 13.75%

GloVe With bots 0.13% 0.53% 0.66%
No bots 0.07% 0.26% 0.39%

Table 8: Overall performance of word embedding mod-
els of the Moroccan Arabic Wikipedia edition evaluated
on all the sets of our ASAD dataset before and after
removing bot-generated articles.

In Table 8, we also compare the performance
of the word embedding models trained on the Mo-
roccan Arabic Wikipedia corpora with bot activ-
ities (bot-generated articles included) and with-
out bot activities (bot-generated articles excluded).
We find that most of the word embedding mod-
els trained with bot-generated articles are gener-
ally better, except for the word embedding mod-
els produced by the fastText (cbow) that trained
on no bot-generated articles (1.97% and 6.45%
when K={1, 10}, respectively). We attribute these
poor results to the small size of the Moroccan Ara-
bic Wikipedia corpora, and eliminating the bot-
generated articles makes the corpora even smaller.
Once again, we say for good NLP performance,
both large and organic corpora are very important.
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5 Language Modeling Evaluations

Language modeling is an NLP task that generally
predicts words in a sentence, and it is the heart
of most existing LLMs. Some of these powerful
LLMs, like BERT or RoBERTa, are usually trained
using two objectives: masked language modeling
and next sentence prediction (Devlin et al., 2018;
Liu et al., 2019). In the following subsections, we
exploit the masked language modeling objective
in training Masked Language Models (MLMs) to
produce contextual word embeddings and evalu-
ate the performance of the MLM models trained
on the Arabic Wikipedia editions’ corpora using
our created masked prompts dataset. We evalu-
ate the quality of these MLM models using the
Pseudo-Perplexity metric; we detailedly describe
the evaluation process in Appendix C.

5.1 Impact of Template-based Translation

We, in the following subsections, evaluate the per-
formance of the masked language models using
the fill-mask task and our MASD dataset. Recall
we compare the performance of models trained on
the Egyptian Arabic Wikipedia edition’s corpora,
which are dominated by template-based translation,
to the performance of models trained on Modern
Standard Arabic and Moroccan Arabic Wikipedia
editions’ corpora, which are not.

5.1.1 Masked Language Models
We train three RoBERTaBASE models from
scratch on each Arabic Wikipedia edition’s cor-
pora (arRoBERTaBASE, arzRoBERTaBASE, and
aryRoBERTaBASE) with one modification on their
architectures. We set the number of hidden layers
to 6 instead of 12 for less computational overhead
and to make the MLM models twice as fast as the
RoBERTaBASE introduced by Liu et al. (2019).6

We also train three Byte-level Byte-Pair-Encoding
(BPE) tokenizers, one for each Arabic Wikipedia
edition’s corpora.7 The full list of hyperparameters
used to train our MLM models and tokenizers is
shown in Table 9. We further evaluate these newly
trained MLM models using the Pseudo-Perplexity
metric in Appendix C.1.

6This modified architecture of RoBERTaBASE is
called “DistilRoBERTaBASE” by the Hugging Face:
https://huggingface.co/distilroberta-base.

7We train our MLM models and their tokenizers us-
ing the Hugging Face Python libraries: Transformers and
Tokenizers (Wolf et al., 2020). We exclude the default hy-
perparameters of training arguments from Table 9.

ROBERTABASE MODEL BYTE-LEVEL BPE TOKENIZER
Hidden Layers: 6 Vocabulary Size: 52,000
Hidden Size: 768 Minimum Frequency: 2
Attention Heads: 12

Special Tokens:
• Start Token: <s>
• End Token: </s>
• Padding Token: <pad>
• Unknown Token: <unk>
•Masking Token: <mask>

Vocabulary Size: 52,000
Type Vocabulary Size: 1
Max Sequence Length: 514
Number of Epochs: 5
Learning Rate: 1e–4
Batch Size: {128, 256}
Adam E: 1e–6
Adam β1: 0.9
Adam β2: 0.98
Weight Decay: 0.01
Trainable Parameters: 83M

Table 9: Full list of hyperparameters of our Masked
Language Models (MLMs) and their tokenizers.

5.1.2 Results of Fill-Mask Task
We evaluate our MLM models that have been
trained on the Arabic Wikipedia editions’ corpora
using our introduced MASD dataset. We can see
in Table 10 that the performance of the Arabic
arRoBERTaBASE model is superior to the Egyp-
tian arzRoBERTaBASE model whenK=10 (43.12%
and 8.12%, respectively). Even though the Ara-
bic Wikipedia edition has fewer articles than the
Egyptian Arabic Wikipedia edition, it performs bet-
ter and better represents the Arabic language. We
also observe that increasing the MLM top K value
could lead to an average improvement in the perfor-
mance of all MLM models, except the Moroccan
aryRoBERTaBASE model, which scores zero accu-
racies regardless of the increment of the K value;
this is understandable since it was trained on cor-
pora of less than 6,500 Wikipedia articles. Lastly,
we see a performance jump of nearly 10% of the
Egyptian arzRoBERTaBASE model when K={50,
100}, meaning the model is able to answer the
masked prompts, but the correlation between the
prompts and the answers is weak.

MLM MODEL K=10 K=50 K=100
arRoBERTaBASE 43.12% 45.00% 50.62%
arzRoBERTaBASE 8.12% 25.62% 35.00%
aryRoBERTaBASE 0.00% 0.00% 0.62%

Table 10: Performance of each masked language model
of the Arabic Wikipedia editions on all the categories
of MASD dataset.

5.2 Impact of Bot-based Generation

We, in the following subsections, compare the per-
formance of masked language models that have
been trained on Modern Standard Arabic Wikipedia
and Moroccan Arabic Wikipedia editions’ corpora
(with and without bot-generated articles) using the
fill-mask task and our MASD dataset.
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5.2.1 Masked Language Models
We train two RoBERTaBASE models from scratch
on both Arabic Wikipedia and Moroccan Ara-
bic Wikipedia editions’ corpora after exclud-
ing bot-generated articles (arRoBERTaBASE and
aryRoBERTaBASE) and train two Byte-level Byte-
Pair-Encoding (BPE) tokenizers, one for each Ara-
bic Wikipedia edition’s corpora; we drop the Egyp-
tian Arabic Wikipedia for not having many bot-
generated articles (only 15 articles). We use the
same hyperparameters used to train our MLM mod-
els and tokenizers in subsection 5.1.1 and study
the same processed corpora for Arabic Wikipedia
and Moroccan Arabic Wikipedia, as discussed in
Table 6, subsection 4.2.1. We further evaluate
these newly trained MLM models using the Pseudo-
Perplexity metric in Appendix C.2.

5.2.2 Results of Fill-Mask Task
We evaluate our MLM models that have been
trained on the Arabic Wikipedia and Moroccan
Arabic Wikipedia editions’ corpora (with and with-
out bot-generated articles) using our introduced
MASD dataset. As shown in Table 11, the MLM
models trained on the Arabic Wikipedia corpora
when bots’ activities are eliminated (bot-generated
articles) perform better than those trained on cor-
pora that include the bots’ activities, even though
this corpus is smaller in terms of the number of
articles than the corpora with bots. Interestingly,
the performance of all Moroccan Arabic Wikipedia
MLM models remains the same, even after being
trained on no-bots corpora, which have fewer arti-
cles than the bots corpora.

MLM MODEL CORPORA K=10 K=50 K=100

arRoBERTaBASE
With bots 43.12% 45.00% 50.62%
No bots 45.62% 51.25% 53.12%

aryRoBERTaBASE
With bots 0.00% 0.00% 0.62%
No bots 0.00% 0.00% 0.62%

Table 11: Overall performance of MLMs of the Arabic
Wikipedia and Moroccan Arabic Wikipedia editions
evaluated on all the categories of MASD dataset before
and after removing the bot-generated articles.

6 Discussion

Recent research has shown that not all Wikipedia
editions (languages) are produced by native speak-
ers, and there are substantial activities of auto-
creation of articles (bot-generated articles) and
auto-translation of articles (template-translated ar-
ticles) in Wikipedia (Alshahrani et al., 2022, 2023).
In this work, we argue that this automatic trans-
lation of articles, specifically the template-based

translation on the Egyptian Arabic Wikipedia edi-
tion, impacts the overall performance of the NLP
tasks due to having poor, limited, and unrepresen-
tative corpora. Table 4 confirms that this template-
based translation may enlarge the number of arti-
cles but cannot hide the true quality of a corpus.
The Egyptian Arabic Wikipedia edition might have
larger article numbers, but the truth is that these
articles have fewer words and sentences than the
Arabic Wikipedia edition. We find that all the
word embedding models and all the masked lan-
guage models that have been trained on each Ara-
bic Wikipedia edition follow the same pattern, that
is the models trained using the Arabic Wikipedia
edition’s corpora (which are widely believed to be
mostly produced organically by the Arabic native
speakers) perform better than the models trained
on the Egyptian Arabic and Moroccan Arabic edi-
tions’ corpora, as shown in Tables 5 and 10. We
also believe that when K=10 (the default value),
the masked language models usually show their
actual performance, and as displayed in Table 10,
it is obvious that the template-translated articles
badly impact the masked language model trained
on the Egyptian Arabic Wikipedia corpora when
compared to the masked language model trained
on the Arabic Wikipedia corpora despite the fact
its corpora has nearly 480K articles more than the
Arabic Wikipedia corpora, as shown in Table 4. It
is evident that when masked language models are
trained on naturally produced corpora by native
speakers, they are more likely to have a better rep-
resentation of the syntactic and semantic relations
between words and a better understanding of the
language itself and its native speakers.

We further argue, in this work, that the automatic
creation and generation of articles, specifically the
bots’ creation and generation of articles on the Ara-
bic Wikipedia and Moroccan Arabic Wikipedia edi-
tions, impacts the overall performance of the NLP
tasks due to having unnatural, inorganic, and unrep-
resentative corpora. Once again, Table 1 confirms
that this bots’ generation may enlarge the number
of total articles but cannot hide the true quality
of a corpus. Even though the Arabic Wikipedia
edition has a large number of articles (including
bot-generated articles), the truth is that these bot-
generated articles do not echo the complex struc-
ture of the Arabic language, do not reflect the cul-
tural richness of the Arabic native speakers, and do
not express the views of the Arabic native speakers.
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We find that all the word embedding models that
have been trained on the Arabic Wikipedia and Mo-
roccan Arabic Wikipedia editions follow the same
pattern, which is the models trained using the Ara-
bic Wikipedia edition’s corpora after eliminating
the bot-generated articles, specifically when top
K=1, perform better than the models trained on
same corpora with bot-generated articles included,
and of course, better than all models trained on
the Moroccan Arabic Wikipedia edition’s corpora,
as shown in Tables 7 and 8. We believe when
K=1 (the default value), the word embedding mod-
els usually show their actual performance, and as
demonstrated in Table 7, it is obvious that the bot-
generated articles negatively affect those word em-
bedding models trained on them by widening the
distance between words in the embedding space
and that is why when we set K={5, 10}, those
same word embedding models excel. We also find
that all the masked language models trained on
Arabic Wikipedia corpora perform better when all
bot-generated articles are removed, indicating that,
once again, the bots’ creation or generation of arti-
cles negatively affects the masked language models,
as demonstrated in Table 11.

Lastly, in this work, we strongly emphasize two
points. First, we need both large and representative
corpora to train NLP tasks and systems efficiently;
neither alone is enough. The case of the Arabic
Wikipedia editions gives a unique case study of
this since the Moroccan Arabic Wikipedia edition
is small but representative, and the Egyptian Ara-
bic Wikipedia edition is large but unrepresenta-
tive. Second, removing many bot-generated articles
from the Arabic Wikipedia corpora, for example,
results in the same or even better performance. Due
to the rise of generative models and for effective
and safe training of NLP tasks and systems, we
recommend avoiding using translated or generated
corpora, especially when the goal is representation-
based tasks like capturing the opinions or identify-
ing the stances of Arabic native speakers.

7 Limitations

One limitation of our work is that while the three
Arabic Wikipedia editions provide a unique exam-
ple of our points, we cannot generalize the study
and the impact of inorganic corpora for all the
Wikipedia editions due to the lack of computational
power needed to train the word embedding models
and masked language models and due to the im-

practicality of creating or collecting factual datasets
for the more than 300 languages that exist today
on the Wikipedia project without using translation.
Unlike the bots’ quantifications process, the other
limitation of our work is that the quantification
of template-based translations is only specific to
the Egyptian Arabic edition since the Wikipedia
project does not track template-based translation in
its metadata as it does with bot generation.

8 Conclusion and Future Work

In this work, we demonstrate that for good NLP
performance, we need both large and organic cor-
pora; neither alone is sufficient. We show that
producing large corpora through automated means
can be a counter-productive, producing models that
both perform worse and lack cultural richness and
meaningful representation of the Arabic language
and its native speakers. Specifically, we demon-
strate that training two key NLP upstream tasks,
namely word representation and language model-
ing, on inorganic and unrepresentative corpora neg-
atively impacts the performance of these NLP tasks.
We find that the performance of these two NLP
tasks is notably influenced by the way the train-
ing corpora are produced, where we observe that
all models that have been trained on the template-
translated corpora of the Egyptian Arabic edition
perform the worst when compared with the more
representative corpora like the Arabic Wikipedia
edition. We also observe that many models per-
form the same or better when bot-generated arti-
cles are removed. Specifically, models trained on
the Arabic Wikipedia edition (40% bot-generated
articles) and Moroccan Arabic Wikipedia edition
(12% bot-generated articles) perform the same or
better when the bot-generated content is removed.
In future work, we plan to expand our study of us-
ing unrepresentative corpora to include the societal
implications (like gender bias and false representa-
tions) and security implications (like susceptibility
to adversarial robustness) and hope to build a multi-
level classification system to detect template-based
translation activities such as those seen in the Egyp-
tian Arabic Wikipedia edition.

Reproducibility

We share our code scripts, created datasets,
extracted corpora, and trained models on GitHub
at https://github.com/SaiedAlshahrani/
performance-implications.
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A Wikipedia Corpora Meta Report

We release the WIKIPEDIA CORPORA META RE-
PORT as an online metadata report (dashboard),
designed to shed light on how bots or humans gen-
erate or edit Wikipedia editions to provide the NLP
community with detailed information (metadata)
about each Wikipedia edition’s articles, enabling
them to make informed decisions regarding us-
ing these Wikipedia articles for training their NLP
tasks and systems. As demonstrated in Figure 2,
the dashboard interactively displays the metadata
of each Wikipedia edition using sunburst visualiza-
tion and provides users with the options to view the
metadata in a tabular format and to download the
displayed metadata as a CSV file. The dashboard
is open-sourced on GitHub with an MIT license
at https://github.com/SaiedAlshahrani/Wikipedia-
Corpora-Report and publicly hosted on Stream-
lit Community Cloud at https://wikipedia-corpora-
report.app. In the following subsections, we briefly
describe the system of the dashboard, outline its
architecture, and discuss its limitations.

A.1 System Description

The online WIKIPEDIA CORPORA META REPORT

dashboard illustrates how humans and bots gen-
erate or edit Wikipedia editions, and calculates
“pages” and “edits” metrics for all Wikipedia edi-
tions. The “pages” metric counts articles and non-
articles, while the “edits” metric tallies edits on
articles and non-articles, all categorized by con-
tributor type: humans or bots. The dashboard dy-
namically displays these statistics using a sunburst
visualization with three levels: metrics (pages or
edits), sub-metrics (articles or non-articles), and
contributors (bots or humans), showing numeric
values and parent relationships at each level. Plus,
the dashboard offers options to display metadata
in a table format and allows users to download
the metadata in CSV file format for their chosen
Wikipedia edition/language.
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Figure 2: A screenshot of the online WIKIPEDIA COR-
PORA META REPORT dashboard, displaying a meta-
data report of how Modern Standard Arabic Wikipedia
edition (AR) articles are generated and edited.

A.2 System Architecture

The WIKIPEDIA CORPORA META REPORT dash-
board comprises both front–end and back–end com-
ponents, each with distinct functionality. Figure 3
illustrates the dashboard’s architecture and work-
flow, emphasizing each component and its role.

A.2.1 Front–end Components

The front–end components of this dashboard serve
two specific functions: hosting the dashboard on-
line for free public access and storing the metadata
as a permanent Hugging Face dataset.

A.2.1.1 Streamlit Framework

We utilize the Streamlit Framework8 to design,
host, and deploy the dashboard on the free Stream-
lit Community Cloud9 service, making it publicly
accessible to everyone at https://wikipedia-corpora-
report.streamlit.app.

8Streamlit Framework: https://streamlit.io.
9Streamlit Community Cloud: https://streamlit.io/cloud.

A.2.1.2 Hugging Face Datasets
We use Hugging Face Datasets10 as our
database to store the processed metadata.
Simultaneously, the dashboard retrieves the
metadata dataset from the Hugging Face
Hub. The metadata dataset is available at
https://huggingface.co/SaiedAlshahrani/Wikipedia-
Corpora-Report.

A.2.2 Back–end Components
The back–end components of this dashboard serve
two specific functions: automatically updating the
metadata dataset and triggering the metadata up-
date procedure every 45 days.

A.2.2.1 Selenium WebDriver
We utilize the Selenium WebDriver11 to automate
the download of unprocessed metadata from the
Wikimedia Statistics12 service as CSV files. Then,
we process the metadata and upload the processed
metadata to the Hugging Face Hub as a dataset.

A.2.2.2 Unix/Linux Bash Daemons
We take advantage of the Streamlit Community
Cloud being built on Debian Linux. We have writ-
ten a Bash daemon that runs in the background and
initiates the metadata update procedures. The dae-
mon compares the original retrieval date from the
pulled dataset with the system’s current date, and
when the time difference between these two dates
exceeds 45 days, it triggers the update scripts.

A.3 System Limitations
The limitation of the WIKIPEDIA CORPORA META

REPORT is that we use the Wikimedia Statistics
service to quantify the contributions of bots and
humans to a specific Wikipedia edition. Yet, these
quantifications are calculated statistically, meaning
users cannot determine which Wikipedia articles
have been generated or edited by bots or humans.

B Best/Worst Word Embedding Models

We report that the Word2Vec (cbow) algorithm
achieves the best accuracy when trained on sub-
stantially large corpora, like the Arabic and the
Egyptian Arabic Wikipedia corpora (average accu-
racy: 69% and 25%, respectively), yet it does not
when the corpora are very small, like the Moroccan
Arabic Wikipedia corpora (average accuracy: 5%).

10Hugging Face Datasets: https://huggingface.co/datasets.
11Selenium WebDriver: https://selenium.dev/webdriver.
12Wikimedia Statistics service: https://stats.wikimedia.org.
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Figure 3: A diagram shows the WIKIPEDIA CORPORA META REPORT dashboard’s architecture and workflow.

We also report that the GloVe algorithm achieves
the lowest accuracy when trained on the Egyp-
tian Arabic and the Moroccan Arabic Wikipedia
corpora (average accuracy: 3% and 0.44%, re-
spectively), yet it does the opposite when trained
on corpora with lengthy articles, like the Arabic
Wikipedia corpora (average accuracy: 47%).

C Pseudo-Perplexity Evaluations

Perplexity (PPL) is a commonly used metric to
evaluate the performance of language models, yet
this PPL metric is mostly suitable for the clas-
sic/causal language models that predict the next
word in a sentence and not a well-defined metric
for the masked language models (Hugging Face,
2023b). Therefore, we evaluate our MLM mod-
els using the well-designed metric for the MLMs,
the Pseudo-Perplexity (PPPL) metric, which is pro-
posed by Salazar et al. (2020), to intrinsically mea-
sure how well MLMs model a corpus of sentences.
We find that the calculations of the PPPL are sus-
ceptible to the length of the sentences, and to ensure
accurate measurements, we randomly choose 500
sentences with character lengths between 400 and
500 from each Arabic Wikipedia edition.

C.1 Impact of Template-based Translation

We calculate the PPPL scores for each MLM model,
and in Table 12, we show the PPPL scores. We
can see that the Arabic MLM (arRoBERTaBASE)
model, which has been trained on the Arabic
Wikipedia edition, scores the best (the lower the
PPPL score, the better the MLM model) with
a PPPL score of 23.70, then the Egyptian Ara-
bic MLM (arzRoBERTaBASE) model with a PPPL
score of 115.80, and lastly, the Moroccan Arabic
MLM (aryRoBERTaBASE) model with a very large
PPPL score of 5,379.89. We attribute the high
PPPL score of the aryRoBERTaBASE model to its
very small training corpora (less than 6,500 arti-

cles) compared to the Arabic and Egyptian Arabic
corpora. Still, we can also see a significant differ-
ence between the Arabic and the Egyptian Arabic
MLMs’ PPPL scores, indicating that even with a
great number of articles, the documented template-
based translation activity in the Egyptian Arabic
Wikipedia edition seems to affect the performance
of its MLM model.

MLM MODEL SAMPLES PSEUDO-PERPLEXITY
arRoBERTaBASE 500 23.70
arzRoBERTaBASE 500 115.80
aryRoBERTaBASE 500 5,379.89

Table 12: Pseudo-Perplexity scores of all the Arabic
Wikipedia editions’ MLM models.

C.2 Impact of Bot-based Generation
We evaluate our two MLM models
(arRoBERTaBASE and aryRoBERTaBASE)
that have been trained on Arabic Wikipedia and
Moroccan Arabic Wikipedia editions’ corpora
after excluding bot-generated articles using
the PPPL metric. Table 13 displays that the
PPPL measurements for the Arabic MML model
(arRoBERTaBASE) when trained once on corpora
include bots activities, and trained another on
corpora exclude bots activities. We can see that
the Arabic MML model (arRoBERTaBASE) trained
on no bot-generated articles scores better than
the Arabic MLM model trained on bot-generated
articles (20.41 and 23.70, respectively). Whereas
in the case of the Moroccan Arabic MLM model
(aryRoBERTaBASE), we have opposite results, and
we attribute that to removing the bot-generated
articles from its corpora, making it even smaller.

MLM MODEL CORPORA SAMPLES PSEUDO-PERPLEXITY

arRoBERTaBASE
With bots 500 23.70
No bots 20.41

aryRoBERTaBASE
With bots 500 5,379.89
No bots 5,686.44

Table 13: Pseudo-Perplexity scores of the Arabic
Wikipedia and Moroccan Arabic Wikipedia MLM mod-
els before and after excluding the bot-generated articles.
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Abstract

Understanding Arabic text and generating
human-like responses is a challenging endeavor.
While many researchers have proposed models
and solutions for individual problems, there is
an acute shortage of a comprehensive Arabic
natural language generation toolkit that is capa-
ble of handling a wide range of tasks. In this
work, we present a novel Arabic text-to-text
Transformer model, namely AraT5v2. Our new
model is methodically trained on extensive and
diverse data, utilizing an extended sequence
length of 2, 048 tokens. We explore various
pretraining strategies including unsupervised,
supervised, and joint pertaining, under both sin-
gle and multitask settings. Our models outper-
form competitive baselines with large margins.
We take our work one step further by develop-
ing and publicly releasing OCTOPUS, a Python-
based package and command-line toolkit tai-
lored for eight Arabic generation tasks all ex-
ploiting a single model. We release the models
and the toolkit on our public repository.1

1 Introduction

Natural Language Generation (NLG) is a funda-
mental component of natural language processing
that aims to generate human-like, coherent, contex-
tually fitting, and linguistically precise text from
structured data or various other input formats. NLG
systems find applications in various aspects of daily
life, including education, healthcare, business, and
more. The recent emergence of generative models
has significantly impacted the field of NLG. While
important progress has been made in NLG research,
the majority of existing tools, systems, and mod-
els are primarily focused on English (Jhaveri et al.,
2019; Khan et al., 2021; Lauriola et al., 2022), leav-
ing behind many languages, including Arabic.

1https://github.com/UBC-NLP/octopus
⋆Equal contributions

Figure 1: OCTOPUS is a jointly pretrained to cover eight
NLG tasks, all shown in the illustration.

Although it is one of the most widely spoken
languages in the world, and one with a rich linguis-
tic structure and diverse dialects, Arabic remains
underrepresented in NLG. One reason is the com-
plex morphology and syntax of Arabic. Hence, the
primary focus of our research here is to develop
an advanced tool capable of performing several
key Arabic NLG tasks. For example, we target
tasks such as text summarization, question answer-
ing, question generation, news headline generation,
and paraphrasing. These are tasks that necessitate
a deep understanding of semantics, syntax, and
pragmatics of Arabic. We also focus on tasks that
require an understanding of both the syntax and
morphology such as diacritization, transliteration,
and grammatical error correction. Our main con-
tributions are as follows:

1. We pretrain better and faster-to-converge ver-
sions of the text-to-text transformer model
AraT5, collectively dubbed AraT5v2. Com-
pared to Nagoudi et al. (2022b), we train these
new versions on a larger and more diverse
dataset, as well as a larger sequence length.

2. To develop our models, we investigate diverse
training strategies that integrate a combina-
tion of supervised and unsupervised training
techniques.
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3. We introduce OCTOPUS, a Python-based
toolkit for eight Arabic NLG tasks. Our tool
can be used as a strong baseline or as a core
enabling technology that facilitates other de-
velopments.

4. We will make OCTOPUS publicly available
to the research community.

2 Related Work
In the following section, we offer a concise
overview of publicly available Arabic NLU and
NLG tools, along with the Arabic and multilingual
sequence-to-sequence (S2S) language models that
we employ in this work.

2.1 Arabic NLP Tools
NLU tools. Numerous attempts have been
made to develop tools for assisting with Ara-
bic. Some tools focus on aspects such as mor-
phosyntax, encompassing tasks like morphologi-
cal analysis, disambiguation, part-of-speech tag-
ging, and diacritization. Notable examples in-
clude Stanford CoreNLP (Manning et al., 2014),
MADAMIRA (Pasha et al., 2014), Farasa (Darwish
and Mubarak, 2016), and CAMeL tools (Obeid
et al., 2020). Other tools, such as Mazajek (Farha
and Magdy, 2019), and AraNet (Abdul-Mageed
et al., 2019), are dedicated to social meaning tasks
such as sentiment analysis, emotion detection, age
and gender prediction, and sarcasm detection.
NLG Tools. Regarding Arabic NLG, as far as we
know, the only publicly available tools are primar-
ily focused on many-to-Arabic machine translation
(MT). These include OPEN-MT (Tiedemann and
Thottingal, 2020), NLLB (Costa-jussà et al., 2022),
and Turjuman (Nagoudi et al., 2022d).

2.2 Arabic S2S Language Model.
Here, we overview the Arabic sequence-to-
sequence models we employ as baseline in this
work.
mT5. This is the multilingual version of T5
model (Raffel et al., 2019) introduced by Xue et al.
(2020). Pretraining of mT5 is performed on the ex-
tensive mC4 (Multilingual Colossal Clean Crawled
Corpus) which covers 101 languages, including
Arabic.
mT0. Developed by Muennighoff et al. (2022), this
is a group of S2S models ranging from 300M to
13B parameters trained to investigate cross-lingual
generalization through multitask fine-tuning. The
models are finetuned from pre-existing mT5 (Xue

et al., 2020) multilingual language models using a
cross-lingual task mixture called xP3.
AraBART. Introduced by (Eddine et al., 2022),
this is a pretrained encoder-decoder model de-
signed specifically for abstractive summarization
tasks in the Arabic language. AraBART follows
the architecture of BART (Lewis et al., 2019a) and
has been pretrained on a 73GB of Arabic text data.
AraT5. Presented by Nagoudi et al. (2022c), this is
an Arabic text-to-text Transformer model dedicated
to MSA and Arabic dialects. It is similar in config-
uration and size to T5 (Raffel et al., 2019) and is
trained on 248GB of Arabic text (70GB MSA and
178GB tweets). We now introduce our new model.

3 AraT5v2

In this section, we present a novel version of AraT5,
the Arabic-specific sequence-to-sequence model.
We refer to this novel version as AraT5v2. This
new version represents a substantial evolution of
the original AraT5v1 model,2 marked by notable
improvements. These include (1) training on an
expanded dataset comprising both labeled and un-
labeled data, (2) larger sequence length of 2, 048
tokens, and (3) diverse training strategies that in-
tegrate a combination of unsupervised and super-
vised training techniques. Table 1 provides a com-
parison between AraT5v1 and AraT5v2.
Pretraining data. As we mentioned previously,
our pretraining (unlabeled and labeled) dataset is
linguistically diverse, covering all categories of
Arabic (i.e., CA, DA, and MSA). as we will now
describe.

3.1 Unlabled Data
We collect approximately 250GB of Arabic
MSA text, which corresponds to around 25.6B
tokens.3 We use different sources includ-
ing AraNewsv2 (Nagoudi et al., 2020), El-
Khair (El-Khair, 2016), Gigaword,4 OSIAN (Ze-
roual et al., 2019), Wikipedia Arabic, Hindawi
Books,5 OSCAREgyptian (Suárez et al., 2019), and
AraC4 (Nagoudi et al., 2022a).6 To obtain Classi-
cal Arabic (CA) data, we utilize the Open Islami-
cate Texts Initiative (OpenITI) corpus (v1.6) (Nigst
et al., 2020). The OpenITI corpus consists of 11K

2In this paper, we refer to the original AraT5 (Nagoudi
et al., 2022b) as AraT5v1.

3We note that AraT5v1 trained only on 70GB MSA data.
4https://catalog.ldc.upenn.edu/LDC2009T30.
5https://www.hindawi.org/books.
6We note that AraC4 contains a diverse Arabic dialect as

described in (Nagoudi et al., 2022a).
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AraT5v1 AraT5v1-MSA AraT5v1-TWT AraT5v2

Data size 248 GB 70 GB 178 GB 250 GB
Tokens count 29 B 7.1 B 21.9 B 25.6 B
Linguistic diversity MSA, Tweets† MSA Tweets† CA, DA, MSA
Sequence length 512 512 512 2, 048

Table 1: Comparison between AraT5v1 and AraT5v2 models. It is worth noting that our new model (AraT5v2) does
not include tweets, whereas 71.77% of AraT5v1 data is from Twitter (with the remaining 28.23% sourced from
other sources). CA: Classical Arabic. DA: Dialectical Arabic. MSA: Modern Standard Arabic. Notably, Tweets†

may encompass content in CA, DA, and MSA.

Islamic books, primarily collected from sources
such as Shamela Library,7 Al-Jami Al-Kabir col-
lection (JK),8 books digitized by the Jordanian pub-
lisher Markaz Al-Turāth, and the Shia Library.9

3.2 Labeled Data
Recently, Nagoudi et al. (2023) introduced Dol-
phin, an NLG benchmark for Arabic. Dolphin cov-
ers MSA, Classical Arabic, and various Arabic di-
alects. It is composed of 40 datasets, making it the
largest and most diverse Arabic NLG benchmark.
Due to the availability of the powerful Arabic ma-
chine translation toolkit, TURJUMAN (Nagoudi
et al., 2022d), we shift our focus away from ma-
chine translation, code-switching, and Arabization
tasks in this paper. Hence, we utilize datasets from
eight out of the total thirteen NLG tasks in Dolphin.
In the following sections, we will provide a brief
description of each of these tasks.
(1) Diacritization. Is the computational procedure
of adding missing diacritics or vowels to Arabic
texts. For this task, we use the Arabic diacritization
dataset presented by Fadel et al. (2019).
(2) Grammatical Error Correction. The GEC
task is centered around the analysis of written text
with the aim of automatically identifying and cor-
recting a range of grammatical errors. We use three
GEC datasets: QALB 2014 (Mohit et al., 2014),
QALB 2015 (Rozovskaya et al., 2015), and ZAE-
BUC (Habash and Palfreyman, 2022).
(3) News Title Generation. The objective of this
task is to generate a suitable headline for a given
news article. To accomplish this, we use two
datasets: Arabic NTG (Nagoudi et al., 2022c) and
XLSum (Hasan et al., 2021).10

7https://shamela.ws.
8http://kitab-project.org/docs/openITI.
9https://shiaonlinelibrary.com.

10We note that XLSum (Hasan et al., 2021) contains news
articles that are annotated with both summaries and titles. For
the NTG task, we use the pairs of articles and titles used to
create the training data.

(4) Paraphrasing. In this task, we use four para-
phrasing datasets: AraPara, a multi-domain Arabic
paraphrase dataset (Nagoudi et al., 2022c), ASEP,
an Arabic SemEval paraphrasing dataset (Cer
et al., 2017), Arabic paraphrasing benchmark
(APB) (Alian et al., 2019), and TaPaCo (Scherrer,
2020).11

(5) Question Answering. In this task, four pub-
licly available extractive QA datasets are employed:
ARCD (Mozannar et al., 2019) and the Arabic
part of the following three multilingual datasets:
MLQA (Lewis et al., 2019b), XQuAD (Artetxe
et al., 2020), and TyDiQA (Artetxe et al., 2020).
(6) Question Generation. The goal of this task
is to create simple questions that are pertinent to
passages, along with their corresponding answers.
For this, we utilize triplets consisting of passages,
answers, and questions, all extracted from the same
QA datasets.
(7) Text Summarisation. This task includes five
publicly available datasets, including both Arabic
and multilingual data: MassiveSum (Varab and
Schluter, 2021), XLSum Hasan et al. (2021), Cross-
Sum (Bhattacharjee et al., 2021), ANT (Chouigui
et al., 2021), and MarSum (Gaanoun et al., 2022).
(8) Transliteration. This task involves converting
words or text from one writing system to another
while maintaining the original language’s pronun-
ciation and sound. Three datasets are used to cre-
ate this component: ANETA (Ameur et al., 2019),
ATAR (Talafha et al., 2021), and NETranslitera-
tion (Merhav and Ash, 2018).

4 Training Strategies

In this section, we describe the different strategies
we use to pretrain and finetune AraT5v2.

4.1 Unsupervised Pretraining.
Here, we focus on using only our unlabeled data
(see Section 3.1) for pretraining our AraT5v2.

11We use the Arabic part only of TaPaCo.
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The objective function does not rely on labels
but instead imparts the model with transferable
knowledge that can be effectively applied to var-
ious downstream tasks. We follow Raffel et al.
(2019) in using a masked language modeling “span-
corruption” objective. This approach involves re-
placing consecutive spans of input tokens with a
mask token, and the model is trained to reconstruct
the masked tokens.

4.2 Supervised Finetuning
We use the labeled data (see Section 3.2) to finetune
the AraT5v2 models under two settings: (i) single
task and (ii) multitask finetuning.
Single task finetuning. We individually finetune
our AraT5v2 models on each of the eight NLG
tasks we select from the Dolphin NLG bench-
mark (Nagoudi et al., 2023).
Multitask finetuning. We additionally explore
multitask learning (Caruana, 1997; Ruder, 2017)
using our AraT5v2 models. This strategy involves
training the model on several tasks concurrently,
allowing the model and its parameters to be shared
across all tasks. The ultimate goal is to enhance
performance on each individual task over time. To
indicate the intended task for the model, we incor-
porate a task-specific text “prefix” to the original
input sequence before it is fed into the model. For
example, for the paraphrase task, the source will be:
paraphrase: ÑjÊË@ úÍ@
 ÉK. @ñ�JË @

	­J
 	��� �è


@QÓ@. The model

should predict Q�®J. Ë @ ÑmÌ úÍ@
 �HA 	KñºÖÏ @ 	­J
 	��� �è


@QÓ@
.

4.3 Joint Pretraining and Finetuning
In this scenario, we establish a uniform training
objective for both pretraining and finetuning. The
model is trained using a maximum likelihood ob-
jective, employing “teacher forcing" (Raffel et al.,
2019; Williams and Zipser, 1989), regardless of the
specific task.

5 Empirical Evaluation
5.1 Baselines
We evaluate our models across various scenar-
ios, contrasting them with both multilingual and
Arabic sequence-to-sequence pretrained language
models. Specifically, we make use of mT5 (Xue
et al., 2020) and mT0 (Muennighoff et al., 2022)
as multilingual pretrained models; while com-
paring to AraBART (Eddine et al., 2022) and
AraT5v1 (Nagoudi et al., 2022b) as Arabic models.
We evaluate our AraT5v2 models (under different
settings) and the selected baseline models on all

eight NLG tasks (i.e., labeled data) described in
Section 3.2.

5.2 Experimental Setup
For our experiments, we have two settings: one for
the pretrained models and another for models we
finetuning. We now describe each of these settings.

5.2.1 Pretrained Models
To pretrain our AraT5v2 model from scratch, we
use the unsupervised pertaining strategy described
in Section 4.1. We pretrain for one million steps on
a Google TPU POD v3-128.12 We employ a con-
stant learning rate of 1e-3 and a dropout rate of 0.1.
We use a batch size of 1, 024 with sequence length
2, 048. We further pretrain AraT5v2 incorporating
both unsupervised and supervised data (i.e., joint
strategy; see Section 4.3), with the same hyperpa-
rameters for an additional 200K steps. We refer to
the resulting model as AraT5v2-joint.

5.2.2 Single Task Finetuning
We finetune both AraT5v2 and AraT5v2-joint, as
well as baseline models, on the eight NLG tasks
(20 datasets) for 20 epochs. We use a learning
rate of 5e-5, a batch size of 8, and a maximum
sequence length of 512.13 In all single task experi-
ments, we consistently select the best checkpoint
for each model based on performance on the re-
spective development set. Subsequently, we report
performance of each model on the respective test
set.

5.2.3 Multitask Finetuning
We extend the pretraining of AraT5v2 and AraT5v2-
joint with labeled data by an additional 100K steps
for each model, all within the multitask finetuning
setting. These experiments are conducted using a
Google TPU POD v3-128 with the same hyper-
parameters as the initial pretraining.14 For model
comparisons in the single task setting, we calcu-
late the average of three runs of finetuned Arabic
and multilingual models on the test sets of each
task. However, for the joint and multitask models,
we incorporate labeled data during the subsequent
pretraining phase, employing a fixed number of
steps—200K for the joint model and 100K for the
multitask model. As a result, we conduct a single
evaluation run for these models due to the high
computation costs.

12https://sites.research.google/trc/about/
13For GEC, we use a maximum sequence length of 1, 024.
14AraT5v2-mTask trains for a total of 1.1M steps, whereas

AraT5v2-joint-mTask undergoes training for 1.3M steps.
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Task Test Set Metric Baselines AraT5v2 AraT5v2-Joint

mT0 mT5 AraBART AraT5v1
† sTask mTask⋆ Joint⋆ sTask mTask⋆

DIAC ADT ↓ CER 1.58±0.13 1.64±0.11 23.43±1.51 2.58±0.19 1.30±0.20 1.97 2.20 1.90±0.24 1.74

GEC
QALB 2014

F0.5 (M2)
65.86±0.67 66.45±0.22 68.67±0.08 64.92±0.23 70.52±0.15 62.36 62.36 70.73±0.27 64.36

QALB 2015 L1 66.90±0.92 66.68±0.08 69.31±1.55 64.22±0.82 70.8±0.12 62.46 62.46 71.17±0.16 64.93

ZAEBUC 47.33±3.34 46.90±0.87 82.08±7.54 75.78±2.43 85.52±0.69 37.89 42.25 84.87±0.58 78.30

PARA
TAPACO

Belu
15.43±0.64 14.89±0.28 17.90±1.06 15.90±0.06 16.82±0.41 11.73 10.39 18.14±0.84 11.68

APB 38.36±0.14 24.29±13.98 37.66±1.01 20.34±1.82 35.04±0.89 19.57 16.92 36.89±0.44 16.93

SemEval 20.49±0.13 20.23±0.03 24.52±0.62 19.33±0.08 25.52±0.58 72.53 68.57 27.02±0.53 72.72

QA

ARCDQA F1 53.24±0.24 51.63±1.01 50.26±0.99 58.12±0.16 61.72±0.89 55.43 53.84 62.49±0.69 54.81

TyDiQAQA 76.31±0.09 74.99±0.23 73.32±1.21 39.55±1.96 82.99±0.47 72.37 71.72 84.21±0.47 72.44

XSQUADQA 54.55±0.76 47.43±0.91 47.33±0.87 48.71±0.5 57.79±1.08 63.73 63.39 59.42±0.72 64.89

LMQAQA 49.17±0.34 45.13±0.35 47.24±0.13 51.95±0.09 54.48±0.12 47.50 46.63 55.02±0.26 48.70

QG

ARCDQG

Belu

17.73±0.99 17.62±2.1 22.79±0.66 16.8±1.32 24.13±0.20 19.86 19.23 22.48±1.30 21.54

TyDiQAQG 30.22±0.91 31.0±0.97 33.64±0.13 22.09±1.85 33.50±0.75 25.37 24.50 34.05±0.34 26.18

XSQUADQG 10.04±0.01 9.96±0.03 10.27±0.31 9.21±0.09 10.98±6.91 6.65 1.94 11.50±0.41 7.30

MLQAQG 6.04±0.08 6.00±0.38 7.02±0.09 6.12±0.42 7.56±0.27 3.96 3.25 7.28±0.11 3.66

SUM

XLSum

RougeL

21.46±0.54 20.64±0.31 26.64±0.04 22.71±1.36 27.15±0.09 63.59 52.25 28.12±0.12 65.66

CrossSum 21.00±0.38 20.29±0.01 25.89±0.09 22.14±1.53 26.57±0.06 59.45 50.82 27.56±0.06 61.31

MarSum 23.00±0.17 22.57±0.21 26.49±0.03 21.71±0.39 26.64±0.06 20.49 19.04 26.81±0.06 20.78

MassiveSum 25.57±0.11 22.88±0.12 30.0±0.11 15.89±0.4 23.00±0.00 27.22 25.75 27.69±0.07 26.97
ANTCorp 90.29±0.11 88.84±0.91 90.0±0.20 86.64±0.22 90.94±0.14 87.39 86.92 90.85±0.12 88.22

TG
Arabic NTG

Bleu
19.03±0.34 19.23±0.01 22.75±0.09 19.55±0.16 22.13±0.08 22.54 21.33 22.37±0.06 22.94

XLSum 6.50±0.17 6.51±0.11 8.98±0.18 7.44±0.11 9.59±0.17 6.21 5.91 9.82±0.14 6.11

TR
ANTAEC ↓ CER 19.21±0.48 18.93±0.30 18.29±0.29 20.74±0.17 18.06±0.21 31.50 33.00 19.25±0.06 31.66

ATAR ↓ CER 16.79±0.15 16.68±0.22 17.70±0.05 36.51±1.53 14.96±0.05 33.63 35.90 14.70±0.05 33.19

NETTrans Belu 55.70±0.18 55.02±0.47 54.15±0.75 51.89±0.64 58.33±0.70 43.69 42.65 57.81±0.66 43.18

H-Score ↑ 37.01 35.42 39.86 34.59 41.90 41.41 38.73 42.56 42.89

L-Score ↓ 12.53 12.42 19.81 19.94 11.44 22.37 23.70 11.95 22.20

Table 2: Average of three runs of finetuned Arabic and multilingual models on OCTOPUS test. L-Score: refers to the
macro-average scores of tasks where a lower score ↓ is better. H-Score: refers to the macro-average scores of tasks
where a higher score ↑ is better. OCTOPUS task clusters taxonomy: (DIAC, Diacritization), (GEC, Grammatical Error
Correction), (PARA, Paraphrase), (QA, Question Answering), (QG, Question Generation), (SUM, Summarization),
(TG, News Title Generation), and (TR, Transliteration). †We refer to vanilla AraT5 (Nagoudi et al., 2022b) as
AraT5v1. ⋆For the joint and multitask models, we utilize the labeled data during the further pretraining phase.
Consequently, we employ it only once, as opposed to the regular single fine-tuning, which involves three runs.
Bold and green: best score in the individual task. Bold and orange: best average scores over all tasks.

5.3 Evaluation Metrics

We present the results of our models and the base-
line models independently on each task of evalu-
ated datasets, using the relevant metric. We em-
ploy Bleu score as an evaluation metric for para-
phrase, question generation, title (i.e. headline
news) generation, and sentence-level translitera-
tion tasks. Additionally, we use RougeL, F1, and
F0.5 (M2) as evaluation metrics for summarization,
question answering, and grammatical error correc-
tion, respectively. For diacritization and word-level
transliteration datasets, we utilize the character er-
ror rate (CER) metric. We split the evaluation scores
into “L-Score” where lower ↓ is better (e.g., CER)
and “H-Score” where higher ↑ is better, i.e., Bleu,
F1, F0.5, and RougeL.

5.4 Results

Table 2 shows that our proposed models, across dif-
ferent settings, outperform the baseline models in
∼ 90% of the individual test sets (18 out of 20). No-
tably, AraT5v2 significantly outperforms the vanilla
AraT5v1 (Nagoudi et al., 2022b) by 7.3 and 8.58
points in terms of the macro-average scores for
tasks where higher (↑) and lower (↓) score is better,
respectively. Furthermore, AraT5v2 markedly out-
paces the second-ranked baseline model, AraBART,
by an average of 2.04 (↑) and 8.45 (↓) in the macro-
average scores.

Additionally, the AraT5v2-joint single-task
model achieves the highest score in 8 out of 20
(∼ 40%) for the individual tasks, followed by the
AraT5v2 models and the AraT5v2-joint multitask
model, each achieving the best score in 4 out of 20
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Table 3: Examples of negative task interference in the diacritization task, both in a single-task and multitask.
Color taxonomy: “blue” refers to the original text, “red” denotes a word-level error, “light red” indicates a partial
diacritization error on one more letter, and “green” signifies correctness. For single task, we use “AraT5v2-sTask”
whereas we use “AraT5v2-joint-mTask” model as the multitask model.

(∼ 20%) tasks. It is also noteworthy that AraBART
and mT0 each obtain the best score in only one
task.

5.5 Discussion

Exploring different pretraining settings allows us
to derive unique insights. Examples of insights that
can be gleaned from Table 2 include:
Addressing open-domain problems. We ob-
serve that sequence-to-sequence models like T5
encounter challenges when tackling open-domain
question-answering tasks. For example, the results
on the MLQA dataset demonstrate notably low per-
formance across all evaluated models.
Handling lengthy sentences. Multitasking proves
effective in addressing challenges when working
with long texts, such as paragraphs or documents.
It significantly excels in tasks involving long se-
quences. For instance, paraphrasing text such as
the SmEval dataset and abstractive summarization
like ARCD and XLSum all include long sequences.
Conversely, it does not lead to significant improve-
ments in short-text paraphrasing, such as those

at the sentence level in datasets like APPB and
TAPACO.
Negative task inference. Notably, multitask train-
ing in our experiments has a negative impact on
character-level tasks. For instance, we randomly se-
lect two examples from an Arabic poetry website15,
remove diacritics from the input text, and require
both the AraT5v2-joint multitask and AraT5v2 sin-
gle task models to diacritize these examples. As
shown in Table 3, the multitask model alters the
words themselves, while the single task model pre-
serves the input words (i.e., it focuses solely on
adding diacritization to the character sequences).

5.6 Performance Comparison
One of our primary objectives in developing a
new version of AraT5 is to improve the time re-
quired for the finetuning process (i.e., convergence
time). Therefore, we conduct a comparison be-
tween AraT5v1 and AraT5v2, as well as the base-
lines models in this respect. This allows us to
analyze their computational efficiency and gain

15https://poetry.dctabudhabi.ae/
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Table 4: OCTOPUS output examples based on a randomly picked article from a news website. We prompt
OCTOPUS to generate five potential titles, answers based on the questions, and questions for the provided answer.

insights into their convergence behavior. To quan-
tify this, we measure the required average time for
convergence (in hours) and the average number of
epochs needed to achieve convergence based on
model results on development datasets. For a fair
comparison, we finetune all models for a maximum
of 20 epochs across all tasks. Notably, the evalua-
tion results carry on the average of three separate
runs using three different seeds, thereby enhancing
the robustness and reliability of our comparison.

Convergence time. In general, we observe that
AraBART and AraT5v2 need on average 12 and 13
epochs, respectively, till convergence compared to
AraT5v1, which needs an average of 16 epochs to
achieve the best performance. So, we notice that
AraBART requires only 2.9 hours to converge and
achieve the optimal performance, while AraT5v2,
and AraT5v1, need an average of 3.77 and 5.20
hours, respectively, to reach the best score. So,
we observe that AraT5v2 is approximately 35.19%

faster than AraT5v1 in terms of training times.16

6 OCTOPUS Toolkit

6.1 Model Selection

Our objective is to introduce a versatile language
generation toolkit capable of handling a wide range
of tasks, all within a single model. To achieve this
goal, we have explored multiple training strategies,
as described in Section 4. Based on our empirical
evaluations, we observe that finetuned AraT5v2-
joint under the multitask setting outperforms the
other models.17 Therefore, we utilize this model as
the foundation for developing our OCTOPUS toolkit
(illustrated in Figure 1).

16We note that AraBART requires a shorter time to converge
due to the vocabulary size of the model (32K) compared to
(110K) for AraT5-based models.

17As Table 2 shows, AraT5v2-joint-mTask outperforms other
models where a higher score is better and remains highly
competitive in scenarios where a lower score is preferred.
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Table 5: OCTOPUS output examples for grammatical error correction, paraphrasing, and summarization.

6.2 Task Coverage

OCTOPUS is designed for eight machine genera-
tion tasks, encompassing diacritization, grammat-
ical error correction, news headlines generation,
paraphrasing, question answering, question gen-
eration, and transliteration. This comprehensive
package includes a Python library along with as-
sociated command-line scripts. Table 4 illustrates
the output of OCTOPUS, generating five potential
titles, answers derived from questions related to
the content, and questions corresponding to a pro-
vided answer based on a randomly selected article
from a news website. Moreover, Table 5 showcases
examples of OCTOPUS for grammatical error cor-
rection, paraphrasing, and summarization. We now
describe the intricacies of implementation and de-
sign of the OCTOPUS toolkit, along with its various
configurable settings.

6.3 Implementation

We distribute OCTOPUS as a modular toolkit built
using standard libraries including PyTorch (Paszke

et al., 2019) and HuggingFace (Lhoest et al., 2021).
It is implemented in Python and can be easily in-
stalled using the pip package. It is compatible with
Python versions 3.8 and later, Torch version 2.0
and later, and the HuggingFace Transformers li-
brary version 4.30 or higher.18 We offer three usage
options with varieties of arguments: (i) Command-
Line Interface (CLI), (ii) Python integration pack-
age, and (iii) an interactive web interface.
CLI ommands. We offer three command-line in-
terfaces for task selection and output generation as
follows: First, the “octopus_interactive” command
provides an interactive mode that allows users to
actively engage with the system. With this com-
mand, users can efficiently select their desired task
and input text and then apply the chosen task to
generate output. For instance, if a user wants to
diacritize several sentences, they can initiate the
diacritization task and input the sentences one by
one to undergo the diacritization process. Second,

18Installation instructions and documentation can be found
at: https://github.com/UBC-NLP/octopus.
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Argument Description

Basic
- - help [-h] To display the arguments details
- - cache-dir [-c] Specify the path to the cache directory.
- - logging-file [-l] Define the file path for logging.

Task - - prefix [-p]
Task prefix should be one of the following: [’diacritize’, ’correct_grammar’,
’paraphrase’, ’answer_question’, ’generate_question’, ’summarize’,’generate_title’,
’translitrate_ar2en’, ’translitrate_en2ar’ ]

Input & Output

- - text [-t] Provide the input text for generative tasks.
- - input-file [-f ] Specify the path of the input file.
- - max-outputs [-o] Define the number of hypotheses to generate as output.
- - batch-size [-bs] Set the number of input sentences processed in a single iteration.
- - seq-length [-s] Specify the maximum sequence length for the generative text.

Decoding

- - search-method [-m] Choose the decoding method from the options [‘greedy’, ‘beam’, ‘sampling’].
- - nbeam [-nb] If using beam search, specify the beam search size.

- - no-repeat-ngram-size [-ng] Avoid repeating the same n-gram size in the generated text.
- - top-k [-k] Utilize sampling with a top-k strategy.
- - top-p [-p] Implement sampling with a top-p strategy.

Table 6: OCTOPUS command line argument list.

the main command “octopus” offers two options:
users can either directly input the text or specify a
file path, allowing flexibility in applying multiple
tasks to a large amount of data points. Finally, the
task-specific command “octopus-taskname” offers
seven task-specific commands, each corresponding
to one of the supported tasks. For instance, there
are “octopus-diacritize” and “octopus-paraphrase”
commands. These task-specific commands follow
the same usage pattern as the “octopus” command,
but are designed for individual tasks.
Python integration package OCTOPUS is a
Python library that offers numerous functions for
seamless integration with various dataframe archi-
tectures, including Pandas, PySpark, Dask, and
more. It takes as input the function to be integrated
into user code and returns both generative text and
processing logs.
Interactive web interface. We offer a dynamic in-
teractive web interface that allows users to try OC-
TOPUS tasks. Furthermore, to facilitate adoption,
we provide a Google Colab notebook with detailed
instructions on how to use the OCTOPUS tool and
model, and integrate them with user’s code.

6.4 Arguments
Each of the command lines (i.e., octopus-
interactive, octopus, or octopus-taskname supports
or requires several arguments. Furthermore, OC-
TOPUS supports four decoding methods on the de-
coder side: greedy search, beam search (Koehn,
2009), top-k sampling (Fan et al., 2018), and nu-
cleus sampling (Holtzman et al., 2019). We set as
the default setting beam search with a beam size of
5, and a maximum sequence length of 2, 048. Ta-

ble 6 shows detailed descriptions of the arguments
and their usage. This information helps users un-
derstand and utilize the provided arguments effec-
tively.

7 Conclusion
We introduced a suite of powerful Arabic text-to-
text Transformer models trained on large and di-
verse datasets, with an extended sequence length of
up to 2, 048. We also explored various pretraining
strategies, including unsupervised and joint pertain-
ing, using both single and multitask settings. Our
models outperform competitive baselines, demon-
strating their effectiveness. Furthermore, we in-
troduced OCTOPUS, a publicly available Python-
based package and command-line toolkit tailored
for eight Arabic natural language generation tasks.
OCTOPUS is designed to be extensible, and we plan
to expand its capabilities by adding more tasks and
increasing the capacity of our back-end model.

8 Limitations
We identify the following limitations:

• Dialectal Arabic. In this paper, our primary
focus is on MSA tasks. Nevertheless, we are
committed to expanding our scope to cover
tasks in available Arabic dialects in the fu-
ture. Currently, there is a recognized necessity
within the community to facilitate the creation
of datasets tailored to multiple Arabic dialects.
For example, there is currently a deficiency in
dialectal resources for sequence-to-sequence
tasks such as summarization, paraphrasing,
and question-answering. As more resources
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are created for dialects covering these tasks,
we anticipate enhancing the coverage and ca-
pabilities of OCTOPUS exploiting these re-
sources. Fortunately, our toolkit and core
back-end models are extensible and hence
would allow for such a development seam-
lessly.

• Task Coverage. OCTOPUS currently encom-
passes only eight generation tasks. However,
we have plans to expand its capabilities by
including additional tasks. These upcoming
additions can involve, for example, dialgoue
geeration and tasks involving code-switching.
Again, adding more tasks to OCTOPUS will
not be onerous, once respective datasets are
available.

• Intended Use. OCTOPUS is a natural lan-
guage generation toolkit designed to handle
eight different tasks. We have tried the toolkit
under different scenarios and found it to per-
form well. However, before any real-world
usecases, we strongly encourage further and
more extensive evaluations under diverse con-
ditions.

9 Ethical Considerations

Our pretraining datasets are sourced from the pub-
lic domain. Similarly, the labeled datasets used for
model finetuning have been collected from pub-
licly available data, made possible through the
dedicated efforts of numerous researchers over the
years. Consequently, we do not have significant
concerns regarding the retrieval of personal infor-
mation from our trained models. It is essential to
note that the datasets we gather to construct OC-
TOPUS may contain potentially harmful content.
Furthermore, during model evaluation, there is a
possibility of exposure to biases that could lead
to unintended content generation. For release, all
our pretrained models and the toolkit are publicly
available for non-malicious use.
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Abstract

Recent advances in the space of Arabic large
language models have opened up a wealth of
potential practical applications. From optimal
training strategies, large scale data acquisition
and continuously increasing NLP resources, the
Arabic LLM landscape has improved in a very
short span of time, despite being plagued by
training data scarcity and limited evaluation
resources compared to English. In line with
contributing towards this ever-growing field,
we introduce AlGhafa, a new multiple-choice
evaluation benchmark for Arabic LLMs. For
showcasing purposes, we train a new suite of
models, including a 14 billion parameter model,
the largest monolingual Arabic decoder-only
model to date. We use a collection of pub-
licly available datasets, as well as a newly intro-
duced HandMade dataset consisting of 8 billion
tokens. Finally, we explore the quantitative and
qualitative toxicity of several Arabic models,
comparing our models to existing public Arabic
LLMs.

1 Introduction

Recent advances in the field of AI, and particu-
larly the development of large language models
(LLMs), have been driven by a convergence of fac-
tors including the availability of large amounts of
unlabelled textual data (Suá rez et al., 2020; Raffel
et al., 2020), advancements in hardware (Hooker,
2020), software (Narayanan et al., 2021), compute
infrastructure (Jouppi et al., 2023), as well as algo-
rithmic innovations (Vaswani et al., 2023). Without
doubt, all these factors combined have accelerated
the progress and capabilities of AI, leading to the
emergence of large language models (Brown et al.,
2020). At its root, one can find efforts to teach
computers to understand and generate impressively
human-like text. These efforts began with relatively
simple statistical models (Mikolov et al., 2013) and
rule-based systems, but in recent years, the field has
been revolutionized by the advent of deep learning

and the availability of large-scale computational
resources and data (Sevilla et al., 2022).

The inaugural iteration of Generative Pretrained
Transformer (GPT) (Radford et al., 2018) demon-
strated the efficacy of causal language modelling
as a pre-training objective, where the model is
trained, auto-regressively, to learn the probability
of a word given previous context, substantively
enhancing the model’s ability for generalization.
Subsequently, GPT-2 (Radford et al., 2019) pro-
vided empirical evidence that augmenting both the
size of the model and the volume of the training
dataset enables surpassing previously established
benchmarks in numerous tasks within a zero-shot
framework. This framework enables the model
to successfully solve tasks without explicit train-
ing, simply from in-context instructions and ex-
amples. The strategy of scaling GPT models was
taken to its zenith with the introduction of GPT-3
(Brown et al., 2020), a model comprising an unpar-
alleled 175-billion parameters. Training on textual
data consisting of hundreds of billions of words
sourced from the internet enabled larger model
sizes, which in turn showed increased abilities for
few-shot learning. This unlocked novel capabilities
during model evaluation and demonstrated their
potential for practical applications. In recent years,
a series of Large Language Models (LLMs) have
been introduced: Gopher (Rae et al., 2021), PaLM
(Chowdhery et al., 2022), Llama2 (Touvron et al.,
2023), with the largest dense language models now
having over 500 billion parameters. These large
auto-regressive transformers have demonstrated im-
pressive performance on many tasks using a variety
of evaluation protocols such as zero-shot, few-shot,
and to some extent fine-tuning.

Further research revealed that larger models sys-
tematically deliver better language modelling per-
formance (Kaplan et al., 2020), retaining more com-
plex relationships and more subtleties of the lan-
guage. Larger models were shown to also capture
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more contextual information than smaller models,
demonstrating improved emergent downstream ca-
pabilities (Wei et al., 2022). However, given the
substantial increase in compute needs and the po-
tential energy cost considerations associated with
the training of such large language models (Lakim
et al., 2022), several works have gone into discov-
ering the optimal allocation between the number
of model parameters and data samples used. This
has led to the formalism of power law scaling rela-
tionships between the number of model parameters
and training tokens, given a computational budget
(Kaplan et al., 2020). Recent results regarding the
scaling of these model (Hoffmann et al., 2022) have
confirmed that model performance is linked with
the availability of large, high-quality (Gao et al.,
2020; Penedo et al., 2023), and diverse datasets.

Nevertheless, in the global linguistic landscape,
much of the advancements in large language mod-
els over the recent years predominantly cater to
high-resource languages, denoting those languages
that enjoy substantial amounts of digitally avail-
able training data. Here English stands at a priv-
ilege, still covering ∼ 46% of recent Common-
Crawl dumps, followed at 4− 6% each by German,
Russian, French, Japanese, Spanish, and Chinese
1. These languages stand to profit massively from
the progression of language models in contrast to a
significant proportion of languages, often charac-
terized by their lower resources, and which attract
less attention, despite their cumulative prevalence 2.
Here, Arabic represents a case of particular note, as
it is the native tongue of 360 million people (includ-
ing dialects) and the official language of 27 states
and territories, but its overall presence on Common-
Crawl for example is ∼ 0.5% (∼ 0.66% in recent
dumps ). This in part may be due to a possible bias
in the crawling algorithms, but it also stems from
the fact that not all societies interact with the inter-
net in the same way, thus different public content
that can then be harvested as datasets.

The main contributions of the present work are:

• we present AlGhafa3, a multiple-choice zero-
and few-shot evaluation benchmark based on

1https://commoncrawl.github.io/
cc-crawl-statistics/plots/languages

2English, the preferred language of 25.9 per-
cent of internet users https://www.verbolabs.com/
internet-users-by-languages-worldwide/, is dispro-
portionately represented, accounting for 63.7 percent of all
text content.

3https://gitlab.com/tiiuae/alghafa

eleven existing datasets, that we curate and
modify; we evaluate our own models against
this benchmark and also other publicly avail-
able Arabic LLMs; we plan to publicly release
the benchmark to aid the community in build-
ing more tools for evaluating Arabic LLMs.

• for the purpose of this academic study, we
train a new family of decoder-only Arabic
monolingual LLMs, with model sizes of 1B,
3B, 7B and 14B parameters; our 14B model
is to our knowledge the largest monolingual
decoder-only Arabic model, trained on 248
GT (billion tokens) in total, using 4 epochs
of 64.5 GT to match the optimality threshold
prediction according to the Hoffmann et al.
(2022) scaling law.

• we perform a qualitative and quantitative tox-
icity evaluation of our Arabic models, con-
trasted with other existing models following a
consistent methodology.

• finally, we present our HandMade dataset,
containing 8 GT (after extraction, cleaning
and deduplication) of high-quality new Ara-
bic content crawled from the internet.

2 Related work

In the past three years, several Arabic generative
language models have been published (with a few
being publicly available), exploring different archi-
tectures (BERT, GPT and T5-based) and increasing
model sizes, while facing limitations in training
data and evaluation resources.

AraGPT2 (Antoun et al., 2021) was the first ded-
icated Arabic generative language model to be de-
veloped where the training corpus included Arabic
data from internet and news articles. The largest
model in this family, AraGPT2-MEGA, with 1.46B
parameters on a GROVER architecture (modified
layer normalization order in the transformer with
respect to GPT2), was shown to be able to produce
high quality Arabic output in both generation and
question-answering tasks.

A larger GPT-based Arabic model, was intro-
duced by (Lakim et al., 2022). The Noor project
comprises of a family of Arabic multi-billion pa-
rameter models, with the Noor-10B being made
available via API. However, their work mostly fo-
cused on the evaluation of the carbon footprint of
building and training the model.

Nagoudi et al. (2022) introduced a range of GPT
models (300M to 13B parameters), trained on 400
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GB of text, with the largest model (Jasmine-13B)
still in training at the time of publication. The
authors focused on the few-shot learning of these
models and presented an extensive model evalu-
ation on a range of tasks including NLU tasks,
language modeling, word manipulation, common-
sense inference and autocompletion. Furthermore,
they evaluated their models on various societal bi-
ases including gender, stereotypical, religion and
color bias.

In line with evaluating the capabilities of Arabic
LLM, Sengupta et al. (2023) recently released Jais
and Jais-chat. Jais is a 13B parameter pretrained
model while Jais-chat represents the instruction-
tuned version of their foundation model. To train
the model, the authors did not utilize only Arabic
data but instead used a mixture of Arabic, English
and Code in the ratio 1:2:0.4. Specifically, the
model was trained on 395 billion tokens which
included: 72 GT of Arabic data (of which 18 GT
were machine translated from English) that were
repeated 1.6 times to obtain 116 GT of Arabic data
at the end, plus 232 GT of English tokens and a
remaining 47 GT of code. The results from the
paper suggest that bilingual data mixture can result
in better overall performance metrics. For Jais-chat,
the authors used a mixture of prompt-response pairs
(4 million in Arabic and 6 million in English).

In the space of BERT-based models, Ghaddar
et al. (2021) posit that existing Arabic models
are largely under-trained which affects their per-
formance significantly. They propose the JABER
(135M) and SABER (369M) BERT-style models,
showing increased performance over a variety of
Natural Language Understanding (NLU) tasks. In
addition to this, the authors highlight the usage
of improved filtering process for the training data
which reduces the size of training corpus but pro-
duces better results.

Following this strategy, Alghamdi et al. (2023)
propose a T5 model (AraMUS) with 11B parame-
ters while maintaining the high-quality standard of
the Arabic training data used. The authors claim
that AraMUS is the first multi-billion parameter
T5 Arabic model which has been thoroughly evalu-
ated on a diverse set of NLU tasks and compared
against the existing SOTA models. Its performance,
evaluated on the ALUE benchmark (Seelawi et al.,
2021) present state-of-the-art results among BERT
and T5 models.

Parallely, Nagoudi et al. (2021) introduced

AraT5 for transfer learning in Arabic and pre-
trained three models, one trained on Modern Stan-
dard Arabic (MSA), another one on Twitter data
and last on both MSA and Twitter. They also intro-
duced a new benchmark called ARGEN to evaluate
Arabic language generation. AraT5 models per-
formed well on the benchmark and outperformed
mT5 in terms of Text Summarization, Question An-
swering, Machine Translation, Paraphrasing and
other Arabic NLU tasks.

3 Data

3.1 Data sources

Our pretraining data sources can be divided in
web data and curated data sources. In terms
of web data, we first leverage CommonCrawl
(commoncrawl.org), which is a freely and pub-
licly available internet scraping archive that has
been collecting data since 2008. We process 94
CommonCrawl dumps, up to March/April 2023,
extracting Arabic content (see Section 3.2). We
also include data from ArabicWeb16 (Suwaileh
et al., 2016), a dedicated public web crawl based
on 150 million URLs with high Arabic coverage.
Finally, we present our own HandMade crawled
dataset (see Appendix A), obtained by scraping 36
million unique URLs. We note here the importance
of new large scale Arabic datasets, both due to the
general data scarcity in Arabic and the possibil-
ity that CommonCrawl’s targeting algorithm may
not be optimum for leveraging Arabic language
websites.

In terms of curated data, we focused on four
main categories: wikipedia, news, books and con-
versations. Our wikipedia dataset covers the MSA
version (main articles, wikisource and wiktionary)
but also the Egyptian and Moroccan versions (main
articles). For news, we collate 4 existing datasets:
Abu El Khair (El-khair, 2016), Arabic-News (Saad,
2019), SaudiNewsNet (Alhagri, 2015), and Ulti-
mateArabicNews (Al-Dulaimi, 2022). Finally, for
books, we leverage the Open Islamicate Texts Ini-
tiative (OpenITI) (Nigst et al., 2023) corpus con-
sisting of pre-modern Islamicate texts.

3.2 Data processing

For large-scale data processing, we use the data pro-
cessing pipeline inspired by Penedo et al. (2023),
with some modifications in the processing order
and adapting filtering to Arabic content.

One relevant choice in our data processing
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pipeline for CommonCrawl samples is that we fol-
low the strategy of Gao et al. (2020), applying py-
cld2 instead of fasttext for language identification
as it is designed to work at HTML level, which
allows for a significant saving in downstream text
processing. We then continue with text extraction
from samples identified as Arabic using the trafi-
latura library. To validate our decision, we test
both strategies (trafilatura followed by fasttext ver-
sus pycld2 followed by trafilatura) by processing
one random CommonCrawl segment from 2022
and find that our chosen approach recovers 99% of
the Arabic samples. Considering that Penedo et al.
(2023), after processing roughly half of existing
CommonCrawl data, estimated the Arabic content
to be at ∼ 0.5%, and that text extraction is a highly
computationally expensive step, this approach re-
duces data processing costs considerably with very
little data loss and is particularly recommendable
when only targeting specific languages.

Once the Arabic text samples have been ex-
tracted, we apply a URL filter comparing to a cu-
rated list of 46 million domains (across different
languages) (url) with known pornographic, violent
or gambling-related content. We then run fasttext
to confirm Arabic language identification at text
level and, finally, we apply the Gopher repetition
filter from (Rae et al., 2021) using their default
values.

We apply a stringent deduplication strategy, us-
ing fuzzy deduplication based on MinHash (Broder,
1997) and exact deduplication based on suffix array
(Manber and Myers, 1993) using the implementa-
tion of Lee et al. (2022). This is performed in a
three-step scheme: first, MinHash is applied indi-
vidually to each separate dataset; then the dedupli-
cated results are merged, and MinHash is applied
globally; lastly, after separating books and con-
versations, exact deduplication is applied to the
merged dataset as a final step, removing all ex-
act matches above 50 consecutive tokens. After
the global MinHash step, exact deduplication was
applied separately to the books dataset due to its
large individual sample size requiring a different
distribution of the computational workload and to
the conversations dataset, where we lowered the
threshold and removed exact duplicates above 25
consecutive tokens. Finally, we apply the sample-
level and line-level quality filters used in Penedo
et al. (2023) adapted to Arabic, implementing the
changes detailed in Appendix B.1. This finally

Split Percentage (%) Tokens (GT)
webdata 94.77 61.07

books 2.45 1.58
news 2.17 1.40

conversations 0.34 0.22
wikipedia 0.20 0.13

Table 1: Final pre-training dataset mixture

leaves us with ∼ 64.5 GT of clean and dedupli-
cated Arabic tokens. Our data processing pipeline
in summarized in Figure 1. Note that the stages
featured here occur after the initial language iden-
tification followed by HTML extraction, and still
from stage 1 (language re-identification and basic
filtering) to 5 (final Arabic quality filtering), 86%
of the disk size content in Arabic is lost, mainly
due to the deduplication steps.

Our final data mixture is described in Table 1,
showing that most of our data (∼ 95%) comes from
internet sources and not curated datasets. However,
after identifying and analyzing our top 150 inter-
net domains across the entire training dataset (see
Figure 2 and Appendix B.2 for details), we find
news to be the dominant category, accounting for a
weighted 65% of the top 150 domains.

Stage 1
100%

Stage 2
37%

Stage 3
26%

Stage 4
15%

Stage 5
14%

After Arabic quality filtering

After string-level dedup

After global sample-level dedup

After individual sample-level dedup

After Arabic ID & basic filtering

Figure 1: Data processing steps, showing the percentage
of data measured in disk size left after every step. All
percentages are computed with respect to the total data
left after finalizing stage1: applying language identifica-
tion, HTML extraction and basic filtering (consisting in
repetition filter and minimum words per sample).

3.3 Tokenization

After exploring different approaches for tokeniza-
tion, we found that byte-level BPE and Sentence-
Piece offered the best coverage and fertility ratios.
We then compared two specific tokenizers that had
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Model Layers Heads dmodel Total
param.

Seq.len. Gtokens Epochs

AraGPT2–1.5B (Antoun et al., 2021) 24 48 1536 1.5B 1024 NA NA
Jasmine–13B (Nagoudi et al., 2022) 40 40 5120 13B 2048 NA NA
Jais–13B (Sengupta et al., 2023) 40 40 5120 13B 2048 395

ar/en/code
1

Our–1B 24 32 2048 1.3B 2048 20 1
Our–3B 32 40 2560 2.7B 2048 60 1
Our–7B 32 71 4544 7B 2048 140 2
Our–14B 36 96 6144 14B 2048 258 4

Table 2: Model architecture compared to other autoregressive Arabic language models

Adult

Sports

Pets
Animals

Finance

Beauty
Fashion
Fitness

Society
Religion
Family

Online
Community

Forums

Shopping
Marketplace

Arts
Entertain.

Reference
Encyclopedias

Travel
Tourism
Hotels

News

Figure 2: Topic distribution in the top 150 URL domains
covering ∼ 20% of the total number of samples in the final
Arabic pre-training dataset

a vocabulary size of 65k and used BPE as a model
and sentence-piece as a pre-tokenizer (to which we
refer to as tok1 and tok2), where the main differ-
ence is that tok1 imposes a much stricter normal-
ization, where 56 Arabic unicode characters are
either removed or replaced. We tested these two
tokenizers by training 1B and 3B parameter models
trained to optimality (same number of tokens for
same sized models) and running them against our
zero-shot evaluation pipeline (see Appendix C), the
two tokenizers perform similarly but we continue
with tok1 due to its higher compression rate.

4 Model

A de facto architecture for large language models,
the canonical transformer architecture (Vaswani
et al., 2023), has seen several improvements to
enhance the overall model qualitative performance

and speed up both training and inference workloads.
Our family of Arabic models are a suite of decoder
based generative models (Radford et al., 2018),
closely following the architecture of the Falcon
models4 which in turn was modified from the GPT-
3 architecture (Brown et al., 2020). We highlight
the following attributes:

• Multi-query attention (Shazeer, 2019) is
used to improve the scalability of inference.

• Flash attention (Dao et al., 2022).
• Parallel attention, where the attention mod-

ule and MLP blocks are executed in parallel.
• Rotary embeddings proposed in Su et al.

(2022).

More details on model architecture are given in
Table 2, comparing with other previously released
decoder-only Arabic LLMs.

4.1 Training

We pretrained our models on NVIDIA A100 GPUs.
For our 7B model we used 96 GPUs during approx-
imately 1 week, and for our 14B model we used up
to 384 GPUs for approximately 2 weeks, including
learning rate sweeps.

Our models were trained to optimality, following
the scaling laws of Hoffmann et al. (2022). Due
to the scarcity of Arabic data, we used 2 epochs
for our 7B model and 4 epochs for our 14B model.
This decision was reinforced by the recent work of
Muennighoff et al. (2023), which shows that when
training on constrained data for a fixed compute
budget, training up to 4 epochs of repeated data
produces negligible changes to the loss when com-
pared to using unique data. The work of Hernandez
et al. (2022) cautions against data repetition as it

4https://huggingface.co/tiiuae/falcon-40b
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Figure 3: Agreggate zero-shot evaluation results on our benchmark for our series of 1B, 3B, 7B and 14B models trained to
optimality, compared to AraGPT2-Mega, Noor-10B (evaluated via API) and Jais-13B models. Average is the mean accuracy
across tasks. Score* is the average of (at − bt)/(1− bt) across tasks, where: at is task accuracy and bt is task baseline.

can significantly degrade model performance, es-
pecially for larger models. However, their finding
refers to upsampling specific datasets (a practice
used in the past to increase the amount of high qual-
ity data in the training dataset) rather than repeating
the entire training dataset for a limited number of
times. For our largest model, with 14B parameters,
using 4 epochs is not expected to lead to perfor-
mance degradation.

5 Evaluation and results

5.1 Throughput

For performing throughput experiments, we de-
ployed our 14B model using BF16, and the Jais-
13B model using FP32, each on a single p4d in-
stance (8 × A100 GPUs, with 40Gb of memory
each). Both models were deployed using the Hug-
gingFace transformers library. We observed a
speedup of our 14B model by +15%, +75%, and
+158%, respectively for a batch size of 8, 16, and
32, making it significantly faster than Jais-13B for
large scale inference applications on commonly
used A100 GPUs.

5.2 Arabic multiple-choice tasks evaluation
benchmark

We construct AlGhafa5, a multiple-choice zero-
and few-shot evaluation benchmark based on 11
existing datasets (see Appendix C), that we curate

5https://gitlab.com/tiiuae/alghafa

by translating and/or modifying partially or fully
with human verification from native Arabic speak-
ers. All tasks used for evaluation are transformed
into multiple-choice tasks following the setup from
(Brown et al., 2020). The model under evaluation is
prompted with the text of the task and the context,
if available. Then the log-probs of each choice are
calculated and normalized by number of characters.
The highest log-prob choice is then selected and
compared with the correct one to score the model.
The metric used is accuracy: the number of correct
choices the model guesses divided by the total num-
ber of samples. The results are then compared to a
random baseline (since the datasets are balanced, it
is one divided by the number of choices). All the
classification tasks (Facts balanced, Sentiment, Rat-
ing sentiment, Rating sentiment no neutral), were
balanced by removing extra samples from classes
with more samples. To use the generative LLM as
a classifier, the prompt for the model was designed
as a multiple-choice task, with the possible choices
representing the possible classes.
The Rating tasks are created from HARD-Arabic-
Dataset, a collection of reviews with scores from
1 (bad) to 5 (good). We remove samples that are
too long since the context length of the model is
2000 tokens. Moreover, we do not need too many
samples for evaluation, so the tasks were built with
a random subset of the original dataset. The ag-
gregate results displayed in Figure 3 show that our
monolingual 14B model trained on 258 GT and
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Test
Model EM F1 Architecture Fine-tuned on task?
Random Guess 3.45 3.93 - -
AraT5-base 31.2 65.7 T5 Yes
AT5B 31.6 67.2 T5 Yes
AraMUS 35.3 72.3 T5 Yes
Our-14B 21.1 13.8 Decoder No

Table 3: Performance on QA tasks with Exact Match
(EM) and F1 as performance metrics.

deployed in BF16 ranks second after the bilingual
Jais-13B model trained on 395 GT and deployed
in FP32. Detailed figures from Appendix C show
that our 14B model performs better on the reading
comprehension tasks Belebele Ar-MSA and Bele-
bele Ar-dialects, and also on MCQ Exams, whereas
Jais-13B particularly excels on the SOQAL Ar and
XGLUE Ar tasks, although with a significantly in-
creased inference cost for large scale applications
(see Section 5.1).

5.3 Generative Tasks

Following Alghamdi et al. (2023) and Ghaddar
et al. (2022), we evaluate our model on two types
of generative tasks: Question Answering (QA) and
Question Generation (QG). For QA evaluation task,
we aggregated four datasets: three from the human
translated section of XTREME benchmark (Hu
et al., 2020): MLQA (Lewis et al., 2019), XQUAD
(Artetxe et al., 2019) and Ty Di QA (Artetxe et al.,
2019), and a fourth dataset ARCD (Mozannar et al.,
2019). More details about the size and description
of the datasets are listed in Appendix C.

We evaluate QA on two metrics, exact match
(EM) and F1, to compare with existing results by
(Ghaddar et al., 2022; Alghamdi et al., 2023) (see
Table 3). For QA task, we prompted our model
with the context and question from the dataset and
evaluated the completion from the model against
the actual or "gold" answer to the questions. It is to
be noted that some of the questions in the datasets
had multiple answers, in that case, we evaluated the
completion from the model against the reference
answers. The choice of using EM and F1 as perfor-
mance metrics was to evaluate our model against
the state-of-the-art models (Alghamdi et al., 2023;
Nagoudi et al., 2021; Ghaddar et al., 2022).

For QG tasks, we used the same datasets as QA
following (Alghamdi et al., 2023) where the model
was prompted with the context and answer and the
completion is expected to produce a question. We
tested our model on BLEU metrics as used by the
baselines. The results on the test set are shown in

Model Test Architecture Fine-tuned on task?
AraT5-base 13.5 T5 Yes
AT5B 17.0 T5 Yes
AraMUS 17.4 T5 Yes
Our-14B 10.6 Decoder No

Table 4: Performance on QG tasks with BLEU score as
performance metric.

Table 4.
Both QA and QG tasks were evaluated on the

pre-trained version of our 14B parameter model,
with no task-specific fine-tuning as used in the case
of AraT5-base, AT5B and AraMUS. We note here
that encode-decoder models are known to perform
best after adding a multitask fine-tuning step Wang
et al. (2022).

6 Toxicity and bias analysis

We address the study of stereotypical bias related
to gender, religion and ethnicity following two dis-
tinct approaches, respectively a descriptive and a
quantitative one.

6.1 Descriptive analysis

We follow an approach similar to Brown et al.
(2020) and Chowdhery et al. (2022) in perform-
ing a qualitative inspection of eventual bias related
to gender, nationality, and religion. We analyze co-
occurrence statistics between groups and descrip-
tive words in predictions generated from prompts
following the pattern "The group member is al-
ways" (". . . AÖ 
ß @X * �é«ñÒj. ÖÏ @ ñ 	�«*"), where group
member is substituted by a gender, national or re-
ligious identity. We adapted the prompt pattern
proposed by (Chowdhery et al., 2022), using the
term always instead of very to adapt to the Arabic
language syntax. We note that a similar pattern is
used in bias analysis in (Nagoudi et al., 2022). For
each prompt we generate 800 completions using nu-
cleus sampling, with top-p=0.9 and a temperature
of 1. In order to reduce inappropriate toxic content
we perform a two-step analysis: at first we apply a
simple "bad word" filter (see Appendix E.1) on the
produced content, then we employ a part-of-speech
tagger (Obeid et al., 2020) to retain only adjectives
from the first sentence of the completion. Finally,
we remove adjectives that are considered not de-
scriptive in terms of bias and, for each group, we
report the top-10 most frequent descriptive words
obtained (see Appendix E.2 for full details).
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6.2 Quantitative analysis

We propose a quantitative approach to bias and
toxicity analysis following the method described
in (Ousidhoum et al., 2021). At first, we generate
113176 open sentences including an explicit social
group member as subject followed by an ordinary
action from the ATOMIC series of patterns (Sap
et al., 2019). In order to highlight any eventual
bias related to gender, we use gendered pronouns
and generate a total of 4000 patterns from the 1000
ATOMIC heads adding because she/of her and be-
cause he/of his in case, respectively, of a female or
male subject. Our evaluation focuses on the study
of bias in groups related to ethnicity and religion.

From these patterns, we obtain masked close
prompts for whose the assessed LLMs need to gen-
erate the last token giving a reason for the action
taken. For each prompt, we generate 10 comple-
tions using nucleus sampling with top-p=0.9 and a
temperature of 1, with the exception of the Jais-chat
model, for which, in order to meet the submission
deadline, a single completion for each prompt is
generated. For both the considered fine-tuned mod-
els we include their pre-prompts. For Jais-chat, we
used the recommended Arabic pre-prompt 6, con-
sisting of 307 words. For our chat fine-tuned 14B
model, we use a custom pre-prompt with a total of
466 words.

A simple logistic regression (LR) classifier (see
Appendix E.3) is then used to probe for toxicity.
Since toxic language classifiers can exhibit a built-
in bias toward specific terms including the names
of certain social groups (Sap et al., 2019), (Park
et al., 2018), (Hutchinson et al., 2020), the toxicity
probing is performed in two steps.

In the preliminary stage, the classifier is run on
the raw prompts including only the subject and the
action. We then filter out 40.0% of the patterns
as they have been classified as toxic. In the main
stage, the classifier is applied to the full sentences
starting with a non-toxic prompt. Our "bad word"
filter is also applied to avoid inappropriate content.
The proportion of sentences marked as toxic for
each of the assessed models is reported in Table 5.
We gain further insights for these results with the
labels provided by the human annotators in 6.2.1.
Further statistics regarding toxicity in social groups
are displayed in Appendix E.4. From an overall
toxicity comparison between our 14B model and

6https://huggingface.co/inception-mbzuai/
jais-13b-chat

Model %
Our-14B 7.02

Our-14B-chat 1.93
Jais-13B 4.57

Jais-chat-13B∗ 3.56
Noor-10B 7.31

AraGPT2-1.5B 3.66
AraBERT-136M 9.34

Table 5: Proportion of generated sentences that are
marked as toxic by the LR classifier

PTLM normal % toxic % confusing %
Our-14B 40.0 5.0 55.0

AraBERT-136M 50.0 15.0 35.0
AraGPT2-1.5B 10.0 0.0 90.0

Jais-13B 25.0 10.0 65.0
Noor-10B 30.0 10.0 60.0

Table 6: Human evaluation of 20 samples for each of the
5 Arabic PTLMs of interest. We report the percentage
scores for labelled sentences in each category.

our chat fine-tuned 14B model (details given in
Appendix D), we notice a definite reduction in the
produced toxic content due to the proposed fine-
tuning and the use of pre-prompts.

6.2.1 Human Evaluation
To have further insights on the assessed Pretrained
Language Models (PTLMs), we sample 20 gener-
ated statements from each one, for a total of 100
sentences, and asked 3 Arabic speakers to annotate
them as normal, toxic or confusing without know-
ing from which model they have been produced. A
sentence can be marked as confusing whether it is
not clear if it is toxic or not or if it seems to lack
commonsense. We report in Table 6 the majority
voting results for the annotator labels. When com-
paring Tables 5 and 6 we can notice, at first, that the
proportion of sentences masked as confusing is sig-
nificant, in particular for AraGPT2-1.5B. This can
probably contribute to the low level of toxicity dis-
played by this model. In fact, when looking at the
completions it generates we can notice a tendency
to produce punctuation and stop words. When look-
ing at the proportion of toxic labeled content, we
can notice an overall agreement in scale between
the classifier and the human annotators.

7 Limitations

As our models are trained chiefly on publicly avail-
able Arabic data crawled from the internet (∼ 95%)
and cleaned using a large-scale automated pipeline,
they can present to some degree several of the is-
sues commonly found in large language models:
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outputting incorrect/private/sensitive information,
toxicity and/or bias, the potential for misuse. We
caution the reader that these models were trained
for academic research and should not be used in
handling sensitive information and taking high-risk
decisions without taking additional steps.

Our quantitative toxicity analysis for Arabic
completions shows that our models can display
slightly increased toxicity when compared to some
other pre-existing Arabic models, especially with
respect to certain categories. We show this can
be significantly alleviated through fine-tuning. We
plan to train another suite of models with the objec-
tive of intrinsically reducing model toxicity either
by including improved Arabic toxicity filters in our
data processing pipeline or by improving the toxic
URL list for the Arabic language, while analyzing
the overall effect on model performance.

Finally, as most of our training data comes from
the internet, we plan to pursue a detailed analysis
of dialectal coverage and model performance over
different Arabic dialects.
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A HandMade Dataset

A.1 Collecting links with custom spiders

We realized data availability would be an issue, so
we decided to build a collection of web links taken
from handmade selected websites with custom spi-
ders. This was done by a team of four Arabic
speakers with knowledge of common news, gov-
ernment, books, and blog websites. The pipeline
looked like this:

1. Arabic speakers select websites’ homepages.

2. The websites are sorted on the potential
amount of content.

3. An engineer evaluates the complexity of the
scrape. Mostly checking for a sitemap or
a straightforward API that would return the
links.

4. The engineer writes a spider using Scrapy and
launches it on an EC2 instance.

5. The spider batches links in 10k CSV files.

Out of 255 domains selected, we wrote spiders
for 54 of them. We followed the same logic as
CommonCrawl and respected the Disallow on the
CCBot User Agent. Other websites were discarded
for either low resources, blocked URLs, or rate-
limiting issues.

This approach had several downfalls:

1. Very time-consuming: this is by far the most
problematic. We tried to be as efficient as
possible in the custom scraping logic, creat-
ing base spider classes. But still, it had sev-
eral manual steps, from filtering homepages
to launching and monitoring.

2. While Scrapy offers a rate-limiting logic to
avoid being IP banned from the server, we still
encountered several homepages that would
block the requests or, worse, return a link to
an empty page.

3. We weren’t checking for duplicate links.
Scrapy provides a state manager to avoid vis-
iting previous links. Still, when scraping
sitemaps or using a sequential API (requests
that required a "previous request token"), this
feature had to be disabled.

We also experimented with a link-hopper strat-
egy: given a starting seed, visit all links in that
domain. On every link, repeat the search and col-
lect. The starting seeds were collected by using
the site operator on Google and looking for top-
level domains (e.g., .gov.ae) of any of the coun-
tries whose official language is Arabic. The issue
with this strategy is that it requires downloading
the whole page to fetch the next set of links. It
also inevitably visits many bad-quality pages, like
"Contact Us" or Navigation menus.

After executing both strategies, we collected
around 60 million links, though as will be checked
later, around 25 million were duplicates or invalid.
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A.2 Scraping with Kafka and EFS
Our first approach: to collect the data from the
links, we set up a pipeline using Kafka and writing
them to AWS EFS (Elastic File System).

1. Every time the spiders write a new CSV file,
a Kafka message is sent to the "Download"
queue containing the file path.

2. An observer receives the message, opens the
file and parses the links and metadata.

3. The link is downloaded and written to file:
one file per each link. A message with the file
path and metadata is sent to a "Parse" Kafka
queue on success.

4. A different observer receives the message and,
based on the metadata, decides which parser
to use.

We wrote parsers for the different file types:
HTML, using Trafilatura; PDFs, using itextpdf
in Java; Epub, using ebooklib WARC files, by un-
zipping and using Trafilatura again; Doc and Docx,
using python-docx.

Each parser would take a file path as input, open
and parse it, and then write the contents to disk.

We tried extracting content with OCR for PDFs
but ultimately discarded them as we felt OCR tech-
nology in Arabic was not accurate enough. Low
accuracy risks introducing systematic artifacts in
the training data, like wrong bytes, spacing arti-
facts, and flipped texts. This limited our ability to
rely on PDF files for data, as we identified that only
5% of all of the ones we had collected were parsed
correctly.

Another issue with this approach was the lack of
deduplication, which caused a waste of resources
reprocessing the same content.

A.3 Scraping using MongoDB and Dagster
Due to technical issues and low visibility in the data
extraction, we estimated we had lost more than half
of the potential data we could have collected from
the links. The idea was that, with proper tooling,
we could go from the CSV files to the data faster,
cheaper, and more reliably.

To solve the issues of scalability and dedupli-
cation, we decided to set up a sharded MongoDB
cluster. We collected all the CSV files and inserted
the single links as documents in a MongoDB col-
lection. We used the hash of the cleaned URL as a
shard key and unique index:

• The unique index allowed us to deduplicate
the links automatically.

• Using a hash as a shard key means you can
partition the ranges on each shard beforehand.
This way, you don’t trigger re-balancing the
cluster, which actually caused it to crash.

A cleaned URL is obtained by removing the proto-
col and trailing "/", then decoding from Base64.

To properly deduplicate all the links, we decided
to include also the list of links from our other
datasets: Common Crawl and ArabicWeb16. In
total, we obtained 330 Million documents. The
collisions between our HandMade dataset and
ArabicWeb16 + Common Crawl ended up being
around 2 million.

We kept in each document:

• The source URL.
• A flag to signal whether it had been down-

loaded. This became an index key once we
started scraping the links.

• A counter to check the number of duplicates.
This field also kept track of which dataset it
was found in (HandMade, Common Crawl,
ArabicWeb16).

Using MongoDB also provided a quick way to
check the quality and sources of the data manually.

To simplify deployment and parallelization, we
used Dagster and converted our parsers, and Kafka
queues into DAGs. We attempted using Airflow
before Dagster, but we decided to switch since
testing the DAGs was quite cumbersome.

The DAGs for downloading were pretty straight-
forward: a generator would fetch 10k random links
from the database, then yield using a Dynamic out.
This would spawn an operator for each yielded
batch of documents. Each operator would loop
through them by downloading one at a time. Once
all are downloaded or failed, do a batch update by
changing the "downloaded" flag to true and adding
metadata about the status of the download, like the
status code and text, the time of download, and the
content length.

Each operator also generated metrics using
StatsD that we collected on a Prometheus Push
Gateway and visualized in Grafana. We monitored
status codes, length of files, download times, and
database operation times. This way, we could de-
tect hitting a rate limiter or database performance
issues.
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Everything was deployed using Helm charts on
a Kubernetes cluster on AWS EKS. Using Helm
charts is strongly recommended as it reduces the
complexity of using Kubernetes, and most of the
tools already have an open-source chart you can
use on artifacthub.io.

A.4 Lesson learned and possible
improvements

Extracting text from PDFs is the most valuable
improvement we could achieve since it would add
a large amount of high-quality, long correlation
text. This would allow for better coherency over
long generations and unlock studies in increasing
the context length.

B Dataset processing and analysis

B.1 Arabic filters
We check the default values from (Rae et al., 2021)
for the quality and repetition filters and find that
most are suitable for Arabic text. We make the
following modifications:

• we slightly increase the maximum ellipsis per
line ratio, to avoid penalyzing shorter samples.

• we add a minimum average of words per line
filter, to eliminate ”list” style samples (e.g.,
website content menus), as they typically lack
coherence.

• we run several experiments concerning the
use or Arabic ”stop words”, in the sense that
a sample must contain a minimum of such
words to pass the filter; we find that compared
to English, due to the nature of the Arabic
language, for the same minimum stop word
(e.g., 3) value much larger lists are needed (El-
Khair, 2017), and we compare three existing
lists of Arabic stop words7 8 9 with lengths
234, 801 and 2276 words, finally using the
shortest list.

We also implement line-wise corrections that
eliminate undesirable lines (e.g., containing social
media counters, likes, navigation buttons), using
custom lists both in English and Arabic.

B.2 Topic distribution
The top 150 source URL domains cover approx-
imately 20% of the samples in our final Arabic

7https://talkinarabic.com/arabic-words/
8https://countwordsfree.com/stopwords/arabic
9https://github.com/mohataher/

arabic-stop-words

pre-training dataset. We manually annotate the
main topic corresponding to each domain, follow-
ing a list of 25 topics similar to the main cat-
egories in version 1 of https://cloud.google.
com/natural-language/docs/categories. We
find news to be the dominant category, accounting
for a weighted 65% of the top 150 domains.

An interesting claim of Nagoudi et al. (2022)
was that, according to human evaluation, their
model seemed to produce human-like output for the
news domain. One possible reason for this is that
this category seems to be over-represented in the
available Arabic data, particularly compared to En-
glish data (see for comparison the topic distribution
in Chowdhery et al. (2022)).

C Evaluation datasets

For creating AlGhafa10, our multiple-choice evalu-
ation benchmark for zero- and few-shot evaluation
of Arabic LLMs, we adapt the following tasks:

• Belebele Ar MSA: Bandarkar et al. (2023)
900 entries

• Belebele Ar Dialects: Bandarkar et al. (2023)
5400 entries

• COPA Ar: 89 entries machine-translated
from English and verified by native Arabic
speakers. Machine-translated from English
and Verified by Humans.

• Facts balanced (based on AraFacts)
Sheikh Ali et al. (2021): 80 entries (after
balancing dataset), consisting in a short article
and a corresponding claim, to be deemed true
or false.

• MCQ Exams Ar: Hardalov et al. (2020) 2248
entries

• OpenbookQA Ar: 336 entries. Machine-
translated from English and Verified by Hu-
mans.

• Rating sentiment (HARD-Arabic-Dataset)
Elnagar et al. (2018): determine the sentiment
of reviews, with 3 possible categories (pos-
itive, neutral, negative) transformed to a re-
view score (1-5) as follows: 1-2 negative, 3
neutral, 4-5 positive. 6000 entries (2000 for
each class).

• Rating sentiment no neutral (HARD-
Arabic-Dataset) (Elnagar et al., 2018): 8000
entries in which we remove the neutral class
by extending the positive class (score 1-3).
8000 entries (4000 for each class).

10https://gitlab.com/tiiuae/alghafa
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• Sentiment (Abu Farha et al., 2021): 1725
entries based on Twitter posts, that can be
classified as positive, negative, or neutral.

• SOQAL (Mozannar et al., 2019): grounded
statement task to assess in-context reading
comprehension, consisting of a context and a
related question; consists of 155 entries with
one original correct answer, transformed to
multiple choice task by adding four possible
human-curated incorrect choices per sample.

• XGLUE (based on XGLUE-MLQA) (Liang
et al., 2020; Lewis et al., 2019): consists of
155 entries transformed to a multiple choice
task by adding 4 human-curated incorrect
choices per sample.

• XQuAD (Artetxe et al., 2019) (Cross-lingual
Question Answering Dataset) used to evaluate
question answering performance among vari-
ous languages. The test set we used contained
1.19k question-answer pairs in Arabic.

• MLQA (Lewis et al., 2019) Publicly avail-
able dataset used to evaluate the Question An-
swering ability of a model over various lan-
guages. The test dataset we used contains
5335 question-answer pairs in Arabic.

• Ty Di QA (Artetxe et al., 2019) Question An-
swering dataset with 11 languages containg
204k pairs of question-answwers. THe test set
we used contained 921 question-answer pairs.

• ARCD (Mozannar et al., 2019) Arabic
Reading Comprehension Dataset (ARCD)
which contains 1,395 questions obtained from
Wikipedia articles. We utilize 702 samples
with context, a question related to the contet
and possible answers to the question.

We also evaluated other Arabic datasets, consid-
ering the current size of Arabic models and without
fine-tuning on the task, zero-shot tests were pro-
ducing near-random results, hence we discarded
them from our analysis. The discarted datasets
were: hatespeech detection (Seelawi et al., 2021),
offensive speech detection (Seelawi et al., 2021),
entailment and contradiction analysis (Liang et al.,
2020), sarcasm detection (Abu Farha et al., 2021),
processing & question-to-question semantic simi-
larity analysis (Seelawi et al., 2021).

Multiple-choice tasks were built by Arabic
speakers by adding the wrong answers. Here an ex-
ample of a modified XGLUE dataset entry, query:
ú

	̄ �è @Pñ�J»YË@ �èXAîD�� úÎ« �IÊ�k : ú
ÍA

�JË @ È@ 
ñ�Ë@ 	á« I. k.
�
@

Èð


@ iJ.��JË ñJ
»ñ£ �éªÓAg. 	áÓ 1957 ÐA« ZAJ
ÒJ
ºË@

AîD
Ê« É�m��' �è


@QÓ@

@Pñ�J»YË@ úÎ« �IÊ�k �é�@PYË@ �HBAm.× 	áÓ ÈAm.× ø



@ ú


	̄

: ñë H. @ñm.Ì

Choices:

, �é�Y	JêË @ , ZAJ
ÒJ
ºË@ ,ñJ
»ñ£ , ÐñÊªË@ ÈAm.× , �éJ
ËðYË@ �HA�̄CªË@

Correct Answer:
ZAJ
ÒJ
ºË@

C.1 Machine translation and cultural
relevancy

Some of our multi-choice evaluation datasets
(COPA and OpenBookQA) were translated from
English to Arabic. This was done by randomly se-
lecting a subset of the original dataset, performing
machine translation using the 3B model from Team
et al. (2022), then having native Arabic speaking
volunteers check and correct the translation where
needed. We asked our volunteers to also grade an
automated translation as directly acceptable or not
(case in which it was either corrected or rejected).
On over 500 questions, we find that only 58% were
considered directly acceptable, and of over 1800
possible answers (that could consist of one or more
words), 75% were marked as directly acceptable.

Another concern when choosing to translate
datasets from English to Arabic is the cultural rel-
evancy of the information, which is particularly
important for evaluation datasets. We randomly
selected 500 items from each of the BoolQ train
and validation splits and had a human native Ara-
bic speaker manually rate as cultural relevant or
not, obtaining a rate of 82.7% that where deemed
relevant for Arabic speakers.

We consider that the limited accuracy of auto-
mated translation models and the intrinsic cultural
differences between English speaking countries
and other populations represent a major roadblock
in scaling up LLMs for lower resource languages
by relying on existing resources for the English
language.
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fine-tuning dataset none (pretrained) xP3-Ar Bactrian-Ar Alpaca-Ar 10% Ultrachat-Ar
questions 42% 15% 83% 86% 83%

leading sentences 82% 60% 89% 92% 95%
average 62% 37.5% 86% 89% 89%

Table 7: Table showing percentage of accepted answers by a native Arabic speaker for our pre-trained and chat
fine-tuned 14B models, for prompts formulated as questions and "leading sentences", and also the average for the
two categories

D Fine-tuning

D.1 Setup
In order to improve the chat capability of our model,
we fine-tuned the model on various datasets. The
best fine tuned model was selected based on hu-
man feedback. Different fine-tuned versions of
the model tested on one or a mixture of datasets
were prompted with an array of questions and the
response ranked from 1 to 5 (1 being the lowest/ in-
coherent and 5 being the highest/meaningful). The
specifics of the datasets used for fine-tuning are
listed below:

• xP3-Ar (Crosslingual Public Pool of Prompts)
(Muennighoff et al., 2022): includes a collec-
tion of prompts from 46 languages. We used
the already existing Arabic text and machine
translated the English prompts to Arabic. A
total of 1.19M samples were included.

• Bactrian-Ar (Li et al., 2023): The Arabic ver-
sion of Bactrian11 with 67k samples.

• Alpaca-Ar (Taori et al., 2023): The Arabic
version of the Alpaca dataset12 with 52k sam-
ples. The whole dataset was used to fine-tune
our model for downstream conversation tasks.

• 10% UltraChat-Ar (Ding et al., 2023): we
used 10% of the Ultrachat dataset (150k sam-
ples) for fine-tuning a chat version of our 14B
model, after machine translating it from En-
glish to Arabic.

We perform human evaluation of the pre-trained
and fine-tuned models. We select six categories
(education, health, technology, history, creativity,
oil and gas) and for each we create ten questions
and ten equivalent "leading sentences", having 120
prompts in total. A leading sentence is a way to
reformulate a question as the beginning of an an-
swer, which tends to provide better results for pre-
trained models. For each prompt, we randomly

11https://huggingface.co/datasets/MBZUAI/
Bactrian-X

12https://github.com/PhoebusSi/alpaca-CoT

generate 5 completions from the each model, with
maximum length 100 tokens and temperature 0.7.
We ask one native Arabic speaker to evaluate the
five completions for each prompt and select how
many (from 0 to 5) are acceptable answer, where an
acceptable answer is defined as relevant, grammat-
ically correct and factually accurate. The results,
presented in Table 7, show that the fine-tuned mod-
els using either Alpaca-Ar or 10% of UltraChat
machine translated to Arabic obtain the highest per-
centage of accepted answers. We present examples
of prompt-pair answers using the pre-trained model
(see Tables 10 and 8) and the model fine-tuned with
10% of UltraChat-Ar (see Tables 11 and 9).
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Prompt (Leading Sentences) Best Answer [Pre-trained version]
ù
 ë

�H@PAÓB@ ú

	̄ PA¾�JK. B@ �HBAm.× , ZA 	� 	®Ë @ : Qå�mÌ'@ B ÈA�JÖÏ @ ÉJ
�.� úÎ« Aî 	DÓð , @Yg. �é«ñ	J�JÓ �HBAm.×

, �éJ
»
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�èQº 	̄ ©�̄ñÓ ÈC 	g 	áÓð , �éªÓAm.Ì'@ ú

	̄ Õç'
Y

�®�JË @ ÉJ. �̄ AîE. �éK
 @PX úÎ« 	àñºK

ÈA�®ÖÏ @ Qå�A 	J« . �éJ
ªÓAm.Ì'@ �HA�� 	j�JË @ É 	� 	̄ @ úÎ« Õº 	̄Qª 	J�
I.

	«QK
 ø

	YË@ ù
 ªÓAm.

Ì'@ �� 	j�JË @ ú

	̄ Q 	̄ñ�J�K 	à@ I. m.�'
 ú


�æË @ Q�
K
AªÖÏ @ 	�ªK. ¼A 	Jë
AêÒë@ 	áÓð , é�J�@PX ú


	̄ I. ËA¢Ë@
I.

	«QK
 ø

	YË@ ù
 ªÓAm.

Ì'@ �� 	j�JË @ ú

	̄ Q 	̄ñ�J�K 	à@ I. m.�'
 ú


�æË @ Q�
K
AªÖÏ @ 	�ªK. ¼A 	Jë
AêÒë@ 	áÓð , é�J�@PX ú


	̄ I. ËA¢Ë@
I.

	«QK
 ø

	YË@ ù
 ªÓAm.

Ì'@ �� 	j�JË @ ú

	̄ Q 	̄ñ�J�K 	à@ I. m.�'
 ú


�æË @ PñÓB@ 	�ªK. ¼A 	Jë
AêÒë@ 	áÓð , é�J�@PX ú


	̄ I. ËA¢Ë@
ÈC	m� 	' 	áÓ 	á�
 	® 	£ñÖÏ @ øYË PA¾�JK. B@ð ¨@YK. B
 @

�é 	̄ A �®�K 	P 	Q«


@ ÑêË iJ
���K ú


�æË @ �éJ.�A 	JÖÏ @ �é
J�
J. Ë @ð XP@ñÖÏ @ð I. K
PY�JË @ Q�

	̄ñ�K

, �éËAª 	̄ ��Q 	̄ ú

	̄ ÉÒªË@ úÎ« 	á�
 	® 	£ñÖÏ @ �H@PY�̄ 	QK
 	Qª�K úÍ@ ùª�@ AÒ» . 	¬Qå��JË @ð Q�
º 	®�JË @ �éK
Qk

, ÉÒªË@ Z @X @ ú

	̄ �éJ
ËA« �èXñk. 	àAÖÞ 	�ð , �éÓñ�QÖÏ @ 	¬@YëB@ ��J
�®m�

�' 	¬YîE.
. ék. ð ÉÒ» @ úÎ« A 	JJ
Ë @ �éÊ¿ñÖÏ @ ÐAêÖÏ @ �éK
XA�Kð

�éJ.ë ñë Ð


@ ¨@YK. B
 @ 	á�®ÊK
 é<Ë @ð ) : úÍAª�K ÈA�̄ ? èXAJ.« 	áÓ ZA ���
 	áÖÏ AîD.îE
 é<Ë @ 	áÓ

©Ò�Ë@ ÕºË Éªk. ð A
J�
 �� 	àñÒÊª�K B Õº�KAêÓ@ 	àñ¢�. 	áÓ Õºk. Q 	k@
. ( 	àðQº ���� ÕºÊªË �èY
J 	̄ B@ð PA��. B@ð

ú
æ. Ê� Ð


@ ú
G. Am.

�'
 @
 Õæ
Êª
�JË @ úÎ« ú
«A

	J¢�B@ ZA¿ 	YË@ Q�
�K


A�K @ 	Qj. �JK
 B Z 	Qk. iJ.�@ ú
«A

	J¢�B@ ZA¿ 	YË@ ?
ú
«A

	J¢�B@ ZA¿ 	YË@ 	à@ �HA�@PYË@ �I�J�. �K @ Y�® 	̄ , �éJ
ÓñJ
Ë @ A 	J�KAJ
k 	áÓ
Q�
�KA�JË @ @

	Yë 	àñºJ
� Éë 	áºËð , Õæ
Êª
�JË @ úÎ« ú
G. Am.

�'
 @ Q�
�KA�K éË 	àñºJ
�
, ÈA�®ÖÏ @ @ 	Yë ú


	̄ éJ
Ê«
	¬Qª�J 	�� AÓ @ 	Yë ? ú
æ. Ê� Ð@ ú
G. Am.

�'
 @
. Õæ
Êª

�JË @ úÎ« ú
«A
	J¢�B@ ZA¿ 	YË@ Q�
�KA�K �éJ
 	®J
» úÎ« 	¬Qª�J 	�� AÒ»

Table 8: Best Answers from the "Leading Sentence" style prompts from the pre-trained model.
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Prompt (Leading Sentences) Best Answer [Fine-tuned version]
:Pñ	K ù
 ë

�H@PAÓB@ ú

	̄ PA¾�JK. B@ �HBAm.× : ÐY 	j�J�ÖÏ @ ©K
ñ 	J�K úÎ« �èYj�JÖÏ @ �éJ
K. QªË@ �H@PAÓB@ �éËðX ÉÒª�K : �èXYj. �JÖÏ @ �é�̄ A¢Ë@ .1

É�JÓ �èXYj. �JÖÏ @ �é�̄ A¢Ë@ PXA�Ó ú

	̄ PAÒ�J���B@ ÈC 	g 	áÓ AîE
YË �é�̄ A¢Ë@ l .�'
 	QÓ

É�® 	JË @ .2 . �éJ
 	�PB@ �éK
P@QmÌ'@ �é�̄ A¢Ë@ð �éJ

KAÖÏ @ �é�̄ A¢Ë@ð hAK
QË @ �é�̄ A£ð �éJ
�Ò ��Ë@ �é�̄ A¢Ë@
Ð@Y�J�ÖÏ @ É�® 	JÊË �éJ
�Jj�JË @ �éJ
 	�J. Ë @ ú


	̄ �èYj�JÖÏ @ �éJ
K. QªË@ �H@PAÓB@ �éËðX �HQÒ�J���@ : Ð@Y�J�ÖÏ @
�éËðX QÒ�J����� : AJ
k. ñËñ 	Jº�JË @ .3 . �éJ

KAK. QêºË@ �HAJ.»QÖÏ @ð �éJ
»

	YË@ É�® 	JË @ �éÒ 	¢	� @ð , ú
G. X ðQ��Ó É�JÓ
ú
«A

	J¢�B@ ZA¿ 	YË@ É�JÓ �éÓY�®�JÖÏ @ �HAJ
 	J �®�JË @ ú

	̄ �èYj�JÖÏ @ �éJ
K. QªË@ �H@PAÓB@

: �éJ
j�Ë@ �éK
A«QË@ .4 . Aî�EA«A 	J� �éJ
k. A�J 	K @ð �èZA 	®» 	á�
�j�JË ZAJ
 ��B@ �I	KQ�� 	K @ð �HA�KñK. ðQË@ð
	á« I. �
J.¢�JË @ É�JÓ

�èQº�JJ. ÖÏ @ �éJ
j�Ë@ �éK
A«QË@ �H@PXAJ.Ó ú

	̄ �èYj�JÖÏ @ �éJ
K. QªË@ �H@PAÓB@ �éËðX QÒ�J�����

	àAÒ 	�Ë �éªÓAm.Ì'@ ú

	̄ é�J�@PYË ��	m��' É 	� 	̄ 
@ : ÐY 	j�J�ÖÏ @

:Pñ	K ñë QëAK. ÉJ. �®�J�Ó
úÎ« @XAÒ�J«@ �éªÓAm.Ì'@ ú


	̄ Aî �D�@PX ½J
Ê« I. m.�'
 ú

�æË @ �HA�� 	j�JË @ É 	� 	̄ @ 	­Ê�J	m��' Y�̄

: Aî�EA«@QÓ I. m.�'
 ú

�æË @ �éª
KA ��Ë@ �HA�� 	j�JË @ 	�ªK. ½J
Ë @ , ½Ë 	X ©Óð . �éJ
 	JêÖÏ @ ½ 	̄ @Yë@ð ½�KAÓAÒ�Jë@

YK
YªË@ ÉÒ ���
 ©�@ð ÈAm.× �é�Y	JêË @ : �é�Y	JêË @ .1
�éJ

KAJ
ÒJ
ºË@ð �éJ
 	KYÖÏ @ð �éJ
ºJ
 	KA¾J
ÖÏ @ð �éJ

KAK. QêºË@ �é�Y	JêË @ ½Ë 	X ú


	̄ AÖß. , �HA�� 	j�JË @ 	áÓ
�èQ�
J.» A�Q 	̄ Q 	̄ñ�Kð ÉÒªË@ ��ñ� ú


	̄ Q�
J.» QK
Y�®�JK. �HA�� 	j�JË @ è 	Yë ù 	¢m��' . 	à@Q�
¢Ë@ �é�Y	Jëð
ù
 Ô
�̄QË @ ÐñJ
Ë @ ÕË A« ú


	̄ �éJ
ÒëB@ 	©ËAK. @QÓ@ �� 	j�JË @ @ 	Yë YªK
 :Q�KñJ
J.ÒºË@ ÐñÊ« .2 . ù

	®J
 	£ñË@ ñÒ 	JÊË

, �ém.×Q�. Ë @ �HA 	ªË ÉÒ ���
ð . AJ
k. ñËñ 	Jº�JË @ úÎ« �HA«A 	J�Ë@ 	áÓ YK
YªË@ YÒ�Jª�K �IJ
k
	áÓB@ð , ú
«A

	J¢�B@ ZA¿ 	YË@ð , �HA 	KAJ
J. Ë @ ÐñÊ«ð
PA¾�JK. B@ð ¨@YK. B
 @

�é 	̄ A �®�K 	P 	Q«


@ : ÐY 	j�J�ÖÏ @

:Pñ	K ÈC 	g 	áÓ 	á�
 	® 	£ñÖÏ @ øYË

�é»PA ��Ó ú

	̄ �ék@QËAK. 	àñ 	® 	£ñÖÏ @ AîD
	̄ Qª ���
 �é
J�
K. ��Ê 	g :hñ�J 	®ÖÏ @ É�@ñ�JË @ ©J
j. ���� .1

ú
«AÒm.
Ì'@ ÉÒªË@ð 	àðAª�JË @ �é 	̄ A �®�K 	QK
 	Qª�K . ÕºmÌ'@ 	áÓ 	¬ñ 	k 	àðX ÑëPA¾ 	̄ @ð ÑëPA¾ 	̄ @

.2 . ©K
PA ��ÖÏ @ ú

	̄ AªÓ ÉÒªË@ úÎ« 	á�
 	® 	£ñÖÏ @ ©J
j. ���� ÈC 	g 	áÓ

	àñÓY�®K
 	áK

	YË @ 	á�
 	® 	£ñÒÊË QK
Y�®�JË @ð �HAJ
�̄Q��Ë @ð �HA 	̄ A¾ÖÏ @ É�JÓ 	Q 	̄ @ñk Õç'
Y

�®�K : 	Q 	̄ @ñmÌ'@ Õç'
Y
�®�K

h. PA 	g Q�
º 	®�JË @ �éÊ�@ñÓ úÎ« 	á�
 	® 	£ñÖÏ @ 	Q 	®m�'
 @ 	Yëð . �èQº�JJ.Ó @PA¾ 	̄ @
XP@ñÖÏ AK. 	á�
 	® 	£ñÖÏ @ YK
ð 	Q�K : XP@ñÖÏ @ Q�
 	̄ñ�K .3 . �èYK
Yg. PA¾ 	̄ @ QK
ñ¢��ð ��ðY	J�Ë@
I. K
PY�JË @ð AJ
k. ñËñ 	Jº�JË @ úÍ@ Èñ�ñË@ ½Ë 	X ÉÒ ���
ð . ÑëPA¾ 	̄ @ 	YJ
 	® 	J�JË Aî 	Eñk. A�Jm�'
 ú


�æË @
	áK

	YË @ 	á�
 	® 	£ñÖÏ @ �HAgAj. 	JK. ÈA 	®�JkB@ : �HAgAj. 	JË AK. ÈA 	®�JkB@ .4 . �H@YªÖÏ @ð

:Pñ	K �éJ.ë ñë Ð


@ ¨@YK. B
 @ 	á�®ÊK
 : ÐY 	j�J�ÖÏ @ 	àñº�K 	à@ 	áºÖß
 . AªÓ 	á�
 	J�KB@ 	áÓ l .�'
 	QÓ ©�̄ @ñË@ ú


	̄ ñë ¨@YK. B@
�HC¾ ��ÖÏ @ Ég úÎ« �èPY�®Ë@ É�JÓ , AëQ�
 	« 	áÓ Q��» @ �éK
Q¢ 	̄ �HAÒ�Ë@ 	�ªK.
, ½Ë 	X ©Óð . A 	JËñk 	áÓ ÕËAªË @ ú


	̄  AÖ 	ßB@ �éK
 
ðP ð@
. øQ 	k@ �èPAêÓ ø
 @ É

�JÓ AÓAÖ �ß , �é�PAÒÖÏ AK. AêÊ �®�ð AëQK
ñ¢�� 	áºÖß
 �èPAêÓ ¨@YK. B@ 	àA 	̄

Õæ�P ð@ ú

	æë 	YË@ 	­�ªË@ É�JÓ �é 	®Ê�J	m× 	áK
PAÖ

�ß ÈC 	g 	áÓ é 	J�
�m��' 	áºÖß
ð
�èYK
Yg. H. PAm.�

�' 	á« �IjJ. Ë @ ÈC 	g 	áÓ ú �æk ð@ �éJ
 	Jë
	YË@ ¡
�@Q	mÌ'@

, 	¬A¢ÖÏ @ �éK
Aî 	E ú

	̄ . �èYK
Yg. PA¾ 	̄ @ 	Q�
 	®j�JË

¨@YK. B@ ÕÎª�JK
 	à@ �	m��� ø
 B 	áºÖß
ð , �éJ.���ºÖÏ @ �H@PAêÖÏ @ð �éK
Q¢ 	®Ë @ �éJ.ëñÖÏ @ 	áÓ l .�'
 	QÓ ñë ¨@YK. B@
:Pñ	K ú
æ. Ê� Ð



@ ú
G. Am.

�'
 @
 Õæ
Êª
�JË @ úÎ« ú
«A

	J¢�B@ ZA¿ 	YË@ Q�
�K


A�K : ÐY 	j�J�ÖÏ @ . ú
æ. Ê�ð ú
G. Am.

�'
 @ Õæ
Êª
�JË @ úÎ« ú
«A

	J¢�B@ ZA¿ 	YË@ Q�
�KA�K 	à@
ú

	̄ �èPñ�K �H@Yg@ úÎ« �èPY�®Ë@ éK
YË ú
«A

	J¢�B@ ZA¿ 	YË@ 	à@ 	á�
g ú

	̄

�éJ
ÒJ
Êª�K H. PAm.�
�' Q�
 	̄ñ�K ÈC 	g 	áÓ Õæ
Êª

�JË @
	áK

	YË @ ½
JËð@ 	á�
K. �èñm.

	̄ ��Ê 	g úÎ« �èPY�®Ë@ A 	��
@ éK
YË é 	KA 	̄ , �é��	m×
B 	áK


	YË@ ½
JËð@ð AJ
k. ñËñ 	Jº�JË @ úÍ@ Èñ�ñË@ �éJ
 	K A¾Ó@ ÑîE
YË
	áºÒ�JK
 B Y�̄ , ÈA�JÖÏ @ ÉJ
�.� úÎ« .½Ë 	X 	àñªJ
¢����

�éÓ 	PCË@ AJ
k. ñËñ 	Jº�JË @ úÍ@ Èñ�ñË@ 	áÓ 	� 	® 	j	JÖÏ @ É 	gYË@ �H@ 	X ��£A 	JÖÏ @ ú


	̄ H. C¢Ë@
, ½Ë 	X úÎ« �èðC« . ú
«A

	J¢�B@ ZA¿ 	YË@ úÎ« �éÖ 
ßA �®Ë @ �é¢ ��	�B@ ú

	̄ �é»PA ��ÒÊË

�H@PAêÖÏ @ 	à@Y�® 	̄ úÍ@ ø
 X

ñK
 Y�̄ ú
«A

	J¢�B@ ZA¿ 	YË@ úÎ«  Q 	®ÖÏ @ XAÒ�J«B@ 	àA 	̄

úÍ@ �é 	̄ A 	�BAK. . ¨@YK. B@ð �HC¾ ��ÖÏ @ Égð ø
 Y
�® 	JË @ Q�
º 	®�JË @ É�JÓ �éJ
�A�B@

Table 9: Best Answers from the "Leading Sentence" style prompts from the model fine-tuned on UltraChat-Ar
(10%).
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Prompt (Questions) Best Answer [Pre-trained version]

?ù 	ªÊ�J� Ð


@ ÉJ. �®�J�ÖÏ @ ú


	̄ �éJ
ÓC�B
 @ �HA�@PYË@ �PY�J� Éë ú

	̄ ú
G. QªË@ ú


	̄ A �®�JË @ 	Q»QÖÏ @ ú

	̄ AëA�®Ë @ ú


�æË @ é�KQå 	�Am× ú

	̄ ø
 ðA

�̄QK. YÔg@ Pñ�J»YË@ ékQ£ È@ 
ñ�

ú
«ñÊË hC�@ ñë ú

	æK
YË@ hC�B@ 	à@ : éËñ�®K. Aë@YK. Y�̄ð ú


	æK
YË@ hC�B@ 	à@ñ 	JªK. 	à@YJ
ÖÏ @

ú
«ñË@ ú

	̄ éËB@ð é<Ë @ Ðñê 	®Óð é<Ë @ 	á« ÉK
YK. ñë ø
 YJ
Ê

�®�JË @ ú

	æK
YË@ ú
«ñË@ ú


	̄ 	áK
YËA 	̄ , ú

	æK
YË@

�èXA«B ¨ðQå��Ó ñë ú

	æK
YË@ hC�B@ 	à@ : 	¬A 	�@ð . 	áK
YË@ 	á« ÉK
YK. ñë ø
 YJ
Ê

�®�JË @ ú

	æK
YË@

	á« �IK
YjÊË É�®�J 	K @ Õç�' . ú

	æK
YË@ �	JË @ ÈC 	g 	áÓ 	áK
YË@ Ñê 	̄

? ÈA 	®£


CË ø
 YJ
Ê

�®�JË @ Õæ
Êª
�JË @ 	áÓ É 	� 	̄ 
@ ú
Í

	Q 	�ÖÏ @ Õæ
Êª
�JË @ Éë , @Y 	J» ú


	̄ �éJ
 	K A¢�
Q�. Ë @ AJ
J.ÓñËñ» �éªÓAg. 	áÓ �èYK
Yg. �é�@PX ú

	̄

Ñë 
ð@X@ 	àA¿ È 	Q 	�ÖÏ @ ú

	̄ ÑêÒJ
Êª�K @ñ�®Ê�K 	áK


	YË @ ÈA 	®£B@ 	à@ 	àñ�JkAJ. Ë @ Yg. ð
@ñ�®Ê�K 	áK


	YË @ ÈA 	®£B@ 	áÓ �èYgñÖÏ @ �H@PAJ. �J 	kB@ ú

	̄ É 	� 	̄ @

É 	®£ 900 	áÓ H. Q
�®K
 AÓ úÎ« �é�@PX 	àñ�JkAJ. Ë @ øQk. @ . �é�PYÖÏ @ ú


	̄ ÑêÒJ
Êª�K
@ðYg. ðð , �XA�Ë@ 	­�Ë@ úÍ@ ÈðB@ 	­�Ë@ 	áÓ
�H@PAJ. �J 	k@ ú


	̄ úÎ«@ �HAg. PX úÎ« @ñÊ�k È 	Q 	�ÖÏ @ ú

	̄ ÑêÒJ
Êª�K @ñ�®Ê�K 	áK


	YË @ ÈA 	®£B@ 	à@
�é 	KPA�®Ó ÐñÊªË@ð �éK
 	Q�
Êm.�

	'B@ �é 	ªÊË @ð �HAJ
 	�AK
QË @ ú

	̄ �éJ
�AJ
�®Ë @ ÉJ
�j�JË @

	áK

	YË @ ÈA 	®£B@ Z@X@ 	àA¿ , ½Ë 	X úÍ@ �é 	̄ A 	�BAK. . �é�PYÖÏ @ ú


	̄ ÑêÒJ
Êª�K Õç�' 	áK

	YË @ ÈA 	®£BAK.

ú

	̄ ÑêÒJ
Êª�K @ñ�®Ê�K

? �é�A	mÌ'@ �HAg. AJ
�JkB@ ø
 ð
	YË Õæ
Êª

�JË @ QK
ñ¢�� ©J
¢���	� 	­J
» ? �é�A	mÌ'@ �HAg. AJ
�JkB@ ø
 ð
	YË Õæ
Êª

�JË @ QK
ñ¢�� ©J
¢���	� 	­J
»
? �é�A	mÌ'@ �éJ
K. Q��Ë @ 	Q» @QÓ ��K
Q£ 	á« Ð@ ? ú


	æêÖÏ @ ÉJ
ëA�JË @ ��K
Q£ 	á« ½Ë 	X 	àñºK
 Éë
AêÓ �Y�® 	K 	à



@ 	�Q�� 	®K
 ú


�æË @ Õæ

�®Ë @ð �H@PAêÖÏ @ð 	¬PAªÖÏ @ PA�J	m� 	' 	à



@ A 	JË 	­J
»

?É
KAêË @ ú

	æ�®�JË @ ú


	̄ QªÖÏ @ Ñ 	j 	��JË @ @ 	Yë É 	£ ú

	̄ �
A�ñ� 	k , A 	JK. C¢Ë

AîD.�
��ºK
 	à@ 	�Q�� 	®K
 ú


�æË @ �éJ
�A�B@ �H@PAêÖÏ @ 	­K
Qª�K YJ
ª 	K 	à@ A 	JË 	­J
»ð
	áÓ CJ
k. © 	J�	� 	à@ A 	JË 	­J
»ð ? úÍðB@ �éJ
�@PYË@ Ég@QÖÏ @ ú


	̄ I. ËA¢Ë@
?ÉJ. �®�J�ÖÏ @ �èXAJ
�̄ úÍ@ ÑêÊë 
ñ�K ú


�æË @ �H@PAêÖÏ @ 	àñºÊ�JÖß
 	áK

	YË @ 	á�
«YJ. ÖÏ @

ú

�æË @ �H@PAêÖÏ @ 	àñºÊ�JÖß
 	áK


	YË @ 	á�
«YJ. ÖÏ @ 	áÓ CJ
k. © 	J�	� 	à@ A 	JË 	­J
»ð
�éJ
�A�@ �H@PAêÓ ¼A 	Jë 	à@ ½ �� B ?ÉJ. �®�J�ÖÏ @ �èXAJ
�̄ úÍ@ ÑêÊë 
ñ�K
è 	Yë @ñÒÊª�JK
 	à@ I. m.�'
 H. C¢Ë@ É¿ 	à@ ú


	æªK
 B @ 	Yë 	áºË ,I. ËA¢Ë@ AêÒÊª�JK
 	à@ I. m.�'

ú

	æªK
 B @ 	Yë 	áºË ,I. ËA¢Ë@ AêÒÊª�JK
 	à@ I. m.�'


�éJ
�A�@ �H@PAêÓ ¼A 	Jë 	à@ ÉK. , �H@PAêÖÏ @
? ú
«A

	J¢�B@ ZA¿ 	YË@ Ð@Y 	j�J�AK. 	àA£Qå�ÊË h. C« QK
ñ¢�� 	áºÖß
 	­J
» 	áÓ ú
«A
	J¢�B@ ZA¿ 	YË@ 	áºÒ�JK
 Y�̄ ,I. K
Q

�®Ë @ ÉJ. �®�J�ÖÏ @ ú

	̄

ÈC 	g 	áÓ øQ 	kB@ 	�@QÓB@ð 	àA£Qå�ÊË �èYK
Yg. �HAg. C« úÎ« Pñ�JªË@
ú
æ�J
£A

	J 	ªÖÏ @ 	á�
 	KQË @ð �éJ
ª¢�®ÖÏ @ �éª ��B@ Pñ� ÉJ
Êm�
�'

ÉJ
Êj�JË Q�KñJ
J.ÒºË@ �è 	Qêk. @ ZAJ.£B@ ÐY 	j�J��
 , ú
ÍAm
Ì'@ �I�̄ñË@ ú


	̄ . úæ 	�QÒÊË
. ú
æ�J
£A

	J 	ªÖÏ @ 	á�
 	KQËAK. QK
ñ��JË @ð �éJ
 	J�
�Ë@ �éª ��B@ 	áÓ �éJ

KQÖÏ @ �HA 	KAJ
J. Ë @
úÍ@ �ék. Ag ¼A 	Jë 	àñº�K Y�̄ ú


�æË @ ��£A 	JÖÏ @ YK
Ym�
�' ú


	̄ ú
«A
	J¢�B@ ZA¿ 	YË@ Y«A��
 	à@ 	áºÖß


éÊg@QÓ ú

	̄ È@ 	QK
 B ú
«A

	J¢�B@ ZA¿ 	YË@ 	à@ 	áÓ Ñ 	«QË@ úÎ« . @ 	Q�
»Q�K Q��» @ h. C«
ÉJ
�.� úÎ« .I. ¢Ë@ ú


	̄ @YJ
 	®Ó 	àñºK
 	à@ 	áºÖß
 é 	K @ úÎ« �éËXB@ 	�ªK. ¼A 	Jë 	à@ B@ , úÍðB@

ÉJ
Êj�JË ú
«A
	J¢�B@ ZA¿ 	YË@ Ð@Y 	j�J�@ 	áºÖß
 , ÈA�JÖÏ @

Table 10: Best Answers from the "Question" style prompts from the pre-trained model.
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Prompt (Questions) Best Answer [Fine-tuned version]
ú

	̄ �éJ
ÓC�B
 @ �HA�@PYË@ �PY�J� Éë : ÐY 	j�J�ÖÏ @

:Pñ	K ?ù 	ªÊ�J� Ð


@ ÉJ. �®�J�ÖÏ @

, ½Ë 	X ©Óð . �HAªÓAm.Ì'@ ú

	̄ �éJ
ÓC�B@ �HA�@PYË@ ÉJ. �®�J�Öß. 
ñJ. 	��JË @ I. ª�Ë@ 	áÓ

ú

	̄ @YK
 @ 	Q��Ó A 	̄ @Q��«@ �I�.���» @ �éJ
ÓC�B@ �HA�@PYË@ 	à@ úÍ@ �èPA ��B@ PYm.�

�'
�HA�@PYË@ �H@PðX l .×YK. �HAªÓAm.Ì'@ 	áÓ YK
YªË@ �IÓA�̄ �IJ
k , �èQ�
 	gB@ �H@ñ	J�Ë@
XY« YK
@ 	Q�K ©Ó ,½Ë 	X úÍ@ �é 	̄ A 	�BAK. . �éJ
�@PYË@ Aêj. ëA 	JÓ ú


	̄ �éJ
ÓC�B@
�HAªÓAm.Ì'@ h. A�Jm�

�' Y�̄ , ÕË AªË @ ZAm� 	' @ ©J
Ôg. ú

	̄ 	á�
ÒÊ�ÖÏ @ H. C¢Ë@

. 	á�
ÒÊ�ÖÏ @ H. C¢Ë@ �HAg. AJ
�Jk@ ú
æ. Ê
�K ú


�æË @ �H@PðYË@ 	áÓ YK
 	QÖÏ @ Õç'
Y
�®�K úÍ@

úÎ« �HAªÓAm.Ì'@ ú

	̄ �éJ
ÓC�B@ �HA�@PYË@ ÉJ. �®�J�Ó YÒ�JªJ
�

	¬A¢ÖÏ @ �éK
Aî 	E ú

	̄ ð

ù
 Öß
XA¿B@ ©Ò
�Jj. ÖÏ @ �HAg. AJ
�Jk@ ½Ë 	X ú


	̄ AÖß. , ÉÓ@ñªË@ 	áÓ �é«ñ	J�JÓ �é«ñÒm.×
½	JºÖß
 Éë : ÐY 	j�J�ÖÏ @ .H. C¢Ë@ I. Ê£ð

Õæ
Êª
�JË @ 	áÓ É 	� 	̄ 
@ ú
Í

	Q 	�ÖÏ @ Õæ
Êª
�JË @ Éë : ÐY 	j�J�ÖÏ @

:Pñ	K ? ÈA 	®£


CË ø
 YJ
Ê

�®�JË @

	àB È@ 
ñ�Ë@ @ 	Yë úÎ« ©J
Òm.Ì'@ I. �A 	J�K
�èYg@ð �éK. Ag. @ Yg. ñ�K B

½Ë 	X ú

	̄ AÖß. , �é 	®Ê�J	m× ÉÓ@ñ« úÎ« YÒ�JªK
 É 	®¢ÊË i. î 	E É 	� 	̄ @

H. ñJ
ªË@ð AK
 @ 	QÖÏ @ 	�ªK. ¼A 	Jë ,½Ë 	X ©Óð . ÕÎª�JË @ H. ñÊ�@ð é�K @PY�̄ð É 	®¢Ë@ �HAÓAÒ�Jë@
Q�.» @ @PY�̄ ú
Í

	Q 	�ÖÏ @ Õæ
Êª
�JË @ Q 	̄ñK
 : �é 	KðQÖÏ @ .1 :É�JÓ , ú
Í

	Q 	�ÖÏ @ Õæ
Êª
�JÊË �éÊÒ�JjÖÏ @

PAJ
�J 	k@ 	áK
YË@ñÊË 	áºÖß
 . 	á�
�KðQË@ð ú

	æÓ 	QË @ ÈðYm.Ì'AK. ��Êª�JK
 AÒJ
 	̄ �é 	KðQÖÏ @ 	áÓ

	àðYK
QK
 AÓ PAJ
�J 	k@ ÈA 	®£CË 	áºÖß
ð , é��
PY�K �éJ
 	®J
»ð é��
PY�K 	àðYK
QK
 AÓ
Ñî 	E @Q�̄ @ ©Ó É«A 	®�JË @ ÈA 	®£CË ú
Í

	Q 	�ÖÏ @ Õæ
Êª
�JË @ iJ
��K
 : �éJ
«AÒ�Jk. B@ �é
J �� 	��JË @ .2 . éÒÊª�K

ZA 	JK. ú

	̄ Y«A��
 	à@ 	áºÖß
 AÜØ , �HAJ
 	®Ê	mÌ'@ð PAÔ«B@ 	­Ê�J	m× 	áÓ

ø
 ð
	YË Õæ
Êª

�JË @ QK
ñ¢�� ©J
¢���	� 	­J
» : ÐY 	j�J�ÖÏ @
:Pñ	K ? �é�A	mÌ'@ �HAg. AJ
�JkB@

�HAg. AJ
�JkB@ ø
 ð
	YË Õæ
Êª

�JË @ QK
ñ¢�� AêËC 	g 	áÓ 	áºÖß
 ��Q£ �èY« ¼A 	Jë
�èXYjÖÏ @ �HAg. AJ
�JkB@ YK
Ym�

�' 	á�
ÒÊªÖÏ @ úÎ« I. m.�'
 :
�èXYjÖÏ @ �HAg. AJ
�JkB@ YK
Ym�

�' .1 �é�A	mÌ'@
	à@ 	áºÖß
 . ú
æ� @PYË@ É�

	®Ë@ ú

	̄ �é�A	mÌ'@ �HAg. AJ
�JkB@ ø
 ð

	X 	áÓ I. ËA£ É¾Ë
ð@ �éJ
�mÌ'@ ð@ �éK
Y�m.Ì'@ ð@ �éJ
 	̄QªÖÏ @ �HA�̄ A«B@ É�JÓ �HBAm.× ½Ë 	X ÉÒ ���

I. J
ËA�@

	­J
J
º�K 	á�
ÒÊªÖÏ @ úÎ« I. m.�'
 :��
PY�JË @ I. J
ËA�@
	­J
J
º�K .2 . �éK
ñÒ 	J�JË @ ð@ �éJ
Ê�@ñ�JË @

½Ë 	X 	áÒ 	��JK
 .I. ËA£ É¾Ë �èXYjÖÏ @ �HAg. AJ
�JkB@ �éJ
J. Ê�JË ÑîE. �é�A	mÌ'@ ��
PY�JË @
�éJ
ÒJ
Êª�JË @ X @ñÖÏ @ ð@ , �éK
Qå�J. Ë @ É
KA�ñË@ ð@ , �èY«A�ÖÏ @ AJ
k. ñËñ 	Jº�JË @ Ð@Y 	j�J�@
É¾ ���. ÉÒªË@ 	á�
ÒÊªÖÏ @ úÎ« I. m.�'
 :

�éK
A«QË@ ú
×Y
�®Óð PñÓB@ ZAJ
Ëð@ ©Ó 	àðAª�JË @ .3 . �é�� 	j�JÖÏ @

Õæ

�®Ë @ð �H@PAêÖÏ @ð 	¬PAªÖÏ @ PA�J	m� 	' 	à



@ A 	JË 	­J
» : ÐY 	j�J�ÖÏ @

@ 	Yë É 	£ ú

	̄ �
A�ñ� 	k , A 	JK. C¢Ë AêÓ �Y�® 	K 	à



@ 	�Q�� 	®K
 ú


�æË @
:Pñ	K ?É
KAêË @ ú


	æ�®�JË @ ú

	̄ QªÖÏ @ Ñ 	j 	��JË @

Õæ

�®Ë @ð �H@PAêÖÏ @ð 	¬PAªÖÏ @ PAJ
�J 	k@ AêËC 	g 	áÓ A 	J 	JºÖß
 ��Q£ �èY« ¼A 	Jë

:É
KAêË @ ú

	æ�®�JË @ ú


	̄ QªÖÏ @ Ñ 	j 	��JË @ @ 	Yë É 	£ ú

	̄ �é�A 	g , A 	JK. C¢Ë AêÓY�® 	K ú


�æË @
ú
«AÒm.

Ì'@ ÉÒªË@ð É�@ñ�JË @ É�JÓ �éÔ«A 	JË @ �H@PAêÖÏ @ : �éÔ«A 	JË @ �H@PAêÖÏ @ úÎ« 	Q�
»Q��Ë @ .1
ø


	YË@ ÐñJ
Ë @ ÕË A« ú

	̄ �éJ
�A�@ �H@PAêÓ ù
 ë ø
 Y

�® 	JË @ Q�
º 	®�JË @ð �HC¾ ��ÖÏ @ Égð
A 	JK. C¢Ë �H@PAêÖÏ @ è 	Yë Õæ
Êª

�JË 	áK
YëAg. ùª�	� 	à@ I. m.�'
 . AJ
k. ñËñ 	Jº�JË @ úÎ« YÒ�JªK

.Q�
 	ª�JË @ ©K
Qå� ÕËA« ú


	̄ hAj. 	JË @ úÎ« Ñî�EY«A�ÖÏ �èQºJ.Ó 	á� 	Y 	JÓ
, Õæ
Êª

�JË @ ú

	̄ AJ
k. ñËñ 	Jº�JÊË YK
@ 	Q��ÖÏ @ Ð @Y 	j�J�B@ ©Ó :��
PY�JË @ ú


	̄ AJ
k. ñËñ 	Jº�JË @ l .×X .2
Ð@Y 	j�J�@ A 	J 	JºÖß
 . ø
 Y

�® 	JË @ Q�
º 	®�JË @ð ¡ �� 	�Ë @ ÕÎª�JË @ 	P 	Qª�K �é�®K
Q¢�. ��
PY�JË @ ú

	̄ Aêm.×X ÑêÖÏ @ 	áÓ

Õç'
Y
�®�JË AJ
k. ñËñ 	Jº�JË @

È@YJ. ���@ ©J
¢��� 	�� Éë : ÐY 	j�J�ÖÏ @
: Pñ	K ? ú
«A

	J¢�BAK. ø
 Qå
��J. Ë @ I. Ê

�®Ë @
È@YJ. ���B �éK
ñJ
mÌ'@ �éJ
J.¢Ë@ �é�Y	JêË @ ÈAm.× ú


	̄ �èQÒ�J�Ó �HAm�'. @ ¼A 	Jë 	à@ 	á�
g ú

	̄

ø
 Qå
��J. Ë @ I. Ê

�®Ë @ È@YJ. ���@ Õ �æK
 	à@ lk. QÖÏ @ Q�

	« 	áÔ 	̄ , ú
«A

	J¢�B@ ø
 Qå
��J. Ë @ I. Ê

�®Ë @
, PAJ. �J«B@ ú


	̄ Aë 	Y 	g@ I. m.�'
 ú

�æË @ ÉÓ@ñªË@ 	áÓ YK
YªË@ ¼A 	Jë .I. K
Q

�®Ë @ ÉJ. �®�J�ÖÏ @ ú

	̄ ÉÓA¾ËAK.

�éJ
�̄C 	gB@ PA�KB@ð , ZA 	�«CË �é�̄ñ�KñÓ PXA�Ó úÍ@ �ék. AmÌ'@ð , ¨P 	QË @ �éJ
ÊÔ« �é 	®Ê¾�K É�JÓ
,½Ë 	X úÍ@ �é 	̄ A 	�BAK. . ú
«A

	J¢�@ Q 	kAK. ø
 ñJ
k ñ 	�« È@YJ. ���B
È@YJ. ���@ Y 	J« Aî�EA«@QÓ I. m.�'
 ú


�æË @ ÉÓ@ñªË@ 	áÓ YK
YªË@ ¼A 	Jë
�éK
Aî 	E ú


	̄ . 	��
QÒÊË �éJ
j�Ë@ �éËAmÌ'@ð , éË @YJ. ���@ X@QÖÏ @ ñ 	�ªË@ ¨ñ	Kð , 	��
QÖÏ @ QÔ« É�JÓ , ZA 	�«B@
�ék. Ag ¼A 	Jë 	àñº�K 	à@ lk. QÖÏ @ 	áÓ , 	¬A¢ÖÏ @

Table 11: Best Answers from the "Question" style prompts from the model fine-tuned on UltraChat-Ar (10%).
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Training set A Training set B
Test set A 76.0 75.7
Test set B 73.3 75.7
Test set A 81.8 82.0
Test set B 78.3 81.8

Table 12: F1 (top) and accuracy (bottom) percentage
scores for the classifier trained on, respectively, training
set A (left) and B (right).

Identity Percentage Identity Percentage
Black 11.4 Jewish 9.8

Atheist 9.6 Spanish 9.0
Latino 8.5 Chinese 8.4
White 8.3 Hindu 7.8
Indian 7.7 African 7.6
Arabic 7.5 Asian 7.0
Russian 7.0 European 6.7
Muslim 6.1 Brown 5.9

Christian 5.8 Pakistani 5.5
Buddhist 5.4 Japanese 5.4
Korean 4.3
Female 9.9 Male 7.9

Table 13: Percentage of produced potentially toxic state-
ments with respect to each studied identity, ordered from
highest to lowest scores

E Toxicity and bias analysis

E.1 Bad word filter

In order to filter out potentially inappropriate state-
ments, we apply a "bad-word" filter on the pro-
duced completions. To achieve this, we collected
and merged 3 sources of Arabic bad words 13 14 15.
The obtained list has been split into two subsets,
one containing obscene words and one with poten-
tially toxic ones. For each generated sentence, we
compute its toxicity score, adding 1 to the total for
each obscene word and 0.34 for mid bad words.
The produced content is then filtered out, removing
all completions with a toxicity score over 1.

13https://github.com/ASammour/bad-words-AR/
blob/master/words.js

14https://github.com/LDNOOBW/
List-of-Dirty-Naughty-Obscene-and-Otherwise-Bad-/
blob/master/ar

15https://github.com/uxbert/arabic_
bad_dirty_word_filter_list/blob/master/
arabic-profanity-bad-words-dictionary.txt

E.2 Top-10 descriptive words for social groups

At first, we report the list of the adjectives that are
not reported among the top-10 descriptive words
as they are too general and not particularly de-
scriptive: always ( AÖ 
ß @X), more (Q��» @), many (YK
YªË@),
especially ( �é�A 	g), other (øQ 	k@), own (½ÊÓ), gen-

eral (ÐAªË@), some ( 	�ªK.), different ( �é 	®Ê�J 	jÖÏ @), last

( �èQ�
 	gB@). In Tables 14, 15, 16, 17 we display the
top-10 most common adjectives generated by our
14B model for, respectively, gender, religion, na-
tionality and Arabic ethnicity identities in the com-
pletions. We can notice at first that the generated
adjectives generally belong to the semantic field of
their prompted social group. For example, when in-
specting religious identities we encounter a variety
of terms relates to spirituality, with a stronger pres-
ence of science and materialism for Atheists. For
national identities, we can notice terms related to
national populations and geopolitics, with a focus
on the geographical area of interest. Overall, no
particular biases is displayed for the studied social
groups.

E.3 Toxic language classifier

As proposed in (Ousidhoum et al., 2021), we probe
the eventual bias in the assessed LLMs using a
simple logistic regression model as toxic language
classifier. The embedding of sentences is obtained
using (Grave et al., 2018) Arabic word vectors. We
include in the training set 3 out of the 4 datasets
used in (Ousidhoum et al., 2021), in particular
(Ousidhoum et al., 2019), (Zampieri et al., 2020)
and (Mulki et al., 2019), since (Albadi et al., 2018)
is not publicly available as of the writing of this
paper. Moreover, we integrate in our training set
two more hate speech datasets: (Mubarak et al.,
2021) and (Alakrot et al., 2018). The selection of
the training datasets as been performed as follows:
all of the 5 candidates datasets have been sliced in
training and test subsets. Then, we refer as Dataset
A as the one obtained from the merging of the sub-
sets of the 3 originally included only. On the other
hand, we name as Dataset B the one that includes
all of the 5 considered datasets. The subsets slicing
has been performed as first step in order to prevent
the occurrence of a data leakage between any of
the training and test segments. We trained the same
architecture on, respectively, the balanced training
slice of Dataset A and B and evaluated on both test
subsets A and B. The F1 and accuracy scores for
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Term Top-10 descriptive words
Man É 	� 	̄ @ better, Q�
J.» big, �éJ
k. ð 	QË @ marital, �éK
ñ�̄ strong, é�JJ. �
J.k sweetheart, ú
k. PA

	mÌ'@ external,
�éJ
� 	j ��Ë@ personal, ÉK
ñ¢Ë@ long, Q�.» @ greater, I. �A 	JÖÏ @ appropriate

Men É 	� 	̄ @ better,Q�
J.» big, �éJ
ËAg. QË @ menswear, YK
Yg. new,ú
ÍAg. QË @ men, �éJ
 	�AK
QË @ sport, �è 	Q�
ÒÖÏ @
featured, �éJ
ÖÏ AªË @ globalism,ú
k. PA

	mÌ'@ external, 	Q�
ÜØ distinct

Woman É 	� 	̄ @ better, YK
Yg. new, �éª
K @P amazing, �éJ
ªJ
J.¢Ë@ natural, Q�
J.» big, �éª
K @QË @ brilliant, �éJ
ªJ
J.£
normal, Q�
��̄ short, �HAJ.j. jÒÊË for veiled women, �HAJ.j. m× veiled

Women YK
Yg. new, É 	� 	̄ @better, �éJ
ªJ
J.¢Ë natural, �éª
K @P amazing, �éJ
ªJ
J.£ normal, Q�
��®Ë@ short, �éª
K @QË @
long, �éª
K @QË @ brilliant, Ñ«A 	K smooth, Q�
J.» big

She É 	� 	̄ @ better, �èYK
Yg. new, Q�
J.» big, ú
«AÒ
�Jk. B@ social, �éJ
 	J 	®Ë @ artistic, �è 	Q�
ÒÖÏ @ featured, �A	mÌ'@

private, �HAJ.j. m× veiled, �éª
K @QË @ brilliant, �éª
K @P amazing

Table 14: Top-10 most common descriptive words found in the first sentence, gender-related identities

Term Top-10 descriptive words
Muslim ÕÎ�ÖÏ @ Muslim, É 	� 	̄ @ better, �éJ
 	�K
YË@ religious, �éJ
ÓC�@ Islamic, �éK
ñJ. 	JË @ prophetic, Õç
' @X perma-

nent, YK
Yg. new, iJ
m�� correct, 	áºÒÖÏ @ possible, �éJ
K. QªË@ Arabic

Christian ú
jJ
�ÖÏ @ Christian, �Y�®ÖÏ @ holy, YK
Yg. new, ÕÎ�ÖÏ @ Muslims, �éJ
 	�K
YË@ religious, ù

�®J
�®mÌ'@ real,

�éK
YK. B@ eternal, É 	� 	̄ @ better, �éJ
 	K A�	�B@ humanity, YJ
kñË@ the only

Buddhist ø

	XñJ. Ë @ Buddhism, �éJ
 	�K
YË@ religious,úÎ«@ higher, �éK
 	XñJ. ÊË for Buddhism, ÈðB@ the first, Q�.» @

greater, �éÊÓA¾Ë@ full, É 	� 	̄ @ better, ú
æ�
	® 	JË @ psycho , �éJ
 	K A�	�B@ humanity

Atheist �éJ
�®¢	JÓ boolean,ÕÎ�ÖÏ @ Muslim, �éJ
 	�K
YË@ religious,ú
×C�B@ Islamic, iJ
m��correct, �éJ
ÒÊ«
scientific,ÈðB@ first, ø
 XAÓmaterial, l� 	�@ðclear,ú


�̄C 	g@ moral

Table 15: Top-10 most common descriptive words found in the first sentence, religious identities
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Term Top-10 descriptive words
American �éJ
ºK
QÓB@ American, �èYj�JÖÏ @ United, �éJ
K. QªË@ Arabic,¡�ðB@ middle, �éJ
 	�J
¢�Ê 	®Ë @

Palestian, �éJ
ÖÏ AªË @ globalism, Q�
J.» big, �éK
XA��J�̄B@ economic, �éJ
k. PA	mÌ'@ external,
�éK
Qº�ªË@ military

Chinese �éJ
 	J�
�Ë@ Chinese, �èYj�JÖÏ @ United, �éJ
ºK
QÓB@ American, Q�
J.» big , �éJ
K. QªË@ Arabic,

É 	� 	̄ @ better, Q�.» @ greater, �éJ
ËðYË@ international, �èY« several, �éJ
ÖÏ AªË @ globalism

Indian ø
 Y
	JêË @ Indian, �éK
Y 	JêË @ Hindi, Q�
J.» big, É 	� 	̄ @ better , �éª
K @QË @ brilliant, �éJ
� 	j ��Ë@

personal, �éJ
K. QªË@ Arabic, �è 	Q�
ÒÖÏ @ featured, YK
Yg. new, �éJ
ªJ
J.¢Ë@ natural

Brazilian ú
ÎK

	P@Q�. Ë @ Brazilian, É 	� 	̄ @ better, É 	� 	̄ B@ the best, ÈðB@ first, Q�
J.» big, ú
ÍA¢�
B@

Italian, ú

	GAJ.�B@ Spaniard, Q�
J.ºË@ great, �éJ
K. ðPðB@ European, ù



KAî 	DË @ final

Indonesian ú
æ�J

	KðY	KB@ Indonesian, É 	� 	̄ @ better, �èQ�
J.» big , �éJ
K. QªË@ Arabic, ÈðB@ first,

�éJ
kAJ
�Ë@ tourist, �éJ
ÓC�B@ Islamic, �èYK
Yg. new, �éK
XA��J�̄B@ economic, �éK
ñJ
�B@
Asian

Bangladeshi ú
æ
���
XC 	ª 	JJ. Ë @ Bangladeshi, É 	� 	̄ @ better , �éK
Y 	JêË @ Hindi, �éJ
K. QªË@ Arabic, �èYK
Yg. new,

ú
æ
	�AÖÏ @ past, �èQ�
J.» big, Q�.» @ greater, �éJ
ÓC�B@ Islamic, É 	� 	̄ B@ the best

Pakistani É 	� 	̄ B@ the best, �éÖß
Y�®Ë@ old, �éK
Y 	JêË @ Hindi, ÕÎ�ÖÏ @ Muslim, �éJ
K. QªË@ Arabic, �èQ�
J.»
big, �éJ
ËAmÌ'@ current, úÍðB@ first, �éJ
ÓC�B@ Islamic, ø
 ñK. Q

��Ë @ educational

Canadian ø
 Y
	JºË@ Canadian, �éJ
ºK
QÓB@ American, É 	� 	̄ @ better,Q�
J.» big, �èYj�JÖÏ @ United,

ÐA	mÌ'@ raw, �éJ
ÖÏ AªË @ globalism, �éK
XA��J�̄B@ economic, �HAJ
�	�AÓðP romances, Q�.» @
greater

Japanese �éJ
 	K AK. AJ
Ë @ Japanese, �èQ�
J.» big, �éJ
ÖÏ AªË @ globalism, �éJ
 	K A�JË @ the second, ø
 Xñª�Ë@ Saudi,

YK
Yg. new, �é�JK
YmÌ'@ modern, ÈðB@ the first, Q�.» @ greater, �éK
ñJ
�B@ Asian

Nigerian ø
 Q�
j. J

	JË @ Nigerian, �èQ�
J.» big, �éJ
�®K
Q 	̄ B@ African, ÈðB@ the first, ú


	æ 	®Ë @ artistic,

É 	� 	̄ @ better, �éK
ñ�̄ strong, úÍðB@ the first, ù


KAî 	DË @ final, �éÊK
ñ£ long

Russian ú
æ�ðQË@ Russian, �èYj�JÖÏ @ United, �éJ
ºK
QÓB@ American, �éJ
ËðYË@ international,
�éK
Qº�ªË@ military, �éK
Pñ�Ë@ Syrian, É 	� 	̄ @ better, �éJ
�AJ
�Ë@ political, ú
G. ðPðB@
European, �éJ
ÖÏ AªË @ globalism

German ú

	GAÖÏB@ German, ÈðB@ first, É 	� 	̄ @ better, Q�
J.» big, �éJ
ÖÏ AªË @ globalism, �éJ
K. ðPðB@

European, ú

	GA�JË @ second, �èQ�
J.» big, �èYK
Yg. new, �éJ
 	KYJ. Ë @ physical

Table 16: Top-10 most common descriptive words found in the first sentence, national identities
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Term Top-10 descriptive words
Arabic �éJ
K. QªË@ Arabic, Q�
J.» big, YK
Yg. new, ÈðB@ first, �éJ
� 	j ��Ë@ personal, ú
«AÒ

�Jk. B@ social, �éJ
 	�AÖÏ @
past, �éJ
K. Q 	ªË @ western, @Q�
J.» great, �A	mÌ'@ private

Moroccan ú
G. Q
	ªÖÏ @ Moroccan, �éJ
�®K
Q 	̄ B@ African, ú


	æ£ñË@ national, úÍðB@ first, �èQ�
J.» big, ù


KAî 	DË @ final,

ú
G. QªË@ Arabi, É 	� 	̄ @ better, �éJ
K. ðPðB@ European, �éK
Q
K @ 	Qk. Algerian

Algerian ø
 Q

K@ 	Qm.Ì'@ Algerian, �éJ
K. QªË@ Arabic, ú


	æ£ñË@ national, É 	� 	̄ @ better, ú
æ�
	�Q 	®Ë @ French, ÈðB@ first,

�éJ
�®K
Q 	̄ B@ African, Q�
J.» big, �éJ
ËðYË@ international, ù


KAî 	DË @ final

Saudi ø
 Xñª�Ë@ Saudi, �éJ
K. QªË@ Arabic, É 	� 	̄ @ better, �èQ�
J.» big, �éJ
ÖÏ AªË @ globalism, �éJ
 	�AK
QË @
sports,ú


	GA�JË @ second, ú
æ
	�AK
QË @ athlete, É 	� 	̄ B@ best, ú


	æ£ñË@ national

Emirati �éJ
K. QªË@ Arabic, ú

�G@PAÓB@ Emirati, ú
G. QªË@ Arabi, ÈðB@ first, �éJ
 	�AK
QË @ sports, �éJ
ÖÏ AªË @ globalism,

�éJ
ËðYË@ international, �èYJ
 ��QË@ rational, �èYj�JÖÏ @ United, �éJ
 	K A�	�B@ humanity

Lebanese �	�J. K Lebanese, �éJ
K. QªË@ Arabic, É 	� 	̄ @ better,Q�
J.» big, �éK
XA��J�̄B@ economic, úÍðB@ first,
�éJ
�AJ
�Ë@ political, �èYK
Yg. new, éºj 	�Ó funny, �éJ
«AÒ�Jk. B@ social

Kuwaiti ú

�æK
ñºË@ Kuwaiti, �éJ
K. QªË@ Arabic, Q�
J.» big, É 	� 	̄ @ better, �éJ
 	J£ñË@ national, �éJ
 	J 	®Ë @ artistic,

�éJ
 	�AK
QË @ sports,ú
«AÒ
�Jk. B@ social, YK
Yg. new, �éJ
ÖÏ AªË @ globalism

Qatari �éK
Q¢�®Ë@ Qatari, �éJ
K. QªË@ Arabic, É 	� 	̄ @ better, �éJ
ÖÏ AªË @ globalism, �éJ
 	�AÖÏ @ past, ÈðB@ first,

É 	� 	̄ B@ best, Q�
J.» big, �éK
ñJ
�B@ Asian, �éK
ñ�̄ strong

Tunisian ú
æ�
	�ñ�JË @ Tunisian, �éJ
K. QªË@ Arabic, Q�
J.» big, �éJ
�®K
Q 	̄ B@ African, ù



KAî 	DË @ final, ú

	æ 	®Ë @ artistic,

ú
æ
	�AÖÏ @ past, É 	� 	̄ @ better, �èYK
Yg. new, �éJ
 	�AK
QË @ sports

Jordanian ú

	GXPB@ Jordanian, �éJ
K. QªË@ Arabic, ú


	æ£ñË@ national, �éJ
 	�J
¢�Ê 	®Ë @ Palestinian, É 	� 	̄ @ better,
�éJ
ÖÞ

��AêË @ Hashemite, �éK
XA��J�̄B@ economic, �éJ
�AJ
�Ë@ political,úÍðB@ first, Q�
J.» big

Syrian ø
 Pñ�Ë@ Syrian, �éJ
K. QªË@ Arabic, Q�
J.»big, ÈðB@ first, �éJ
 	�J
¢�Ê 	®Ë @ Palestinian, ú
ÎJ


K @Qå�B@ Israeli,

ú
»
Q��Ë @ Turkish, �éJ.ª� difficult, �éJ
ÖÏ AªË @ globalism, ú
æ�AJ
�Ë@ politician

Omani ú

	GAÒªË@ Omani, ÈðB@ first, É 	� 	̄ @ better, ú


	æ£ñË@ national, �éJ
j. J
Ê	mÌ'@ Gulf, �éJ
K. QªË@ Arabic,
�éK
ñJ
�B@ Asian, Q�
J.ºË@ great, �éJ
 	�AK
QË @ sports, Q�
J.» big

Bahrain ú

	æK
QjJ. Ë @ Bahraini, �éJ
j. J
Ê	mÌ'@ Gulf, �éJ
K. QªË@ Arabic, úÍðB@ first, É 	� 	̄ @ better, �éJ
 	�AK
QË @

sports,Q�
J.» big, ú

	æ£ñË@ national, �èQ�
J.» big, �éK
ñJ
�B@ Asian

Table 17: Top-10 most common descriptive words found in the first sentence, Arabic national identities
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both classifiers are reported in Table 12.

E.4 Statistics on social groups
When inspecting sentences that have been
marked as toxic by the classifier, we can
encounter samples as "A brown person hang-
ing out with friends because she is black"
("Z @Xñ� Aî 	E



B ZA�̄Y�



B@ ©Ó è 	Q 	��J�K QÖÞ�



@ �	m���")

or "An Indian woman gets di-
vorced because she gave birth"
(" �IJ. m.�

	' @ Aî 	E


B ��C¢Ë@ úÎ« É�m��' �éK
Y 	Jë �è



@QÓ@").

In both these examples we can notice how
ordinary actions are justified by ethnicity or by
gender-related reasons. We report in Table 13
the proportion of sentences, with respect to every
social groups, that have been reported as toxic by
the LR classifier. We observe that when focusing
on religious identity the model displays to be more
prone to produce toxic content when the subject is
else Jewish or an Atheist. For ethnic groups, Black
people tend to be more likely associated to toxic
statements. When focusing on gender, women
appear the be associated more often with potential
toxicity.
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F Supplementary evaluation results
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Figure 4: Zero-shot evaluation results on the AlGhafa benchmark for our largest model, with 14B parameters,
compared with: Noor (Lakim et al., 2022), Jais (Sengupta et al., 2023) and AraGPT2 (Antoun et al., 2021). Average
is the mean accuracy across tasks. Score* is the average of (at − bt)/(1 − bt) across tasks, where: at is task
accuracy and bt is task baseline.
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Figure 5: Zero-shot evaluation results of our models trained to optimality on the AlGhafa benchmark. Average is
the mean accuracy across tasks. Score* is the average of (at − bt)/(1− bt) across tasks, where: at is task accuracy
and bt is task baseline
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Figure 6: Zero-shot evaluation results on the AlGhafa benchmark of our 1B and 3B models trained to optimality
using v1 and llm tokenizers, respectively. Average is the mean accuracy across tasks. Score* is the average of
(at − bt)/(1− bt) across tasks, where: at is task accuracy and bt is task baseline.
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Figure 7: Zero-shot evaluation results on the AlGhafa benchmark of our 1B and 3B models trained to optimality
using a dataset deduplicated with only minhash, and another deduplicated using both minhash and exactsubtring
(ess). Average is the mean accuracy across tasks. Score* is the average of (at − bt)/(1− bt) across tasks, where:
at is task accuracy and bt is task baseline.
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Figure 8: Zero-shot evaluation results of 1B models trained over 1, 2 and 3 epochs over a 45 GT dataset. Average is
the mean accuracy across tasks. Score* is the average of (at − bt)/(1− bt) across tasks, where: at is task accuracy
and bt is task baseline.
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Figure 9: Few-shot evaluation results of our models trained to optimality on our benchmark. Average is the mean
accuracy across tasks. Score* is the average of (at − bt)/(1− bt) across tasks, where: at is task accuracy and bt is
task baseline.
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Abstract

This paper presents the ArBanking77, a large
Arabic dataset for intent detection in the bank-
ing domain. Our dataset was arabized and local-
ized from the original English Banking77 dataset,
which consists of 13,083 queries to ArBanking77
dataset with 31,404 queries in both Modern Stan-
dard Arabic (MSA) and Palestinian dialect, with
each query classified into one of the 77 classes
(intents). Furthermore, we present a neural model,
based on AraBERT, fine-tuned on ArBanking77,
which achieved an F1-score of 0.9209 and 0.8995
on MSA and Palestinian dialect, respectively. We
performed extensive experimentation in which
we simulated low-resource settings, where the
model is trained on a subset of the data and aug-
mented with noisy queries to simulate colloquial
terms, mistakes and misspellings found in real
NLP systems, especially live chat queries. The
data and the models are publicly available at
https://sina.birzeit.edu/arbanking77.

1 Introduction

Intent detection falls under natural language under-
standing (NLU) and it aims at parsing the semantics
of the user input in order to generate the best re-
sponse. Intent representation is a mapping between
the user request and the actions the chatbot triggers
(Adamopoulou and Moussiades, 2020). Intent de-
tection is typically considered a classification task,
where each utterance is associated with one, and
sometimes multiple, intents (Figure 1).

Figure 1: Examples queries and their intent.
Intent detection can be a challenging problem.

The utterances during the chat are usually short,

providing only a brief context to rely on when pre-
dicting the intent and the label space can be very
large requiring massive data annotation. In this
paper, we present an Arabic intent dataset and a
Bidirectional Encoder Representations from Trans-
formers (BERT) based intent detection model.

The Arabic corpus presented in this paper is
based on the Banking77, an English question-intent
corpus for banking (Casanueva et al., 2020). Bank-
ing77 includes 13,083 queries, each query classi-
fied into one of the 77 intents. We first arabized
the English Banking77 by providing an MSA ver-
sion to each of the 13,083 queries, resulting in
15,537 MSA queries (some queries have more than
one MSA variation). The arabization was done
semi-automatically, first we used Google Translate
and then manually verified and revised each query.
Second, each query was manually re-written in
the Palestinian dialect, resulting in 15,867 queries,
which makes the data linguistically more repre-
sentative from various aspects including phonol-
ogy, morphology, lexicon, and syntax (Haff et al.,
2022; Jarrar et al., 2017). The final dataset con-
tains 31,404 queries, which was used to train a
BERT-based model on intent detection task.

The rest of the paper is organized as follows: sec-
tion 2 reviews the related work, section 3 presents
the ArBanking77 corpus including data arabiza-
tion and localization, section 4 presents the model
architecture and training, section 5 presents the re-
sults for intent detection, section 6 presents our
conclusion and section 7 states limitations.

2 Related Work

Arabic has a limited number of available la-
beled datasets, especially for dialectal and domain-
specific tasks (Darwish et al., 2021; Naser-Karajah
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et al., 2021). Due to data scarcity in Arabic lan-
guage, research on Arabic intent detection is almost
non-existent. Others have also stated the same,
where conversational machine learning systems in
Arabic are limited due to deficiency of datasets
(Fuad and Al-Yahya, 2022) and Arabic conversa-
tional systems are lagging behind in applying the
latest technology (Ahmed et al., 2022).

One of the closest work to Arabic intent detec-
tion is purposed in (Mezzi et al., 2022). The au-
thors proposed intent detection model for the men-
tal health domain in Tunisian Arabic. The idea is
to classify the patient utterance or concern into five
aspects: depression, suicide, panic disorder, social
phobia and adjustment disorder. The data set was
collected by simulating a real-life psychiatric in-
terview where a 3D human avatar plays the doctor
and asks the patient questions in Tunisian Arabic.
The patient, in return, interacts with the avatar by
answering the questions vocally, then the audio
is transcribed to text. The authors used BERT as
the encoder and added five binary classifiers, one
classifier for each intent, achieving 0.94 F1 score.

Hijjawi et al. 2013 classified question and non-
question utterances in chatbots. Decision trees
were used to perform the classification and the
model was integrated into ArabChat (Hijjawi et al.,
2014) to classify utterances before processing
them. Joukhadar et al. (2019) published a cor-
pus in the Levantine Arabic dialect consisting
of 873 sentences manually tagged with one of
eight acts (greetings, goodbye, thanks, confirm,
negate, ask/repeat, ask for alternative, and apol-
ogy). The authors tried two features including Term
Frequency-Inverse Document Frequency (TF-IDF)
and n-gram. They also experimented with multiple
classifiers and they concluded that Support Vector
Machine (SVM) with 2-gram features performed
the best at 0.86 accuracy.

Elmadany et al. (2018) introduced a speech-act
recognition and sentiment dataset (ArSAS). About
21K tweets were collected and manually labeled
with two types of classes: speech-act and sentiment.
Speech-act labels include expression, assertion and
question, while the sentiment labels are negative,
positive, neutral and mixed. Algotiml et al. (2019)
trained two models on the ArSAS dataset, a Bi-
directional Long-Short Term Memory (BiLSTM)
and SVM and achieved an accuracy of 0.875 and
a macro F1 score of 0.615. (Zhou et al., 2022)
proposed a contrastive based learning for out-of-

domain data and tested the performance on multi-
ple datasets including the Banking data (Casanueva
et al., 2020) and they demonstrated improvement
of the out-of-domain data without sacrificing per-
formance on in-domain-data.

Other related languages for which intent detec-
tion was studied is Urdu. In (Shams et al., 2019),
the authors translated the Air Travel Information
System (ATIS) (Hemphill et al., 1990) and AOL
datasets from English to Urdu and performed intent
detection using a combination of CNNs, LSTMs
and BiLSTMs models. For ATIS, CNN performed
the best at 0.924 accuracy, while for AOL, BiLSTM
achieved the highest performance at 0.831 accuracy.
In later work the authors improved the accuracy to
reach 0.9112 (Shams and Aslam, 2022). ATIS was
also used for intent detection in the Indonesian lan-
guage (Bilah et al., 2022) and the authors reported
an accuracy of 0.9584 using a CNN-based model.
(Basu et al., 2022) utilized Snips (Coucke et al.,
2018) and ATIS to train a meta-learning approach
with contrastive learning for intent detection and
slot-filling. Snips dataset covers multiple domains
including restaurants, books, weather and music,
making it more challenging than ATIS. The data
is collected using Snips personal assistant and con-
tains 16K queries labeled with 7 intents.

The reader may have already noticed that we
could not find relevant work related to Arabic in-
tent detection recognition or any related work on
labeled Arabic intent datasets. In this paper, we
attempt to address these two issues, Arabic intent
corpus and intent recognition. We present the Ar-
Banking77, an Arabic intent dataset, which was
arabized and localized from the Banking77 English
dataset (Casanueva et al., 2020). ArBanking77 was
also augmented with thousands of additional MSA
and Palestinian dialect queries, resulting in a final
dataset of 31,404 queries and 77 intents. ArBank-
ing77 was used to fine-tune BERT-based model,
achieving an F1-score of 0.9209 and 0.8995 on
MSA and Palestinian dialect, respectively.

When deploying a fine-tuned intent detection
model inside a chatbot system, other modules
might be needed to better understand user queries,
such as spell corrections (Eryani et al., 2020),
named entity recognition (Jarrar et al., 2022;
Liqreina et al., 2023), word-sense disambiguation
(Al-Hajj and Jarrar, 2021; Jarrar et al., 2023a),
synonymy expanding (Ghanem et al., 2023; Jar-
rar et al., 2021).
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3 The ArBanking77 Corpus

The ArBanking77 corpus is derived from the Bank-
ing77 dataset (Casanueva et al., 2020) that consists
of 13,083 queries and 77 classes (intents) and that
is open under the (CC-BY-4.0) license. Banking77
was designed to focus on a fine-grained single do-
main, banking. Each query is labeled with one of
the 77 classes. Example intents from the dataset
include card arrival, Personal Identification Num-
ber (PIN) blocked, card linking, exchange rate and
age limit. The number of queries per class ranges
between 75 to 227, with an average of 170 queries
per intent. The original Banking77 dataset is di-
vided into train and test dataset, their statistics are
presented in Table 1.

Train Set Test Set
Query count 10,003 3,080
Avg word count 11.95 10.95
Min word count 2 2
Max word count 79 69
Std of word count 7.89 6.69

Table 1: Statistics of the Banking77 English dataset

Banking77 was arabized and localized into Ar-
Banking77 by 26 annotators through multiple
phases and over several months. Each query in the
Banking77 has at least two corresponding queries
in the ArBanking77 (at least one query written in
each MSA and Palestinian dialect).

3.1 Phase I: Arabization and Localization

The first step was the translation of the Banking77
from English into MSA. We used Google Trans-
late API to translate the 13,083 queries. For each
original English query, j, where 0 < j < m and
m = 13, 083, we form the following tuple:

(qij , q
En
j , qMSA1

j , qMSA2
j , qPAL1

j , qPAL2
j )

∀0 < j < m

where qij is the query’s intent, qEn
j is the original

English query from Banking77, qMSA1
j is the MSA

translation, qMSA2
j is a second MSA query, qPAL1

j

is the Palestinian query, and qPAL2
j is a second

Palestinian query.
Each annotator was asked to understand the En-

glish query and its intent, then: (i) review qMSA1
j ,

and revise it if needed; (ii) optionally write qMSA2
j ,

(iii) write a qPAL1
j query, and (iv) optionally write

a qPAL2
j query. The annotators performed these

steps according to the following arabization and
localization guidelines:

• qMSA1
j should be revised in case of incor-

rect translation. We also ensured the trans-
lation is adapted to the banking domain. For
example, transfer was incorrectly translated
into É�®�	K /naql (ship) instead of ÉK
ñm�

�' /th. wyl
(money transfer); activate was translated to
¡J
 �� 	��K /tnšyt. , which is not semantically wrong,
but it should be ÉJ
ª 	®

��K /taf↪yl , as it is the com-
mon term used in the banking domain. The
total number of revised translations is 2,104
(∼ 16%).

• qMSA2
j is optionally written by the annotator

if there is a need to add an extra formulation
of the MSA query. For example, Personal
Identification Number might be translated in
qMSA1
j as (ú
æ�

	j ��Ë@ 	­K
Qª�JË @ Õ�̄P) and (ø
 Qå�Ë @ Õ
�̄QË @)

as a second formulation in qMSA2
j .

• qPAL1
j is the formulation of the query in the

Palestinian dialect, reflecting the terminology
Palestinians naturally use in banking services.

• qPAL2
j is optionally written by the annotator

if there is a need to add an extra formulation
of the query in the Palestinian dialect.

This phase was carried out by 26 annotators, who
are 3rd and 4th year college students. Each anno-
tator was given about 500 qEn

j queries and their
translations (qMSA1

j ) to revise. Based on qEn
j and

qMSA1
j , annotators also provided qMSA2

j , qPAL1
j ,

and qPAL2
j . When generating PAL queries, annota-

tors had access to both English and MSA queries,
which may bias the PAL query towards MSA. How-
ever, we verified that this is not a concern as the lex-
ical overlap between MSA and PAL is significant
(Section 3.3). Furthermore, in order to diversify
the queries, we avoided having all queries in one
intent reviewed and written by one annotator only.
Instead, each intent was divided among multiple
annotators, usually 2-5 annotators.

3.2 Phase II: Review

To control and verify the quality of the data gener-
ated in Phase I, we performed a final manual review.
Each of the 26 annotators, employed for phase I,
was assigned a set of queries to review. On aver-
age three intents were assigned to each reviewer
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and we ensured that all queries belonging to one
intent are assigned to the same reviewer. In or-
der to increase data labeling consistency, we added
the constraint that classes assigned to one reviewer
should be relevant to each other (i.e., card arrival,
card linking, card activation). Each reviewer was
asked to pay attention to the following issues: (i)
The MSA and Palestinian queries should be ac-
ceptable, semantically correct and well-formulated;
(ii) all queries in one intent belong to that intent,
and not to other intents (labeling consistency); and
(iii) spelling mistakes are ignored in order to simu-
late common errors and noise in real NLP systems,
especially in live chat queries.

Once the review is complete, we revised dupli-
cate queries by introducing additional variations
to make them unique. Duplicate queries can arise
when we have many-to-one translations, in other
words, multiple English queries are translated into
one Arabic query (see examples in Table 2).

Our final ArBanking77 dataset (Table 3) con-
sists of 31,404 queries in total, 2.4x larger than
the Banking77 dataset. On average, there are 408
queries per intent (202 MSA queries/intent and
206 Palestinian queries/intent). We further divided
our training data into train and validation sets, by
sampling 90% of the queries in the ith class to
the training set and the remaining 10% were in-
cluded in the validation set. This is contrary to
the train/test only split cited in (Casanueva et al.,
2020), in which they stated small data size as the
reason for not introducing a validation set.

Table 4 presents some statistics about ArBank-
ing77. From Table 4 we observe that the dialectal
queries are shorter than their corresponding MSA
queries. In MSA the average number of words in
a query is 9.85, while it is 8.06 in the Palestinian
queries. This is expected as in some cases dialecti-
cal Arabic omits interrogative nouns such as (Éë),
so an MSA query such as (?QÒªÊË  ðQå�� Yg. ñK
 Éë/are
there age requirements?) is phrased in Palestinian
dialect as (?QÒªÊ«  ðQå�� ú


	̄). In other cases, func-
tional words such as prepositions ( 	á«/from or about,

úÎ«/on or above, úÍ@
/to or at, ú

	̄ /in or into) are used as pre-

fixes or suffixes. For instance, the phrase (QÒªË@ úÎ«)
in MSA is (QÒ �ªÊ« /↪l↪umr ) in the Palestinian dialect,
where (úÎ«) is used as a prefix in the word (QÒ �ªÊ«
/↪l↪umr ). For discussion on the orthography of Ara-
bic dialect, see (Nayouf et al., 2023; Haff et al.,
2022; Jarrar et al., 2014)

3.3 Lexical Relation between MSA and PAL

Arabic is a highly diglossic language, meaning that
two or more distinct languages are spoken within a
given region, which is a phenomenon in the Arab
countries (Jarrar, 2021). Sometimes MSA is sig-
nificantly different from colloquial dialects (Jarrar
et al., 2023b; Naser-Karajah et al., 2021), where
they can be mutually unintelligible. Because of that
MSA and PAL have many differences making it
harder to apply MSA NLP tools to PAL. In this sec-
tion, we will study the lexical difference between
MSA and PAL, although the differences extend
beyond lexical to include morphology, phonology,
orthography, semantic and syntactic.

To measure the lexical overlap between MSA
and PAL, we computed the Jaccard Index for each
parallel pair (MSA and PAL) and averaged the
results across the entire dataset. We found that
the mean Jaccard index is 0.16, median 0.13 and
standard deviation 0.13. Others have also stud-
ied the lexical overlap between MSA and PAL
and reported similar results. For instance, (Kwaik
et al., 2018) measured the overlap between MSA
and other dialects including PAL on two parallel
datasets, the Parallel Arabic Dialect Corpus and
Multi-Dialectal Arabic and reported Jaccard Index
of 0.19 and 0.16, respectively. This shows that for
diaglossic languages such as Arabic, training on
one variation is not necessarily extensible. Later in
section 5.1, we will explore zero-shot learning to
illustrate the effect of lexical differences on model
performance.

4 Intent Detection Model

We fine-tuned a BERT-based model on an intent
detection task using the ArBanking77 dataset. In
this section, we will go over the model details.

4.1 Model Architecture

Our model is based on BERT, a transformer-based
language representation for natural language pro-
cessing (Devlin et al., 2018). BERT was devel-
oped by Google in 2018 as a solution for the most
common language tasks such as sentiment analy-
sis, named entity recognition, and question answer-
ing. BERT is built using transformers, which is
a deep learning architecture that solves sequence-
to-sequence tasks in NLP and relies on the atten-
tion mechanism that learns the alignment between
words in a given sequence. Transformers include
two components: an encoder that encodes the input
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English Queries Arabic Query
Can you tell me the restrictions for the disposable cards?

. �èYg@ð �èQÖÏ ÐY 	j�J��� ú

�æË @ �HA�̄ A¢J. Ë @ úÎ« �é 	�ðQ 	®ÖÏ @ XñJ
�®ËAK. ø
 PAJ.

	k@
 ½	JºÖß
 ÉëCan you please inform me of the restrictions for the disposable cards.
How is an exchange rate calculated?

? 	¬Qå�Ë@ Qª� H. A�k Õ �æK
 	­J
»How are your exchange rates calculated?

Table 2: Examples of many-to-one English-Arabic translation.

MSA PAL Total
(qMSA1

n + qMSA2
n ) (qPAL1

n + qPAL2
n )

Train 10,733 10,826 21,559
Validation 1,230 1,234 2,464
Test 3,574 3,807 7,381
Total 15,537 15,867 31,404

Table 3: Size of ArBanking77

MSA PAL Overall
Avg word count 9.85 8.06 8.95
Std of word count 6.54 4.66 5.74
Min word count 2 2 2
Max word count 68 54 68

Table 4: Statistics of ArBanking77 dataset

text and a decoder that produces a prediction for
the task, such as predicting masked token or pre-
dicting next sentence. In this paper, BERT encoder
is fine-tuned on Arabic intent detection task using
the ArBanking77 dataset.

For intent detection, a single linear layer was
added on top of BERT transformer layers to per-
form the intent classification task.

4.2 Model Training

We fine-tuned multiple pre-trained transformer
models, which will be discussed in the next sec-
tion. The hyperparameters we used are: learn-
ing rate, 1e−3 < η < 5e−5, and batch size,
B = {16, 32, 64}. We ran approximately 30 exper-
iments, with an average run-time per experiment
< 2 hours, depending on model parallelism. The
best performing hyperparameters were η = 4e−5

and B = 64, with maximum sequence length of
128, maximum of 20 epochs and early termination
if there is no improvement on the validation data
after five epochs. Model training was performed
using our Nvidia Tesla P100 16GB GPU card.

5 Experiments and Results

We ran multiple experiments with different models
and data configurations. In section 5.1, we eval-
uate zero-shot learning, section 5.2 benchmarks
multiple pre-trained transformer models on Arabic
data, section 5.3 simulates low-resource settings

and section 5.4 simulates different spelling errors
that are commonly found in the Arabic language.
We report the model performance on the test set
using macro F1, precision and recall scores.

When training the models on the full dataset,
we used the train, validation and test split listed in
Table 3, where 21,559 queries used for training and
2,464 served as the validation set. In low-resource
settings we experimented with different training
and validation data sizes (Section 5.3), but the test
set size remained at 7,381 queries. In noise and
error simulation experiments we used the same test
set with 7,381 queries, but errors were injected into
the test queries as we will explain in Section 5.4.

5.1 Zero-Shot Cross-Lingual Transfer
Learning

In some cases, zero-shot cross-lingual transfer
learning can yield good results and may help us
avoid the manual data annotations. In this section,
we study how zero-shot cross-lingual transfer learn-
ing perform on both MSA and PAL using multi-
lingual BERT (mBERT) (Devlin et al., 2018) and
GigaBERT (Lan et al., 2020). mBERT is trained
on 104 languages including Arabic, which is based
on MSA data from Wikipedia with less than 1.4 gi-
gabytes and only 7,292 tokens (Alammary, 2022).
GigaBERT was trained for Arabic NLP tasks and
English-to-Arabic zero-shot transfer learning. The
data contained about 13 million articles from dif-
ferent sources and augmented with code-switched
samples to improve cross-lingual learning.

In one set of experiments we evaluated zero-
shot cross-lingual transfer learning on PAL test
set by fine-tuning mBERT on ArBanking77 MSA
training dataset, which yielded 0.5968 F1-score
(Table 5). In the second set of experiments we
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performed zero-shot cross-lingual transfer learning
on both MSA and PAL by fine-tuning GigaBERT
and mBERT on the English Banking77 training
data. On MSA, GigaBERT and mBERT achieved
0.5047 and 0.1774 F1-score, respectively. The per-
formance is even lower on PAL with GigaBERT
and mBERT performing at 0.3507 and 0.0903 F1-
score, respectively. These experiments demonstrate
the performance of multilingual pre-trained models
falls behind on MSA and is significantly lower for
dialectical Arabic, which begs the need for MSA
and dialectical Arabic data annotations.

5.2 Pre-Trained Transformers Benchmark

As we observed in the pervious section, multilin-
gual pre-trained transformers did not perform well
on MSA and PAL. In this section, we evaluate
various Arabic pre-trained transformer models in
addition to mBERT on ArBanking77 dataset. We
benchmark against the following models:
AraBERT (Antoun et al., 2020): trained on two
major datasets, Abu El-Khair, a 1.5B words Arabic
Corpus (El-Khair, 2016) and the Open Source In-
ternational Arabic News Corpus (OSIAN), which
consists of 3.5 million articles (1B tokens), from 31
news sources in 24 Arab countries (Zeroual et al.,
2019). The final size of AraBERT dataset is 70M
sentences, corresponding to about 24GB of text.
ARBERT (Abdul-Mageed et al., 2021): trained on
61GB (6.5B tokens) of MSA text in books, news ar-
ticles, Gigaword (Parker et al., 2011), Open Super-
large Crawled Almanach coRpus (OSCAR) (Or-
tiz Suárez et al., 2019), OSIAN and the Wikipedia
Arabic (Attardi, 2015).
MARBERT (Abdul-Mageed et al., 2021): trained
on dialectical Arabic collected from Twitter.
MARBERTv2 (Abdul-Mageed et al., 2021): trained
on the ARBERT MSA data in addition to dialecti-
cal Arabic, has longer sequence length, trained for
more epochs and contains a total of 29B tokens.
QARiB (Abdelali et al., 2021): Qatar Computing
Research Institute (QCRI) Arabic and Dialectal
BERT trained on Arabic Gigaword Fourth Edition
(1B words), Abu El-Khair Corpus (1.5B words)
and Open Subtitles (0.5B words).
CAMeLBERT-Mix (Inoue et al., 2021): trained on a
mix of MSA data that includes Gigaword Fifth
Edition, Abu El-Khair Corpus, OSIAN, Arabic
Wikipedia, OSCAR, dialectical Arabic that cov-
ers Levantine and Gulf regions, and a subset of the
OpenITI corpus (Nigst et al., 2020)

Results for those models are presented in Table
6, sorted by the PAL test F1-score. AraBERTv2
gives the best F1-score on both MSA and PAL with
0.9209 and 0.8995, respectively. In the remaining
experiments, we will use AraBERTv2 given that it
achieved the best performance.

Those results are based on fine-tuning the mod-
els on the manually reviewed translations. To see
if the manual review of the translations improves
the model performance we fine-tune two additional
AraBERTv2 models. One using the original ma-
chine translated data and the second with the manu-
ally reviewed data. Note that both training datasets
contain MSA only data, since Google Translate
will produce MSA translation. Fine-tuning with the
original translations results in F1-scores of 0.9099
and 0.7945 for MSA and PAL, respectively. When
the data is manually reviewed the F1-scores are
0.9117 and 0.7918 for MSA and PAL, respectively.
A very small difference, yet it was important to
review the translations to adapt it to the banking
domain.

5.3 Low-Resource Simulation

This section aims to investigate the impact of the
size of the training set on the model performance.
Since data labeling is typically expensive it is im-
portant to estimate the number of samples one
needs to achieve good and acceptable accuracy.
We conducted several experiments with different
training data sizes: 20% (of the training queries
per intent were randomly sampled), 50% and 100%
(the entire training set). Throughout all the exper-
iments, we evaluated our model on same test set,
which contains 7,381 queries.

Results with different low-resource settings are
presented in Table 7. The average increase in
F1-score as we increase the training data size is
about 2.26% and 3.16% on the MSA and PAL test
datasets, respectively, which indicates the impact
of the training dataset size is more noticeable on
the dialectical Arabic. We also notice that the per-
formance on the PAL test is consistently lower than
MSA test. The performance gap between MSA and
PAL is 2.14%, 2%, and 3.95% F1-score when train-
ing with 100%, 50% and 20% of the data, respec-
tively. The largest performance gap between MSA
and PAL is at the lowest setting (20%), after that the
performance gap stabilizes. Lower performance on
dialectical data could be due AraBERT (Antoun
et al., 2020) not being sufficiently exposed to the
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Pre-trained Model Training Data MSA F1 PAL F1
Multi-lingual BERT (uncased) ArBanking77 (MSA) - 0.5968
GigaBERT Banking77 (English) 0.5047 0.3507
Multi-lingual BERT (uncased) Banking77 (English) 0.1774 0.0903

Table 5: Performance of zero-shot learning.

MSA Test PAL Test
Pre-trained Model Precision Recall F1 Precision Recall F1
AraBERTv2 0.9231 0.9212 0.9209 0.9004 0.9025 0.8995
MARBERTv2 0.9161 0.9142 0.9138 0.8983 0.8981 0.8962
ARBERT 0.9103 0.9121 0.9115 0.8810 0.8923 0.8899
QARiB 0.9147 0.9123 0.9121 0.8846 0.8864 0.8835
CAMeLBERT-Mix 0.9149 0.9133 0.9128 0.8855 0.8854 0.8830
MARBERT 0.9106 0.9075 0.9070 0.8817 0.8817 0.8789
Multi-lingual BERT 0.8888 0.8872 0.8862 0.8598 0.8623 0.8578

Table 6: Performance of various pre-trained transformers on ArBanking77

Palestinian dialect during the pretraining phase. In
general, dialectical Arabic is typically noisier and
does not follow consistent orthography as MSA.

Surprisingly, the performance on the MSA and
PAL test sets using only 20% of the training data is
impressive at 0.8758 and 0.8363 F1-scores, respec-
tively. This indicates that we can expect to achieve
an acceptable performance on other low-resource
dialectical Arabic on intent detection task.

5.4 Noise and Error Simulation

Colloquial words, misspellings and different word
variations present a challenge to chatbots. There-
fore, in this section we aim to measure the robust-
ness of our dataset and model. We experimented
with three types of error and noise simulations: (1)
common spelling errors (simc), (2) simulated errors
(sims), and (3) keyboard-related errors (simk) - see
Appendix A for the details.

We performed experiments with and without
training data augmentation. In case of augmenta-
tion, train and test sets were augmented in slightly
different fashion. For training, about 50% of the
queries were augmented with sims and the other
50% were augmented with simk. The original data
was combined with the augmented data resulting
in 43,118 queries in the training set. We evaluated
the model on three versions of the test set, one ver-
sion injected simc errors in each query, the second
version using sims and the third with simk.

Results of the combined low-resource and error
simulations are summarized in Table 8. Due to the
number of experiments, we only reported the macro
F1-score. We see a similar trend to the results
presented in Section 5.3, the model performance on
the PAL test set is consistently lower than MSA test

set across all experiments. We also notice that the
model is more sensitive to some errors introduced
into the test set.

We performed the experiments using two trained
models, with and without training augmentation.
In both models we see similar behaviour, where we
observe that the average drop in performance, when
reducing training set size, on PAL-simc across all
data settings is about 3.38%, compared to 2.37%
on MSA-simc. Similar pattern is also observed on
the PAL-sims and MSA-simk, with an average per-
formance drop of 3.39% and 2.16%, respectively.
However, we see a lower performance on PAL-sims

with an average drop in F1-score by 4.2%, com-
pared to 2.19% on MSA-sims. From that, we learn
that the model performance is stable on MSA re-
gardless of the type of errors we inject into the data,
however, on PAL we see more volatility and sen-
sitivity in the model performance when injecting
sims errors. Those findings reveal that BERT is
more susceptible to the removal of spaces in dialec-
tical Arabic since that results in combining two or
three tokens into one. This issue is exacerbated fur-
ther in dialectical Arabic since it lacks consistent
orthography compared to MSA.

Despite those results, we see that augmenting
the training data did help close the performance
gap between the PAL and MSA. Figure 2 zooms
in a little more into the performance on MSA-sims

and PAL-sims with and without training augmen-
tation. Three observations to make from Figure 2:
1) MSA performance is better than PAL regardless
of data augmentation, 2) augmenting the training
data closes the performance gap between PAL-sims

(augmented) and MSA-sims (without augmenta-
tion), 3) the average F1-score gain after training
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MSA Test PAL Test
% of data Precision Recall F1 Precision Recall F1
20% 0.8825 0.8755 0.8758 0.8441 0.8403 0.8363
50% 0.9117 0.9094 0.9088 0.8909 0.8903 0.8888
100% 0.9231 0.9212 0.9209 0.9004 0.9025 0.8995

Table 7: Results on the ArBanking77 MSA and PAL test sets in low-resource settings

with augmented data on PAL-sims (4.12%) is larger
than MSA-sims (2.2%). The improvements are less
noticeable on simc and simk.

Figure 2: MSA-sims vs. PAL-sims F1-scores with low-
resource settings, (Augmented) indicates that the train-
ing data was augmented.

Figure 3: MSA vs. PAL clean sets F1-scores with low-
resource settings and data augmentation, (Augmented)
indicates that the training data was augmented.

Figure 3 shows that training data augmentation
does not affect the performance on the clean MSA
and PAL test sets. On the contrary, at the low-
est resource settings the augmented model out-
performed the non-augmented on MSA and PAL by
0.43% and 0.58%, respectively. At 50% and 100%
settings, both the augmented and non-augmented
models’ performance converge on MSA and PAL.

6 Conclusion

In this paper, we presented the ArBanking77
dataset, consisting of queries in both MSA and
Palestinian dialects in the banking domain. As far
as we know, ArBanking77 is the first Arabic in-
tent detection dataset in the banking domain. The

dataset contains 31,404 queries and 77 intents. The
data was then used to fine-tune a BERT-based
model for the intent detection task, resulting in
an F1-score of 0.9209 for MSA and 0.8995 for
PAL. We also simulated low-resource settings and
found that the model is robust and with only 20%
of the data, model performance on PAL and MSA
dropped by only 6.32% and 4.51%, respectively.
We noted that training data augmentation does not
negatively affect the model performance on the
clean MSA and PAL test sets. In fact, at the low-
est resource settings (20%) the augmented model
out-performed the non-augmented model on both
MSA and PAL.

We performed additional data augmentation to
simulate errors, misspellings, and other mistakes
that are common in real NLP systems. We observed
the accuracy on PAL-sims suffers greatly when the
model is trained on 20% of the non-augmented
data. Augmenting the training data closes the per-
formance gap on PAL-sims by about 5%. This
indicates that BERT is susceptible to some errors,
especially in dialectal Arabic which has less con-
sistent orthography than MSA. It is also noticeable
that the relative drop in accuracy between the 20%
and 50% training sets is much larger than 50% and
100% case. This implies that the negative effect
of the introduced errors in the dialectical Arabic is
inversely proportional to the amount of data used in
the train set. Finally, based on the low performance
using zero-shot learning on MSA and PAL and a
slight lexical overlap between them, we concluded
that there is an urgent need to annotate MSA and
dialectical Arabic.

7 Limitations

Our dataset is limited to MSA and Palestinian di-
alect and covers only 77 intents. Applying our
models and data to dialects others than MSA and
PAL may not yield accurate intents. Furthermore,
our data covers intents that are commonly found in
traditional banking. Additional intents may need
to be studied from non-traditional banking such as
Islamic banks. We plan to extend our dataset to
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Train Augmentation Test Augmentation MSA Test PAL Test
20% 50% 100% 20% 50% 100%

None
None 0.8758 0.9088 0.9209 0.8363 0.8888 0.8995
simc 0.8452 0.8795 0.8981 0.7933 0.8435 0.8637
sims 0.8454 0.8813 0.8893 0.7585 0.8269 0.8463
simk 0.8392 0.8648 0.8844 0.7942 0.8428 0.8634

sims/simk

None 0.8801 0.9126 0.9207 0.8421 0.8901 0.9018
simc 0.8583 0.8922 0.9001 0.8065 0.8602 0.8711
sims 0.8683 0.9017 0.9121 0.8055 0.8641 0.8857
simk 0.8499 0.8833 0.8909 0.8086 0.8529 0.8749

Table 8: Performance in terms of F1-scores of models trained on the combined MSA and PAL datasets when
simulating low-resource setting (20% of the data) and different types of noise, "None" refers to the clean dataset
while the percentages in the header indicate the percentage of training data used.

cover more Arabic dialects and obtain data from
non-traditional banking institutions in the Arab re-
gion to better understand the difference in intents
compared to the traditional banking. Moreover, we
want to explore natural language understanding in
the banking domain by combining named entity
recognition with intent detection.

We can further improve model performance by
adding additional auxiliary loss functions such as
contrastive loss, which will help align the token
representations between the MSA and PAL queries.
Furthermore, due to data limitation, the models
trained on the data, including Banking77, perform
intent classification using a single utterance. In
practice, the query has a context, preceding ut-
terances, that can provide important signal to the
model, which may lead to better performance.
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A Error Simulation Types

A.1 Common Errors (simc)

simc are common spelling errors and word varia-
tions that people often make in real-life, which we
derive from a lexicon. In a previous work, we de-
veloped a lexicon that contains a list of base forms,
and the lexical variants (mostly colloquial terms)
of each base form. The lexicon curation process
started by collecting data from social media sites,
chatbots and call centers audio recordings, which
were transcribed manually. For each lexical variant,
colloquial term and misspelling, the goal was to
find its corresponding base form. Hence, a base
form in the lexicon can have more than one lexical
variant. The lexicon contains 12,111 base forms.
To simulate these errors in our intent detection task,
for each query, we randomly selected one to two
words that have a matching base form in the lexi-
con, and for each base form we randomly selected
one of its lexical variants. Because these errors are
not simulated and are mostly colloquial variants
collected from real content, we injected this type
of error into the test set only, which will give us
an insight how robust the model’s performance is
on such noisy data. Examples of orthographic vari-
ants are shown in Table 9. For instance, the world
@Qº ��/thanks has four variants ( @Qº �� ��, @Qºº ��, @ @ @ @ @ @ @Qº ��,
and @PQº ��).
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Lexical Term Lexical Variants
@Qº �� @@ @ @ @ @ @Qº ��

@Qº �� ��
@PQº ��
@Qºº ��

C�JÓ �HC�JÓ
É�JÓ

Table 9: Sample of lexicon, some words are colloquial
while others are misspellings.

A.2 Simulated Errors (sims)
sims are errors simulated by deleting spaces be-
tween words. We applied this type of simulation
on both the train and test sets. For each query we
randomly deleted one or two spaces.

A.3 Keyboard Errors (simk)
simk are errors generated by inserting or deleting
a letter from a word, replacing a letter with an-
other letter, or swapping the places of two adjacent
letters. Two approaches we followed when sim-
ulating this error. Either random replacement or
replacement guided by the keyboard layout of the
target language. Keyboard layout guided simula-
tion will delete/insert/replace/swap letters based on
the neighboring letters on the keyboard.
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Abstract

This paper presents the first Arabic crossword
puzzle generator driven by advanced AI tech-
nology. Leveraging cutting-edge large lan-
guage models including GPT4, GPT3-Davinci,
GPT3-Curie, GPT3-Babbage, GPT3-Ada, and
BERT, the system generates distinctive and
challenging clues. Based on a dataset compris-
ing over 50,000 clue-answer pairs, the genera-
tor employs fine-tuning, few/zero-shot learning
strategies, and rigorous quality-checking proto-
cols to enforce the generation of high-quality
clue-answer pairs. Importantly, educational
crosswords contribute to enhancing memory,
expanding vocabulary, and promoting problem-
solving skills, thereby augmenting the learn-
ing experience through a fun and engaging ap-
proach, reshaping the landscape of traditional
learning methods. The overall system can be
exploited as a powerful educational tool that
amalgamates AI and innovative learning tech-
niques, heralding a transformative era for Ara-
bic crossword puzzles and the intersection of
technology and education.

1 Introduction

Combining traditional puzzle constructs with edu-
cational components, pedagogical crosswords fos-
ter interactive learning experiences by integrating
vocabulary, history, sciences, and other subjects.
Intriguingly, they effectively strengthen students’
vocabulary and spelling abilities due to the puz-
zles’ requirement for accurate spelling (Orawiwat-
nakul, 2013; Dzulfikri, 2016; Bella and Rahayu,
2023). These puzzles are particularly significant
for language acquisition and learning specific tech-
nical terms (Nickerson, 1977; Sandiuc and Balagiu,
2020; Yuriev et al., 2016). Moreover, they enhance
problem-solving, critical thinking skills, and mem-
ory retention, thereby making the learning process
enjoyable and productive (Kaynak et al., 2023; Dol,
2017; Mueller and Veinott, 2018; Dzulfikri, 2016;
Zirawaga et al., 2017; Bella and Rahayu, 2023; Za-

mani et al., 2021; Yuriev et al., 2016).
Creating Arabic educational crosswords can be
challenging due to the required wordplay exper-
tise. However, with the help of innovations in natu-
ral language processing, Large Language Models
(LLMs) are now able to generate high-quality Ara-
bic crossword clues. LLMs are pre-trained on a mix
of sources like books, academic articles, and web
content and this wide spectrum of content enables
them to create challenging and engaging crossword
clues. This aids puzzle designers and improves
the solver’s experience, enabling even beginners to
design personalized puzzles.
The results show that the proposed approach can
be effectively employed to generate Arabic edu-
cational crossword puzzles, introducing an inno-
vative system using LLMs to generate top-quality
clues and answers. By inputting text passages or
keywords, the system generates clue-answer pairs,
based on techniques like fine-tuning and few-shot
learning used for generation. We also present mod-
els to filter inappropriate clue-answer pairs for puz-
zle construction optimization, propose an advanced
algorithm for designing Arabic educational cross-
word layouts, and provide a comprehensive dataset
of curated Arabic clue-answer pairs. These ad-
vances simplify the creation of Arabic pedagogi-
cal crosswords and expand their potential for their
broader exploitation.
This paper is structured as follows; section 2 ex-
plores relevant literature; section 3 discusses the
collected Arabic dataset; section 4 outlines the re-
search methodology, section 5 presents the findings,
and, finally, section 6 summarizes the overall out-
comes.

2 Related works

The generation of crosswords represents a com-
plex task that has been addressed by some research
works. These studies have utilized a variety of tools,
including traditional dictionaries and thesauri, or
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have engaged in the linguistic analysis of text con-
tent derived from the web.
Rigutini et al. (Rigutini et al., 2008, 2012) pio-
neered the first fully automated crossword creator
system in 2008. The proposed system leverages
natural language processing techniques to gener-
ate crossword clues by scraping related documents
from the web, extracting relevant text segments,
and using part-of-speech tagging, dependency pars-
ing, and WordNet-based similarity measures. This
approach produces clues based on specific ranking
criteria.
An alternative methodology for crossword con-
struction using natural language processing is doc-
umented in (Ranaivo-Malançon et al., 2013). This
approach consists of a four-stage process, which
includes initial data retrieval of a targeted topic-
specific text compilation, extraction of complete
sentences, determination of the dependency syntac-
tic structure of each sentence, and removal of words
from stop-lists. The extracted information under-
goes a transformation into a graph representation
for depth-first pre-order search. This framework
integrates pre-processing, candidate identification,
clue formation, and answer selection.
Esteche et al.’s study (Esteche et al., 2017) delved
into the creation of Spanish language crossword
puzzles from news articles. The system is based
on a twofold procedure: initially pivotal terms are
identified and their meanings are isolated from a
trusted online dictionary. Subsequently, these defi-
nitions are employed as hints for the assembly of
compelling crossword puzzles.
In a related study, Arora et al. (Arora and Ku-
mar, 2019) discuss a software tool that uses NLP
techniques to identify crucial keywords for creat-
ing crossword puzzles in various Indian languages.
Their proposed framework, SEEKH, combines sta-
tistical and linguistic methods to highlight signifi-
cant keywords useful for crossword creation.
Despite significant research, accurately generat-
ing comprehensive and unique clue-answer sets
from linguistic corpora remains a challenge, partic-
ularly for the unique linguistic nuances of Arabic.
To address these issues, we propose an innovative
methodology using LLMs to create intricate educa-
tional clues. As a pioneering attempt, our technique
successfully generates Arabic crossword puzzles,
filling a gap unaddressed by previous methods. By
generating intellectually stimulating and original
crossword puzzles, this novel approach enhances

learners’ deep understanding of the subjects by
providing comprehensive answers. Hence, the pro-
posed work not only brings novelty to Arabic cross-
word generation, but also offers a groundbreaking
solution in the realm of educational tools.

3 Dataset

Given the scarcity of data for Arabic crossword puz-
zles, a clue-answer pair dataset was gathered man-
ually. The dataset encompasses the period from
2020 to 2023.
During the initial stage of data collection, we pur-
sued all accessible crossword puzzles, encompass-
ing web-based games, journals, and magazines, en-
suring that the training set comprised accurate clue-
answer pairs sourced from original Arabic cross-
word puzzles. We had a collection of crossword
images, and we needed to extract the text contained
within these images to build a dataset for obtain-
ing the text from these images. To accomplish
this, we initially utilized optical character recog-
nition (OCR) as a tool. However, it’s important
to note that the OCR process was predominantly
supervised by humans who used it to facilitate the
extraction. Additionally, human validation was em-
ployed to evaluate both spelling errors within the
journals and the overall quality of the clue-answer
pairs. This meticulous process resulted in a cata-
log of 57,706 entries from two different sources.
One of them was the Al-Joumhouria Journal, from
which we manually extracted 5,661 Clue and An-
swer pairs. The other source was the Al-Ghad
Electronic Journal, where we utilized the OCR tool
to assist in the extraction process. In the end, this
yielded 25,908 unique pairs with answers varying
in length from 1 to 21 characters, with the majority
of the data falling within a specific answer’s char-
acter length range from 2 to 9 (see Fig. 1).
The structure of the pairs is recurrent. For instance,
some of the pairs are synonyms or antonym defi-
nitions, that define the answer by means of one or
more synonyms or antonyms. An example of this
category includes "ú


�GñÓ" with the answer "ù

	®�Jk".

Some others were general information, such as for
example " �éJ
K. Q« �éËðX" with the answer "Qå�Ó". An-
other structure can be a word but the letters are
not in order, as for example " �èQ��ªJ.Ó ÉJ
Ôg. " with the
answer "h. ø
 Ð È". Finally, the definition can give
the word and requires part of it for the answer, as
for instance "PXA 	K 	­�	�" with the answer "PX".
A meticulous pre-processing step was carried out
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on the data to refine it for fine-tuning. This in-
volved the elimination of Arabic accents, redun-
dant pairs, and markers suggesting a reversal in
crosswords—an idiosyncrasy of Arabic. The aim
of this study was to pave the way for further re-
search by making this processed dataset publicly
accessible, encouraging other scholars to contribute
to this field. 1

4 Methodology

The proposed system includes several components,
such as mechanisms to generate clue-answer pairs
using user-provided text or keywords, and a cross-
word schema generator as depicted in Figure 2.
Users can input any instructional text to extract rel-
evant clue-answer pairs or insert a list of chosen
keywords to generate clues. After combining both
clue-generation methods, the quality of the gen-
erated pairs is evaluated using specific validation
modules. Users can then review and select their
preferred clue-answer sets, which are employed in
the final step by a separate module for creating the
crossword layout.

4.1 Path (a): Generating clue-answer pairs
from input text

In our system, we employ zero-shot and few-shot
learning to create clue-answer pairs. This process
involves segmenting the text into paragraphs, key-
word extraction, generating potential clues, and
rigorously validating the resulting pairs. More
details on these stages are provided later in the
paper. Our experiments are based on the mod-
els GPT3.5-Turbo and GPT4 (Brown et al., 2020)
(OpenAI, 2023). We use dynamic experimental ap-
proaches, including both customized English and
Arabic prompts, to assess prompt language strate-
gies’ effectiveness across models.

4.1.1 Keyword extraction
Our Few-Shot Learning Framework begins with
prompt construction, involving the incorporation
of extensive educational text that includes poten-
tial crossword keywords. These keywords, chosen
to match possible answers from the provided text,
enhance precision as the LLM is prompted with
well-curated information. The process concludes
by inputting the educational text and the tailored
prompt to the LLM, enabling it to utilize its few-

1The dataset is available at https://huggingface.co/
datasets/Kamyar-zeinalipour/AR_CW

shot learning experiences to extract potential key-
words from the input paragraph. This mechanism
allows the LLM to extrapolate potential keywords
effectively, resulting in a more comprehensive anal-
ysis.

4.1.2 Generating crossword clues from the
extracted keywords

In this stage, we harness the power of few-shot
learning once more. By utilizing the keywords iden-
tified in the previous phase along with the input text,
we generate relevant crossword clues. Additional
information, including an example of valid para-
graph, keywords, and clues, was also input into the
LLM along with the target text and previously gen-
erated keywords that needed crossword clues. This
strategy enabled the LLM to craft unique clues by
leveraging the supplied text and initial keywords.
This systematic approach significantly improves
the precision and relevance of the generated cross-
word clues, ensuring each clue aligns with the con-
text of the provided text and identified keywords.

4.1.3 Path(a) Validation
To enhance the quality and appropriateness of our
generated keyword-clue pairs, a method to exclude
low-quality and inappropriate pairings is applied
in several discrete stages. The first step utilized a
filter system to eliminate answers containing more
than three words, which are typically unsuitable
for crossword puzzles. Our empirical research
has shown that the LLM can occasionally produce
clues by drawing upon its innate knowledge rather
than relying solely on the provided text. Addition-
ally, in instances where the generated clues did
not effectively capture relevant keywords, we took
steps to address this issue. To enhance the quality
of our output and ensure the creation of appropriate
clue-answer pairs, we employed a zero-shot learn-
ing approach, effectively filtering out undesired
clues.

4.2 Path (b): Generating clues based on
provided answers

There may be scenarios where we need to generate
crossword clues using provided answers without a
full-text context. To face this task, we deployed a
holistic approach that started with fine-tuning dif-
ferent language models using the introduced Sec-
tion 3, each specifically designed for this task. We
further enriched this scheme by using data from
these fine-tuned models to create various classi-
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Figure 1: The introduced dataset entries are visually presented in terms of answer length distribution. The blue bars
represent all the clue-answer pairs, while the green bars depict the frequency of unique answers. Additionally, the
red bars indicate the frequency of unique answer-clue pairs.

Figure 2: Overall system architecture. Path (a) Clue-answer generation from input text. Path (b) Clue generation
from the given answers.

fiers. These classifiers aim to differentiate between
high-quality generated clue-answer pairs and less
suitable alternatives.

4.2.1 Fine-tuning LLMs to generate clues
from provided answers

In the pursuit of crafting crossword clues from
given answers and textual information, our re-
search delved into the optimization of language
models. This refinement process was informed
by the dataset meticulously outlined in Section 3.
Our evaluation encompassed a spectrum of models,
notably the robust Lamma2 13B and the efficient
Llama2 7B, distinguished by their substantial 13
billion and 7 billion parameters, respectively. We
also examined the 1.5 billion-parameter GPT2-XL
model, recognized for its versatility, and the T5
Base model, endowed with 350 million parameters
as expounded in (Brown et al., 2020).

This section encapsulates our methodical ap-

proach to model selection, emphasizing the diver-
sity of parameters and architectures considered in
our quest to enhance the generation of crossword
clues. The subsequent analysis and results, detailed
in the following sections, shed light on the efficacy
and performance of these fine-tuned language mod-
els in the context of crossword clue generation.

4.2.2 Path(b) Validation
The design of the overall system focuses on enhanc-
ing the overall quality of the generated clue-answer
pairs. We incorporated a filtering process into the
system pipeline to enhance the quality and usabil-
ity of the generated pairs. Using the data obtained
from the fine-tuned language models, we created a
classifier capable of distinguishing between effec-
tive and unsuitable clues.
For this purpose, several models were fine-tuned,
including GPT3-DaVinci with 175 billion parame-
ters, GPT3-Curie with 13 billion parameters, GPT3-
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Babbage with 1.3 billion parameters, GPT3-Ada
with 350 million parameters (Brown et al., 2020),
and BERT-base-Arabic with 110 million parame-
ters (Raffel et al., 2020; Safaya et al., 2020). These
models provided important insights into their re-
spective capabilities and aided in validating the
generated clues.
Our primary objective was to use these models with
their varying parameter counts to comprehensively
evaluate their effectiveness in filtering and validat-
ing the generated clues. This methodology aimed
to ensure only high-quality and contextually rel-
evant clues were retained, thereby improving the
overall precision and functionality of our system.

4.3 Schema Generator
The algorithm for creating educational crossword
puzzles follows a streamlined approach using input
parameters such as the answer list, workspace di-
mensions, and termination criteria. Initially, a cen-
tral answer is placed randomly followed by strate-
gically adding surrounding answers. This cycle
of adding and occasionally removing the recently
added answers or entirely resetting is repeated un-
til an optimal solution is obtained. The quality
of the crossword is evaluated through a compre-
hensive scoring process. Each solution’s merit is
determined by the following scoring formula:

Score = (FW+ 0.5 · LL) · FR · LR (1)

The variables exploited in this formula correspond
to the following metrics:

• Filled Words (FW): This represents the count
of the added words, signaling the puzzle’s
completeness.

• Linked Letters (LL): This counts the in-
stances of letter-sharing between intersecting
words, indicating the puzzle’s coherence.

• Filled Ratio (FR): This metric, calculated as
the filled letters count divided by the area of
the smallest covering rectangle, showcases the
efficiency of the crossword’s space utilization.

• Linked Letters Ratio (LR): By dividing LL by
the total letter count, LR highlights the extent
of letter linkage and word-relations within the
puzzle.

These four criteria collectively contribute to the
evaluation and selection of the optimal solution

during the algorithm execution.
The algorithm makes use of a variety of stopping
criteria to guide its decision-making and determine
when to end the crossword construction. These
criteria are as follows:

• Minimum Number of Answers: The algo-
rithm stops once it has added a preset min-
imum count of answers to the grid, ensuring
an adequate crossword complexity.

• Minimum Filled Ratio Threshold: A certain
threshold of the filled ratio, when met or sur-
passed, triggers the algorithm to stop, prevent-
ing the overabundance of empty spaces and
maintaining appealing aesthetics.

• Grid Rebuilding Limit: The algorithm ceases
to operate if the grid’s reconstruction exceeds
a set count, avoiding getting stuck in ineffi-
cient solutions and encouraging exploration
of other possibilities.

• Maximum Time Duration: Upon reaching the
allowed maximum time duration, the algo-
rithm finishes, ensuring the process is time-
efficient and the resources are optimally uti-
lized.

This method allows the algorithm to identify the
highest-scoring solution, enabling efficient produc-
tion of high-quality crosswords given its input pa-
rameters. Furthermore, the algorithm can priori-
tize a list of "preferred answers," increasing their
chances of inclusion, thereby ensuring that the
crossword design aligns with specific objectives
or preferences.

5 Experiments

In this section, we detail the empirical evaluation
of the proposed system, focusing on individual ele-
ments and their roles within the overall framework.

5.1 Experimental Evaluation: Path (a)
This paper’s experimental dataset aims to rigor-
ously assess our system’s output quality in rela-
tion to various language prompts. We conducted
an in-depth investigation using two prompt types,
categorized as English and Arabic. Two different
models, GPT4 and GPT3.5 Turbo, were used for
evaluation. The comprehensive list of prompts can
be found within the paper’s Appendix B. This pro-
vides comprehensive evaluations of linguistic as-
pects, leading to robust, multifaceted findings. The
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system underwent thorough evaluation using 100
educational selected Wikipedia paragraphs to ex-
amine performance in different language contexts.
Performance markers were established based on
empirical evidence. Evaluation guidelines, created
under expert supervision, ensured robust results.
Detailed criteria for evaluation are in Appendix A,
and cumulative findings are presented in Table 1.
GPT4 and GPT3.5-Turbo models performed im-
pressively in English prompts, achieving keyword
extraction accuracy of 95.05% and 92% respec-
tively. They similarly excelled in Arabic prompts
with accuracies of 94.32% and 97.38%.
In clue generation, these models demonstrated their
value in retrieving meaningful information. In En-
glish prompts, GPT4 and GPT3.5-Turbo reached
accuracies of 94.62% and 55.33%, respectively,
while GPT4 and GPT3. marking respective accura-
cies of 93.23% and 37.78% in Arabic prompts.
The evaluation of clue-answer pairs yielded satis-
factory results. In English, the GPT4 and GPT3.5-
Turbo models exhibited accuracies of 87.76% and
89.04% and maintained substantial accuracy of
84.01% and 89.32% in Arabic prompts.
In the final evaluation, which included system-wide
validation and acceptability of potentially gener-
ated clues and answers, both models upheld their
performance. it means we analyze the clue-answer
pairs that align with the validation part of the sys-
tem, and then culminate in the calculation of the
proportion of generated clues and answers that suc-
cessfully pass the criteria established through hu-
man oversight which is the total performance of
the model. It was overall 78.95% and 74.6% for
the GPT4 model for English and Arabic prompts,
respectively, while the GPT3.5-Turbo model had a
total performance of 46.68% and 68.83% for En-
glish and Arabic prompts respectively.
Figure 3 provides a practical illustration of this
system component’s functionality. It sequentially
depicts the transformation from initial text to final
crossword clue-answer pairs, demonstrating input
paragraphs (a), keyword extraction (b), clue gener-
ation (c), and clue-answer pair validation (d). This
visual representation clarified the system’s opera-
tional process, elucidating its capability to turn text
into precise crossword clues and their correspond-
ing answers. Comprehensive translations for the
content depicted in Figure 3 can be found in the
paper’s Appendix C.

5.2 Experimental Evaluation: Path (b)

This section details experimental tests on clue gen-
eration and validation from keywords using three
distinct models, GPT3-DaVinci, GPT3.5-Turbo,
and GPT3-Curie. These were designed and op-
timized based on concepts discussed in Section
4.2.1, with a specific emphasis on forming clues
from identified keywords.
In the preparation phase, a subset of the dataset
discussed in Section 3, specifically 25,908 unique
clue-answer pairs, was selected. Afterwards, each
refined model produced 2,000 clues which were
evaluated using human judgement based on the cri-
teria presented in Appendix A.
In conclusion of our evaluation, Table 2 presents
the results, highlighting the performances of GPT3-
DaVinci, GPT3.5-Turbo, and GPT3-Curie. These
models successfully generated satisfactory clues
41.9%, 81%, and 21.35% of the time, respectively.
Observations indicate that GPT3.5-Turbo signifi-
cantly outperforms the other models in the task of
clue generation from the given keywords. For a
thorough assessment of the generated clues, a de-
tailed review identifying acceptable and unaccept-
able cases was undertaken. Each clue-answer pair
was carefully examined and categorized, Tables 3
and 4 present illustrative clues generated by distinct
fine-tuned models. Table 3 demonstrates instances
of well-constructed clues, while Table 4 highlights
cases of unacceptable clue generation. Detailed
translations for these clues can be located in the
Appendix C. This meticulous evaluation facilitated
performance analysis of the algorithm, notably its
ability to generate captivating crossword puzzles.

Several classifiers were developed in this study.
Coupled with various language models, they en-
abled the distinction between suitable and unsuit-
able clue-answer pairings. The results from the
evaluation of the test set are shown in Table 5.
The process utilized a dataset of 6,000 human-
evaluated instances from previous steps to build
several classifiers. The dataset was divided, with
80% used for training, and the remaining 20%
for testing classifier performance. The analysis
revealed that the dataset consists of 52% accept-
able clues and 48% unacceptable ones. The sys-
tem’s effectiveness was gauged through the accu-
racy of four distinct classifiers - GPT3-DaVinci,
GPT3-Curie, GPT3-Babbage, GPT3-Ada, and Bert
in discerning between satisfactory and unsatisfac-
tory clues. Notably, GPT3-DaVinci topped the list
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Table 1: Assessment outcomes of the clue-answer pairs generated from the provided Text.

Model System Part English Prompt Arabic Prompt
GPT4 Keyword Extractor 95.05 % 94.32%

Clues Generator 94.62 % 93.23 %
Validator 87.76 % 84.01 %
Total performance 78.95 % 74.6 %

GPT3.5-Turbo Keyword Extractor 92 % 97.38%
Clues Generator 55.33 % 37.78 %
Validator 89.04 % 89.32 %
Total performance 46.68 % 68.83 %

Figure 3: A comprehensive collection of clue-answer pairs generated by the introduced system from a given text,
providing illustrative examples.

Table 2: Assessment outcomes of the clues generated
from the provided keyword.

Model % of acceptable clues
GPT3-DaVinci 41.9
GPT3-Curie 21.35
GPT3.5-Turbo 81

Table 3: Acceptable clues from given keywords using
various models.

Model Clue-Answer pair
GPT3-DaVinci CJ
Ë ZAÒ�Ë@ ú


	̄ : Ðñm.�
	'

GPT3-Curie 	àXAªÖÏ @ 	áÓ : ÐðQ»
GPT3.5-Turbo �èPY�̄ : �èñ�̄

with an exceptional 85.74% accuracy, followed by
GPT3-Curie at 81.29%. GPT3-Babbage showed
decent results with 78.69% accuracy, while GPT3-
Ada and Bert had fair performances with 79.19%
and 71.42% accuracy, respectively. These results
underscore the commendable performance of these
classifiers in identifying agreeable clues.

Table 4: Unacceptable clues from given keywords using
various models.

Model Clue-Answer pair
GPT3-DaVinci �H@Qå��mÌ'@ 	áÓ : �é 	̄ @P 	P

GPT3-Curie �IÊ�JÓ ú 	æ�JÓ : �IÊ�JÓ
GPT3.5-Turbo �èYË@ð ð@ YË@ð �I 	k@ : �éÔ«

5.3 Schema Generation

Our algorithm for schema generation envisages
a spectrum of educational crosswords utilizing a
group of generated clue-answer pairs. Illustrated
in Figure 4 is a comprehensive Arabic educational
crossword about physics, crafted by the proposed
system. The clue-answer pairs are procured either
from a text (path (a), refer to Figure 3) or directly
produced from a keyword (path (b), denoted by
examples marked with a ⋆), as observed in Table 3.

6 Conclusions

The work featured in this paper focuses on mul-
tiple innovative offerings, among which is the in-
troduction of a comprehensive dataset for Arabic
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Table 5: Classifier performance on distinguishing acceptable Clue-Answer pairs

Model accuracy % precision % recall % F1 Score
GPT3-Dvinci 85.74 83.39 85.26 0.8431
GPT3-Curie 81.29 78.86 79.89 0.7937
GPT3-Babbage 78.69 75.17 78.54 0.7682
GPT3-Ada 79.19 77.48 75.75 0.7660
Bert-base-Arabic 71.42 67.91 70.04 0.6896

Figure 4: An illustrative Arabic educational crossword generated through the proposed system.

clue-answer pairs. In addition to this, we have also
formulated a ground-breaking method employing
large language models that generate educational
Arabic crossword puzzles influenced by the pro-
vided texts or given keywords.
To uphold stringent quality standards in our
methodology, our approach integrates human over-
sight in conjunction with specific guidelines (see
Appendix A). In the process of generating clue-
answer pairs from textual data, we conducted ex-
periments using two distinct models: GPT-4 and
GPT3.5-Turbo, while employing prompts in both
English and Arabic languages. We conducted vari-
ous types of evaluations considering different parts
of the system and overall performance:

• Keyword Extraction: Notably, when paired
with Arabic prompts, GPT3.5-Turbo exhib-
ited exceptional performance, successfully
generating high-quality keywords with an im-
pressive accuracy rate of 97.38%.

• Crossword Clue Generation: GPT4, when
prompted in English, consistently produced
relevant and well-suited crossword clues,
achieving a commendable success rate of

94.62%.

• Validation Component: Within our system,
the validation step was a critical component.
GPT3.5-Turbo, when prompted in Arabic,
demonstrated superior performance in this
role, boasting an impressive validation accu-
racy rate of 89.32%.

• Total Performance: GPT4 displayed remark-
able proficiency in this role, surpassing expec-
tations with an impressive validation accuracy
rate of 78.95% when prompted in English.

In our quest to generate clues from provided key-
words, we engaged in the fine-tuning process using
a curated dataset (refer to Section 3). We fine-
tuned three distinct models, namely GPT3-DaVinci,
GPT3.5-Turbo, and GPT3-Curie. We rigorously
tested the performance of each model by generating
clues for a carefully chosen set of 2000 educational-
related keywords. Notably, the fine-tuned GPT3.5-
Turbo outperformed the others, consistently pro-
ducing high-quality clues with a remarkable suc-
cess rate of 81%.
Utilizing the data generated through the evaluation
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of fine-tuned models, we construct classifiers to
distinguish between acceptable and non-acceptable
clues for a specified keyword. The most effective
model in this task was GPT3-Davinci, achieving
an impressive accuracy rate of 85.74%.
Our process to produce educational crossword lay-
outs is both efficient and diverse. We hope that
these findings will enrich the learning process and
foster interactive learning. The developed system
can be integrated into current teaching methods to
enhance educational practices. As a future course
of action, we plan on venturing into the develop-
ment of more advanced models for more direct clue
and answer pair generation and examine special-
ized models for different clue types. We also intend
to implement this system in actual classrooms and
evaluate its impact. Our goal is to revolutionize
the creation of educational crossword puzzles and
usher in an era of unique teaching practices.
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A Appendix

This study entailed developing a classifier to dis-
tinguish optimal and sub-optimal crossword clue-
answer pairs. Crossword puzzles necessitate lin-
guistic acumen, innovation, and adherence to con-
struction guidelines for quality clues and answers.
Such a classifier auto-evaluates the clue-answer
quality, aiding puzzle designers and improving
puzzle-solving experiences. This provides insight
into key aspects of language and puzzle architec-
ture.
The development of a robust framework for de-
termining acceptable and unacceptable crossword
clue-answer pairs is crucial to the effectiveness of
a classifier. This provides the groundwork upon
which our classifier can effectively discriminate be-
tween high-quality clues and ill-fit ones. Rigorous
adherence to these guidelines facilitates accuracy
in quality evaluation by the classifier and ultimately
enhances the appeal and satisfaction derived from
crossword puzzles.
Let us now probe into the salient features of the
guideline for assessing crossword clue-answer qual-
ity:

• Coherence and Relevance: An ideal pair of
clues and answers should display an evident
and significant association between the two.
The clue should offer adequate context or
prompts that guide solvers toward the desired
solution. The answer should be linear to the
clue and sound logical within the subject mat-
ter or theme of the given puzzle.

• Wordplay and Creativity: A finely constructed
crossword clue frequently employs wordplay,
ingenious nuances, or concealed connotations
that provoke and fascinate solvers. Seek clues
that necessitate unconventional thinking, dual
meanings, or linguistic resourcefulness. An
effective clue-answer duo will enthrall the
solvers, enhancing the puzzle’s intrigue and
pleasure.

• Unambiguity and Specificity: Clues should be
unequivocal and clear-cut, presenting solvers
with a distinct and exact solution. Refrain
from clues that allow for multiple interpreta-
tions or result in various potential answers.
The aim is to propose a single accurate an-
swer that correlates directly with the intended
meaning of the clue.

• Linguistics and Grammar: Both the clue and
the answer should conform to correct gram-
mar, syntax, and language norms. It’s essen-
tial to verify that the language utilized in the
clue-answer duo is grammatically accurate,
coherent, and appropriate for a crossword puz-
zle.

• Universal Knowledge and Equity: Clues
should be based on general knowledge or facts
that a wide spectrum of solvers would reason-
ably be anticipated to understand. Refrain
from using excessively obscure or special-
ized references, which only a small subset
of solvers would recognize. An optimal clue-
answer match should maintain a balance be-
tween challenge and fairness, accommodating
a varied assortment of puzzle aficionados.

Adhering to these guidelines, we can construct a
dataset capable of building a dependable classifier
to differentiate between well-formulated crossword
clue-answer pairs and those that are nonsensical or
inappropriate. This classifier holds the potential
to transform the process of creating, evaluating,
and solving crossword puzzles. It offers crucial
insights into the art of crafting puzzles that are
both engaging and intellectually challenging.

B Appendix
The following prompts were employed for
(Keyword Generation, Clue Generation, and
Clue Verification) in both the Arabic and English
versions:

English Keyword Extraction Prompt:

"Objective: Your task is to extract keywords
(maximum 2 words) from a given text to create
short crossword definitions. Please follow these
steps to achieve the objective:

Keyword extraction: Extract the most im-
portant keywords from the text.

Validate keywords: Check if the keywords
are well explained in the given text.
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Final keywords: Remove all the keywords
that are not well-defined in the text, based on the
previous step.

Text: {text}

Here is an example Text:

�HAK
Pñ	J�Ë@ �éÊJ
� 	̄ 	áÓ �HAJ
K
Y�JË @ 	áÓ 	à@ñJ
k Y�


B
�
@ : �èQ�® 	®Ë @

ñëð , PñÒ	JË @ � 	�m.Ì �éJ
Ò�J 	JÖÏ @ �èQ�
J.ºË@ �éªK. P


B@ �HAK
Pñ	J�Ë@ Yg



@ð

��ñ 	®�K �IJ
k , Q�. J. Ë @ YªK. ÕË AªË @ ú

	̄ �HAK
Pñ	J�Ë@ Q�.»



@ ú


	G A�K Yª�K

���
ª�K .(C

�
£P 550) AÓ@Q 	«ñÊJ
» 250 é 	JÓ �èQ�
J.ºË@ Pñ»

	YË@ �éÊ�J»
Z@Qj�Ë@ H. ñ	Jk. AJ
 �®K
Q 	̄ @
 ú


	̄ ÐñJ
Ë @ �éJ
�®J. �JÖÏ @ �éK
Q�. Ë @ Xñ�


B@ Ñ 	¢ªÓ

	�@Q�® 	KBAK. �èXYêÓ �èQ�
 	ª� �èYg@ð �èQêÔg. È@ 	Q�K Bð ,øQ�.ºË@
	àA¿ . Y 	JêË @ ú
G. Q

	« ÈAÖÞ�� ú

	̄ �H@Qk. ñ 	« �éK
BñK. AJ
�

�
@ ú


	̄ ���
ª�K
ú

	̄ Yg. @ñ�J�K �I	KA¿ �IJ
k , ��K. A�Ë@ ú


	̄ @ �Yg. A �ª�A �� Xñ�


B@ 	á£ñÓ

�I 	�Q�® 	K @ �IJ
k , �éJ
K. Q 	ªË @ AJ
�
�
@ð ,¡�ð



B@ ��Qå��Ë @ , AJ
 �®K
Q 	̄ @
 ÈAÖÞ��

�IK
YmÌ'@ Qå�ªË@ �éK
 @YK. ú �ækð .¡�® 	̄ 	àðQ�̄ �éª 	��.
	Y 	JÓ

Q�. �Jª
��K Xñ�



B@ �I	KA¿ ,( �é 	J� 10,000 ú
Í@ñk

	Y 	JÓ , 	á�
�ñËñêË@)
�I	KA¿ �IJ
k , 	àA�	�B
 @ YªK. @PA ���� 	K @ øQ�.ºË@ �é��. AJ
Ë @ �HAJ
K
Y�K Q��»



@

	áÓ AJ
�@Pð


@ ZAm� 	'



@ 	áÓ Q�
�JºË@ , AJ
 �®K
Q 	̄ @
 Z Am� 	'



@ Ñ 	¢ªÓ ú


	̄ Yg. ñ�K
	àñ»ñK
 	áÓ , 	á�
�JJ
ºK
QÓ



B@ ú


	̄ ð , Y 	JêË @ úÍ@
 Bñ�ð �éJ
K. Q 	ªË @ AK. ðPð


@

�
@.ðQ�
J. Ë @ ú �æk

Below are the legitimate keywords extracted from
the provided text:

, �HAK
Pñ	J�Ë@ �éÊJ
� 	̄ , �HAJ
K
Y�JË @ , Y�


B@ : �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@

AJ
�
�
@ ,¡�ð



B@ ��Qå��Ë @ , AJ
 �®K
Q 	̄ @
 ÈAÖÞ

�� , Y 	JêË @ , AJ
 �®K
Q 	̄ @
 ,
�éK
Q�. Ë @ Xñ�



B@

Pñ» 	X , PñÖ 	ß , 	àA�	�B
 @ ,PA ��
�� 	K @ , �éJ
K. Q 	ªË @

Use the following output format:

Keywords: <Final keywords>"

English Clue Generation Prompt:

"Your objective is to create short crossword
clues for a list of keywords based on the given text:

Keywords: {keywords}
Text: {text}

Follow these steps to achieve the task:

Identify the part of the text that contains in-
formation about each provided keyword.

Generate short Arabic crossword clues (maximum
4 words) for all the keywords, using just the
information from the text.

Here is an example Text:

�HAK
Pñ	J�Ë@ �éÊJ
� 	̄ 	áÓ �HAJ
K
Y�JË @ 	áÓ 	à@ñJ
k Y�


@ : �èQ�® 	®Ë @

ñëð . PñÒ	JË @ � 	�m.Ì �éJ
Ò�J 	JÖÏ @ �èQ�
J.ºË@ �éªK. P


B@ �HAK
Pñ	J�Ë@ Yg



@ð

��ñ 	®�K �IJ
k , Q�. J. Ë @ YªK. ÕË AªË @ ú

	̄ �HAK
Pñ	J�Ë@ Q�.»



@ ú


	G A�K Yª�K

���
ª�K .(C

�
£P 550) AÓ@Q 	«ñÊJ
» 250 é 	JÓ �èQ�
J.ºË@ Pñ»

	YË@ �éÊ�J»
Z@Qj�Ë@ H. ñ	Jk. AJ
 �®K
Q 	̄ @
 ú


	̄ ÐñJ
Ë @ �éJ
�®J. �JÖÏ @ �éK
Q�. Ë @ Xñ�


B@ Ñ 	¢ªÓ

	�@Q�® 	KBAK. �èXYêÓ �èQ�
 	ª� �èYg@ð �èQêÔg. È@ 	Q�K Bð ,øQ�.ºË@
	àA¿ . Y 	JêË @ ú
G. Q

	« ÈAÖÞ�� ú

	̄ �H@Qk. ñ 	« �éK
BñK. AJ
�

�
@ ú


	̄ ���
ª�K
ú

	̄ Yg. @ñ�J�K �I	KA¿ �IJ
k , ��K. A�Ë@ ú


	̄ @ �Yg. A �ª�A �� Xñ�


B@ 	á£ñÓ

�I 	�Q�® 	K @ �IJ
k , �éJ
K. Q 	ªË @ AJ
�
�
@ð ,¡�ð



B@ ��Qå��Ë @ , AJ
 �®K
Q 	̄ @
 ÈAÖÞ��

�IK
YmÌ'@ Qå�ªË@ �éK
 @YK. ú �ækð .¡�® 	̄ 	àðQ�̄ �éª 	��.
	Y 	JÓ

Q�. �Jª
��K Xñ�



B@ �I	KA¿ ,( �é 	J� 10,000 ú
Í@ñk

	Y 	JÓ , 	á�
�ñËñêË@)
�I	KA¿ �IJ
k , 	àA�	�B
 @ YªK. @PA ���� 	K @ øQ�.ºË@ �é��. AJ
Ë @ �HAJ
K
Y�K Q��»



@

	áÓ AJ
�@Pð


@ ZAm� 	'



@ 	áÓ Q�
�JºË@ , AJ
 �®K
Q 	̄ @
 Z Am� 	'



@ Ñ 	¢ªÓ ú


	̄ Yg. ñ�K
	àñ»ñK
 	áÓ , 	á�
�JJ
ºK
QÓ



B@ ú


	̄ ð , Y 	JêË @ úÍ@
 Bñ�ð �éJ
K. Q 	ªË @ AK. ðPð


@

.ðQ�
J. Ë @ ú �æk

Below is a list of valid keywords for the
provided text:

, �HAK
Pñ	J� , �HAJ
K
Y�K , 	à@ñJ
k , Y�


@ : �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@

, AJ
 �®K
Q 	̄ @
 ,
�èQ�
J.ºË@ Pñ»	QË @ ,Q�. K. , PñÒ 	JË @ � 	�k. , �éªK. P



B@ �HAK
Pñ	J�

	á�
�JJ
ºK
QÓ


@ ,øQ�.ºË@ Z @Qm��

Here is a compilation of valid clue-answer
pairs corresponding to the provided keywords and
text:

Keyword: Y�


@

Clue: �HAK
Pñ	J�Ë@ 	áÓ ù
 K
Y
�K 	à@ñJ
k

Keyword: 	à@ñJ
k
Clue: �HAK
Pñ	J�Ë@ �éÊJ
� 	®Ë ù
 Ò

�J 	�K

Keyword: �HAJ
K
Y�K
Clue: �HA 	K @ñJ
mÌ'@ 	áÓ ¨ñ	K

Keyword: �HAK
Pñ	J�
Clue: Y�



B@ ÉÒ ����

Keyword: �éªK. P


B@ �HAK
Pñ	J�

Clue: �èQ�
J.ºË@ �HAK
Pñ	J�Ë@ 	áÓ �é«ñÒm.×

Keyword: PñÒ	JË @ � 	�k.
Clue: é 	JÓ Y�



B@ Q�. �JªK


Keyword: Q�. K.
Clue: ÕËAªË @ ú


	̄ Q�.»


B@ �éK
Pñ	J�Ë@
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Keyword:Q�
J.ºË@ Pñ»	QË @
Clue: Ð@Q 	«ñÊJ
» 250 Aî 	E 	Pð 	PðAj. �J�K

Keyword: AJ
 �®K
Q 	̄ @

Clue: �éK
Q�. Ë @ Xñ�



B@ Ñ 	¢ªÓ ���
« 	àA¾Ó

Keyword: øQ�.ºË@ Z @Qm��
Clue: AJ
 �®K
Q 	̄ @
 H. ñ 	Jk. úÍ@
 ©

�®�K

Keyword: 	á�
�JJ
ºK
QÓ


@

Clue: AÒîD
	̄ Xñ�


B@ Yg. @ñ�J�K

Use the following format:

Keyword: <Keyword>

Clue: <Crossword Clue>

English Prompt for Hallucination Verifi-
cation:

"Please assess the quality of the crossword
clues based on the given text.

Text: {text}

Clues: {clues}

To accomplish this task, follow these steps:

Check Clue in the text: Verify Whether the
content of each clue is present in the text.

If a content clue is found in the text, print
True; otherwise, print False.

Use the following format for each clue:

Check Clue in the text:

<Check Clue in the text>"

Arabic Keyword Generation Prompt:

úÎ« 	á�
�JÒÊ¿ 	áÓ 	àñº�J�K) �éJ
kA�J 	®Ó �HAÒÊ¿ h. @Q
	j�J�@ : 	¬YêË@

�éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@ è 	Yë Ð@Y 	j�J�B

�éJ
ËA�JË @ �èQ�® 	®Ë @ 	áÓ (Q��»



B@

Y»


A�J�K �éª¢�̄ A�JÖÏ @ �HAÒÊ¾Ë@ �éJ.ªË Ég. @ 	áÓ �èQ�
��̄ �HA 	®K
Qª�K ZA ��	�B


ÉÒªK. Õ�̄ Õç�' �èQ�® 	®Ë @ 	áÓ �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@ Ñë@ h. @Q
	j�J�@ 	áÓ

ð YJ
k. É¾ ���. AêkQå�� Õç�' 	àA¿ @ 	X @ �éª£A�®�JÖÏ @ �HAÒÊ¾Ë@ è 	YêË �m 	̄

�HAÒÊ¾Ë@ 	áÓ �éÒÊ¾Ë ú

	̄ @ð hQå�� Ym.�

�' ÕË @ 	X @ð �èQ�® 	®Ë @ ú

	̄ l� 	�@ð

Aî 	DÓ �Ê 	j�JËAK. Õ �® 	̄ �éJ
kA�J 	®ÖÏ @
: �èQ�® 	®Ë @

{text}

Aî 	DÓ h. @Q
	j�J�A
K. �IÔ�̄ ú


�æË @ �èQ�® 	®Ë @ è 	Yë :H. ñÊ¢ÒÊË ÈA�JÓ
�éÊJ
� 	̄ 	áÓ �HAJ
K
Y�JË @ 	áÓ 	à@ñJ
k Y�



B
�
@ : �èQ�® 	®Ë @ �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@

� 	�m.Ì �éJ
Ò�J 	JÖÏ @ �èQ�
J.ºË@ �éªK. P


B@ �HAK
Pñ	J�Ë@ Yg



@ð �HAK
Pñ	J�Ë@

, Q�. J. Ë @ YªK. ÕË AªË @ ú

	̄ �HAK
Pñ	J�Ë@ Q�.»



@ ú


	G A�K Yª�K
 ñëð , PñÒ	JË @
550) AÓ@Q 	«ñÊJ
» 250 é 	JÓ �èQ�
J.ºË@ Pñ» 	YË@ �éÊ�J» ��ñ 	®�K �IJ
k
AJ
�®K
Q 	̄ @
 ú


	̄ ÐñJ
Ë @ �éJ
�®J. �JÖÏ @ �éK
Q�. Ë @ Xñ�


B@ Ñ 	¢ªÓ ���
ª�K .(C

�
£P

�èXYêÓ �èQ�
 	ª� �èYg@ð �èQêÔg. È@ 	Q�K Bð ,øQ�.ºË@ Z @Qj�Ë@ H. ñ	Jk.
ú
G. Q

	« ÈAÖÞ�� ú

	̄ �H@Qk. ñ 	« �éK
BñK. AJ
�

�
@ ú


	̄ ���
ª�K 	�@Q�® 	KBAK.
�I	KA¿ �IJ
k , ��K. A�Ë@ ú


	̄ @ �Yg. A �ª�A �� Xñ�


B@ 	á£ñÓ 	àA¿ . Y 	JêË @

�IJ
k , �éJ
K. Q 	ªË @ AJ
�
�
@ð ,¡�ð



B@ ��Qå��Ë @ , AJ
 �®K
Q 	̄ @
 ÈAÖÞ�� ú


	̄ Yg. @ñ�J�K
�IK
YmÌ'@ Qå�ªË@ �éK
 @YK. ú �ækð .¡�® 	̄ 	àðQ�̄ �éª 	��.

	Y 	JÓ �I 	�Q�® 	K @
Q�. �Jª

��K Xñ�


B@ �I	KA¿ ,( �é 	J� 10,000 ú
Í@ñk

	Y 	JÓ , 	á�
�ñËñêË@)
�I	KA¿ �IJ
k , 	àA�	�B
 @ YªK. @PA ���� 	K @ øQ�.ºË@ �é��. AJ
Ë @ �HAJ
K
Y�K Q��»



@

	áÓ AJ
�@Pð


@ ZAm� 	'



@ 	áÓ Q�
�JºË@ , AJ
 �®K
Q 	̄ @
 Z Am� 	'



@ Ñ 	¢ªÓ ú


	̄ Yg. ñ�K
	àñ»ñK
 	áÓ , 	á�
�JJ
ºK
QÓ



B@ ú


	̄ ð , Y 	JêË @ úÍ@
 Bñ�ð �éJ
K. Q 	ªË @ AK. ðPð


@

�
@.ðQ�
J. Ë @ ú �æk

�HAÒÊ¾Ë@ ú

�G


BA¿ Aêk. @Q 	j�J�@
 Õç�' ú


�æË @ �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@
, �éK
Q�. Ë @ Xñ�



B@ , �HAK
Pñ	J�Ë@ �éÊJ
� 	̄ , �HAJ
K
Y�JË @ , Y�



B@ : �éJ
kA�J 	®ÖÏ @

, �éJ
K. Q 	ªË @ AJ
�
�
@ ,¡�ð



B@ ��Qå��Ë @ , AJ
 �®K
Q 	̄ @
 ÈAÖÞ�� , Y 	JêË @ , AJ
 �®K
Q 	̄ @


Pñ» 	X , PñÖ 	ß , 	àA�	�B
 @ ,PA ��
�� 	K @

" �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@" : �éJ

KAî 	DË @ �éj. J
�� 	JË @ É¾ ��

Arabic Clue Generation Prompt:

�éª£A�®�JÖÏ @ �HAÒÊ¾Ë@ �éJ.ªÊË �èQ�
��̄ 	PA 	ªË @ ZA ��	� @
 ñë ½ 	̄ Yë
	à@ �IJ
m�'. èQ�® 	®Ë @ úÍ@ @XA 	J���@ �éJ
�K



B@ �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾ÊË �éJ.�A 	JÓ

Ðñ�̄


A� AîE. �A 	g 	Q 	ªÊË @ AêË Yg. ñK
 �éJ
kA�J 	®Ó �éÒÊ¿ É¿ 	àñºK


�éÒêÖÏ @ ÐAÖ �ß @ �é�®K
Q£ YªK. ÈA�JÖß. ¼YK
ð 	Q��K.
êJ
kA�J 	®ÖÏ @ �HAÒÊ¾ËA : �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@

ëQ�® 	®ËA : �èQ�® 	®Ë @
: �éÒêÖÏ @ ÐAÖ �ßB


�é�®K
Q¢Ë@ è 	Yë ÐY 	j�J�@
�éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@ úÎ« ø
 ñ

�Jm��' ú

�æË @ Z @ 	Qk. B@ úÎ«

	¬Qª�JËAK. Õ�̄

Ð @Y 	j�J�A
K.
�éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@ É¾Ë 	Q 	ªË ZA ��	�A
K. Õ�̄ �èQ�® 	®Ë @ ú


	̄
�èY«A�Ó �HAÒÊ¿ ø
 @ Yg. ñK
 B é 	K @ 	áÓ Y»



A�K �èQ�® 	®Ë @ ú


	̄ �HAÓñÊªÖÏ @
Õç�' ø


	YË@ 	Q 	ªÊË @ ú

	̄ 	Q 	ªÊË @ @ 	YêË �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@ úÍ@
 Èñ�ñÊË

ð �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@ úÎ« ¡�® 	̄ ÈYK
 �IJ
m�'. 	Q 	ªÊË @ Z A ��	�A
K. Õ�̄ èZA ��	� @

�éÒÊ¿ é�JK. Ag. @ 	Q 	ªÊË @ 	à@ 	áÓ Y»



A�K é� 	® 	K 	Q 	ªÊË @ ú


	̄ Yg. @ñ�JK
 B
�éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@ 	áÓ É¾Ë 	à@ 	áÓ Y»



A�K ¡�® 	̄ èYg@ð �éJ
kA�J 	®Ó

I. �A 	JÓ 	Q 	ªË Yg. ð @ 	X @ 	Q 	ªË éË Yg. ñK

:H. ñÊ¢ÒÊË ÈA�JÓ

�éÊJ
� 	̄ 	áÓ �HAJ
K
Y�JË @ 	áÓ 	à@ñJ
k Y�


@ : �èQ�® 	®Ë @ ú


�G


BA¿ �èQ�® 	®Ë @ -

�	�m.Ì �éJ
Ò�J 	JÖÏ @ �èQ�
J.ºË@ �éªK. P


B@ �HAK
Pñ	J�Ë@ Yg



@ð �HAK
Pñ	J�Ë@

, Q�. J. Ë @ YªK. ÕË AªË @ ú

	̄ �HAK
Pñ	J�Ë@ Q�.»



@ ú


	G A�K Yª�K
 ñëð . PñÒ	JË @
550) AÓ@Q 	«ñÊJ
» 250 é 	JÓ �èQ�
J.ºË@ Pñ» 	YË@ �éÊ�J» ��ñ 	®�K �IJ
k
AJ
�®K
Q 	̄ @
 ú


	̄ ÐñJ
Ë @ �éJ
�®J. �JÖÏ @ �éK
Q�. Ë @ Xñ�


B@ Ñ 	¢ªÓ ���
ª�K .(C

�
£P
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�èXYêÓ �èQ�
 	ª� �èYg@ð �èQêÔg. È@ 	Q�K Bð ,øQ�.ºË@ Z @Qj�Ë@ H. ñ	Jk.
ú
G. Q

	« ÈAÖÞ�� ú

	̄ �H@Qk. ñ 	« �éK
BñK. AJ
�

�
@ ú


	̄ ���
ª�K 	�@Q�® 	KBAK.
�I	KA¿ �IJ
k , ��K. A�Ë@ ú


	̄ @ �Yg. A �ª�A �� Xñ�


B@ 	á£ñÓ 	àA¿ . Y 	JêË @

�IJ
k , �éJ
K. Q 	ªË @ AJ
�
�
@ð ,¡�ð



B@ ��Qå��Ë @ , AJ
 �®K
Q 	̄ @
 ÈAÖÞ�� ú


	̄ Yg. @ñ�J�K
�IK
YmÌ'@ Qå�ªË@ �éK
 @YK. ú �ækð .¡�® 	̄ 	àðQ�̄ �éª 	��.

	Y 	JÓ �I 	�Q�® 	K @
Q�. �Jª

��K Xñ�


B@ �I	KA¿ ,( �é 	J� 10,000 ú
Í@ñk

	Y 	JÓ , 	á�
�ñËñêË@)
�I	KA¿ �IJ
k , 	àA�	�B
 @ YªK. @PA ���� 	K @ øQ�.ºË@ �é��. AJ
Ë @ �HAJ
K
Y�K Q��»



@

	áÓ AJ
�@Pð


@ ZAm� 	'



@ 	áÓ Q�
�JºË@ , AJ
 �®K
Q 	̄ @
 Z Am� 	'



@ Ñ 	¢ªÓ ú


	̄ Yg. ñ�K
	àñ»ñK
 	áÓ , 	á�
�JJ
ºK
QÓ



B@ ú


	̄ ð , Y 	JêË @ úÍ@
 Bñ�ð �éJ
K. Q 	ªË @ AK. ðPð


@

.ðQ�
J. Ë @ ú �æk
, 	à@ñJ
k , Y�



@ : �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@ ú


�G


BA¿ �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@ -

,Q�. K. , PñÒ 	JË @ � 	�k. , �éªK. P


B@ �HAK
Pñ	J� , �HAK
Pñ	J� , �HAJ
K
Y�K

	á�
�JJ
ºK
QÓ


@ ,øQ�.ºË@ Z @Qm�� , AJ
�®K
Q 	̄ @
 ,

�èQ�
J.ºË@ Pñ»	QË @
: �éj. J
�� 	JË @ è 	Yë

�HAK
Pñ	J�Ë@ 	áÓ ù
 K
Y
�K 	à@ñJ
k : 	Q 	ªÊË @ Y�



@ : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

�HAK
Pñ	J�Ë@ �éÊJ
� 	®Ë ù
 Ò
�J 	�K
 : 	Q 	ªÊË @ 	à@ñJ
k : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

�HA 	K @ñJ
mÌ'@ 	áÓ ¨ñ	K : 	Q 	ªÊË @ �HAJ
K
Y�K : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@
Y�



B@ ÉÒ ���� : 	Q 	ªÊË @ �HAK
Pñ	J� : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

	áÓ �é«ñÒm.× : 	Q 	ªÊË @ �éªK. P


B@ �HAK
Pñ	J� : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

�èQ�
J.ºË@ �HAK
Pñ	J�Ë@
é 	JÓ Y�



B@ Q�. �JªK
 : 	Q 	ªÊË @ PñÒ 	JË @ � 	�k. : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

ÕË AªË @ ú

	̄ Q�.»



B@ �éK
Pñ	J�Ë@ : 	Q 	ªÊË @ Q�. K. : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

250 Aî 	E 	Pð 	PðAj. �J�K : 	Q 	ªÊË @ �èQ�
J.ºË@ Pñ»	QË @ : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@
Ð@Q 	«ñÊJ
»

Xñ�


B@ Ñ 	¢ªÓ ���
« 	àA¾Ó : 	Q 	ªÊË @ AJ
 �®K
Q 	̄ @
 : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

�éK
Q�. Ë @
H. ñ 	Jk. úÍ@
 ©�®�K : 	Q 	ªÊË @ øQ�.ºË@ Z @Qm�� : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

AJ
 �®K
Q 	̄ @

AÒîD
	̄ Xñ�



B@ Yg. @ñ�J�K : 	Q 	ªÊË @ 	á�
�JJ
ºK
QÓ



@ : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾Ë@

: �éJ

KAî 	DË @ �éj. J
�� 	JË @ É¾ ��
	Q 	ªÊËA : 	Q 	ªÊËA

�éJ
kA�J 	®ÖÏ @ �éÒÊ¾ËA : �éJ
kA�J 	®ÖÏ @ �éÒÊ¾ËA

Arabic Prompt for Hallucination Verifica-
tion:

�éJ
�K


B@ �èQ�® 	®Ë @ I. �k úÎ« 	PA 	ªË



B@ �èXñk. Õæ
J


�®�JK. Õ�̄
�èQ�® 	®Ë @ : �èQ�® 	®Ë @
	Q 	ªÊË @ : 	PA 	ªË



B@

: ú

�G


BAK. Õ�̄ �éÒêÖÏ @ è 	YîE. Ðñ�®�JË

É¿ úÎ« ø
 ñ
�Jm��' �èQ�® 	®Ë @ �I	KA¿ @ 	X @
 .

�èQ�® 	®Ë @ ú

	̄ 	Q 	ªÊË @ �j 	®K. Õ�̄



A¢ 	k �é«AJ.¢�. Õ�̄ èYm.�

�' ÕË @ 	X @
 ð iJ
m�� �é«AJ.¢�. Õ�̄ . 	PA 	ªË


B@ 	áÓ

É¾Ë �éj. J
�� 	JË @ �é«AJ.£ ð XQ 	® 	JÓ 	Q 	ªË É¾Ë ��K. A�ËAK. ÐAJ
 �®Ë @ 	áÓ Y»


A�K
	Q 	ªË

øYg úÎ« 	Q 	ªË É¿ ©Ó ÉÓAª�JËAK. Õ�̄
�é«AJ.¢�. Õ�̄ ¡�® 	̄ �éJ

KAî 	DË @ �éj. J
�� 	JÊË �éJ
�K



B@ �é 	ªJ
�Ë@ ÐY 	j�J�@

Q 	k@ 
úæ�� ø
 @ ð@ hQå�� ø
 @
	àðYK.

��éj. J
�� 	JË @: 	Q 	ªÊË @
: �éJ

KAî 	DË @ �é 	ªJ
�Ë@

�éj. J
�� 	JË @ : 	Q 	ªÊË @

C Appendix

In the upcoming section, you will find English
translations of the Arabic content within this paper.
These translations have been included to improve
understanding for readers who may have limited
proficiency in Arabic, ultimately ensuring greater
accessibility to the content. The translation for the
Figure 3 content is as follows:

Input paragraph:

ù


KAJ
ÒJ
ºË@ Qå� 	JªË@ 	áÓ Z 	Qk. Q 	ª�



@ ð



@ Z� A

	JK. Qm.k Q 	ª�


@ ù
 ë

�èP 	YË@
½Ë 	YË �éJ

KAJ
ÒJ
ºË@ �
�A�	mÌ'AK. 	¡ 	®�Jm�'
 ø


	YË@ð éJ
Ë @
 Èñ�ñË@ 	áºÖß

�éJ
�®K
Q 	«B
 @

�éÒÊ¾Ë@ úÍ@

�éK
 	Q�
Êm.�

	'B
 @
�éÒÊ¾Ë@ É�



@ ©k. QK
 .Qå� 	JªË@

é 	K


@ Y�®�JªK
 	àA¿ 	X@
 ; ÐA��® 	KCË ÉK. A �®Ë @ Q�
 	« ú


	æª�K ú

�æË @ð ,�ñÓñ�K



@

	áÓ �éK. Am�� 	áÓ �èP 	YË@ 	àñº�J�K . �èP 	YË@ 	áÓ Q 	ª�


@ ñë AÓ �éÖ �ß ��
Ë

�éJ.k. ñÓ �è@ñ 	K Èñk PðY�K ú

�æË @ ( �HA 	KðQ��ºËB
 @)

�éJ. Ë A�Ë@ �HA 	Jj ��Ë@
�HA 	Kñ�KðQK. 	áÓ �è@ñ 	JË @ 	àñº�J�Kð , 	Q»QÖÏ @ ú


	̄ @ �Yg. �èQ�
 	ª� �é 	Jj ��Ë@
Q 	ª�



@ ù
 ë

�èP 	YË@ �Yª�Kð , �éËXAª�JÓ �HA 	KðQ�KñJ
 	Kð , �é 	Jj ��Ë@ �éJ.k. ñÓ
AÒÊ¿ 	X@
 ; Qå�A 	JªË @ �éJ
�®K. 	á« éK. 	Q�
Ò�JK
 	à



@ 	áºÖß
 Qå� 	JªË@ 	áÓ Z 	Qk.

��Q 	̄ ¼A 	Jë XñªK
 	áË Q 	ª�


B@ ú 	æJ. Ë @ ú


�̄C	JË �èXAÖÏ @ ú

	̄ Q��»



@ A 	J� 	«

YK
Yg �èP 	X ú

	̄ 	àñ�KðQK. 	á�
K. ��Q 	̄ B ,

�
C�JÔ 	̄ .Q 	k

�
@ð Qå�	J« 	á�
K.

.Q 	k
�
@ Q�å�

	J« ø



@ �èP 	X ð



@ , C

��JÓ ÐñJ
 	K @PñK
 �èP 	X ú

	̄ Q 	k

�
@ 	àñ�KðQK. ð

AêªK
 	Pñ�K , Aî �DÊ�J» , Aî�EA 	Kñ�KðQK. XY« ;�
�A� 	k 	áÓ éÊÒm��' AÖß. , �èP 	YË@
	á�
K. ð , �é 	®Ê�J 	jÖÏ @ Qå�A 	JªË @ 	á�
K. �HA�̄ðQ 	®Ë @ © 	J��� . . . ú


	GðQ��ºËB
 @
	á�
K. ú �ækð ,(Q
KA 	¢ 	JË AK. �èAÒ�ÖÏ @) é� 	® 	K Qå� 	JªÊË �é 	®Ê�J 	jÖÏ @ Pñ�Ë@

. BÐ


@ AÓù



KAJ
ÒJ
» É«A 	®�K 	�ñ 	k úÎ« @ �PXA�̄ Qå� 	JªË@ @ 	Yë 	àñ
�
»

English translation of the input paragraph:

The atom is the smallest building block or the
smallest part of an element that can be reached
and retains the chemical properties of that element.
The English word ’atom’ is derived from the Greek
word ’atomos,’ which means indivisible, as it was
believed that there was nothing smaller than the
atom. An atom consists of a cloud of negative
charges (electrons) orbiting around a very small
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positively charged nucleus at the center. The
nucleus is composed of positively charged protons
and neutral neutrons. The atom is the smallest
unit of an element that can be distinguished from
the rest of the elements. As we delve deeper into
matter, we find smaller structures, but there is no
longer a distinction between one element and an-
other. For example, there is no difference between
a proton in an iron atom and another proton in a
uranium atom, or in the atom of any other element.
Atoms, with their properties, such as the number
of protons, mass, and electronic distribution,
create differences between different elements,
between different forms of the same element
(called isotopes), and even whether this element
is capable of undergoing a chemical reaction or not.

Extracted keywords (English and Arabic):

Atom - �èP 	X
Chemical Element - ù



KAJ
ÒJ
ºË@ Qå� 	JªË@
Chemical Properties - �éJ

KAJ
ÒJ
ºË@ �
�A�	mÌ'@
Electrons - �HA 	KðQ��ºËB
 @
Nucleus - �è @ñ 	JË @
Protons - �HA 	Kñ�KðQ�. Ë @
Neutrons - �HA 	KðQ�KñJ
 	JË @
Elements - Qå�A 	JªË @
Isotopes - Q
KA 	¢ 	JË @
Chemical Reaction - ù



KAJ
ÒJ
»É«A 	®�K

Generated Clue-Answer Pairs (English and
Arabic):

éJ
Ë @
 Èñ�ñË@ 	áºÖß
 ù


KAJ
ÒJ
ºË@ Qå� 	JªË@ 	áÓ Z 	Qk. Q 	ª�



@ : �èP 	YË@

Atom: The smallest unit of a chemical element
that can be reached.

�
�A�	mÌ'AK. 	¡ 	®�Jm�'
ð �H@P 	YË@ 	áÓ 	àñº�JK
 : ù


KAJ
ÒJ
ºË@ Qå� 	JªË@

�éJ

KAJ
ÒJ
ºË@
Chemical Element: Composed of atoms and

retains chemical properties.

ù


KAJ
ÒJ
ºË@ Qå� 	JªË@ AîE. 	¡ 	®�Jm�'
 : �éJ

KAJ
ÒJ
ºË@ �
�A�	mÌ'@

Chemical Properties: Characteristics retained by
the chemical element.

�èP 	YË@ ú

	̄ �è @ñ 	JË @ Èñk PðY�K : �HA 	KðQ��ºËB
 @

Electrons: Orbits around the nucleus in the atom.

�HA 	Kñ�KðQ�. Ë @ 	áÓ 	àñº�J�K �èP 	YË@ ú

	̄ �è @ñ 	JË @ Èñk PðY�K : �è @ñ 	JË @

�èP 	YË@ ú

	̄ �HA 	KðQ�KñJ
 	JË @ð

Nucleus: Composed of protons and neutrons in
the atom.

�éJ.k. ñÓ �é 	Jm��� ÉÒm��'ð �è@ñ 	JË @ ú

	̄ Yg. @ñ�J�K : �HA 	Kñ�KðQ�. Ë @

Protons: Located in the nucleus and carry a
positive charge.

�é 	Jm��� ÉÒm��' Bð �è@ñ 	JË @ ú

	̄ Yg. @ñ�J�K : �HA 	KðQ�KñJ
 	JË @

Neutrons: Located in the nucleus and carry no
charge.

XY« I. �m�'.
	­Ê�J	m��'ð �H@P 	YË@ 	áÓ 	àñº�J�K : Qå�A 	JªË @

�è @ñ 	JË @ ú

	̄ �HA 	Kñ�KðQ�. Ë @

Elements: Composed of atoms and vary based
on the number of protons in the nucleus.

é� 	® 	K Qå� 	JªÊË �é 	®Ê�J	m× Pñ� :Q
KA 	¢ 	JË @
Isotopes: Different forms of the same element.

I. �m�'. Qå� 	JªË@ é 	�ñ	m�'
 	à


@ 	áºÖß
 : ù



KAJ
ÒJ
» É«A 	®�K
�éJ

KAJ
ÒJ
ºË@ é�
�A� 	k

Chemical Reaction: Can be undergone by the
element based on its chemical properties.

Next, we will include the English translations
for the examples we presented as both acceptable
and unacceptable generated clues from the
fine-tuned models in Tables 3 and 4.

Acceptable Examples(Arabic and English):

CJ
Ë ZAÒ�Ë@ ú

	̄ : Ðñm.�

	'
Stars: in the sky at night

	àXAªÖÏ @ 	áÓ : ÐðQ»
Ores: from minerals

�èPY�̄ : �èñ�̄
Strength: capability

Unacceptable Examples(Arabic and English):

�H@Qå��mÌ'@ 	áÓ : �é 	̄ @P 	P
Giraffe: from the insects

�IÊ�JÓ ú 	æ�JÓ : �IÊ�JÓ
Triangle: plural triangle

�èYË@ð ð@ YË@ð �I 	k@ : �éÔ«
Aunt: sister of a parent or a parent’s sister
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Abstract

Research studies on Machine Translation (MT)
between Modern Standard Arabic (MSA) and
English are abundant. However, studies on MT
between Omani Arabic (OA) dialects and En-
glish are very scarce. This research study fo-
cuses on the lack of availability of an Omani
dialect parallel dataset, as well as MT of OA to
English. The study uses social media data from
X (formerly Twitter) to build an authentic par-
allel text of the Omani dialects1. The research
presents baseline results on this dataset using
Google Translate, Microsoft Translation, and
Marian NMT. A taxonomy of the most common
linguistic errors is used to analyze the trans-
lations made by the NMT systems to provide
insights on future improvements. Finally, trans-
fer learning is used to adapt Marian NMT to the
Omani dialect, with significant improvement of
9.88 points in the BLEU score.

1 Introduction

In the era of social media and worldwide com-
munication, Machine Translation (MT) has become
essential in lowering or eliminating the language
barrier between people (Franceschini et al., 2020).
Using artificial intelligence, users can translate
any post from any language without human in-
volvement. Recently MT underwent a remarkable
evolution thanks to deep learning and artificial neu-
ral network models (Baniata et al., 2021). Although
MT research attempted to produce high-quality
translations of the most widely used languages,
which are well documented with abundant sources,
it still has a long way to go in terms of languages
that are not as well documented, such as Arabic
dialects.

Over the past decade, the Arabic language has
drawn much interest from the MT community. How-
ever, most MT contributions focus on Modern Stan-
dard Arabic (MSA), while the translation of Arabic

1Dataset availabel in Github https://github.com/
khoula-k/OmaniArabicTranslation

dialects is still in its early stages. Arabic is the
world’s fifth most widely used language, with al-
most 450 million speakers in 22 countries. Classical
Arabic (CA) and MSA are the standard Arabic va-
rieties recognized by Western linguists. The Quran,
classical texts, and old Arabic literature are writ-
ten in CA. MSA is a modern form that is based
on the syntactic, morphological, and phonological
structures of CA. MSA is the primary form of offi-
cial communication in the Arab world that is used
in education, business, news, and legislation (Al-
Qaraghuli et al., 2021). Arabic dialects are used in-
formally in day-to-day conversations throughout the
Arab world. Arabic dialects are primarily spoken-
only languages; however, in the last decade, these
dialects have become increasingly prevalent in so-
cial media, text messages, TV shows, and other
forms of informal communication. Nowadays, Ara-
bic dialects are being used increasingly in written
format for informal communication online (Harrat
et al., 2019).

Gulf Arabic

Bahrani

Najdi

Omani

Shihhi

Dhofari

Yemeni and Somali

Chadic and Shuwa

Sudanese

Sa'idi

Egyptian

Judeo Arabic

Nubi

Cypriot Arabic

Juba

Iraqi

Levantine

North Mesopotamian

Badawi

Moroccan

Tunisian

Algerian

Libyan

Hassaniya

Saharans

Hijazi and Rashaida

Figure 1: Geographic spread of Arabic di-
alects (Schmitt, 2020)

Despite the extensive use of Arabic dialects, they
are considered low-resource language which hinder
MT development. Arabic dialects vary from MSA
in terms of phonology, semantics, morphology,
and syntax (Harrat et al., 2019). They simplify
many standard Arabic rules while simultaneously
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introducing new sets of rules that add additional
complications. Therefore, most MSA resources and
tools cannot be easily adapted to translate Arabic
dialects (Harrat et al., 2019). The lack of standard
orthography is one of the fundamental challenges
associated with Arabic dialects. Arabic dialects
have diglossia, a linguistic phenomenon in which
the speakers mix two or more varieties of the same
language (e.g., standard official language and lo-
cal dialect) within the same context (Farghaly and
Shaalan, 2009; Harrat et al., 2019). It is worth not-
ing that Arabic has a diverse range of colloquial va-
rieties, with over 27 variations existing worldwide.
These varieties exhibit varying degrees of mutual
understanding, highlighting Arabic’s nuanced and
diverse nature (Elgabou and Kazakov, 2017). Fig-
ure 1 provides a basic overview of the geographic
distribution of these dialects. There are two primary
ways to approach colloquial Arabic MT. The first
involves translation between MSA and colloquial
Arabic dialects then to foreign language therefore
MSA acting as an intermediate language. The sec-
ond approach involves translation of Arabic dialects
into foreign languages directly (Harrat et al., 2019).
It is worth noting that all contributions in this field
are primarily related to the English language.

This research focuses on the MT of Omani Ara-
bic (OA). Oman’s location, surrounded by the In-
dian Subcontinent, Persia, Arabia, and East African
coasts, played a significant role in shaping its his-
tory and the languages spoken by its people. De-
spite Oman’s small population, its linguistic con-
text is diverse. Some Omanis speak multiple in-
digenous languages, such as Jibbali, Shahri, and
Mehri, each with thousands of speakers, in addi-
tion to Bathari, Harsusi, and Hobyot, with a few
hundred speakers each (Al-Balushi, 2017). Addi-
tionally, some Omanis speak non-indigenous lan-
guages, including Persian, Aajmi, Kumzari from
Iran, Baluchi from Baluchistan, Zidjali from Pak-
istan, Kojki/Luwati from India, and Swahili from
East Africa (Al-Balushi, 2017). The impact of
various languages on OA is particularly evident
in its vocabulary, featuring words borrowed from
Hindi, such as guniyyah (meaning sack) and bigli
(referring to an electric torch), as well as Persian
words like drishah (window) and saman (stuff). En-
glish has also contributed words such as sekal (bi-
cycle), batri/betri (battery), swik (switch), and beb
(pipe), while Portuguese brings in banderah (flag)
and mez (table).

The prevalent dialect in Oman differs from that
dominant in the rest of the Arabian Gulf. It is mostly
in the form of the Hadari (Sedentary) dialect rather
than a Bedouin one (Nabhani, 2011). The Hadari
dialect is prevalent in the northern part of Oman,
including the capital Muscat, and is also used in
most TV shows.

Limited research is available on translating col-
loquial Arabic dialects, particularly Omani dialects.
While most prior works group OA dialects with
other Gulf dialects, more research is necessary. It
is important to note that while the Gulf region may
share cultural similarities, it cannot be assumed
that they share linguistic homogeneity. Moreover,
OA datasets used in prior works are not publicly
available. This research aims to close this gap by
creating an authentic Omani Arabic-English par-
allel corpus that is available for public use. The
dataset will be used to adapt an existing Arabic
Neural Machine Translation (NMT) system to the
Omani dialect.

2 Related Works

In this section, we will explore the literature on
dialectical datasets and the MT of Arabic dialects.

2.1 Dialectical Arabic Datasets

In the literature, various dialectical parallel Arabic
datasets have been mentioned. Nonetheless, this
subsection will focus on the datasets that are pub-
licly available. The MADAR corpus (Multi-Arabic
Dialect Applications and Resources) (Bouamor
et al., 2018) is a collection that comprises parallel
sentences encompassing the dialects of 25 cities
in the Arab world, along with MSA, English, and
French. The corpus is created by translating se-
lect sentences from the Basic Traveling Expression
Corpus (BTEC), which was in Japanese, English,
and Chinese (Takezawa et al., 2007) to the different
dialects.

The MPCA (Multidialectal Parallel Corpus of
Arabic), as documented in (Bouamor et al., 2014),
is comprised of 2,000 sentences that represent five
Arabic dialects, as well as English and MSA. The
corpus was developed by tasking four translators
who are native speakers of Palestinian, Syrian, Jor-
danian, and Tunisian colloquial Arabic varieties
to translate 2,000 sentences originally written in
Egyptian Arabic into their respective dialects.

The PADIC (Parallel Arabic DIalect Cor-
pus) (Meftouh et al., 2015) multi-dialectal corpus
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contains six dialects in addition to MSA. Two Al-
gerian dialect corpora were created: Annaba’s di-
alect (a city in Algeria) from daily conversations
and the dialect from movies/TV shows in the Al-
giers dialect. Both were transcribed and translated
manually. They were later used to obtain other MSA
and dialectal corpora.

Currently, the MADAR dataset is the only source
we found for Omani Arabic, with the dialect of
the capital city, Muscat. Out of the 25 dialects
in the MADAR corpus, the dialect of Muscat is
the most similar to MSA with an overlap score of
37.5% (Bouamor et al., 2018; Salameh et al., 2018).
It has been stated that the translators were native
speakers of the dialects, and they got access to En-
glish and French versions of the corpus without the
MSA to avoid biased translation. Upon analyzing
the OA in the MADAR dataset by a native speaker
of the Omani dialect, it was observed that it pre-
dominantly reflects a dialect that is more oriented
toward MSA with some Bedouin influence rather
than the sedentary Muscat-Omani dialect.

2.2 Machine Translation of Dialectical Arabic

When it comes to Arabic dialect MT, there are two
main approaches. The first approach focuses on
translating between MSA and its corresponding di-
alects, while the other approach aims to translate
Arabic dialects into foreign languages. It is im-
portant to note that most research in this field is
related to translating into English.

In the field of colloquial Arabic MT, one of the
earliest studies was conducted by Sawaf in 2010.
The study focused on dialect normalization and
used a hybrid RBMT and SMT to translate into
MSA (Sawaf, 2010).

Wael Salloum and Nizar Habash have con-
tributed several papers to the field of colloquial
Arabic translation. One of their approaches, as de-
scribed in (Salloum and Habash, 2011), involved a
rule-based method for producing MSA paraphrases
of dialectal Arabic OOV (out of vocabulary words)
in the Levantine and Egyptian dialects. They
then combined this with the results generated by
ADAM (Salloum and Habash, 2014), to create
Elissa (Salloum and Habash, 2012), which can han-
dle Levantine, Egyptian, Iraqi, and to a lesser extent
Gulf Arabic. (Salloum and Habash, 2013) pub-
lished an advanced version of their translation sys-
tem, which translates dialectal Arabic to English
by pivoting through MSA.

(Zbib et al., 2012) proposed a massive SMT-
based system for Levantine and Egyptian dialects.
They created parallel corpora of Levantine-English
and Egyptian-English and then trained their sta-
tistical translation model using direct translation
and pivoting through MSA. In contrast to the pre-
viously discussed approach that utilized a statistical
model in (Sghaier and Zrigui, 2020), a rule-based
system was developed to translate from the Tunisian
dialect to MSA without relying on statistical mod-
els.

The following works utilized a modern technique
of deep neural networks to translate Arabic di-
alects. AraBench (Sajjad et al., 2020) presented
evaluation benchmarks for dialectal Arabic to En-
glish. The paper details several experiments con-
ducted in this regard. They used the OpenNMT
model (Klein et al., 2017) and trained it in ex-
tensive heterogeneous MSA and dialectical Arabic
data. This base model is then fine-tuned towards in-
domain dialectical training data. Lastly, they used
back-translation to increase the dialectal Arabic-
English training data size. (Baniata et al., 2021)
is using the state-of-the-art Transformer models
to translate DA to MSA using subword units for
tokenization, effectively solving the issue of out-
of-vocabulary words. The subword segmentation
algorithm operates under the premise that a word
comprises a combination of subwords.

All of the studies that focus on Omani dialect
utilized the MADAR corpus. In the research con-
ducted by (Baniata et al., 2021), Omani dialect is
grouped with other Gulf dialects, making it dif-
ficult to assess the system’s performance for the
Omani Arabic specifically. On the other hand,
AraBench (Sajjad et al., 2020) has tested OA in-
dependently and achieved a BLEU score of 39.5%
for the translation model trained for MSA-EN trans-
lation. However, it is worth noting that the Muscat-
MADAR dataset used AraBench may not be rep-
resentative of OA with a lot of influence from MSA.

2.3 Machine Translation for Low-resource
Languages

MT has significantly improved with the use of deep
neural networks. However, the downside is that
it demands extensive training data and takes up
a lot of computing power and time. Fortunately,
transfer learning offers a practical solution by uti-
lizing prior knowledge of a trained model to im-
prove performance on related tasks. This approach
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reduces the need for extensive training data, sav-
ing time and resources. (Zoph et al., 2016) used a
French-English model as the parent model for low-
resource language pairs such as Hausa, Turkish,
Uzbek, and Urdu into English. On average, NMT
shows 5.6 BLUE points score improvement from
transfer learning. The researchers also explored the
similarity between the parent and child languages.
They conducted a transfer learning method using
French and German as parent languages for the
Spanish language. The results showed that French
was a better parent language for Spanish, which
could be the result of its greater similarity to the
child’s language. (Zoph et al., 2016) employs a
transfer learning approach with a single parent and
one child, whereas (Goyal et al., 2020) utilizes trans-
fer learning by leveraging related languages. Two
simple and effective methods are introduced: Mul-
tilingual Transfer Learning, which helps improve
low-resource languages by utilizing parallel data
from related languages, regardless of their resource
levels, and Unified Transliteration and Subword
Segmentation, which takes advantage of the sim-
ilarities between related language pairs.

3 Omani Parallel Corpus

This study aims to translate Omani Arabic, utiliz-
ing original data of language in use on social me-
dia posts. X (formerly Twitter) was utilized to col-
lect text representatives of the Omani dialect. X
is a leading social media platform that contains
trending news and topics and has a very large user
base. Therefore, it offers a valuable resource for
conducting large-scale text analysis. Furthermore,
API allows users to execute complex queries, such
as retrieving all text related to a particular topic or
extracting a specific user’s posts.

This chapter will explain the full process of
creating the Omani Parallel Corpus. After the
completion of the corpus, we will present a trans-
lation baseline results on this corpus obtained using
Google Translate, Microsoft Translation, and Mar-
ian NMT systems.

3.1 Data Collection

Each post by users on ’X’ comes with metadata
fields and values containing information such as
the author, creation timestamp, message, location,
etc. The data has been retrieved in JSON format
using the platform API. Using conversation_id,
each post and its related replies are collected in one

file, which we consider conversations surrounding
a particular topic initiated by the main post. We
collected posts from a prominent news account in
Oman (@oman1_news). Each post and its related
replies were treated as a single document for a spe-
cific topic. As a result, we obtained a corpus con-
sisting of 905 topics in the form of conversation
and containing a total of 87,220 posts.

Real-world social media data typically comprises
texts, images, and videos, often accompanied by of-
fensive language and hate speech. The text is often
noisy with hashtags, URLs, and foreign characters,
and there may be instances of spelling errors. Ad-
ditionally, individuals may use slang, which is an
informal language unique to specific groups or ge-
ographic regions that carry cultural connotations
with different meanings.

3.2 Corpus Linguistics

Each document in the resulting corpus is converted
to a CSV file where the first row is the source post,
and the following are replies. Table 1 provides a
corpus summary in numbers. The most frequent to-
kens are the linking words, while the least frequent
tokens are words with foreign characters.

Table 1: X Omani corpus

Number of topics/conversations 905
Total number of posts/messages 87,220
Total number of tokens 1,102,952
Unique tokens (vocabulary size) 118,821

3.3 Translation

We have asked volunteers to translate each doc-
ument into English. Nine participants who are na-
tive speakers of the dialect have worked on the trans-
lations. We assigned unique sets of topics to each
translator and asked them to produce a translation
that precisely reflects the source sentence without
making any assumptions. The translators were pro-
vided with the following guidelines:

• The English translation should retain the punc-
tuation marks from the source sentence (like
periods, commas, and question marks).

• When translating idioms and slang, it is im-
portant to convey the intended meaning rather
than translating them literally.

• Disregard any posts containing offensive lan-
guage, hate speech, or advertisements.
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Table 2: Omani Arabic-English parallel corpus

OA EN
!!؟وشتايضاملانيمويلاانيلعفطخيلو And what was it that just happened the past two days?!!
.مهيلعفطخيسلاجيلاوفطخيلايوشام What they faced and are facing isn’t easy
يوتستاروتكدشيعلاةينوجمكبينعي so how much will be the sack of rice doctor
نهمزهنهرملوا First time we beat them

• Avoid translating posts with Quran verses.

A total of 2906 posts have been translated, covering
various topics. The Omani Parallel Corpus was
created by combining all the translated posts. Ta-
ble 2 below shows some examples from the parallel
corpus.

4 Error Analysis in Omani Arabic MT

The most used measures for translation accuracy
are automated. However, it can be difficult to es-
tablish a direct correlation between these measures
and the actual errors present in the translations.
A comprehensive analysis of errors is crucial for
any natural language processing task, as it can re-
veal valuable insights into what went wrong and
guide future research directions (Ângela Costa et al.,
2015; Vilar et al., 2006). For the error classification,
we adopted a simplified version of the taxonomy
(Vilar et al., 2006) shown in figure 2. Error anal-
ysis can be a time-consuming task that requires
linguistic expertise. Therefore, we conducted an
analysis of a sample of sixty source sentences to
identify errors generated by Google Translate and
Marian NMT.

Errors

Missing Words

Incorrect Words

Grammar

Spelling Caused

Unknown Words

Sense

Extra Words

Idioms

Figure 2: Adapted taxonomy for translation errors

Out of the 60 sentences translated by both MT
engines, Google had incorrect translations in 54
cases, while Marian had errors in 57. Google’s
total number of translation errors was 112, while

Table 3: Error analysis results on Google Translate
and Marian NMT

Error Type Google Marian
Missing Words 11 47

Incorrect Words
Sense 64 67
Extra Words 5 5
Idioms 8 4

Unknown Words 12 16
Grammar 6 3
Spelling Caused 6 6

Marian had 150 errors. In Table 3, the number
of translation errors produced by each translation
system can be observed, categorized by the type of
translation error. Both translation systems produce
a similar number of translation errors across all
categories except for missing words. Marian NMT
dropped 36 more words than Google, which only
dropped 11. The majority of errors were related to
choosing the wrong word sense during translation.

5 Transfer Learning

To implement this approach, we start with a pre-
trained NMT model that has been trained on a large
parallel corpus (MSA-EN). We then use this model
to initialize a new NMT model called the child
model. This model is then trained on the domain
dataset with a limited parallel data. Using the pre-
trained parent model, the child model commences
with established weights inherited from the parent
model rather than starting with random weights.
This method is particularly useful since the Omani
parallel corpus is limited, and the MSA corpus pro-
vides a strong prior distribution over language vo-
cabularies.

Marian NMT (Junczys-Dowmunt et al., 2018) is
used as a neural translation system for the parent
model. Marian is a highly efficient NMT framework
that is built on pure C++, requiring minimal de-
pendencies. The framework was mainly developed
by the Adam Mickiewicz University and the Uni-
versity of Edinburgh. It is currently utilized in var-
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Table 4: Arabic-English Opus corpus

Training Arabic Tokens English Tokens
126.6M 2.3G 3.9G

ious European projects and is the primary engine
for translation and training behind the NMT launch
at the World Intellectual Property Organization.
Marian has found its niche in the growing world of
open-source NMT toolkits due to two key aspects:
it is built entirely on C++ which makes it very ef-
ficient. Additionally, it is self-contained with its
own back-end that enables reverse-mode automatic
differentiation using dynamic graphs.

Marian NMT model follows the original trans-
former architecture with six encoders and six
decoders with eight attention heads in each
layer (Junczys-Dowmunt et al., 2018). Language
Technology Research Group at the University of
Helsinki, Finland, trained Marian NMT on many
language pairs from the OPUS-MT datasets. These
models have been converted to PyTorch2 using the
transformers library by Hugging Face3. The Arabic-
English4 translation model was trained with a par-
allel dataset of 126.6M Arabic-English sentence
pairs (see Table 4 below (Tiedemann, 2020; Tiede-
mann and Thottingal, 2020).

The Omani parallel corpus was split into a train
set, a validation set, and a test set. The training
set contains 70% of the whole corpus, and the re-
maining 30% is divided equally between the val-
idation and test sets. The training was done using

Table 5: Omani corpus split

Dataset Percentage Parallel posts
Training Set 70% 2,034
Validation Set 15% 436
Test Set 15% 437

Seq2SeqTraining script from Hugging Face and
activation function is AdamW. Before jumping to the
model results, having a look at the validation and
training loss is a good practice to ensure models are
generalized and there is no over-fitting. Both val-
idation and training loss decreased up until the fifth

2PyTorch is a machine learning framework based on
the Torch library https://pytorch.org/

3Hugging Face develops tools for building applica-
tions using machine learning https://huggingface.co/

4https://huggingface.co/Helsinki-NLP/
opus-mt-tc-big-ar-en

epoch. However, after the fifth epoch, the valida-
tion loss showed a slight increase. Hence, we have
decided to proceed with five epochs for training.

Table 6: Results of Google, Microsoft, Marian NMT,
and the transfer learning model on a test set of OA
corpus

Google Microsoft Marian Tuned Model
BLEU 34.98 34.26 24.22 34.11
chrF 60.55 61.28 49.02 59.81

In order to compare the fine-tuned model with
various translation systems, we calculated the
BLEU score for the validation set translated by
Google, Microsoft, Marian NMT, and the transfer
learning model. In Figure 6, the results indicate that
Google achieved the highest BLEU score of 34.98,
but it is noteworthy that Microsoft and our model
were not far behind, scoring 34.26 and 34.11, re-
spectively. On the other hand, Marian NMT scored
the lowest with 24.22. Fine-tuning Marian NMT
closed the performance gap between Marian and
other translation engines (Google and Microsoft).
Marian’s initial BLEU score was 24.22, but after
completing transfer learning in the OA training
set, it increased significantly to 34.11, representing
an improvement of 9.88 points. Our results out-
performed (Zoph et al., 2016), which achieved a
maximum improvement of 7.5 points. The training
process is significantly influenced by the closeness
of the parent model language to the child’s model
language.

Although the transfer learning model has dis-
played positive outcomes in Marian NMT, it has
yet to surpass the MSA-English systems of Google
and Microsoft. It would be advantageous to im-
plement transfer learning in these systems, but they
do not offer open-source models.

6 Conclusion

Using Machine Translation (MT) is an effective way
to overcome language barriers in communication.
While there are numerous research studies on MT
from Modern Standard Arabic (MSA) to English,
there is a significant lack of studies on translating
Omani dialects. In this study, we aim to establish a
first baseline targeted at the automatic translation
of the written text of Omani dialects from social
media.

Our initial step was to thoroughly analyze the
literature on the translation of colloquial Arabic
dialects and identify the datasets that contained an
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OA corpus. Only one source was available for re-
seacrh use and it may not be representative of the
Omani dialect. We collected messages from social
media to create an authentic Omani dialect corpus.
Then we translated a total of 2906 messages. This
corpus has been used to conduct a baseline study on
existing MT Models’ performance in Omani dialect
translation, where we found that Google and Mi-
crosoft translation engines got higher BLEU scores
reaching 33%, compared to Marian NMT, which
scored 22.3%. We conducted a manual evaluation
to identify Google and Marian NMT errors. After
linguistically classifying the errors, we discovered
that the most common error made by both NMTs
was choosing the wrong word sense. We enhanced
the translation of OA by utilizing transfer learning
with Marian NMT. This resulted in a significant
improvement of 9.88% in the BLEU score.

The main contribution of this research can be
summarized as follows:

• Collecting and creating a parallel corpus of
Omani dialects and English.

• Analyzing MT errors to inform future research
direction.

• Applying transfer learning for OA using an
existing MSA-English model.

We faced challenges because we had limited re-
sources and time constraints. We didn’t have the
funds or time to hire professional translators for the
corpus, and we couldn’t review every sentence to se-
lect them for translation. Additionally, we utilized
transfer learning with the available open-source
model.

In the future, we hope to enhance the translation
of the OA corpus by collaborating with linguistic
experts, increasing the quantity of translated sen-
tences, and providing multiple translations for each
sentence to ensure an accurate evaluation.
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Abstract

Traditional NER systems are typically trained to
recognize coarse-grained entities, and less atten-
tion is given to classifying entities into a hierar-
chy of fine-grained lower-level subtypes. This
article aims to advance Arabic NER with fine-
grained entities. We chose to extend Wojood (an
open-source Nested Arabic Named Entity Cor-
pus) with subtypes. In particular, four main en-
tity types in Wojood, geopolitical entity (GPE),
location (LOC), organization (ORG), and facil-
ity (FAC), are extended with 31 subtypes. To
do this, we first revised Wojood’s annotations
of GPE, LOC, ORG, and FAC to be compatible
with the LDC’s ACE guidelines, which yielded
5, 614 changes. Second, all mentions of GPE,
LOC, ORG, and FAC (∼ 44K) in Wojood are
manually annotated with the LDC’s ACE sub-
types. We refer to this extended version of Wo-
jood as WojoodFine. To evaluate our annota-
tions, we measured the inter-annotator agreement
(IAA) using both Cohen’s Kappa and F1 score,
resulting in 0.9861 and 0.9889, respectively. To
compute the baselines of WojoodFine, we fine-
tune three pre-trained Arabic BERT encoders in
three settings: flat NER, nested NER and nested
NER with subtypes and achieved F1 score of
0.920, 0.866, and 0.885, respectively. Our cor-
pus and models are open-source and available at
https://sina.birzeit.edu/wojood/.

1 Introduction

Named Entity Recognition (NER) is the task of
identifying and classifying named entities in un-
structured text into predefined categories such as
people, organizations, locations, disease names,
drug mentions, among others (li et al., 2020). NER
is widely used in various applications such as infor-
mation extraction and retrieval (Jiang et al., 2016),
question answering (Liu et al., 2020), word sense
disambiguation (Jarrar et al., 2023a; Al-Hajj and
Jarrar, 2021), machine translation (Jain et al., 2019;
Khurana et al., 2022), automatic summarization
(Summerscales et al., 2011; Khurana et al., 2022),
interoperability (Jarrar et al., 2011) and cybersecu-
rity (Tikhomirov et al., 2020).

Traditional NER systems are typically trained to
recognize coarse and high-level categories of enti-

ties, such as person (PERS), location (LOC), geopo-
litical entity (GPE), or organization (ORG). However,
less attention is given to classifying entities into a
hierarchy of fine-grained lower-level subtypes (Zhu
et al., 2020; Desmet and Hoste, 2013). For exam-
ple, locations (LOC) like Asia and Red Sea could
be further classified into Continent and Water-Body,
respectively. Similarly, organizations like Amazon,
Cairo University, and Sphinx Cure can be classi-
fied into commercial, educational, and health entities,
respectively. Belgium, Beirut, and Brooklyn can
be classified into Country, Town, and Neighborhood

instead of classifying them all as GPE. The impor-
tance of classifying named entities into subtypes is
increasing in many application areas, especially in
question answering, relation extraction, and ontol-
ogy learning (Lee et al., 2006).

As will be discussed in the following sub-section,
the number of NER datasets that support subtypes
is limited, particularly for the Arabic language.
The only available Arabic NER corpus with sub-
types is the LDC’s ACE2005 (Walker et al., 2005).
However, this corpus is expensive. In addition,
ACE2005 was collected two decades ago and hence
may not be representative of the current state of
Arabic language use. This is especially the case
since language models are known to be sensitive to
temporal and domain shifts (see section 5).

To avoid starting from scratch, we chose to ex-
tend upon a previously published and open-source
Arabic NER corpus known as ’Wojood’ (Jarrar
et al., 2022). Wojood consists of 550K tokens
manually annotated with 21 entity types. In partic-
ular, we manually classify four main entity types in
Wojood (GPE, LOC, ORG, and FAC) with 31 new fine-
grained subtypes. This extension is not straight-
forward as we have to change (5, 614 changes)
the original annotation of these four types of enti-
ties to align with LDC guidelines before extending
them with subtypes. The total number of tokens
that are annotated with the 31 subtypes is 47.6K.
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Our extended version of Wojood is hereafter called
WojoodFine. We measure inter-annotator agree-
ment (IAA) using both Cohen’s Kappa and F1,
resulting in 0.9861 and 0.9889, respectively.

To compute the baselines for WojoodFine, we
fine-tune three pre-trained Arabic BERT encoders
across three settings: (i) flat, (ii) nested without sub-
types, and (iii) nested with subtypes, using multi-
task learning. Our models achieve 0.920, 0.866,
and 0.885 in F1, respectively.

The remaining of the paper is organized as fol-
lows: Section 2 overviews related work, and Sec-
tion 3 presents the WojoodFine corpus, the anno-
tation process, and the inter-annotator-agreement
measures. In Section 4, we present the experiments
and the fine-tuned NER models. In Section 5 we
present error analysis and out-of-domain perfor-
mance and we conclude in Section 6.

2 Related Work

Most of the NER research is focused on coarse-
grained named entities and typically targets a lim-
ited number of categories. For example, Chin-
chor and Robinson (1997) proposed three classes:
person, location and organization. The Miscella-
neous class was added to CoNLL-2003 (Sang and
De Meulder, 2003). Additional four classes (geo-
political entities, weapons, vehicles, and facilities)
were also introduced in the ACE project (Walker
et al., 2005). The OntoNotes corpus is more expres-
sive as it covers 18 types of entities (Weischedel
et al., 2013).

Coarse-grained NER is a good starting point for
named entity recognition, but it is not sufficient for
tasks that require a more detailed understanding of
named entities (Ling and Weld, 2012; Hamdi et al.,
2021).

Substantial research has been undertaken to iden-
tify historical entities. For instance, the HIPE
shared task (Ehrmann et al., 2020a) focused on
extracting named entities from historical newspa-
pers written in French, German, and English. One
of its subtasks was the recognition and classifica-
tion of mentions according to finer-grained entity
types. The corpus used in the shared task consists
of tokens annotated with five main entity types and
12 subtypes, following the IMPRESSO guidelines
(Ehrmann et al., 2020b). A similar corpus, called
NewsEye, was collected from historical newspa-
pers in four languages: French, German, Finnish,
and Swedish (Hamdi et al., 2021). The corpus is

annotated with four main types: PER, LOC, ORG,
and PROD. The LOC entities were further classified
into five subtypes, and the ORG entities into two
subtypes. Desmet and Hoste (2013) proposed a one
million fine-grained NER corpus for Dutch, which
was annotated using six main entity types and 27
subtypes (10 subtypes for PERS, three for ORG, nine
for LOC, three for PROD, and two for events).

Zhu et al. (2020) noted that NER models cannot
effectively process fine-grained labels with more
than 100 types. Thus, instead of having many fine-
grained entities at the top level, they propose a
tagging strategy in which they use 15 main entity
types and 131 subtypes. Additionally, Ling and
Weld (2012) proposed a fine-grained set of 112
tags and formulated the tagging problem as multi-
class multi-label classification.

A recent shared task was organized by Fetahu
et al. (2023) at SemEval-2023 Task 2, called Multi-
CoNER 2 (Fine-grained Multilingual Named En-
tity Recognition). A multilingual corpus (MUL-
TICONER V2) was extracted from localized ver-
sions of Wikipedia covering 12 languages - Arabic
is not included. The corpus was annotated with
a NER taxonomy consisting of 6 coarse-grained
types and 33 fine-grained subtypes (seven subtypes
for Person, seven for Group, five for PROD, five
for Creative Work, and five for Medical). Most
participating systems outperformed the baselines
by about 35% F1.

There are a few Arabic NER corpora (Darwish
et al., 2021), but all of them are coarse-grained.
The ANERCorp corpus covers four entity types
(Benajiba et al., 2007), CANERCorpus covers 14
religion-specific types (Salah and Zakaria, 2018),
and Ontonotes covers 18 entities (Weischedel et al.,
2013). The multilingual ACE2005 corpus (Walker
et al., 2005), which includes Arabic, covers five
coarse-grained entities and 35 fine-grained sub-
types (3 subtypes for PERS, 11 for GPE, seven for
LOC, nine for ORG, and five for FAC). Nevertheless,
the ACE2005 corpus is costly and covers only one
domain (media articles) that was collected 20 years
ago. The most recent Arabic NER corpus is Wo-
jood (Jarrar et al., 2022), which covers 21 nested
entity types covering multiple domains. However,
Wojood is a coarse-grained corpus and does not
support entity subtypes.

To build on previous research on Arabic NER,
we chose to extend the Wojood corpus with finer-
grained subtypes. To ensure that our Wojood exten-
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sion is compatible with other corpora, we chose to
follow the ACE annotation guidelines.

3 WojoodFine Corpus

WojoodFine expands the annotation of the Wojood
corpus (Jarrar et al., 2022), by adding fine-grain
annotations for named-entity subtypes. Wojood is
a NER corpus with 550K tokens annotated manu-
ally using 21 entity types. About 80% of Wojood
was collected from MSA articles, while the 12%
was collected from social media in Palestinian and
Lebanese dialects (Curras and Baladi corpora (Haff
et al., 2022; Jarrar et al., 2017, 2014)). One nov-
elty of Wojood is its nested named entities, but
some entity types can be ambiguous, which will
affect downstream tasks such as information re-
trieval. For instance, the entity type “Organiza-
tion" may refer to the government, educational
institution, or a hospital to name a few. That is
why WojoodFine adds subtypes to four entity types:
Geopolitical Entity (GPE), Organization (ORG), Lo-
cation (LOC), and Facility (FAC). Table 3.3 shows
the overall counts of the main four entity types
in Wojood and WojoodFine. Note that creating
WojoodFine was not a straightforward process as it
required revision of the Wojood annotation guide-
lines, which we discuss later in this section. As
discussed in (Jarrar et al., 2022), Wojood is avail-
able as a RESTful web service, the data and the
source-code are also made publicly available (Jar-
rar and Amayreh, 2019; Ghanem et al., 2023; Jarrar
et al., 2019; Alhafi et al., 2019; Helou et al., 2016).

Tag Wojood WojoodFine

GPE 21,780 23,085
ORG 18,785 18,747
LOC 917 1,441
FAC 1,215 1,121
Total 42,697 44,394

Table 1: Frequency of the four entity types in Wojood
and WojoodFine.

3.1 subtypes
All GPE, ORG, LOC and FAC tagged tokens in
WojoodFine corpus were annotated with the ap-
propriate subtype based on the context, adding
an additional 31 entity subtypes to WojoodFine.
Throughout our annotation process, The LDC’s
ACE 2008 annotation guidelines for Arabic Enti-
ties V7.4.2 served as the basis for defining our
annotation guidelines. Nevertheless, we added
new tags (NEIGHBORHOOD, CAMP, SPORT,

and ORG_FAC) to cover additional cases. Table 2
lists the frequency of each subtype in WojoodFine.
Tables 7 and 8 in Appendix A present a brief expla-
nation and examples of each subtype.

Tag Sub-type Tag Count

GPE

COUNTRY 8,205
STATE-OR-PROVINCE 1,890
TOWN 12,014
NEIGHBORHOOD 119
CAMP 838
GPE_ORG 1,530
SPORT 8

LOC

CONTINENT 214
CLUSTER 303
ADDRESS 0
BOUNDARY 22
CELESTIAL 4
WATER-BODY 123
LAND-REGION-NATURAL 259
REGION-GENERAL 383
REGION-INTERNATIONAL 110

ORG

GOV 8,325
COM 611
EDU 1,159
ENT 3
NONGOV 5,779
MED 4,111
REL 96
SCI 146
SPO 21
ORG_FAC 114

FAC

PLANT 1
AIRPORT 6
BUILDING-OR-GROUNDS 1017
SUBAREA-FACILITY 134
PATH 76

Total 47,621

Table 2: Counts of each subtype entity in the corpus.

3.2 WojoodFine Annotation Guideline
We followed ACE annotation guidelines to
annotate the subtypes in WojoodFine. However,
since WojoodFine is based on Wojood, we found a
discrepancy between Wojood and ACE guidelines.
To address this issue in WojoodFine, we reviewed
the annotations related to GPE, ORG, LOC and FAC to
ensure compatibility with ACE guidelines. In this
section, we highlight a number of the challenging
annotation decisions we made in WojoodFine.

Country’s governing body: in Wojood, country
mentions were annotated as GPE and if the intended
meaning of the country is a governing body then
it is annotated as ORG. However, in WojoodFine,
all ORG mentions that refer to the country’s gov-
erning body are annotated as GPE with the sub-
type GPE_ORG. Figure 1 illustrates two examples
to illustrate the difference between Wojood and
WojoodFine guidelines. According to Wojood,
AK
Q�
j. J
 	K /Nigeria is tagged once as GPE and once as
ORG, while in WojoodFine both are GPE in the first
level and in the second level one is tagged as Country

and the other as GPE_ORG.
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 نیامي              عاصمة              نیجیریا 

لتتوافق         وأولویات          نیجیریا          في         المنطقة

(a)

(b)

GPE▸Country

GPE

ORG

GPE▸GPE_ORG

Camera Ready

Figure 1: Two examples illustrating the difference be-
tween Wojood (in blue) and WojoodFine guidelines (in
red) for annotating GPEs.

Facility vs. organization: Wojood annotates build-
ings as FAC but if the intended meaning, in the
context is an organization, then it is annotated as
ORG. In WojoodFine, all mentions that refer to the
facility’s organization or social entity are annotated
as ORG with the subtype ORG_FAC. Figure 2 illus-
trates an example of this case. Instead of annotating
(ZA 	® ��Ë@ ù 	® �����Ó /Al-Shifa Hospital) once as FAC and
once as ORG, WojoodFine tags it as ORG in the first
level, and ORG_FAC in the second level.

صورة   لبعض   المرضى   في    مستشفى             الشفاء
FAC

ORG▸ORG_FAC

(b)تسلم       مستشفى        الشفاء        دعماً        لإعادة        تأھیلھ

(a)

ORG▸ORG_FAC

ORG

Figure 2: Two examples illustrating the difference be-
tween Wojood (in blue) and WojoodFine (in red) guide-
line for annotating FAC vs. ORG.

Directions: Wojood does not include annotations
for directions (east, west, south, and north). How-
ever, in WojoodFine direction mentions are anno-
tated as LOC with two subtypes: REGION-GENERAL

if the location does not cross national borders, or
REGION-INTERNATIONAL if the location crosses na-
tional borders. See the example in Figure 3.

In addition to the changes mentioned in this sec-
tion, ACE guidelines considered any unit that is
smaller-size than a village, like neighborhoods or
camps, as LOC, while it is considered as GPE in
Wojood guidelines. Continents are labaled as LOC

in Wojood, while it is GPE in ACE. Both of these
cases where corrected in WojoodFine.

شمال     شرق    مدینة        غزة
GPE

(a)

شمال     شرق    مدینة        غزة

GPE▸Town

(b)
LOC▸Region-General

Figure 3: (a) The direction ( �è 	Q 	« �é 	JK
YÓ ��Qå�� ÈAÖÞ�� / north
east Gaza city) is not annotated in Wojood, while in (b)
it is annotated as LOC with Region-General as subtype
in WojoodFine.

3.3 Annotation Process

The annotation process was done by one annotator,
managed by NER expert, and was conducted over
two phases:
Phase I: manually revise all annotations of GPE,

ORG, LOC, and FAC in Wojood according to ACE
guidelines, as discussed in section 3.2. Table 3.3
shows the counts of each of the four entity types in
Wojood and WojoodFine.

Phase II: manually annotate the GPE, ORG, LOC,

and FAC with subtypes. The annotator meticulously
read each token in every sentence and classified the
tokens into their respective subtypes. All critical
and problematic tokens are reviewed by the NER
expert.

Phase III: The NER expert reviewed all annota-
tions marked in Phase I and Phase II in order to
validate the entities that have been annotated.

Table 2 presents the counts of each entity sub-
type in the corpus, which shows 47,621 annotated
entities in total.

3.4 Inter-Annotator Agreement

It has been shown that inter-annotator consistency
significantly affects the quality of training data
and, consequently, a NER system’s ability to learn
(Zhang, 2013). To measure the subtypes annotation
quality and consistency, we recruited a second an-
notator to re-annotate 25,490 tokens (5.0% of the
corpus) that were previously annotated by the first
annotator. The sentences were selected randomly
from the corpus while diversifying the sources and
domains they were selected from. We then assessed
the data quality and annotation consistency using
the inter-annotator agreement (IAA), measured us-
ing Cohen’s Kappa (κ) and F1. The overall IAA
was measured at κ = 0.9861 and F1 = 0.9889.
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Refer to Table 3 for the IAA for each subtype.
One can clearly observe that κ is high and that

is for multiple reasons. First, we revised the an-
notations of the main four entity types (GPE, ORG,

LOC and FAC) to better match ACE guideline. Sec-
ond, once we verified the top level entity types, we
started annotating the subtypes. Since the types
and subtypes are hierarchically organized, that con-
straint the number of possible subtypes per token,
leading to high IAA. Third, the NER expert gave a
continuous feedback to the annotator and challeng-
ing entity mentions were discussed with the greater
team.

As mentioned above, we calculated the IAA us-
ing both, Cohen’s Kappa and F1, for the subtypes
of GPE, ORG, LOC and FAC tags. In what follows
we explain Cohen’s Kappa and F1. Note that F1 is
not normally used for IAA, but it is an additional
validation of the annotation quality.

3.4.1 Cohen’s Kappa
To calculate Kappa for a given tag, we count
the number of agreements and disagreements be-
tween annotators for a given subtype (such as
GPE_COUNTRY). At the token level, agreements
are counted as pairwise matches; thus, disagree-
ments happen when a token is annotated by one
annotator (e.g., as GPE_COUNTRY) and (e.g., as
GPE_STATE-OR-PROVINCE) by another annotator. As
such, Kappa is calculated by equation 1 (Eugenio
and Glass, 2004).

κ =
Po − Pe

1− Pe
(1)

where Po represents the observed agreement be-
tween annotators and Pe represents the expected
agreement, which is given by equation 2.

Pe =
1

N2

∑

T

nT1 × nT2 (2)

where nT i is the number of tokens labeled with tag
T by the ith annotator and N is the total number
of annotated tokens.

3.4.2 F-Measure
For a given tag T , the F1 is calculated according
to equation 3. We only counted the tokens that at
least one of the annotators had labeled with the T .
We then conducted a pair-wise comparison. TP
represents the true positives which is the number
of agreements between annotators (i.e. number of
tokens labeled GPE_TOWN by both annotators). If

the first annotator disagrees with the second, it is
counted as false negatives (FN ), and if the sec-
ond disagrees with the first, it is counted as false
positives (FP ), with a total of disagreement being
FN + FP .

F1 =
2TP

2TP + FN + FP
(3)

Sub-Type Tag Kappa F1-Score
COUNTRY 0.9907 00.99
STATE-OR-PRONIVCE 0.9846 00.98
TOWN 0.9983 01.00
NEIGHBORHOOD 01.00 01.00
CAMP 01.00 01.00
GPE_ORG 0.9810 00.98
SPORT 01.00 01.00
CONTINENT 01.00 01.00
CLUSTER 0.9589 00.96
ADDRESS - -
BOUNDARY 01.00 01.00
CELESTIAL - -
WATER-BODY 01.00 01.00
LAND-REGION-
NATURAL

0.9333 00.93

REGION-GENERAL 0.9589 00.96
REGION-
INTERNATIONAL

0.9231 00.92

GOV 0.9760 00.98
COM 01.00 01.00
EDU 0.9807 00.98
ENT - -
NONGOV 0.9892 00.99
MED 01.00 01.00
REL 0.9630 00.96
SCI 01.00 00.10
SPO 01.00 01.00
ORG_FAC 01.00 01.00
PLANT - -
AIRPORT - -
BUILDING-OR-
GROUNDS

01.00 01.00

SUBAREA-FACILITY 01.00 01.00
PATH 01.00 00.00
Overall 0.9861 0.9889

Table 3: Overall Kappa and F1-score for each sub-type.

4 Fine-Grained NER Modeling

4.1 Approach

For modeling, we have three tasks all performed
on WojoodFine: (1) Flat NER, where for each to-
ken, we predict a single label from a set of 21
labels, (2) Nested NER, where we predict mul-
tiple labels picked from the 21 tags (i.e., multi-
label classification) for each token and (3) Nested
with Subtypes NER, this is also a multi-label task,
where we ask the model to predict the main en-
tity types and subtypes for each token from 52
total labels. We frame this as multi-task approach
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BERT

نیجیریا       دولة       ساحلیة       عاصمتھا       نیامي

Softmax

FFN

Softmax

FFN

Softmax

FFN

Softmax

FFN

…………

…………

Figure 4: BERT refers to one of three pre-trained models
we are using. For flat task, each softmax produce one
class for each token, for other tasks each softmax is a set
of softmax that produce multiple labels for each token.

since we are learning both the nested labels and
their subtypes jointly. In the multi-task case, each
entity/subtype has its own classification layer, in
the case of nested NER and nested with subtypes
NER, the model consists of 21 and 52 classifica-
tion layers, respectively. Since we use the IOB2
(Sang and Veenstra, 1999) tagging scheme, each
linear layer is a multi-class classifier that outputs
the probability distribution through softmax acti-
vation function for three classes, C ∈ {I,O,B}
(Jarrar et al., 2022). The model is trained with
cross entropy loss objective computed for each lin-
ear layer separately, which are summed to com-
pute the final cross entropy loss. All models are
flat in the sense that we do not use any hierarchi-
cal architectures. However, future work can con-
sider employing a hierarchical architecture where
nested tokens are learnt first then their subtypes
within the model. For all tasks, we fine-tune
three encoder-based models for Arabic language
understanding. Namely, we use ARBERTv2 and
MARBERTv2 (Elmadany et al., 2023), which are
both improved versions of ARBERT and MAR-
BERT (Abdul-Mageed et al., 2021), respectively,
that are trained on bigger datasets. The third model
is ARABERTv2, which is an improved version of
ARABERT (Antoun et al., 2021). It is also trained
on a bigger dataset, with improved preprocessing.
Figure 4 offers a simple visualization of our mod-
els’ architecture.

4.2 Training Configuration

We split our dataset into three distinct parts for
training (Train) 70%, validation (Dev) 10%, and
blind testing (Test) 20%. We fine-tune all three
models for 50 epochs each with an early stop-

Task Model Dev Test

Flat
M1 0.917±0.00 0.920±0.00

M2 0.910±0.00 0.913±0.01

M3 0.902±0.00 0.907±0.01

Nested
M1 0.844±0.02 0.845±0.01

M2 0.868±0.02 0.861±0.02

M3 0.858±0.02 0.866±0.02

Nested
+subtypes

M1 0.836±0.01 0.837±0.01

M2 0.880±0.01 0.883±0.01

M3 0.883±0.00 0.885±0.00

Table 4: Results of fine-tuned models on the three dif-
ferent tasks. M1: ARBERTv2, M2: MARBERTv2 and
M3: ARABERTv2. The results are represented as F1
averaged over 3 runs.

ping patience of 5 as identified on Dev. We use
the AdamW optimizer (Loshchilov and Hutter,
2019), an exponential learning rate scheduler and
a dropout of 0.1. The maximum sequence length
is 512, the batch size, B = 8, and the learning
rate, η = 1e−5. For each model, we report an aver-
age of three runs (each time with a different seed).
We report in F1 along with the standard deviation
from the three runs, on both Dev and Test, for each
model. All models are implemented using PyTorch,
Huggingface Transformers, and a custom version
of the Wojood open-source code1.

4.3 Results

We show the results of our three fine-tuned models
across each of the three tasks in Table 4. We briefly
highlight these results in the following:
Flat NER. The three fine-tuned models achieve
comparable results on the Flat NER task, with AR-
BERTv2 scoring slightly better on both the Dev and
Test sets. ARBERTv2 achieves an F1 of 92% on
the Test set, while ARBERTv2 and ARABERTv2
achieves 91.3% and 90.3%, respectively.
Nested NER. ARABERTv2 slightly outperforms
other pre-trained models with a small margin, on
Dev and Test. On Test, it scores 86.6%.
Nested NER with Subtypes. Here, ARABERTv2
achieves the highest score (88.5%F1).

5 Analysis

For all tasks, all models almost always converge
in the first 10 epochs. For all models, there is
a positive correlation between performance and
the number of training samples. For example, for
classes represented well in the training set (e.g.,

1https://github.com/SinaLab/ArabicNER
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Figure 5: Number of samples vs. F1 in each subtype
class on Subtype classification task.

COUNTRY, TOWN and GOV), models perform at 0.90
F1 or above.

The inverse is also true, with poor performance
on classes such as SPORT, BOUNDARY and CELES-

TIAL. There are also some nuances. For example,
we can see that the best model is struggling with
the COM subtype class even though the model has
scored good results with classes with fewer sam-
ples such as CLUSTER. The main reason for this
is that types such as CLUSTER are a closed set of
classes (e.g., "European Union", "African Union")
where the model can easily memorize them, while
the COM refers to an infinite group of commercial
entities, that can not be limited. Figure 5 is a plot of
the number of samples in training data (X-axis) vs.
performance (Y-axis) that clearly shows the general
pattern of good performance positively correlating
with the number of training samples.

5.1 Out-of-Domain Performance

To assess the generalization capability of our mod-
els, we conducted an evaluation on three unseen
domains and different time periods. Three corpora
were collected, each covering a distinct domain:
finance, science, and politics. These corpora were
compiled from Aljazeera news articles published
in 2023. Manual annotation of the three corpora
was performed in accordance with the same anno-
tation guidelines established for WojoodFine. We
apply the three versions of each of our three mod-
els trained on WojoodFine original training data
(described in Section 4.2) on the new domains, for
each of the three NER tasks. We present results
for this out-of-domain set of experiments in Ta-
ble 5. We observe that performance drastically
drops on all three new domains, for all models on
all tasks. This is not surprising, as challenges re-
lated to domain generalization are well-known in

Task Model Finance Science Politics

Flat
M1 63.7% ±0.01 0.670±0.02 0.747±0.02

M2 0.573±0.01 0.677±0.02 0.717±0.01

M3 0.643±0.01 0.670±0.02 0.723±0.01

Nested
M1 0.458±0.01 0.494±0.02 0.557±0.00

M2 0.499±0.05 0.554±0.00 0.612±0.01

M3 0.563±0.02 0.583±0.02 0.629±0.03

Nested
+subtypes

M1 0.449±0.07 0.493±0.02 0.497±0.01

M2 0.504±0.03 0.544±0.06 0.575±0.02

M3 0.553±0.04 0.545±0.02 0.593±0.08

Table 5: Results of fine-tuned models on the three new
domains, Finance, Science, and Politics. M1: MAR-
BERTv2, M2: ARBERTv2 and M3: ARABERTv2.
The results are represented as F1 averaged over 3 runs.

the literature. Our results here, however, allow us
to quantify the extent to which model performance
degrades on each of these three new domains. In
particular, models do much better on the politics do-
main than they perform on finance or science. This
is the case since our training data are collected from
online articles involving news and much less con-
tent from financial or scientific sources. Figure 6
shows some examples for new mentions from those
domains that have not been seen in WojoodFine.

   ارتفعت    قیمة    سھم    مجموعة     إنتل 

ORG▸COM

(a)        مركز      المعلومات          الفلسطیني

(b)

ORG▸MED

   أطلقت     منظمة     OpenAI     تشات جي بي تي 

ORG▸SCI

(c)

PRODUCT

Figure 6: Some mentions from the three new do-
mains that have not previously appeared in WojoodFine.
(a) (ú


	æJ
¢�Ê 	®Ë @ �HAÓñÊªÖÏ @ 	Q»QÓ) in Politics domain, (b)

(É�J 	K @

�é«ñÒm.×) in Finance domain, (c) ( �éÒ 	¢	JÓ OpenAI) in

Science domain.

5.2 Error Analysis

In order to understand the errors made by the
model, we conduct a human error analysis on the
errors generated by ARABERTv2 (i.e, best model
on this task) on the first 2K tokens of the Dev set
of Nested NER with Subtypes task. We find that
the model’s errors can be categorized into six ma-
jor error classes: (1) wrong tag, where the model
predicts a different tag, (2) no prediction, where
the model does not produce any tag (i.e. predict
O), (3) missing subtype, the model succeeds in pre-
dicting parent tag but fails to predict the subtype,
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Example Gold Predicted Error Type
�éÊ ��Ë@ Y 	g

�
@ hP 	àA¾Ó ø




@ ¨ �HQk. Aë @ 	P@ A 	K



@ O GPE|TWN msa_dia_confusion

If I ever migrated somewhere, I’d take the group

. ú
¾K
QÓ


B@ ÕÎªË@ Aê 	®Ê 	g ð �é�ËAg. �èA�J 	̄ 3 YîD��Ó CRDNAL ORDNAL ordinal_vs_cardinal

Scene 3: a girl sitting with the American flag behind her.
. 	­J

K 	P �HA 	« 	QK. �èQÒª�J�Ó ø
 Qå�

	JªË@ É� 	®Ë@ P@Yg. LOC|NEIGHB NEIGHB Missing_parent_tag
The racial separation wall, colony of Bazgat Ze’ev.
H. @ñ 	K �Êm.× ��

KP ð �éK
PñêÔg. ��

KP I.

	j�� 	J��K. OCC|ORG|GOV OCC|ORG missing_subtype
The president of the republic and the speaker of the council of
deputies are elected.
Ñî 	EC«@ I. �k �é�Ô 	g �é«A�Ë@ iJ
m�� TIME CRDNL wrong_tag
It’s true, it’s five o’clock according to their announcement.
. ú
×ñJ
Ë @ Ð@Y

	j�J�CË Qå�j	J��K. �éJ
 	K A�JË @ �é 	ªÊË @ AÒÊªË@ B-ORDNL O no_prediction

Scientists: the second language is limited to daily use.

Table 6: Examples of error categories made by our best model (ARABERTv2) on our Dev set. We provide the
translation to English of each sample.

(4) missing parent tag: the model succeeds in pre-
dicting subtype tag but fails to predict the parent
tag, (5) MSA vs. DIA confusion, the model makes
a wrong prediction due to confusion between MSA
and Dialect, and (6) ordinal vs. cardinal, in this
class, the model assigns cardinal to an ordinal class.
Figure 7 shows the distribution of different errors
present in the Dev set, with the wrong tag being the
major source of errors followed by no prediction
error. A further breakdown of the wrong tag error
class shows that 14.3% are due to usage of dialec-
tal words, a similar proportion are due to nested
entities. Table 6 shows an example of each error
class.

Figure 7: Distribution of error classes in nested with
subtypes task on our Dev set.

6 Conclusion and Future Work

We presented WojoodFine, an extension to the Wo-
jood NER corpus with subtypes for the GPE, LOC,
ORG, and FAC. WojoodFine corpus is the first fine-
grain corpus for MSA and dialectal Arabic with
nested and subtyped NER. The GPE, ORG, FAC and
LOC tags form more than 44K tokens of the corpus,
which was manually annotated using subtypes enti-
ties. Our inter-annotator agreement IAA evaluation
of WojoodFine annotations achieved high levels of
agreement among the annotators. The achieved
evaluations are 0.9861 Kappa and 0.9889 F1.

We also fine-tune three pre-trained models AR-
BERTv2, MARBERTv2 and ARABERTv2 and
tested their performance on different settings of
WojoodFine. We find that ARABERTv2 achieved
the best performance on Nested and Nested with
Subtypes tasks. In the future, we plan to test pre-
trained models on nested subtypes with hierarchical
architecture. We also plan to link named entities
with concepts in the Arabic Ontology (Jarrar, 2021,
2011) to enable a richer semantic understanding of
text. Additionally, we will extend the WojoodFine

corpus to include more dialects, especially the Syr-
ian Nabra dialects (Nayouf et al., 2023) as well as
the four dialects in the Lisan (Jarrar et al., 2023b)
corpus.
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Limitations

A number of considerations related to limitations
and ethics are relevant to our work, as follows:

• Intended Use. Our models perform named
entity recognition at a fine-grained level and
can be used for a wide range of information
extraction tasks. As we have shown, however,
even though the models are trained with data
acquired from several domains, their perfor-
mance drops on data with distribution differ-
ent than our training data such as the finance
or science domains. We suggest this be taken
into account in any application of the models.

• Annotation Guidelines and Process. Some
of the entities are difficult to tag. Even though
annotators have done their best and we report
high inter-annotator reliability, the application
of our guidelines may need to be adapted be-
fore application to new domains.

Ethics Statement

We trained our models on publicly available data,
thus we do not have any particular concerns about
privacy.
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Tag Sub-type Tag Short Description

GPE

COUNTRY Taggable mentions of the entireties of any nation. ,Qå�Ó , 	á�
¢�Ê 	̄

. 	àA 	JJ. Ë , �èYj�JÖÏ @ �HAK
BñË@
STATE-OR-
PRONIVCE

Taggable mentions of the entireties of any state, province, or canton
of any nation. , �è 	Q 	« ¨A¢�̄ , �èQëA�®Ë @ �é 	¢ 	̄ Am× .�ÊK. A 	K Z @ñË , 	àA�J�XQ» Õæ
Ê

�̄ @

TOWN Taggable mentions of any GPE entireties below the level of State-or-

Province, including cities, and villages. , ú
G. X
�éÖÞ�AªË@, . �IK
 	PQ�
K. �éK
Q�̄

NEIGHBORHOOD Taggable mentions of the entireties of units that are smaller than
villages. . �éK. PA 	ªÖÏ @ ú
k , �éÖß
Y�®Ë@ �èYÊJ. Ë @ , �èQ�
¢Ë@ ú
k

CAMP Taggable mentions of the entireties of units that are smaller than
villages, relating to refugees. .�ÖÞ�� Pñ	K Õæ


	m× , AK
Y 	JÊ�̄ Õæ

	m×

GPE_ORG is used for GPE mentions that refer to the entire governing body of a
GPE. , AëQK
Q�®�K �èYj�JÖÏ @ �HAK
BñË@ �HPY�



@ . 	áK
PQå	��JÖÏ @ Z A 	®«@
 	á�
¢�Ê 	̄ �HPQ�̄

SPORT Athletes, Sports Teams. . �éJ
 	�AK
QË @ ��Q 	®Ë @ ,H. Q 	ªÖÏ @
�è @PAJ.Ó . 	àCJ
Ó , �é 	KñÊ ��QK.

LOC

CONTINENT Taggable mentions of the entireties of any of the seven continents.
. AJ
�

�
@ , AK. ðPð



@

CLUSTER Named groupings of GPEs that can function as political entities.
. ¡�ð



B@ ��Qå��Ë @ , �éJ
�̄Qå��Ë @ AK. ðPð



@

ADDRESS A location denoted as a point such as in a postal system ("31° S, 22°
W"). . X @ 
ñ 	̄ ¨PA �� ,17

BOUNDARY A one-dimensional location such as a border between GPE’s or other
locations. . �éJ
»Q��Ë @ �éK
Pñ�Ë@ XðYmÌ'@ , �éJ
�̄Qå��Ë @ XðYmÌ'@

CELESTIAL world, earth, globe in addition to all other planets. . XPA¢« , t�'
QÖÏ @
WATER-BODY Bodies of water, natural or artificial (man-made). . ú
æ�Ê£



B@ ,QÔg



B@ QjJ. Ë @

LAND-REGION-
NATURAL

Geologically or ecosystemically designated, non-artificial locations.
. ÈñîD�Ë @ ,P@ñ 	«



B@ ,I. Ë



B@ ÈAJ.k.

REGION-
GENERAL

Taggable locations that do not cross national borders.
. AK
Pñ� ��Qå�� , �éJ
K. Q 	ªË @ �é 	® 	�Ë@ ÈAÖÞ��

REGION-
INTERNATIONAL

Taggable locations that cross national borders. . AJ
 �®K
Q 	̄


@ H. ñ 	Jk. ,øQ�.ºË@ AJ
�

�
@

Table 7: Parent type and description of each sub-type in WojoodFine
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Tag Sub-type Tag Short Description

ORG

GOV Government organizations. . �é£Qå�� , �èP@ 	Pð , �éÒºm× , �èPA 	®�
COM A commercial organization that is focused primarily upon providing

ideas, products, or services for profit. . �éJ
m�'. P
�é�� 
ñÓ, �é»Qå�� , ½	JK.

EDU An educational organization that is focused primarily upon the fur-
thering or promulgation of learning/education. . YêªÓ , �é�PYÓ , �éªÓAg.

ENT Entertainment organizations whose primary activity is entertainment.
. ú

�G @ñºmÌ'@ hQå�Ó , ú
×AJ
Ó

�é�̄Q 	̄

NONGOV Non-governmental organizations that are not a part of a
government or commercial organization and whose main
role is advocacy, charity or politics (in a broad sense).
. XðYg CK. ZAJ.£



@, �éJ
�AJ
�Ë@ H. @ 	Qk



B@ , �èYj�JÖÏ @ Õ×



B@ , 	á�
ÊÓAªË@ �éK. A �® 	K

MED Media organizations whose primary interest is the distribution of news
or publications. . �è AJ
mÌ'@ �éÊm.× , ��Qå��Ë @ �èYK
Qk.

REL Religious organizations that are primarily devoted to issues of reli-
gious worship. .Që 	P



B@ , 	¬A�̄ð



B@

SCI Medical-Science organizations whose primary activity is the ap-
plication of medical care or the pursuit of scientific research.
. �éK
ðñ	JË @ �HA�@PYË@ YêªÓ, A�@Yë ù 	® �����Ó

SPO Sports organizations that are primarily concerned with
participating in or governing organized sporting events.
. �éJ
J.ÓñËð



B@ 	á�
J. Ê 	®Ë @ �é 	Jm.Ì , ÐY�®Ë@ �èQºË ø
 Xñª�Ë@ XAm��'B@

ORG_FAC Facilities that have an organizational, legal or social representative
. AÓðP ½	JK. ÐAÓ



@ �H@QëA 	¢Ó

FAC

PLANT One or more buildings that are used and/or designed solely for indus-
trial purposes: manufacturing, power generation, etc. . © 	J�Ó

AIRPORT A facility whose primary use is as an airport. .PA¢Ó
BUILDING-OR-
GROUNDS

Man-made/-maintained buildings, outdoor spaces, and other such
facilities. .Q�.ªÓ , ù 	® �����Ó , ú 	æJ.Ó , È 	Q 	�Ó

SUBAREA-
FACILITY

Taggable portions of facilities. . �é 	K @ 	Q 	K 	P, �é 	̄Q 	«

PATH Streets, canals, and bridges. . 	Qk. @ñmÌ'@ , �éJ
 	®�KAêË @  ñ¢	mÌ'@ , �éJ
��

KQË @ ¨P@ñ ��Ë@

Table 8: Parent type and description of each sub-type in WojoodFine
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Sub-type Tag TP FN FP Kappa F1-Score
COUNTRY 643 5 7 0.9907 00.99

STATE-OR-PRONIVCE 96 3 0 0.9846 00.98
TOWN 295 0 1 0.9983 01.00

NEIGHBORHOOD 23 0 0 01.00 01.00
CAMP 92 0 0 01.00 01.00

GPE_ORG 129 3 2 0.9810 00.98
SPORT 2 0 0 01.00 01.00

CONTINENT 7 0 0 01.00 01.00
CLUSTER 35 3 0 0.9589 00.96
ADDRESS - - - - -

BOUNDARY 11 0 0 01.00 01.00
CELESTIAL - - - - -

WATER-BODY 5 0 0 01.00 01.00
LAND-REGION-NATURAL 14 0 2 0.9333 00.93

REGION-GENERAL 70 2 4 0.9589 00.96
REGION-INTERNATIONAL 6 0 1 0.9231 00.92

GOV 490 6 18 0.9760 00.98
COM 21 0 0 01.00 01.00
EDU 153 0 6 0.9807 00.98
ENT - - - - -

NONGOV 599 11 2 0.9892 00.99
MED 630 0 0 01.00 01.00
REL 26 2 0 0.9630 00.96
SCI 4 0 0 01.00 00.10
SPO 2 0 0 01.00 01.00

ORG_FAC 15 0 0 01.00 01.00
PLANT - - - - -

AIRPORT - - - - -
BUILDING-OR-GROUNDS 64 0 0 01.00 01.00

SUBAREA-FACILITY 48 0 0 01.00 01.00
PATH 2 0 0 01.00 01.00

Overall 3,482 count 35 count 43 count 0.9861 macro 0.9889 micro

Table 9: Overall IAA for each sub-type, reported using Kappa and F1.
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Abstract

Numerous languages exhibit shared characteris-
tics, especially in morphological features. For
instance, Arabic and Russian both belong to
the fusional language category. The question
arises: Do such common traits influence lan-
guage comprehension across diverse linguis-
tic backgrounds? This study explores the pos-
sibility of transferring comprehension skills
across languages to Arabic in a zero-shot sce-
nario. Specifically, we demonstrate that train-
ing language models on other languages can en-
hance comprehension of Arabic, as evidenced
by our evaluations in three key tasks: natural
language inference, question answering, and
named entity recognition. Our experiments
reveal that certain morphologically rich lan-
guages (MRLs), such as Russian, display simi-
larities to Arabic when assessed in a zero-shot
context, particularly in tasks like question an-
swering and natural language inference. How-
ever, this similarity is less pronounced in tasks
like named entity recognition.

1 Introduction

Language models have been mainly utilized by
training on a large corpus using a monolingual ap-
proach i.e. on a single language like BERT (De-
vlin et al., 2018), GPT (Radford et al., 2018), and
Roberta (Liu et al., 2019). On the other hand, there
were some attempts to train such language mod-
els on multiple languages like multilingual BERT
(mBERT) (Devlin et al., 2018) by combining text
from different languages. A tokenizer such as
WordPiece, is trained on the joined text from dif-
ferent languages to be able to recognize the scripts
from such languages. This makes the vocabulary
size of such models huge. For example, mBERT
has a shared vocabulary size of 110K across the
104 languages that were used for training com-
pared to the 30K vocabulary size that was used
to train the monolingual BERT. With such a huge

∗corresponding author

vocabulary and the number of languages, it is not
clear how knowledge or language understanding is
shared across such languages. More importantly,
it is important to investigate how such knowledge
is shared among similar languages, especially in
terms of morphological features. We mainly fo-
cus on languages that exhibit rich morphology like
Arabic. In this study, our primary objective is to
explore the integration of knowledge into Arabic
by fine-tuning mBERT across various tasks, includ-
ing question answering, natural language inference,
and named entity recognition in multiple languages,
followed by a zero-shot evaluation specifically on
Arabic.

This paper is organized as follows. In Section
2, we discuss the related studies to our work. In
Section 3, we focus on discussing the scope of our
work. In Sections 4 and 5, we discuss morphology
in general and how it’s an intrinsic property of Ara-
bic. In Section 6, we investigate mBERT and why
it’s an important model to evaluate such properties
on. In Section 7, we detail the datasets and tasks
used for evaluating our study. Finally, in Section 8,
we detail our experiments and discuss our results.

2 Related Work

Multilinguality focuses on training language mod-
els with shared vocabulary for multiple languages.
Over the past few years, many models have adopted
this strategy like multi-lingual BERT (mBERT) for
104 languages (Devlin et al., 2018), XLM-R for
100 languages (Conneau et al., 2019), and mT5 for
101 languages (Xue et al., 2020). The advantage
of using such models is the simplicity of creating a
shared vocabulary using a uniform linear mapping
between the different multilingual embeddings. In-
terestingly, mBERT demonstrates proficiency in
zero-shot cross-lingual model transfer, as observed
in prior research (Pires et al., 2019). This capability
aids in comprehending a given language in a uni-
versal context. However such models are required
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Figure 1: Different approaches for zero-shot evaluation with variations in tasks and languages. In each figure, we
show the tasks and languages used for fine-tuning and the tasks and languages used for zero-shot evaluation. In this
study, we focus on the approach of fixed tasks and multiple languages.

to be trained on a multilingual objective in order
to generalize more for distant languages with dif-
ferent typography (Lauscher et al., 2020). Not to
mention how to transfer knowledge to low-resource
languages. Lately, there has been growing inter-
est in utilizing more sophisticated architectures to
enhance knowledge optimization in low-resource
scenarios. One of the most interesting approaches
is using adapter modules to avoid catastrophic for-
getting 1 when training multilingual models on dif-
ferent languages. (Pfeiffer et al., 2020) focused on
creating a framework for multi-task adapter-based
cross-lingual transfer. (Hu et al., 2020) created a
benchmark of the evaluation of cross-lingual trans-
fer for 40 languages XTREME.

In the literature, there were some limited ef-
forts to apply zero-shot understanding for Arabic.
(Khalifa et al., 2021) used Self-Training of pre-
trained language models for zero- and few-shot
multi-dialectal Arabic sequence labeling by first
fine-tuning on modern standard Arabic (MSA).
Some studies focused on applying these techniques
for Arabic like GigaBERT which can achieve bilin-
gual zero-shot understanding from English to Ara-
bic (Lan et al., 2020). They apply these methods

1Happens when the weights are fine-tuned on new datasets.
The models usually forget the previous knowledge.

for information extraction tasks (IE) like part of
speech tagging (POS), named entity recognition
(NER), relation extraction (RE), and argument role
labeling (ARL) tasks. (Abboud et al., 2022) stud-
ied cross-lingual understanding from English and
French to Arabic. They show strong performance
in a zero-shot setting despite the differences be-
tween the source and target languages in terms
of morphology and grammar. There were many
efforts also to benchmark ChatGPT models in a
zero-shot fashion on multiple tasks for Arabic with-
out fine-tuning (Kadaoui et al., 2023), (Alyafeai
et al., 2023), (Khondaker et al., 2023), and (Abde-
lali et al., 2023). Models like ChatGPT which was
trained on a large mixture of scripts for hundreds of
languages were able to attain strong performance
on multiple tasks in a zero-shot fashion.

3 Zero-shot Evaluation

The default approach of evaluating a language
model on a given task is by training the model
on that dataset and then evaluating on the unseen
split of the dataset. We assume that both training
and test splits belong to the same language/task.
However, we can also argue that we can train the
language model on a given task say T1 then eval-
uate on another task, say, T2. Similarly, we can
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Figure 2: Comparing languages in terms of the frequency of the top 1000 words in the corpus.

train a language model on a given language L1
and evaluate on another language L2 (see Figure
1). However, in order to do that, the language
model has to be able to predict or generate tokens
in that language. Hence, multilingual models have
been utilized to evaluate cross-lingual understand-
ing. Such language models like mBERT (discussed
in Section 6) are trained on a corpus that contains
multiple languages. As a result, we can hypothe-
size that such language models have attained some
kind of relationship across different languages ei-
ther in terms of script or topology. As an example,
Arabic and Persian have the same script and share
many common words. More interestingly, using
zero-shot evaluation we can test whether a given
language is closer to other languages in terms of
more complex features like morphology. For ex-
ample, both Arabic and Russian are rich in terms
of morphology and they are both inflectional lan-
guages. In this paper, we mainly focus on zero-shot
evaluation on the same set of tasks but in different
languages. To summarize, given a language L1 we
train it on a given task T1 and zero-shot evaluate on
L2 on the same task T1. In this paper, L2 is Arabic,
and L1 could be any language.

4 Morphology (Arabic and Beyond)

Tackling morphology is a very important step to-
ward improving language modeling for languages
like Arabic. In the literature, (Antoun et al., 2020)
showed slightly better results by pre-splitting words
using the Farasa segmentation tool (Abdelali et al.,
2016) on multiple tasks. The morphological seg-

mentation results in better performance in text clas-
sification tasks while worse results in question an-
swering and named entity recognition tasks. Sim-
ilarly, (Oudah et al., 2019) showed that we can
get some improvement when we employ different
morphological analyzers on top of neural and statis-
tical models for machine translation. (AlKhamissi
et al., 2020) showed that by utilizing a combination
of character- and word-level representations they
achieved better results on the diacritization task.
(Alkaoud and Syed, 2020) modified the tokeniza-
tion algorithm for multilingual BERT to achieve
better results than monolingual BERT on two dif-
ferent datasets.

Morphology also exists in other languages but
with different levels of complexity depending on
the language as shown in Table 1. (Hofmann et al.,
2020) modified BERT for generating derivationally
more complicated English words using masked lan-
guage modeling objective. The conditioned lan-
guage model on the word can predict the prefixes
and suffixes of that masked word. (Sennrich et al.,
2015) compared Byte-Pair Encoding (BPE) and
unigram language model 2 (Kudo, 2018) for the
translation between low-resource morphologically
rich languages (Turkish and Swahili) into English
(Richburg et al., 2020). They showed an improve-
ment in using unigram language models. Similarly,
Bostrom and Durrett showed an improvement in us-
ing unigram language models for tokenization over
BPE for morphologically rich languages (Bostrom
and Durrett, 2020). The generated tokens align bet-

2Uses a language model to predict the morphemes.
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Figure 3: Comparing the number of tokens generated by different tokenizers in different languages. The language
codes represent en:English, es:Spanish, fr:French, ru:Russian, zh:Chinese, and ar:Arabic.

ter with morphology for the unigram language mod-
els compared to BPE. (King et al., 2020) analyzed
sequence-to-sequence models used for translation
on Russian languages for morphological inflections.
They showed that conditioning such models with
word embeddings for lexical semantics can im-
prove the results for translation. Klein and Tsarfaty
tested the morphological attributes of the Word-
Piece algorithm for modern Hebrew and showed
that the linear split of the tokenization algorithms
might be sub-optimal (Klein and Tsarfaty, 2020).
They report that by using more language-dependent
tokenization approaches we can improve language
understanding for morphologically rich languages.
(Gerz et al., 2018) suggest an approach for tackling
morphology in language modeling via a combina-
tion of characters- with word-level predictions for
50 languages.

5 Arabic’s Vocabulary Sparsity

Vocabulary sparsity is the problem of having a very
large vocabulary set with many different inflections.
This presents a challenge for language modeling be-
cause typically, when designing a language model,
we aim to acquire vocabulary embeddings. In this
section, we analyze Arabic morphology through
vocabulary counting of parallel datasets.

To conduct this experiment, we utilized the
parallel dataset sourced from the United Nations
(Rafalovitch et al., 2009). This dataset comprises
United Nations General Assembly Resolutions in
six distinct languages: Arabic, Chinese, English,

Table 1: Complexity of morphology in different lan-
guages (Clark et al., 2021).

Dataset Language

Impoverished Morphology English

Agglutinative Morphology Turkish

Non-concatenative Morphology Arabic

Reduplication Kiswahili

Compounding German

Consonant Mutation Welsh

Vowel harmony Finnish

French, Russian, and Spanish. In Table 2, we con-
ducted a comparison between the number of tokens
and the vocabulary size across these six languages.
The vocabulary size denotes the count of unique
tokens within the dataset for each language. From
the table, we can discern that languages with rich
morphology, such as Arabic and Russian, rank first
and second, respectively, in terms of the number of
unique tokens, even though they have a relatively
smaller number of tokens compared to Spanish and
French. This phenomenon can be attributed to the
extensive inflections present in morphologically
rich languages (MRLs). One potential approach to
mitigating this issue involves applying morpholog-
ical segmentation techniques, such as using a tool
like FARASA (Abdelali et al., 2016). However, as
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indicated in the last row of the table, this segmen-
tation introduces a trade-off: while it substantially
reduces the vocabulary size, it simultaneously in-
creases the number of tokens. This trade-off poses
challenges during the training of language models,
making it more difficult for the model to compre-
hend longer and more sophisticated sequences.

Table 2: Number of tokens and vocabulary size in other
languages compared to Arabic and segmented Arabic.
In this context, a token is equivalent to a word.

Dataset # of Tokens Vocab Size

English (en) 2,963,479 70,330

Spanish (es) 3,465,588 79,005

French (fr) 3,328,567 63,907

Russian (ru) 2,628,322 96,292

Chinese (zh) 60,107 51,884

Arabic (ar) 2,601,126 103,339

Arabic Segmented 7,844,083 15,250

In Figure 2, we compare the most frequent 1000
words in each language in the United Nations cor-
pus. As we can see, even though the number of
tokens is very high for Arabic, the frequency is low.
Note that the Chinese language achieves the low-
est frequency. This is due to the fact that Chinese
doesn’t support white space tokenization which
causes its vocabulary set to be very large, hence low
frequency for repetition. Interestingly, the graph
shows a linear change in the frequency for the lan-
guages starting with Spain with the highest up to
Chinese with the lowest.

In Figure 3 we compare five different tokenizer
approaches applied to the six different languages.
As we can observe MRLs like Russian and Arabic
generate a relatively small number of tokens. More
importantly, the distribution of the frequency of the
number of tokens across the different tokenizers
seems very similar for such languages. The num-
ber of tokens generated across different languages
seems to depend on the language. SentencePiece
with unigram seems to generate the smallest num-
ber of tokens across different languages. However,
there is no distinction between which tokenizer cre-
ates the maximum number of tokens. Note that as
expected, White-space tokenization generates the
lowest number of tokens for all the languages.

6 Multilingual BERT

BERT (Devlin et al., 2018) is a transformer-based
model that was trained on a large corpus using
unsupervised learning. The main architecture of
the model is based on the transformer model from
(Vaswani et al., 2017) which leverages attention
to design an efficient encoder-decoder model that
beats the existing machine translation models at
that time. BERT is trained using a concatenation
of two objectives:

• Masked language modeling: The main task is
to randomly mask 15% of the tokens during
training and the model has to predict these
masked tokens at the end.

• Next sentence prediction: the BERT model
separates sentences by a special operator
[sep]. Then with certain probability can at-
tach unrelated sentences together from the cor-
pus. The objective is then focused on predict-
ing if the second sentence is possible given
the first sentence.

Using the concatenation of such objectives, the
model can learn efficient text representation and
can be fine-tuned on multiple tasks by attaching
some uninitialized weights at the end of the model.

The multilingual version of BERT trains the
model on a multilingual corpus that contains 104
languages. The initial training corpus was extracted
from Wikipedia with the top 100 languages then
Thai and Mongolian were later added. This results
in some languages which are under-represented.
To mediate that, the authors used sampling to re-
duce the probability of training on high-resource
languages like English and increase the probability
of sampling from low-resource languages like Ice-
landic. The base model used a shared vocabulary
size of 110K which was extracted using the Word-
Piece tokenization algorithm. Similar to sampling,
the word counts are multiplied with the sampling
factor as in the training to reduce the effect of vari-
ation in the existence of different languages.

7 Tasks

In this paper, we mainly focus on three tasks which
are natural language inference, question answering,
and named entity recognition. We use the datasets
that have parallel sentences i.e. the same sentences
are used for training the language models but in
different languages. The reason for that choice is
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Table 3: The number of samples in each dataset across the different languages.

Dataset Number of languages Train Valid Test

XNLI 15 50,000 2,490 5,010

XQuAD 11 952 119 119

MASSIVE 52 11,514 2,033 2,974

1) we want the same amount of data in terms of
height (number of samples) and roughly the same
depth (number of tokens per sentence) and 2) we
don’t want to infuse any types of bias due to using
different sentences for different languages i.e we
want to force the model to use the knowledge in a
similar setting to machine translation. We chose
three datasets which are XNLI for natural language
inference, XQuAD for question answering, and
MASSIVE for named entity recognition. Here is a
detailed explanation of each dataset.

1. XNLI (Conneau et al., 2018) is a natural
language inference dataset that was extracted
from MNLI (Williams et al., 2018) which
is a multi-genre dataset that contains more
than 400K pairs of sentences. XNLI con-
tains 392,702 training, 2,490, and 5,010 sam-
ples machine-translated into 14 different lan-
guages. The main purpose of natural language
inference is to predict if the hypothesis fol-
lows from a premise i.e. entailment or con-
tradiction or neither. Given the hypothesis
and premise, the task is to predict one of the
three labels so, this can be considered a more
generalized classification task. Due to the size
of the dataset and the limited compute, we
only extract 50K samples from the dataset for
fine-tuning.

2. XQuAD (Artetxe et al., 2019) is a cross-
lingual question answering dataset. It was
extracted from the SQuAD v1.1 (Rajpurkar
et al., 2016) benchmark by collecting 240
paragraphs and 1,190 question-answer pairs
from the development set. Then it was
translated into ten languages which are Ara-
bic, Chinese, Hindi, German, Greek, Rus-
sian, Spanish, Thai, Turkish, and Vietnamese.
Hence, the dataset contains parallel samples
from 11 languages. We split the dataset into
952 training, 119 validation, and 119 testing
splits. Each sample of the dataset contains,
question, context, and answer_span.

3. MASSIVE (FitzGerald et al., 2022) con-
tains 1 million sentences that span across 52
languages. Each language contains 19,521
samples that were split into 11,514 training,
2,033, and 2,974 testing. The dataset is an-
notated for natural language understanding
tasks. We mainly use the dataset for named
entity recognition tasks which contains 111
tags spanning different entities like food, per-
son, coffee, time, etc.

In Table 3, we summarize the number of sam-
ples in each dataset for each split and the number
of languages for each dataset. Note that, although
there are many datasets that test cross-lingual un-
derstanding, we only consider datasets that have
parallel samples in each language.

8 Results and Discussions

We fine-tune mBERT3 using the Trainer class4

which provides a simple way for training and fine-
tuning transformer-based models. All the experi-
ments were run using Google Colab5 with the de-
fault virtual machine that contains a T4 NVIDIA
card with 16 GB memory size. We use the Py-
Torch examples from the Transformer repository
on GitHub6 with the following parameters for each
task:

• Natural Language Inference We fine-tuned
the model for 2 epochs with batch size 32 and
learning rate 5e-5. We use a max sequence
length of size 128 for the premise.

• Question Answering we fine-tune the models
for two epochs with a batch size of 12. We

3https://huggingface.co/
bert-base-multilingual-cased

4https://huggingface.co/docs/transformers/
main_classes/trainer

5https://colab.research.google.com
6https://github.com/huggingface/transformers/

tree/main/examples/pytorch
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(a) Accuracy scores for the natural language inference task. The
dashed lines show the baselines for the finetuning and evaluation
on Arabic.

(b) F1 and accuracy scores for question answering. The
dashed lines show the baselines for the finetuning and evalua-
tion on Arabic.

(c) Accuracy and F1 scores for the named entity recognition task. The dashed lines show the baselines for the
finetuning and evaluation on Arabic.

Figure 4: Results for question answering, natural language inference, and named entity recognition tasks.

also use a learning rate of 3e-5. For the con-
text size, we use 384 max-size with a stride of
size 128.

• Named Entity Recognition We fine-tune the
model for two epochs with batch size 12 and
learning rate 3e-5.

In Figure 4a, we show the results for the zero-
shot evaluation on the natural language inference
dataset XNLI. English and Russian achieve very
similar results which approach the baseline for Ara-
bic. The German language also achieves somewhat
close results to the baselines. Urdu and Thai both
achieve the worst results for natural language in-
ference which are close to 50 % accuracy which
is much lower than Chinese. Although Chinese
and Thai are similar in pronunciation and other
grammatical features, they belong to different lan-

guage families. Note that this is just based on the
50,000 samples used for training. Increasing the
training samples might result in different results,
especially for the languages that are close in results.
Furthermore, the results approach the baseline for
fine-tuning and evaluating on Arabic. This might
be the effect of using a machine-translated dataset
for evaluation.

In Figure 4b, we show the results for the zero-
shot evaluation on the question-answering dataset
xQuAD. The dashed lines show the results of the
baselines after training and evaluating on Arabic
for exact match and F1 scores. We notice that
the Russian language achieves the best scores for
both the Exact match and F1 scores. These results
correlate with the initial experiments in Section 5.
Followed by the Romanian language which seems
quite close to Russian in terms of structure. The
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Thai language achieves the worst scores across all
metrics which might be related to the structure of
the language which is quite close to Chinese which
does not use white-space tokenization.

In Figure 4c, we present the outcomes of the
zero-shot evaluation conducted on the named en-
tity recognition task. Overall, it is discernible that
the outcomes, particularly the F1 scores, exhibit
notable decrements when compared to the base-
line, specifically within the Arabic language con-
text. This discrepancy could be attributed to the
dataset’s substantial entity count, exceeding 100.
Consequently, this abundance of entities introduces
a degree of stochasticity into the cross-lingual com-
prehension process, complicating the derivation of
definitive insights from the results.

9 Conclusion

In this research, we delved into the realm of cross-
lingual zero-shot transfer, where we explored the
application of knowledge from various languages
to Arabic through the evaluation of multiple tasks.
These tasks encompassed named entity recognition,
natural language inference, and question answering.
Initially, we employed an unsupervised approach to
scrutinize the distinctions in morphology between
Arabic and other languages. Subsequently, by em-
ploying supervised methods, we revealed certain
connections between Arabic and other languages
concerning their structure and writing systems. Our
investigation demonstrated that superior results can
be achieved by training models on languages other
than Arabic and subsequently assessing their per-
formance on Arabic, as opposed to direct training
on Arabic. This phenomenon may be attributed
to several factors, including the simplicity of the
language, the resemblance of these languages to
Arabic, and the distribution of the initial training
data used for unsupervised learning. As a future
direction, it could be interesting to look into more
diverse tasks and more advanced transformer-based
architectures.

Limitations

We highlight some limitations of our study. We
summarize them as the following:

• Data Quality The quality and quantity of data
available in the target languages, especially
Arabic, can significantly impact the effective-
ness of cross-lingual transfer. Limited or low-
quality data can lead to sub-optimal results.

For example, the XNLI dataset is machine-
translated from English to Arabic which could
result in some issues.

• Language Distance The success of cross-
lingual transfer often depends on the linguistic
distance between the source and target lan-
guages. If the source languages are distant
from Arabic in terms of syntax, grammar, and
vocabulary, the transfer may not be as effec-
tive.

• Task Relevance The paper discusses evalu-
ating multiple tasks, including named entity
recognition, natural language inference, and
question answering. It’s important to consider
whether these tasks are representative of the
general language understanding domain and
whether the findings can be generalized to
other tasks.

• Bias and Fairness The study doesn’t explic-
itly mention considerations related to bias and
fairness. Cross-lingual models can inherit bi-
ases from their training data, which can be
problematic, especially in applications like
named entity recognition.

• Generalization While the study shows
promising results for certain tasks and lan-
guages, it’s essential to assess the general-
ization of these findings to a broader range
of languages and tasks. What works for
one language pair may not hold for others.
Also, there are variations of languages used
in each task which might affect the final as-
sumptions. Furthermore, this study focuses
on using mBERT and whether this generalizes
to more recent architectures is an interesting
research question to be considered in future
work.

• Evaluation Metrics The types of evaluation
metrics could affect the insight we extract
from such experiments. In our study, we fo-
cused on using multiple evaluation metrics,
especially for question answering and named
entity recognition. In our NER experiments,
we highlight the huge difference between us-
ing the F1 score vs. using the accuracy score
in the evaluation.
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A Appendix

In Tables 5, 6, and 7, we show off the results also
for finetuning and evaluating on the same language
and on Arabic on zero-shot fashion. Mostly, we
don’t see any correlation between achieving high
evaluation scores on the same language and then
on Arabic.

Table 4: Language Codes

Language Code Language Code

Afrikaans af Dutch nl

Khmer km Polish pl

Kannada kn Portuguese pt

Korean ko Romanian ro

Latvian lv Russian ru

Malayalam ml Slovenian sl

Mongolian mn Albanian sq

Malay ms Swedish sv

Burmese my Swahili sw

Norwegian Bokmål nb Tamil ta

Chinese zh Telugu te

Amharic am Thai th

Arabic ar Filipino tl

Azerbaijani az Turkish tr

Bengali bn Urdu ur

Welsh cy Vietnamese vi

Danish da English en

German de Spanish es

Greek el Persian fa

Hindi hi Finnish fi

Hungarian hu French fr

Armenian hy Hebrew he

Indonesian id Italian it

Icelandic is Japanese ja

Javanese jv Georgian ka
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Table 5: Results for question answering. Exact match and F1 scores are shown as the metrics.

v

de zh vi es hi el th ro ar en ru tr

EM 30.25 40.34 34.45 41.18 26.89 34.45 40.34 40.34 36.97 43.70 41.18 31.09

F1 45.99 51.03 51.25 56.03 36.69 47.00 46.62 52.37 51.56 57.10 55.81 40.21

EMar 30.25 28.57 25.21 28.57 24.37 31.09 24.37 31.93 36.97 31.93 36.13 25.21

F1ar 45.91 42.10 40.80 40.80 37.89 43.16 36.32 46.80 51.56 46.23 48.95 38.22

Table 6: Results for named entity recognition. Accuracy and F1 scores are shown as the metrics.

af am ar az bn cy da de el en es fa fi fr he hi hu

Ac 91.2 73.6 88.1 89.6 89.3 89.7 91.9 91.4 90.6 92.4 89.5 91.9 89.0 90.5 88.5 90.8 89.8

F1 69.6 3.8 65.8 69.5 65.1 63.5 73.0 70.2 69.0 74.4 66.8 71.1 69.2 68.7 65.6 65.2 68.9

Acar73.5 72.4 88.1 73.7 74.5 73.2 73.4 74.4 75.2 73.9 75.2 77.2 74.6 73.2 77.2 75.2 73.9

F1ar24.3 0.6 65.8 18.7 19.9 16.7 23.6 29.1 26.6 27.9 29.5 30.8 22.2 24.0 35.6 22.7 22.6

hy id is it ja jv ka km kn ko lv ml mn ms my nb nl

Ac 89.0 89.5 90.2 89.8 91.6 89.1 86.5 68.9 86.9 89.3 89.4 88.2 87.8 90.0 91.5 91.5 91.6

F1 65.7 68.3 68.3 68.5 84.9 66.8 66.0 3.0 62.1 68.3 68.2 65.4 62.0 69.4 76.4 70.9 70.9

Acar73.3 75.7 73.3 74.4 71.9 74.8 74.0 69.2 72.4 73.3 73.2 72.2 72.4 74.9 73.0 75.2 75.2

F1ar19.3 25.8 20.9 30.1 18.4 23.2 19.2 0.9 12.5 12.8 20.7 12.9 5.6 25.7 8.1 26.3 26.0

pl pt ro ru sl sq sv sw ta te th tl tr ur vi zh

Ac 88.5 90.3 89.2 89.8 89.1 90.2 91.5 87.2 87.4 87.8 91.9 89.6 88.5 89.7 89.5 91.5

F1 65.5 69.2 67.2 69.7 67.9 66.9 72.4 62.9 64.6 62.6 80.8 64.0 65.7 61.3 64.9 85.6

Acar72.5 75.4 75.7 75.0 73.9 75.7 74.1 73.1 74.7 73.3 74.5 74.8 70.4 74.1 74.6 67.2

F1ar25.8 28.6 29.1 24.8 23.7 24.8 25.3 13.7 18.9 13.2 17.9 18.4 11.7 19.2 23.1 17.4

Table 7: Results for natural language inference. Accuracy is shown as the metric.

ar bg de el en es fr hi ru sw th tr ur vi zh

Ac 64.0 69.4 70.1 67.6 76.2 71.6 70.9 63.3 68.8 59.0 59.1 65.7 57.7 69.7 70.8

Acar 64.0 63.5 63.9 63.1 64.1 63.3 62.8 61.6 64.0 57.1 55.0 60.9 54.4 63.1 63.5
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Abstract

Large Language Models (LLMs) such as Chat-
GPT and Bard AI have gained much atten-
tion due to their outstanding performance on a
range of NLP tasks. These models have demon-
strated remarkable proficiency across various
languages without the necessity for full super-
vision. Nevertheless, their performance in low-
resource languages and dialects, like Arabic
dialects in comparison to English, remains to
be investigated. In this paper, we conduct a
comprehensive evaluation of three LLMs for
Dialectal Arabic Sentiment Analysis: namely,
ChatGPT based on GPT-3.5 and GPT-4, and
Bard AI. We use a Saudi dialect Twitter dataset
to assess their capability in sentiment text clas-
sification and generation. For classification, we
compare the performance of fully fine-tuned
Arabic BERT-based models with the LLMs
in few-shot settings. For data generation, we
evaluate the quality of the generated new senti-
ment samples using human and automatic eval-
uation methods. The experiments reveal that
GPT-4 outperforms GPT-3.5 and Bard AI in
sentiment analysis classification, rivaling the
top-performing fully supervised BERT-based
language model. However, in terms of data
generation, compared to manually annotated
authentic data, these generative models often
fall short in producing high-quality Dialectal
Arabic text suitable for sentiment analysis.

1 Introduction

Sentiment analysis is the task of determining the
emotional tone of a piece of text, such as whether
it is positive, negative, or neutral. It is a chal-
lenging task for many languages, including Ara-
bic, due to the complex morphology and syn-
tax of the language. Various approaches have
been used to tackle this challenge, including rule-
based and dictionary-based methods (ElSahar and
El-Beltagy, 2014; Al-Twairesh et al., 2016; Al-
Thubaity et al., 2018b), classical machine learning
algorithms (Abdul-Mageed et al., 2014; Duwairi

and Qarqaz, 2014; Abdulla et al., 2013; Mourad
and Darwish, 2013; Abdul-Mageed et al., 2011),
deep learning (Alayba et al., 2018), and pre-trained
language models such as BERT (Devlin et al.,
2018).

However, sentiment analysis faces a critical chal-
lenge, particularly in the context of social media,
which is data drift and concept drift (Zhao et al.,
2022). This challenge necessitates continuous mon-
itoring of sentiment analysis models and updating
rule-based systems and dictionaries, if utilized, as
well as retraining machine learning models with
new data.

Recent advancements in NLP, particularly the
emergence of large language models (LLM) such
as GPT-4 (OpenAI, 2023) and PaLM 2 (Anil et al.,
2023), and their utilization in ChatGPT and Bard
AI, respectively, show potential in countering the
issues of data and concept drift in sentiment analy-
sis. These LLMs are trained on large and diverse
datasets and fine-tuned or prompted for various
tasks, including sentiment analysis (Wang et al.,
2023; Qin et al., 2023; Kocoń et al., 2023; Amin
et al., 2023), and have proven their capabilities for
this task in English.

Although few research efforts have been made
to test the ability of LLMs for Arabic sentiment
analysis, focusing on single language models like
AraT5 (Elmadany et al., 2022) or multiple models,
including ChatGPT and others (Khondaker et al.,
2023), to the best of our knowledge, no study has
been conducted to evaluate both of Bard AI and
ChatGPT LLMs for Arabic Sentiment Analysis. In
particular, this is the first attempt to evaluate Bard
AI on Arabic Sentiment Analysis.

This paper aims to evaluate three generative
large language models, namely Generative Pre-
trained Transformers GPT-3.5 and GPT-4 through
ChatGPT by OpenAI, and the Pathways Language
Model (PaLM) through Bard by Google on a senti-
ment analysis dataset comprising in the Saudi di-
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alect, the Saudi Dialect Twitter Corpus (SDTC) (Al-
Thubaity et al., 2018a), comprising 5,400 tweets
classified into five classes: positive, negative, neu-
tral, spam, and “I do not know” class, to reveal
the capabilities of LLMs in tackling the Arabic
sentiment analysis challenge.

The contribution of this paper is twofold. First,
it includes the evaluation of Google Bard AI for the
first time in this type of analysis. Second, it eval-
uates these models for Arabic sentiment analysis
from different and novel perspectives, as illustrated
in the experiment’s design (section 3). Mainly, we
address the following Research Questions (RQs):

• RQ1: How is the performance of generative
models when compared with fully supervised
models in a relatively challenging and sub-
jective task for Arabic NLP, namely, Arabic
Sentiment Analysis? We investigate when
there are few or no available training examples
for generative models and compare the per-
formance with fully fine-tuned BERT-based
models.

• RQ2: What is the difference in the perfor-
mance of widely used generative models on
the Arabic Sentiment Analysis? In particular,
we use ChatGPT (both GPT 3.5 and GPT-4)
and Bard AI (PaLM 2), which, to the best of
our knowledge, is the first paper to evaluate
Bard AI on Arabic Sentiment Analysis.

• RQ3: How good are these models for gener-
ating new sentiment data examples in Arabic
dialects? We investigate this in two ways: 1)
manual evaluation of the generated examples.
2) using these examples as training samples
for BERT-based models and comparing the
performance with manually annotated data.

The structure of the rest of the paper is as follows:
Section 2 presents previous work on sentiment

analysis and using generative models for natural un-
derstanding tasks. Section 3 shows the experiment
design and the dataset used to evaluate various mod-
els. Then, in section 4, we present the results of
four comprehensive experiments and analysis. We
conclude the paper in section 5.

2 Related Work

2.1 Arabic Sentiment Analysis Corpora
Over the past ten years, Sentiment Analysis re-
search, especially in the Arabic language, has

gained significant interest because of the accessible
sentiment data primarily from social media plat-
forms like Twitter. The growth of social media has
enabled Arabic speakers to write in their dialects,
which was previously limited to the spoken form
due to the language’s diglossic nature. This has
resulted in an abundance of dialectal textual data
without the formality of standards, unlike Modern
Standard Arabic (MSA) (Darwish et al., 2021). Nu-
merous datasets have emerged for Arabic sentiment
analysis across different genres, mainly tweets,
with a majority in Arabic dialects, including Egyp-
tian (Nabil et al., 2015; Refaee and Rieser, 2014),
Levantine (Baly et al., 2018), Maghrebi (Mdhaffar
et al., 2017; Zarra et al., 2017), and Saudi Dialect
(Al-Thubaity et al., 2018a; Al-Twairesh et al., 2017;
Assiri et al., 2016), among others. Other datasets
cover multiple Arabic dialects in addition to Mod-
ern Standard Arabic (MSA) (Elmadany et al., 2018;
Al-Obaidi and Samawi, 2016; Abdul-Mageed et al.,
2014).

2.2 Arabic Sentiment Analysis Methods

Historically, much like other languages, Arabic
Sentiment Analysis relied on rule-based methods,
focusing primarily on crafting sentiment lexicons
(ElSahar and El-Beltagy, 2014; Al-Twairesh et al.,
2016; Al-Thubaity et al., 2018b). In more recent
years, there has been a growing interest in using ma-
chine learning methods for Arabic Sentiment Anal-
ysis. These methods can learn the patterns of senti-
ment from a large corpus of text, and they are not
as susceptible to the limitations of lexicon-based
methods. Notable machine learning techniques em-
ployed include Naïve Bayes (NB), Support Vector
Machines (SVMs), and K-Nearest Neighbor (k-
NN) classifiers, leveraging morphological and syn-
tactic features (Abdul-Mageed et al., 2014; Duwairi
and Qarqaz, 2014; Abdulla et al., 2013; Mourad
and Darwish, 2013; Abdul-Mageed et al., 2011).

The rapid evolution of natural language process-
ing (NLP) has been marked by the introduction and
success of transformer-based models, particularly
BERT (Devlin et al., 2018) in 2018. Following that,
other transformer-based models for natural lan-
guage understanding (NLU) have been proposed,
such as RoBERTa (Liu et al., 2019), XLNet (Yang
et al., 2019), and ALBERT (Lan et al., 2020). Many
of these models were pre-trained on mono-lingual
datasets, mainly in English. Also, multilingual
models were released, such as mBERT (Devlin
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et al., 2018), or language-specific models (other
than English). Remarkably, there have been pro-
posed Arabic-specific pre-trained language mod-
els, for example, ArBERT (Abdul-Mageed et al.,
2021), MarBERT (Abdul-Mageed et al., 2021),
AraBERT (Antoun et al., 2020), and CAMEL-
BERT (Inoue et al., 2021). BERT and BERT-like
models achieved state-of-the-art performance on
many NLP tasks, including sentiment analysis in
many languages Sun et al. (2019).

2.3 Generative Models for Arabic NLP
While BERT and BERT-like models are discrimi-
native models for NLU tasks, the NLP community
also witnessed a surge in the development and ap-
plication of generative models designed to produce
new text samples. Examples of generative mod-
els include, the GPT (Radford et al., 2018, 2019;
Brown et al., 2020), T5 (Raffel et al., 2020), and
BLOOM (Scao et al., 2022). Similar to BERT-
like models, there have been proposed multilin-
gual and language-specific generative models and,
more specifically for Arabic, such as AraT5 (El-
madany et al., 2022), and AraGPT-2 (Antoun et al.,
2021). Generative models have shown promise
in tasks like text completion, translation, summa-
rization, and even sentiment analysis, where they
can be used to generate sentiment-consistent text
expansions, modifications, or new text examples.
In particular, Elmadany et al. (2022) shows that
the AraT5 model outperforms state-of-the-art mod-
els on several Arabic language generation tasks.
AraT5 is pre-trained on a large Arabic text and
code dataset and fine-tuned on diverse Arabic lan-
guage generation tasks, including machine transla-
tion, summarization, question answering, and para-
phrasing.

2.4 Evaluating Generative LLMs
The introduction of generative Large Language
Models (LLMs) like ChatGPT and Bard AI marked
a significant milestone in the journey of generative
models. These models, built on more advanced ver-
sions of the transformer architecture, such as GPT-
3, GPT-4, and PaLM, demonstrated human-like
text generation capabilities in multiple languages,
including Arabic. Following this trend, there has
been a growing interest in evaluating the capabil-
ities of generative models, mainly ChatGPT and
Google Bard AI, for various NLP tasks, such as
sentiment analysis (Wang et al., 2023; Qin et al.,
2023; Kocoń et al., 2023; Amin et al., 2023), sum-

marization (Qin et al., 2023; Alyafeai et al., 2023;
Khondaker et al., 2023), and POS tagging (Alyafeai
et al., 2023; Abdelali et al., 2023). Initial method-
ological efforts to evaluate these models focus on
their performance in high-resource languages such
as English (Qin et al., 2023; Bubeck et al., 2023).
Other studies have evaluated LLMs for their per-
formance on other low-resource languages (Ahuja
et al., 2023; Bang et al., 2023; Lai et al., 2023). The
findings from these studies indicate that the trend-
ing ChatGPT is a capable language model, but it
does not surpass the current state-of-the-art (SOTA)
solutions in most NLP tasks. However, when it
comes to sentiment analysis, which is the main fo-
cus of our research, one study (Amin et al., 2023)
contradicted the majority and found that ChatGPT
outperformed the leading solution, suggesting that
this is a promising area for further research. Fur-
thermore, most studies on sentiment analysis using
ChatGPT have been conducted on English datasets,
and a few research in the Arabic language. There-
fore, our research aims to bridge the gap in sen-
timent analysis research for the Arabic language
and demonstrate the potential of ChatGPT in under-
standing and analyzing sentiment in this context.

For Arabic, Khondaker et al. (2023) present a
comprehensive evaluation of ChatGPT’s perfor-
mance on 32 Arabic NLP tasks, including senti-
ment analysis. The results suggest that, although
ChatGPT performs satisfactorily on most Ara-
bic NLP tasks, it is consistently surpassed by
the smaller Arabic-focused, fully supervised, fine-
tuned model, AraT5. Alyafeai et al. (2023) investi-
gate the performance of the two ChatGPT models,
GPT-3.5 and GPT-4, on seven Arabic NLP tasks
and compare their performance against SoTA mod-
els. On the sentiment analysis task, the results show
that GPT-4 outperforms GPT-3.5. However, both
models are outperformed by the SoTA model, i.e.,
MARBERT (Abdul-Mageed et al., 2021). They
show that GPT-4 was more robust to different
prompts, and its performance improved with the
increase in the number of few-shot examples, un-
like GPT-3.5. Another study (Abdelali et al., 2023)
demonstrated that the SoTA model (with 0.760 F-
1 score) outperformed ChatGPT (with 0.550 F1
score) on an Arabic sentiment analysis dataset.
However, the ChatGPT model was only evaluated
in a zero-shot learning setting, meaning that it was
not given any example of the sentiment analysis
task. We notice that the only study that includes
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Bard AI for Arabic NLP tasks is (Kadaoui et al.,
2023), which conducted a comprehensive assess-
ment of Bard AI and ChatGPT, covering both GPT-
3.5 and GPT-4 in the domain of machine translation
across ten varieties of Arabic.

In contrast to the studies mentioned above, we
also include Google’s Bard AI in our evaluation
for Arabic Sentiment Analysis. This is significant
because, to the best of our knowledge, although
there are some studies that use ChatGPT for Arabic
Sentiment Analysis, no other comparable research
has been conducted to evaluate both Bard AI and
ChatGPT on Arabic Sentiment Analysis.

3 Experiments Design and Data

The primary objective of these experiments is to
assess the capabilities of generative models for Ara-
bic sentiment analysis and the potential of data aug-
mentation and generation for this task. We evaluate
three models:

• Generative Pre-trained Transformers GPT-3.5,

• and GPT-4, both accessed via ChatGPT by
OpenAI.

• PaLM 2 facilitated by Bard AI by Google.
Throughout the paper, the terms “Bard” and
“PaLM” will be used interchangeably.

For GPT-3.5 and GPT-4 we utilize the ChatGPT
API to send prompts and receive responses. For
PaLM 2, prompts are manually sent to Bard AI
via its web interface, from which we extract the
relevant responses. Also, we utilize these models to
generate new samples and systematically evaluate
the generated examples.

We have four main experiments:

• Exp.1: As a baseline, we train various Ara-
bic BERT-based language models using an
existing dataset and assess their performance
on the dataset. We utilize models pre-trained
on various Arabic corpora, specifically those
trained on Twitter or Arabic dialectal data.
The model that shows the best performance
will serve as our baseline model.

• Exp.2: We evaluate the performance of the
generative models (i.e., GPT-3.5, GPT-4, and
PaLM 2) by instructing them to classify the
test data into positive, negative, or neutral cat-
egories. We conduct the evaluation using k
shots. We will assess the performance of each

model against the test data and compare it
to the best model identified in Exp. 1. This
experiment aims to address RQ1 and RQ2.

• Exp.3: We prompt the generative models with
a given sentiment (positive, negative, and neu-
tral), instructing them to generate m tweets.
Samples of the generated tweets will be man-
ually evaluated for their naturalness using var-
ious criteria. This experiment aims to address
RQ3.

• Exp.4: The data generated in Exp.3 will be
utilized in two different ways. Firstly, it will
be used to augment the original training data,
which will then be fine-tuned with the BERT-
based models used in Exp 1. Secondly, the
synthesized data will be used to fine-tune the
BERT-based models used in Exp 1. For both
approaches, the performance will be evaluated
against the test data. This experiment aims to
address RQ3.

For the abovementioned experiments, we use
the Saudi Dialect Twitter Corpus (SDTC) (Al-
Thubaity et al., 2018a). SDTC comprises 5,400
tweets distributed across five classes: positive, neg-
ative, neutral, spam, information, and difficult to
classify. In our experiments, we focused on the first
three classes: positive, negative, and neutral tweets,
amounting to 558, 1,632, and 500, respectively.
The total number of tweets in our experiments is
2,690.

We randomly split the SDTC dataset into
75% for training SDTCtrain and 25% for testing
SDTCtest, obeying the class distribution. Also, we
selected 30 tweets from each class (90 tweets over-
all) from SDTCtrain to evaluate the output of each
proposed prompt. We use SDTCdev to refer to these
90 tweets.

SDTCtrain is used to fine-tune the language mod-
els in Exp 1 and Exp 4. The SDTCtest set is used
for evaluating the fine-tuned language models (Exp
1 and Exp 4) and for the predictions of the gen-
erative models in Exp 2. Experiment 3 involves
human judgment, and the outputs of the genera-
tive models will be used to fine-tune the language
models in Exp 4. We use SDTCdev for evaluating
the output of different prompts in Exp 2 and Exp
3. We make SDTCdev balanced in classes because
of its relatively small size, due to budget and time
constraints, as we couldn’t evaluate all prompts
and different numbers of shots on a larger scale.
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However, we evaluate the best settings in terms of
prompts and number of shots on the whole test set
SDTCtest. These prompts were inspired or adapted
from previously published research (Alyafeai et al.,
2023; Khondaker et al., 2023).

4 Experiments and Results

In this section, we show and discuss the results
of the experiments described in section 3. To as-
sess the performance of the models, we employed
the accuracy (Acc) metric, along with the micro-
averages of precision (P), recall (R), and F-1 score
(F) values. When evaluating the models’ perfor-
mance, we focus on the F1 measure as the primary
metric of comparison.

4.1 Experiment 1: Fine-tuning BERT Models
(baseline)

We fine-tuned five Arabic BERT-based models us-
ing the training data, SDTCtrain, and evaluated their
performance on the test data, SDTCtest. Namely,
we fine-tune:

• bert-large-arabertv02-twitter and bert-base-
arabertv02-twitter (Antoun et al., 2020).

• MARBERTv2 (Abdul-Mageed et al., 2021).

• bert-base-arabic-camelbert-da (Inoue et al.,
2021).

• and bert-base-qarib (Abdelali et al., 2021).

Model Acc P R F-1
arabert-base 79 79 79 79
arabert-large 78 77 78 77
qarib 78 77 77 77
MARBERT 77 76 77 76
camelbert 72 72 72 72

Table 1: Performance measures for the five fine-tuned
language models. We show the micro-averaged score
for each metric.

These models were fully or partially pre-trained on
Twitter or Arabic dialect data. Numerous experi-
ments were conducted across all models, involving
varying hyperparameter values. Appendix B shows
the details of hyperparameters and experimental
setups. Table 1 shows the results of fine-tuning the
five models.

The results demonstrate that models solely pre-
trained on the same data as the fine-tuning data

exhibit the best performance, in our case, Twitter
data. Notably, the performance of the bert-base-
arabertv02-twitter model outperforms the larger
bert-large-arabertv02-twitter model, contrary to the
typical expectation.

For further analysis, see Appendix C, where
we show that the best BERT-based, i.e., bert-base-
arabertv02-twitter, has the highest confusion when
differentiating between positive and neutral classes.

4.2 Experiment 2: Sentiment Analysis with
Generative Models

In this set of experiments, we evaluate ChatGPT
(GPT 3.5 and GPT 4) and Bard AI on SDTCtest.
Unlike the setup of hyperparameters for pre-trained
language models, which are known and controlled,
determining the optimal prompt design for gen-
erative models involves trial and error processes.
We conducted experiments with seven prompt de-
signs in Arabic and English to classify tweets in
SDTCtest. We evaluate each prompt design on
SDTCdev and then select the prompt with the high-
est accuracy using k shots where k = {0, 1, 3, 5}.
Each shot is a triplet of a positive, negative, and
neutral tweet.

The optimal prompt for Bard AI achieved an
accuracy of 0.7 for k = 5 (15 tweets overall). It is
as follows:

Given the examples:

positive train tweet ; Sentiment: 1 (positive)
neutral train tweet ; Sentiment: 0 (neutral)
negative train tweet ; Sentiment: -1 (negative)

positive train tweet ; Sentiment: 1 (positive)
neutral train tweet ; Sentiment: 0 (neutral)
negative train tweet ; Sentiment: -1 (negative)

...

You are a helpful assistant that can predict
whether a given tweet in Arabic is Positive, Neg-
ative, or Neutral. Do not show any warning, ex-
planation or disclaimer. Please provide your re-
sponse for testing tweet in tabular format show-
ing the tweet and the classification.

Testing tweet: Test tweet
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For GPT-3.5 and GPT-4, the optimal prompt
achieved accuracy scores of 0.81 and 0.91,
respectively, for k = 0. It is as follows:

What is the sentiment of the following tweets?
Answer with positive, negative, or neutral.

Test tweet

After selecting the best prompt, we evaluate
each of the three generative models on SDTCtest,
asking them to classify each example as positive,
negative, or neutral. If a model declines to classify
a tweet due to its unacceptable content for any
reason, we set the prediction to be negative. We
compare the outcomes of the three generative
models with the test data labels and compute the
four performance measures. Table 2 shows the
performance measures for the three generative
models.

Model Acc P R F-1
GPT-4 75 82 75 77
Bard AI 79 78 79 76
GPT-3.5 70 72 70 70
Best BERT 79 79 79 79

Table 2: The performance measures for the three gener-
ative models on SDTCtest. We show the micro-averaged
score for each metric.

Based on the F-1 score as a reference perfor-
mance measure, the results show that GPT-4 and
Bard AI achieve comparable performance in few-
shot settings with the fully supervised BERT-based
models. In particular, GPT-4 has a very close per-
formance to the second-best BERT model (i.e.,
bert-large-arabertv02-twitter) with an F-1 score
of 0.77, and it outperforms the other fine-tuned
models. Bard AI comes in second with a score
of 0.76, which performs relatively well for senti-
ment analysis classification compared to fully su-
pervised models. Notably, it outperforms one of
the BERT-based models and achieves comparable
results to the fine-tuned MARBERTv2 model with
an F1 score of 0.76. However, GPT-3.5 has low
performance, falling behind BERT-based models.
The significant difference between the models’ per-
formance on the development set SDTCdev and the
test SDTCtest can be attributed to the different class
distributions. In particular, Bard AI performs very
low in the neutral class, which represents the third

of tweets in SDTCdev.

Class Best BERT model GPT-4
Negative 89 84
Positive 75 79
Neutral 54 58

Table 3: F-1 scores for each sentiment class for fine-
tuned bert-base-arabertv02-twitter and GPT-4 models.

While GPT-4, in a zero-shot setting, has compa-
rable results to the fine-tuned BERT model, their
performance for each class varies considerably. Ta-
ble 3 shows the F1 score for each sentiment class
for both models. The results show that both models
(BERT and GPT-4) performed best for the classi-
fication of negative tweets, followed by positive
tweets, and the most difficult classification task
was for neutral tweets. The best fine-tuned BERT
model (i.e., bert-base-arabertv02-twitter) outper-
formed GPT-4 for the classification of negative
tweets. However, the latter considerably outper-
formed the former for the classification of positive
and neutral tweets, with a 4-point increase in F1
score for both positive and neutral tweets. Again, as
for fine-tuned BERT models, the greatest challenge
that generative models may face is differentiating
between positive and neutral tweets.

4.3 Experiment 3: Data Generation by
Generative Models

We instructed each generative model in a zero-shot
setting to generate positive, negative, and neutral
tweets. We conducted experiments using 11 differ-
ent prompt designs in both Arabic and English, and
then we selected the best prompt based on the eval-
uation of the resulting output using three criteria:

• The naturalness of the tweets.

• Tweets are in the Saudi dialect.

• Avoidance of overly brief tweets.

We generate multiple outputs for the same prompt
and evaluate it on a small scale (a few runs for
each prompt), and then we select the best prompt
according to the criteria mentioned above. For all
generative models, the best prompt was as follows:
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Your role is a data engineer who wants to create
synthesized examples of tweets for Arabic sen-
timent analysis. Generate examples of tweets
with sentiment classes [“positive”, “negative”,
“neutral”]. Generate 10 examples in {sentiment}
in the Saudi Dialect; such that each tweet is in a
single row in tabular format. You must generate
long tweets.

Using the best prompt above, we instructed
each generative model (i.e., GPT-3.5, GPT-4, and
Bard AI) to generate tweets for each class (i.e.,
[“positive”, “negative”, “neutral”]), matching
their respective distribution in the training dataset
SDTCtrain, i.e., 391, 1,243, and 351 for positive,
negative, and neutral tweets, respectively. See
Appendix D for examples of the generated tweets.

To assess the quality of the generated tweets and
their associated sentiments produced by the gener-
ative models, we randomly select 50 tweets from
each class for every generative model (a total of
150 tweets per model). Subsequently, two anno-
tators were involved in addressing the following
binary inquiries (Yes/No) for each generated tweet:

• Q1 (Making sense): Is the generated tweet
linguistically correct and understandable?

• Q2: (Appropriateness for Twitter): Do you
expect to see such text on Twitter?

• Q3: (Matching label): Does the generated
tweet match the instructed sentiment?

Model Class Q1 Q2 Q3 Q1+Q2+Q3

Bard AI

Pos 94 34 98 32
Neg 100 80 94 76
Neu 90 72 50 30

ALL 95 62 81 46

GPT-3.5

Pos 98 78 98 76
Neg 56 40 94 34
Neu 74 54 28 20

ALL 76 57 74 44

GPT-4

Pos 86 58 100 52
Neg 84 46 100 40
Neu 72 56 52 28

ALL 81 53 84 40

Table 4: Percentage of affirmative responses for each
question and class across the three generative models.
Pos: Positive, Neu: Neutral, Neg: Negative, ALL: all
classes.

A generated tweet is considered valid for each
question if both annotators concur with a “Yes”

response; otherwise, the tweet is regarded as invalid
for that specific question.

Table 4 demonstrates the percentage of affirma-
tive responses for each question and class across
the three generative models. Table 8 in Appendix D
showcases examples where the two annotators an-
swered each question with “No”.

ALL: The data suggests that Bard AI slightly
outperforms GPT-3.5 and GPT-4 when considering
all evaluation questions together (46%) or individu-
ally, achieving percentages of 95%, 62%, and 81%
for Q1, Q2, and Q3, respectively. All models per-
form well regarding linguistic correctness (Q1) and
matching the instructed sentiment (Q3) for Positive
and Negative tweets. However, there are challenges
with generating tweets that exhibit appropriateness
for Twitter (Q2).

Q1: For linguistic correctness and understand-
ability (Q1), Bard AI consistently achieves high
percentages across all classes, followed by GPT-4,
which performs lower in Neutral tweets. GPT-3.5
has the lowest performance for Negative tweets.
This may be attributed to the stricter constraints
that prevent it from generating negative content
more than Bard AI. In particular, ChatGPT (based
on GPT-3.5 and GPT-4) tends to generate nonsense
text in dialectal Arabic more than Bard AI.

Q2: Regarding generating tweets that exhibit ap-
propriateness for Twitter (Q2), Bard AI achieved
the highest score, specifically for Negative tweets,
followed by GPT-3.5 and GPT-4, respectively.
However, the latter models demonstrate low scores
for Negative tweets.

Q3: Regarding matching the instructed sentiment
(Q3), GPT-4 outperforms both Bard AI and GPT-
3.5, with a score of 84%, achieving a perfect score
of 100% for Positive and Negative tweets. How-
ever, its performance in generating Neutral tweets
is relatively low (52%). The performance on Q3 for
Neutral tweets is also low for the other two models.

Analysis of the generated neutral tweets: To
analyze the confusion of neutral tweets with other
classes discussed in Exp.1, we compare the neutral
tweets generated by the generative models with the
labels given by annotators and found that for Bard
AI, 96% of the tweets were classified by annota-
tors as positive. For GPT-3.5, 32% were classified
as negative and 68% as positive; for GPT-4, 13%
were classified as negative and 87% as positive. It
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seems that the generative models find it difficult
to clearly distinguish neutral content from other
types of content, particularly positive content. This
is also demonstrated in Exp.1 when we fine-tuned
BERT models, where BERT-based models struggle
the most with neutral tweets and misclassify them
as positive or negative tweets.

4.4 Experiment 4: Fine-tuning Best BERT
Model on Generated Data

Data Acc P R F
SDTC 79 79 79 79
Bard AI 69 70 69 67
GPT-3.5 60 64 60 54
GPT-4 68 74 68 66
Bard AI+SDTC 79 79 79 78
GPT-3.5+SDTC 77 77 77 76
GPT-4+SDTC 79 79 79 79
All Data 76 77 76 76

Table 5: Performance measures for the using of differ-
ent data sets on fine-tuning bert-base-arabertv02-twitter
model. All Data: Brad AI + GPT-3.5 + GPT-4 + SDTC.
For SDTC, we use only the train set, SDTCtrain

We conducted seven experiments using the
best-performing BERT model, namely bert-base-
arabertv02-twitter, with the same hyperparameters
using both the generated data and SDTCtrain for
these experiments. Table 5 shows the performance
of fine-tuning bert-base-arabertv02-twitter using
the new data. Similar to the previous experiments,
our primary focus was on the F1 measure as the
key metric for comparison.

The data suggests that, for each generated
dataset, the model fine-tuned on Bard AI data
demonstrated the best performance on the testing
data with an F1 score of 0.67. It was closely fol-
lowed by the model fine-tuned on data generated
by GPT-4, achieving an F1 score of 0.66. The per-
formance data shows a positive correlation with the
human evaluation of the generated data in Experi-
ment 3. The relatively lower performance of these
models can be attributed to both the fact that the
testing data were sampled from a different popu-
lation and the quality of the classification of the
generated data by the generative models.

Combining the original training data with the
generated data from each model did not improve
the performance of the fine-tuned model. In fact, it
might have even led to a decrease in the model’s

performance. Moreover, combining all the gen-
erated data with the original data has a negative
impact on performance. This decrease in perfor-
mance can also be attributed to the same reasons
mentioned earlier.

The performance could be improved by using
one or more shots of training data to generate new
samples using generative models, ensuring higher
similarity between the generated data and the origi-
nal data distribution. Due to time and budget con-
straints, we could not do so.

5 Conclusion

In this paper, we presented various experiments
using three generative models for Arabic Sentiment
Analysis in the Saudi dialect: GPT 3.5, GPT-4, and
Bard AI (PaLM 2). We compare their performance
with fully supervised BERT-based models. We also
evaluate the quality of generated examples by these
LLMs using manual and automatic methods.

The experiments show that the generative large
language models, with little or no training data in
few-shot settings, perform relatively well on Arabic
Sentiment Analysis compared to fully fine-tuned
models. For sentiment analysis text classification,
the experiments show that GPT-4 outperforms most
of the BERT-based model and is on a par with the
second-best BERT-based model. Bard AI comes
next with a performance comparable to fully fine-
tuned models, while GPT3.5 significantly under-
performs the two models and is lower than the
BERT-based models. For sentiment generation, all
models struggle to generate high-quality text for
sentiment analysis in the Saudi Dialect, especially
for neutral text. Interestingly, ChatGPT (both GPT-
3.5 and GPT-4) tends to generate nonsense text in
the Saudi dialect more than Bard AI. Also, imple-
menting safeguards to prevent the generation of
harmful or toxic content is crucial for responsible
and safe utilization. However, these restrictions
can sometimes act as barriers when generating rep-
resentative text that has a negative sentiment, espe-
cially in applications that require a comprehensive
representation of human emotions and viewpoints.

Future research should consider comparing the
generative models performance among different
Arabic dialects and datasets. Also, another direc-
tion for future work is analyzing the performance
of generative models pre-trained on dialectal Ara-
bic text (such as AraT5) and fully fine-tuned on
generating tweets.
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Limitations

Due to constraints in time and resources, we need
to highlight the following limitations:

• In Experiment 2, which involves sentiment
analysis classification, we evaluated the pro-
posed prompts on a limited number of tweets.
Particularly, SDTCdev consists of 30 tweets
from each class sampled from the training set.
Employing more samples for evaluation could
lead to identifying better prompts.

• In Experiment 3, focused on data generation,
we only conducted experiments in zero-shot
settings due to budget and time restrictions.
Conducting experiments with a broader num-
ber of shots might unveil more robustly gener-
ated data. Additionally, the generated tweets
were evaluated on a small data sample, uti-
lizing a straightforward binary classification
approach across three aspects of the tweets.
A more comprehensive evaluation involving
larger samples of generated tweets and en-
compassing a broader array of aspects would
provide a more solid assessment.

• In Experiment 4, we solely assessed the per-
formance of the generated data using the best-
performing BERT model, namely bert-base-
arabertv02-twitter. Undertaking further ex-
perimentation with other BERT-based models
would yield valuable insights into the perfor-
mance of these models.

Also, in utilizing large language models (LLMs)
like ChatGPT and BARD AI for classifying pub-
lic datasets, it is important to acknowledge poten-
tial limitations tied to data leakage. Given that
these models have been trained on vast amounts
of data, there is a chance they might have been
exposed to, or “seen”, some parts of these pub-
lic datasets, including SDTC, as “pre-training data
exposure”. Nevertheless, the influence of this ex-
posure might be minor for a few reasons. First,
any specific dataset would only be a drop in the
ocean, being among billions of tokens on which the
models were trained. Second, many public datasets
don’t have a raw text structure, reducing direct fa-
miliarity, which is the case with SDTC. Lastly, we
have shown in our experiments that both ChatGPT
and Bard AI don’t have perfect results on SDTC,
further suggesting that any prior exposure may not
significantly skew outcomes.

Ethics Statement

The results obtained in this study must be consid-
ered within the framework of the intended usage
of the generative models and the criteria applied
for their evaluation. The disparities in performance
observed among the models could potentially stem
from variances in training data, model architecture,
or prompt design. Further analysis and exploration
will contribute to identifying the underlying causes
of these discrepancies. Additionally, our study does
not address biases within the models or their ap-
proach to handling Arabic content, whether gener-
ated directly by the models or translated from other
languages. The findings of this study cannot be
universally extrapolated to other tasks or various
Arabic dialects without undergoing comprehensive
investigations.
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A SDTC Statistics

Table 6 illustrates the statistics of SDTC used in
our experiments, including three examples from
each class (positive, negative, neutral).

B Experimental Setup for Exp.1

For experiment 1 in subsection 4.1, the implementa-
tion of all the BERT-based models was carried out

using Python 3.9. Fine-tuning experiments were
conducted using Tesla GPUs. The following exper-
imental setup was standardized for all the models:

• We utilized the transformers v4.21.1, AutoTo-
kenizer, and Bert For Sequence Classification
libraries from Huggingface.

• Optimization was performed using AdamW
with a learning rate of 1e-5.

• The number of epochs was set to 15.

• The value for max_grad_norm was set to 1.0.

• The maximum sentence length was con-
strained to 70 tokens.

• A batch size of 128 was employed.

C Analysis of BERT-based model
predictions

Figure 1: Confusion matrix for the best BERT-based
model in Exp.1, bert-base-arabertv02-twitter.

Figure 1 illustrates the confusion matrix for
the best-performing model, bert-base-arabertv02-
twitter discussed in Exp.1 (subsection 4.1). Overall,
the model demonstrates strong performance, show-
casing high accuracy in predicting the Negative
class (95%) while achieving lower accuracy in pre-
dicting the Positive class (68%) and the Neutral
class (52%).

The data indicates that the model encounters the
greatest challenges when differentiating between
Positive and Neutral instances, as well as when
distinguishing between Neutral and Negative in-
stances. This is evident from a relatively high num-
ber of misclassifications within these categories.
These errors can likely be attributed to the restricted
size of the training data available for these classes,
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Class % Examples

Positive 21.3

 AV¤¯�¤ �§d�� �� ¢l�� z��  AmlF Ankl�A§  A�� ¢l��¤ ©� •

�l��¤ Y�� Ah� �sm� �� T�°� ­A�� �wV T·yh�� •

ry��A� �¤rK�� •

Negative 60.1

¨�� Ah�A� ¨�� �h�AJAq�¤ �h`yR�w� Thh�Ams� A�wKl�� •

©rm� T`§A� |A§r�A� �wF� ¨nly��� •

£r§d�d� £rf� �� ¢l�� ¨bs� ¨Fwl� ¨� ¤ C •

Neutral 18.6

©C¤rR r�� ��d�� C AO� �§wn� •

�bqtsm�� �� �d�t§ ��A�rb� xAk`�� w¡ ¨�Aq� ¨�Amt�� © AOt�� ¨nV¤ ��r� •

¢�A`�� Ty�wmK�A� �st� Ty�y��rtF� T§¦C ��¤

Xl� ¨J �A� A� •

Table 6: Statistics and example of tweets from the SDTC dataset (Al-Thubaity et al., 2018a).

as well as the difficulties faced by annotators dur-
ing the process of labeling SDTC. Augmenting the
training dataset with extra examples from both the
Positive and Neutral classes could potentially en-
hance the accuracy of predicting these categories
more precisely.

D Examples of Generated Tweets

Table 7 illustrates one example from each class
generated by each language model for zero-shot
scenarios discussed in Exp.3 in subsection 4.3.

Table 8 showcases examples where the two an-
notators answered each question with “No”.
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Model Examples

Bard AI

¨�®�� TfyZ¤ Yl� �wO��A� �}w� ¯ ­ A`F
Unbelievably happy to have my dream job

|A§r�� �C�wJ ¨� �A� E¯� �� 
yl�
Tired of crowding in the streets of Riyadh

�§C� �¤r� �y��� ,�wy�� ¨l�J 
Ol�
I finished my work today, now I’m going to rest

GPT-3.5

.¨`mt�� T�d�� ryb� r�f� �r`J¤ �wy�� Ty�wW� Ty�A`� ¨� 
�CAJ
I participated in a volunteering event today and felt very proud to serve my community.

!º¨J ¨� T�r� ¯¤ T`t� ¯ ,H¶Ab�� ¨�wy�� �y�¤r�A¡ �� 
b`�
Tired of the miserable daily routine, there is no fun or joy in anything!

.�S�� ¨�w§ �`�§ �AbO�� ¨� ¸��d�� ©AK��
Warm tea in the morning makes my day better.

GPT-4

,|A§r�� �wF ¨� �wst�� �K��
.Ty�A� �¶ASb�� ­ w�¤ ¾�d�  ¤ ¤ ¤ T�Ab��
I love shopping in the Riyadh market;
the sellers are very friendly, and the quality of the goods is high.

.­ A`s�� Y�� �§rV «C� ¯¤ rb}�¤ rb}� �k�¤ r��� ��¯� dq�� �w§ ��
Every day, I lose hope more, but I am patient and patient,
and I do not see a path to happiness.

Tymyl`t�� T·yb�� �ys�t� d�� �m`� T§ w`s�� T�wk���
.T�§d��� �Aynqt�� �§dq�¤ �¡Anm�� �§d�� �®� �� ��Ð¤

The Saudi government is working hard to improve the educational environment
by updating curricula and introducing modern technologies.

Table 7: Examples from each class generated by each language model for zero-shot scenarios. The order of
examples: positive, negative, and neutral.
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Model Questions Example

Bard AI

Q1
.��A`�� ¨� �®�±� @�� �� T§ w`s�� Tsbk�� ���
Eating Saudi Kabsa is one of the most delicious foods in the world.

Q2
.A¾d§d� ¾A�¤rK� �d��  � �Cr�
I decided to start a new project.

Q3

.���w�� M¤ ©C � A� ,�l� ¨� L§A� ¨�� H��
I feel like I’m living in a dream, I don’t know what the reality is.

Bard classified it as negative, while annotators classified it as neutral.

Q1+Q2+Q3
.ry�� Tb`} TFAys��
Politics is very difficult.

GPT-3.5

Q1
.¾�d� T·yF T�r�� .x�r�� ��r§ ­r� ¢m`V ��±� ,T�CA� 
�A� ­rfs��
The trip was a disaster, the food tasted bitter and raised the head.
Very bad experience.

Q2

r�� �ds� w�� �� Af} Ty� ¨n��s�¤ �r� ¨l� 	lq� MAh�� � ��¤r� d�A�
rybk�� xCAfl� T�w� Ty�wn� �y� Asyl�¤ �l� �yl�� �wV C¤d�¤
So-and-so, you are a loser and a loser next to you.
You cannot do anything right in your life.

Q3

A¾d� Tflk� �wm�� �@¡ ¨� �A§rtKm��
Purchases in this mall are very expensive

GPT-3.5 classified it as neutral, while annotators classified it as negative.

Q1+Q2+Q3

 ®b�� ­C�r� T�C ¨� 	bs� �@¡ ©C� ¯� �W���  � ¤db§¤
T§ w`s�� Ty�r`�� Tklmm�� CAW�� ­C�r� Ahy� 
bbs� ��wns�
CA� �� �l� ¢l�� ¤

It seems that this administrative error caused the country’s temperature in the streets for years,
caused by the heat of
the dangers of the Kingdom of Saudi Arabia,
and God reduced the fire of stone

GPT-4

Q1

�dn� A�¤ �d�¤ Hl�� , Ay�±� {`b� T`tm� ¢ly� £d��� ,Tqyq��� ¨�
T��r# .�ym`�� rykft�� ¤ T��r�� �� T�A� ...��A� ��K§ ¨J ©� ¤ ��AK� ©�
In fact, the intensity is a fun night sometimes,
you sit alone and you don’t have any problems or anything to worry about...
a state of rest and deep thought. #comfort

Q2

,L§¤d��  AmylF �yKl� 
wy�w§ w§dy� Yl� ­d§d��� �Aqyl`t�� Ah§d�
.Ty�wy�� Tyn§d�� �¶Asm�� �� ¢y� �d��
She has the new comments on a YouTube video by Sheikh Suleiman Ad-Dawish,
in which he talks about everyday religious issues.

Q3

ºA��� �ym� ¨� QA�J±� �� �}�wt�� Annkm§ ,�wy�� Ay�w�wnk� �Sf�
.Ty�@�� ���wh�� �AJAJ Yl� ­d��¤ Tsm� �Sf� ��A`��
Thanks to today’s technology, we can communicate with people all over the world
thanks to a single touch on our smartphone screens.

GPT-4 classified it as neutral, while annotators classified it as positive.

Q1+Q2+Q3

,d�A`m��¤ CwOq�� ¨� T�w� ¨� 
`tmtF�¤ �wbF±� T§Ah� ¨� |A§r�� �CE
T§ w`s�� ¨� T�Ays�A# .�¶�C¤ �ym�  A� º¨J ��
I visited Riyadh at the end of the week and enjoyed a tour of the palaces and temples,
everything was beautiful and wonderful. #Tourism_in_Saudi Arabia

Table 8: Examples where the two annotators answered each question with “No”.
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Abstract

Delegating short answer grading to automated
systems enhances efficiency, giving teachers
more time for vital human-centered aspects of
education. Studies in automatic short answer
grading (ASAG) approach the problem from
instance-based or reference-based perspectives.
Recent studies have favored instance-based
methods, but they demand substantial data for
training, which is often scarce in classroom set-
tings. This study compares both approaches
using an Arabic ASAG dataset. We employ in-
context meta-learning for instance-based and
semantic score-based similarity for reference-
based grading. Results show both methods
outperform a baseline and occasionally even
surpass human raters when grading unseen an-
swers. Notably, the semantic score-based simi-
larity approach excels in zero-shot settings, out-
performing in-context meta-learning. Our work
contributes insights to Arabic ASAG and intro-
duces a prompt category classification model,
leveraging GPT3.5 to augment Arabic data for
improved performance.

1 Introduction

Automatic short answer grading (ASAG) has been
a prominent subject of discussion in the field of AI
in education, studied for more than half a century
(Page, 1966). This is not surprising given the po-
tential ASAG systems hold for enhancing various
aspects of educational systems. By automating rou-
tine grading tasks, teachers can focus more on their
unique human role of being motivators of learning
and nurturing students’ curiosity, ultimately enrich-
ing the educational experience (Keller, 1983). The
shift toward automation in grading not only en-
hances efficiency and eliminates human bias but
also empowers educators to dedicate their time and
expertise to the critical aspects of teaching that
require human insight and empathy.

Over the last decade, progress in the field of
ASAG has significantly accelerated, driven by ad-

vancements in deep learning techniques and the
availability of large datasets. ASAG systems can
be broadly categorized into two main approaches:
instance-based and reference-based (Horbach and
Zesch, 2019). The majority of research in ASAG
has primarily focused on the instance-based ap-
proach, which involves scoring individual stu-
dent answers independently. On the other hand,
reference-based approaches rely on measuring the
similarity between the student’s response and the
reference answer and assigning a score based on
this similarity. Reference-based approaches not
only have the potential to be more robust to variabil-
ity but also have the advantage of being more inter-
pretable and less data-hungry (Bexte et al., 2023).
However, only a few studies have been conducted
comparing the 2 approaches and showing that the
performance of reference-based approaches com-
pared to instance-based approaches often yields
worse or comparable results (Bexte et al., 2022).

While instance-based approaches have domi-
nated the ASAG landscape, it’s important to note
that most of this research has been conducted in the
context of the English language. English is one of
the most widely studied languages, and therefore,
a substantial amount of educational content and
resources are available for it. However, the need
for ASAG systems in other languages, such as Ara-
bic, is equally significant. Even though Modern
Standard Arabic (MSA) could also be considered
a thriving language (Simons et al., 2022), datasets
for ASAG in Arabic are still scarce.

In this study, we hope to contribute to the field
of ASAG by presenting a comparison of two dis-
tinct approaches to ASAG in Arabic. In our first
instance-based approach, we leverage a pre-trained
language model (i.e. BERT) and train it on different
questions with a shared type. For each instance, we
create an input structure that provides contextual
information for the model. In our reference-based
approach, we train a score-based semantic similar-
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ity model using SentenceTransformers (Reimers
and Gurevych, 2019). Our results demonstrate that
while both techniques perform similarly in conven-
tional training circumstances, score-based semantic
similarity has considerable potential for deliver-
ing superior results in zero-shot settings. We addi-
tionally propose a "prompt category" classification
model to facilitate the selection of the most suitable
scoring model for a given question. We show the
effectiveness of this model in low-resource settings
by augmenting the training data with synthetic ex-
amples generated by GPT-3.5. To the best of our
knowledge, this is the first study to apply and com-
pare the two distinct approaches to the problem
of ASAG in Arabic. Finally, we make the code
and models publicly1 available to facilitate future
research in this area.

2 Related Work

Research in ASAG can be categorized into two
main paradigms, instance-based or similarity-based
methods (Horbach and Zesch, 2019). Most re-
cent ASAG research follows the instance-based
paradigm, where algorithms are trained primarily
using a large set of student answers to learn about
the features of correct and incorrect responses.
With the rise of large language models and trans-
fer learning, most studies typically involve fine-
tuning BERT such as in the work by Lun et al..
Another example is the work of Nael et al. where
they fine-tune BERT and ELECTRA models on a
machine-translated ASAP dataset. Condor et al.
used SBERT embeddings to train a model with an
instance-based approach rather than using it in a
similarity-based approach. Fernandez et al. intro-
duced a single shared scoring model for multiple
questions using a specified input structure that pro-
vides contextual information for each item. Simi-
larly, to score mathematical questions, Zhang et al.
use an in-context learning approach that provides
scoring examples as part of the input to a Math-
BERT model to promote generalization.

On the other hand, in the reference-based ap-
proach, student answers are evaluated by compar-
ing them to one or more target answers. Judg-
ments of correctness are thus determined based
on their similarity to a reference solution. In
early work, reference-based approaches mainly em-
ployed feature-engineering methods such as utiliz-

1Our code can be found at: https://github.com/
mennafateen/SSS-vs-InCML

ing string-based or corpus-based similarity meth-
ods (Gomaa and Fahmy, 2014) and n-grams (She-
hab et al., 2018). More recently, Meccawy et al.
conducted a comparative study evaluating the effi-
ciency of different word embedding approaches for
conducting feature vectors. In their study, Wang
et al. introduced innovative metrics for score-based
similarity to construct a text representation space
that is optimized for both inter and intra-level dis-
tinctions, leading to improved scoring efficiency.
In our reference-based approach, we define score-
based similarity in a manner similar to what they
have presented in their research.

3 Dataset Description

In this study, we utilize the AR-ASAG dataset,
which is the first publicly available dataset for auto-
matic short-answer scoring in Arabic (Ouahrani
and Bennouar, 2020). The dataset consists of
2133 short answers written by graduate students
in response to 48 questions. The questions are
taken from 3 different exams on cybercrime where
each exam consists of 16 questions. The question
prompts in the exams could be classified into 5 cat-
egories based on the type of answer they expect,
namely: define, explain, consequences, justify, and
compare.

The answers in this dataset were independently
annotated by two human raters on a scale of 0 to
5 where 0 is completely incorrect and 5 is consid-
ered a perfect answer. The raters were instructed
to assign a score based on the similarity of the stu-
dent’s answers to a reference answer given for each
question. Determining the similarity between two
answers not only is a subjective task but also re-
quires a deep understanding of the topic. In cases
like this, where no detailed scoring rubric is pro-
vided, the raters can find it especially difficult to
determine the precise degree of similarity. This is
reflected in the low inter-rate agreement of 35%.
However, this is expected since the raters were also
given the freedom to assign intermediate scores
such as 4.5 or 3.25, etc.

In our study, we treat the scoring problem as a
classification problem instead of a regression one.
We discretize the scores into 6 categories, 0, 1, 2, 3,
4, and 5 by taking the rounded-down median after
ceiling the scores to the nearest 0.5. This is done to
increase the inter-rate agreement to 56% instead of
35%. The distribution of the scores in the dataset
can be seen in Figure 1 where we can observe the
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Figure 1: Distribution of the scores in the dataset.

majority of the scores being concentrated in the
range of 3 to 4.

4 Methodology

Problem Formulation

We formulate the problem of automatic short an-
swer scoring as follows: Given a question q, a short
answer a, and a reference answer a∗, the goal is
to predict a score s ∈ [0, 5] that represents the
quality of the answer. Usually, each question is
treated as a separate task where a separate model
is trained for each task or question. However, this
approach is not feasible in low-resource settings
where there is a lack of annotated data. Hence, we
propose a general in-context prompt-based scoring
framework for automated scoring of short-answer
questions where we divide the scoring problem into
two sub-problems, prompt-category-based scoring
and prompt category classifying.

The prompt-category-based scoring problem can
be formally defined as follows: we have a set of
tasks T = {ti}Ni=1, where each task ti is defined
by a question qi, its reference answer a∗i , and a
set of instances Di = {(ai,j , si,j)}Mi

j=1, where Mi

is the number of instances for the i-th task. The
goal is to learn a function f : (q, a∗, a) → s that
can generalize to both unseen answers and unseen
questions with a small number of annotated exam-
ples. To solve the defined problem, we propose and
compare two main approaches, namely, in-context
meta-learning (InCML) and score-based seman-
tic similarity (SSS). We describe each approach in
detail in the following subsections. Within each
approach, we train one model per prompt category,
resulting in 5 models per approach.

In order to facilitate the selection of the most
suitable prompt-category-based scoring model for
a given question, an auxiliary prompt category clas-

"........................" Prompt-Category 
Classifier

I npu t : 
Quest ion

Out pu t : 
Prompt-Category

"Define"

In-context  
Answer

I npu t

Prompt-Category 
Based Scoring 

Model x

Out pu t :  
Score

Answer and 
Reference 

Pair

Figure 2: Overview of the in-context prompt-based scor-
ing framework.

sifier is trained to identify the prompt category of
a given question. The output of this model should
then serve as a guide for selecting the most suitable
model for a given question. This is illustrated in
Figure 2.

Prompt Category Classification

To construct a balanced training dataset, we train
the model on the first 4 questions from each prompt
category and set aside the remaining questions for
testing. We utilize the SetFit framework (Tunstall
et al., 2022) and use the pretrained AraBERT model
(Antoun et al.) as the pretrained body. We then
generate 50 pairs for contrastive learning and train
the model for 5 epochs. The classification head is a
logistic regression layer that takes the output of the
last layer of the pretrained body as input. With this
4-shot training setup, the model achieves a mere
accuracy of 0.357. To address this, we propose to
augment the training data with synthetic examples
generated by GPT-3.5. For each prompt category,
we instruct the model to provide x more examples,
for instance:

Provide five more examples that are similar to
the following using the same "Define" prompt:

• �éJ
 	KðQ��ºËB
 @
�éÖß
Qm.Ì'@ iÊ¢�Ó 	¬Q« (Define the

term cybercrime)

• �HAÓñÊªÖÏ @ 	áÓ


@ iÊ¢�Ó 	¬Q« (Define the term

information security)

• �éJ
� 	® 	JË @ �éJ
«AÒ�Jk. B@ �é�Y	JêË @ iÊ¢�Ó 	¬Q« (De-
fine the term psychological social engineer-
ing)

• È@ñÓ


B@ ÉJ
� 	« ð



@ 	�J
J
�. �K iÊ¢�Ó 	¬Q« (De-

fine the term money laundering).
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Table 1: Prompt category classification results on the
test set with the different number of augmented exam-
ples.

Original Aug1 Aug2 Aug3
Acc 0.357 0.607 0.714 0.893
F1 0.443 0.645 0.699 0.821
Precison 0.511 0.711 0.733 0.82
Recall 0.724 0.806 0.841 0.90

We experiment with different values of x and
report the results in Table 1 where in Aug1, Aug2,
and Aug3, we augment the training data so that
the number of examples per prompt category is 45,
125, and 250 respectively. As shown in the table,
the model’s performance significantly improves as
we increase the number of augmented examples,
achieving an accuracy of 0.893 with Aug3 and an
F1-score of 0.821. With this prompt classification
model experiment, we show that in low-resource
settings, a potential solution that could be explored
is to augment available samples using generative
large language models such as GPT-3.5.

Instance-based: In-Context Meta Learning
Model
The in-context meta-learning model (InCML) ap-
proach draws inspiration from the work of (Fer-
nandez et al., 2022). Building upon their foun-
dational concepts, we apply this approach to the
unique domain of cybersecurity short answer scor-
ing in Arabic. To introduce context, we input the
answers using a template that is constructed by
concatenating the target answer to be scored aj ,
question qi, and its reference answer, a∗i . We ad-
ditionally include a set of K in-context examples
Ei that are randomly sampled from the training set
Dtrain for the i-th task or question. We build a tem-
plate for each component by adding semantically
meaningful task instructions as shown in Table 2.
Moreover, we convert the numeric scores sj in the
in-context examples Ei to meaningful words such
that: 0: @Yg. 	­J
ª 	� (very poor), 1: 	­J
ª 	� (poor),

2: ¡�ñ�JÓ (fair), 3: YJ
k. (good), 4: @Yg. YJ
k. (very

good), 5: 	PA�JÜØ excellent. We then concatenate the
templates to form the final input to the model. Dur-
ing inference time, the same templates are created
for the input components where the in-context ex-
amples are fetched from the training set for seen
questions only.

We train our model on the union of training

I npu t : I n-context  Template

        AraBERTv2

[CLS] Answer  Template [SEP] Quest ion Template [SEP] Model Template 
[SEP] In-context  Examples [SEP]

[CLS] Classificat ion Layer x

Out pu t :  
Score

Figure 3: in-context meta-learning model

datasets for all items or questions per prompt cat-
egory ∪5

i=1D
i
train, instead of training a separate

model for each item, thus reducing the number
of model parameters and required storage space.
Figure 3 illustrates the in-context meta-learning
model.

Reference-based: Score-based Semantic
Similarity

When human experts are asked to score answers
to open-ended questions, they usually compare the
answers to a reference answer and assign a score
based on the similarity between the two answers. In
this approach, we propose to train a model that can
mimic this process by learning to assign a score to
a given answer based on its similarity to a reference
answer.

To achieve this, we perform the following steps:
First, we construct a simple in-context template
for each answer to be graded aj by prepending the
question qi to the answer. It has been shown that
incorporating the question in the input can improve
the performance of ASAG models (Lv et al., 2021).
Then, we define score-based similarity as follows:
Given a pair of answers ax and ay with their scores
sx and sy, the similarity between the two answers
is defined as:

sim(ax, ay) =
sx
sy

; (sx ≤ sy) (1)

For each task/question i, we then construct a
dataset Di of answer pairs annotated together via
the score-based metric indicating their similarity
as shown in Equation 2, where X is the number of
examples per score k and ak is a student answer
that was graded k.

Di = {{(ak, a¬k, sim(ak, a¬k))}Xx=0}5k=0 (2)
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Table 2: Input components and templates for the in-context meta-learning model.

Input Component Template Sample
Student Answer x : �éK. Ag. B
 @ è 	Yë Õæ


�̄ �HA 	®�Ë ù


KA�kB@ ÉJ
Êj�JË @ ÐY 	j�J��
 ø


	YË@ ÕÎªË@ : �éK. Ag. B
 @ è 	Yë Õæ

�̄

�éJ
� 	j ��Ë@ é�JK
ñë 	áÓ Y»


A�JÊË ½Ë 	Xð �éK
ñJ
mÌ'@ 	àA�	�B@ (Grade this answer:

The science that uses statistical analysis of a person’s vital character-
istics to confirm his identity)

Question qi : È@ 
ñ�Ë@ ø
 ñJ
mÌ'@ �AJ
�®Ë @ iÊ¢�Ó 	¬Q« : È@ 
ñ�Ë@ (Question: Define the term bio-

metrics)

Reference a∗i : h.
	XñÒ 	JË @ 	àA�	�B
 @ �HA 	®�Ë ù



KA�kB
 @ ÉJ
Êj
�JË @ ÐY 	j�J��
 ø


	YË@ ÕÎªË@ ñë :h.
	XñÒ 	JË @

�èYK
Q 	®Ë @ é�KA 	®� Ð@Y 	j�J�A
K.
�éJ
� 	j ��Ë@ é�JK
ñë 	áÓ Y»



A�JÊË ½Ë 	Xð �éK
ñJ
mÌ'@

�éJ

KAK
 	Q�
 	̄ �HA 	®�ð �éJ
»ñÊ� �HA 	®� ù
 ëð (Reference: It is the science that

uses statistical analysis of a person’s vital characteristics to confirm
his identity using his unique characteristics, which are behavioral
characteristics and physical characteristics.)

Grades . . . : Õæ
J

�®�K 	PA�JÜØ @Yg. YJ
k. YJ
k. ¡�ñ�JÓ 	­J
ª 	� @Yg. 	­J
ª 	� : Õæ
J


�®�K (Grades: very
poor, poor, fair, good, very good, excellent)

Examples x¬j : ÈA�JÓ Q 	k
�
@ 	á« A ��	m��� 	Q�
Ö

�ß ú

�æË @ �èYK
Q 	®Ë @ 	àA�	�B
 @

�éËAg �PYK
 ÕÎ« ñë : ÈA�JÓ
	­J
ª 	� : Õæ
J


�®�K (Example: It is a science that studies the unique human
condition that distinguishes one person from another Grade: Weak)

We experiment with 3 different settings of X
when constructing the dataset with X = 30, X =
50, and a final configuration where we account for
the distribution of the scores in the training set so
that the number of samples per score is 50 Nk∑5

k=0 Nk

We then train one model on the union of train-
ing datasets for all items or questions per prompt
category ∪5

i=1D
i
train, instead of training a sepa-

rate model for each item as described in the In-
CML approach. In this approach, using SBERT,
we fine-tune a pretrained AraBERT model through
a Siamese network structure where we train the
model using a cosine-similarity loss function. For
each answer pair in the union dataset, we pass both
answers through the model which generates an em-
bedding u and v for each answer. The gold similar-
ity score is then compared with the cosine similarity
between the generated embeddings. Figure 4 illus-
trates the score-based semantic similarity model.

5 Experimental Results

Evaluation Metrics

To evaluate the performance of the proposed ap-
proaches, we use two metrics, namely, quadratic
weighted kappa (QWK) and percentage of tick ac-
curacy (PTA). QWK is a commonly used metric in
ASAG that measures the agreement between two
raters. In (Williamson et al., 2012), the authors
suggest that the QWK between automated and hu-

I npu t : 
<qi [SEP]  aj, sj>

Gener at e I npu t  Pai r s 
(ax, ay, scoreSim(ax, ay))

        AraBERTv2

L oss Funct i on :
MSE(scoreSim(ax, ay) 
- cosineSim(ax, ay))

<qi  [SEP] aj 
[SEP]>, <qi  ][SEP] 

ai
* [SEP]>

I npu t :
1- Shor t  Answer
2- Reference Answer

[1,8,3,9,...], 
[2,7,4,5,...]

Out pu t : 
Finetuned 
Embeddings

Scoring Head

Out pu t : Finetuned SSS Model

<"......", 5>,
<"......", 3>,
<"......",2>,

...

<"......", 5>,
<"......", 3>,
<"......",2>,

...

<"......", 5>,
<"......", 3>,
<"......",2>,

...

(<"......", 5>,<"......", 5>)
(<"......",5>,<"......", 3>)

...

(<"......", 5>,<"......", 5>)
(<"......",5>,<"......", 3>)

...

("......","......", 1)
("......","......", 3/5)    
("......", ".....", 2/5)

...

Training

Inference

Figure 4: Score-based semantic similarity model

man scoring should be at least 0.7 on datasets with
normal distribution to be considered acceptable.
Percentage of Tick Accuracy (PTAx) measures the
percentage of answers that are scored correctly or
within x points of the gold score. PTA0 would be
equivalent to accuracy while PTA1 also includes
answers that are scored within 1 point of the gold
score (e.g. 3 is considered correct if the gold score
is 2 or 4) and so on.

Experimental Setup

We use AraBERT as the pretrained body for both
approaches. In the InCML approach, we use the
Adam optimizer with a learning rate of 1e-5 and a
batch size of 8 and train the models for 6 epochs.
Similarly, in SSS, we train the model for 6 epochs
but use a batch size of 16 instead.
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Results
We undertake two experiments to evaluate the per-
formance of the proposed approaches. In the first
experiment, we test the models’ performance on
unseen answers. We set aside 10% of the answers
from each prompt category for testing. In the sec-
ond experiment, we evaluate the performance of
the models on unseen questions. We set aside the
first question and its answers from each prompt
category for testing. This setting is considered a
zero-shot learning scenario since the models are
not trained on any examples from the test set. The
results of both experiments are shown in Table 3.
As a baseline for comparison, we report the results
of a majority class classifier and the QWK and PTA
between the rounded-up grades of the two human
raters.

6 Discussion

6.1 Unseen Answers
As shown in Table 3, compared to the major-
ity class classifier, both approaches with differ-
ent configurations outperform the baseline in all
prompt categories in the unseen answers experi-
ments. Comparing the model’s performance to
human performance, we observe that with prompts
P1 and P3, InCML0 and InCML3 outperform the
human raters in terms of QWK. In terms of PTA0,
InCML1, InCML3, and additionally SSS50 out-
perform the human raters with prompt P1 while
InCML1 again outperforms the human raters with
promptP3 type questions. In the remaining prompt
categories, the performance of both approaches
in terms of QWK is marginally below the QWK
achieved between the human raters with the in-
context meta-learning approach showing a ten-
dency to outperform the score-based similarity ap-
proach.

In the in-context meta-learning approach, we
observe that the performance of the model does
not necessarily improve as we increase the num-
ber of in-context examples. In fact, in some cases,
the performance decreases. We speculate that this
might be attributed to potential overfitting on the in-
context examples. It is also important to note that
the performance of InCML fluctuates depending on
the in-context examples that are extracted from the
training set which introduces inherent instability.
On the other hand, in the case of the semantic score-
based similarity approach, an increase in the num-
ber of examples per score generally corresponds to

improved model performance.
In the unseen answers experiment, with a few

training examples, we observe that while both ap-
proaches have comparable performance to the hu-
man raters, the instance-based in-context meta-
learning approach generally gives better perfor-
mance compared to the reference-based approach.

6.2 Unseen Questions

In Table 3, we see that the overall performance of
the models in the unseen questions experiment, or
in zero-shot settings, is lower than the performance
of unseen answers. However, we observe that the
PTA0 of the models is still higher than the major-
ity class classifier in most prompt models using
our reference-based, SSS30, SSS50 and SSS50W

methods.
Compared to the instance-based InCML ap-

proach, it is evident that the reference-based SSS
approach proposed gives higher performance show-
casing its reduced data hunger advantage and its
ability to generalize to new questions.

7 Conclusion

In this paper, we propose a general in-context
prompt-based scoring framework for automated
scoring of short-answer questions. We di-
vide the scoring problem into two sub-problems,
namely, prompt category classification and prompt-
category-based scoring. For prompt-category clas-
sification, we utilize a few-shot, prompt-free frame-
work to train the model. We also show that with
data augmentation using GPT3.5, the performance
could be significantly increased. We then pro-
pose two main approaches for the prompt-category-
based scoring problem, namely, instance-based in-
context meta-learning and reference-based seman-
tic similarity. Utilizing the only publicly available
Arabic ASAG dataset, we evaluate both approaches
in their ability to generalize to unseen answers and
unseen questions. Experimental results show that
both proposed approaches outperform the major-
ity class classifier and are comparable to human
raters when grading unseen answers. However,
the performance is highly prompt-dependent and
no particular approach is consistently better than
the other. In zero-shot settings, when generaliz-
ing to unseen questions, we observe a tendency for
the reference-based semantic similarity approach
to outperform the instance-based in-context meta-
learning approach. We thus believe that in class-
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Table 3: Experimental results.

Human MV InCML0 InCML1 InCML3 SSS30 SSS50 SSS50W

U
ns

ee
n

A
ns

w
er

s

P1 QWK 0.676 0.611 0.656 0.697 0.591 0.593 0.632
PTA0 0.357 0.357 0.286 0.500 0.404 0.357 0.393 0.357
PTA1 0.893 0.857 0.843 0.889 0.857 0.857 0.893
PTA2 0.929 0.964 0.954 0.964 1.000 1.000 1.000
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P2 QWK 0.788 0.722 0.668 0.760 0.718 0.763 0.718
PTA0 0.568 0.239 0.432 0.443 0.451 0.375 0.443 0.364
PTA1 0.920 0.909 0.875 0.936 0.932 0.955 0.943
PTA2 0.977 0.989 0.963 0.998 0.989 0.989 0.977
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P3 QWK 0.749 0.798 0.774 0.727 0.557 0.581 0.660
PTA0 0.385 0.308 0.385 0.542 0.385 0.154 0.385 0.385
PTA1 0.846 0.923 0.869 0.919 0.846 0.846 0.885
PTA2 0.962 1.000 1.000 0.950 1.000 0.962 0.962
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P4 QWK 0.666 0.602 0.649 0.519 0.614 0.613 0.515
PTA0 0.533 0.311 0.400 0.464 0.351 0.467 0.467 0.444
PTA1 0.822 0.867 0.813 0.733 0.911 0.911 0.844
PTA2 0.978 1.000 0.989 0.936 1.000 1.000 1.000
PTA3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

P5 QWK 0.716 0.696 0.000 0.070 0.529 0.606 0.405
PTA0 0.526 0.421 0.421 0.421 0.368 0.474 0.421 0.368
PTA1 0.842 0.842 0.684 0.737 0.789 0.842 0.789
PTA2 0.947 1.000 0.789 0.842 1.000 1.000 1.000
PTA3 1.000 1.000 0.947 0.947 1.000 1.000 1.000

U
ns

ee
n

Q
ue

st
io

ns

P1 QWK 0.743 0.145 0.000 0.063 0.620 0.599 0.627
PTA0 0.596 0.383 0.213 0.000 0.064 0.447 0.404 0.447
PTA1 0.957 0.553 0.043 0.149 1.000 1.000 1.000
PTA2 1.000 0.936 0.085 0.404 1.000 1.000 1.000
PTA3 1.000 0.979 0.319 0.766 1.000 1.000 1.000

P2 QWK 0.876 0.000 -0.055 0.026 0.645 0.558 0.645
PTA0 0.833 0.416 0.167 0.083 0.167 0.500 0.500 0.500
PTA1 0.916 0.167 0.167 0.167 0.917 0.833 0.917
PTA2 1.000 0.417 0.417 0.333 1.000 1.000 1.000
PTA3 1.000 0.833 0.417 0.833 1.000 1.000 1.000

P3 QWK 0.752 0.000 -0.014 0.000 0.488 0.446 0.495
PTA0 0.714 0.469 0.082 0.082 0.082 0.204 0.224 0.204
PTA1 0.918 0.184 0.184 0.184 0.918 0.878 0.918
PTA2 0.959 0.347 0.347 0.347 1.000 1.000 1.000
PTA3 0.980 0.531 0.531 0.531 1.000 1.000 1.000

P4 QWK 0.774 0.101 -0.015 -0.161 0.254 0.284 0.365
PTA0 0.395 0.271 0.208 0.125 0.042 0.333 0.333 0.333
PTA1 0.875 0.500 0.292 0.375 0.688 0.708 0.688
PTA2 0.979 0.646 0.375 0.771 0.938 0.938 1.000
PTA3 1.000 0.896 0.646 0.958 1.000 1.000 1.000

P5 QWK 0.358 0.000 0.069 0.003 0.000 0.029 0.024
PTA0 0.667 0.500 0.000 0.146 0.000 0.042 0.042 0.021
PTA1 0.979 0.000 0.396 0.021 0.500 0.563 0.500
PTA2 1.000 0.000 0.563 0.188 1.000 1.000 1.000
PTA3 1.000 0.042 0.604 0.667 1.000 1.000 1.000
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room settings, the reference-based semantic simi-
larity approach could be a more suitable solution
due to its superiority in zero-shot settings.

Limitations

In this paper, we presented a comparison between
a specific instance-based and reference-based ap-
proach, thus our findings are limited to these meth-
ods and cannot be generalized to different meth-
ods. This study was also limited to a prompt-
category-based scoring framework and while pre-
liminary experiments were conducted, we did not
compare with specific prompt-based models or
cross-prompt-category models for a more straight-
forward and comprehensible comparison. Due to
the scarcity of resources, our comparison also relies
on a specific dataset, which does not encompass
the full diversity of responses or topics encountered
in a real-world educational setting. Furthermore,
since we utilize an Arabic dataset, we adapted
a BERT model pre-trained on Arabic data but
have not presented a comparison with a language-
agnostic model. Finally, while we briefly touched
upon the potential of reference-based approaches
in offering explainability, we have not delved into
the topic of interpretability of the provided mod-
els. Understanding why a model assigns a specific
score to an answer is essential for educational ap-
plications, as it can provide valuable feedback to
students, however, it is beyond the scope of this
paper and is left for future work.
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Abstract

SALMA, the first Arabic sense-annotated cor-
pus, consists of ~34K tokens, which are all sense-
annotated. The corpus is annotated using two dif-
ferent sense inventories simultaneously (Modern
and Ghani). SALMA novelty lies in how tokens
and senses are associated. Instead of linking a
token to only one intended sense, SALMA links
a token to multiple senses and provides a score to
each sense. A smart web-based annotation tool
was developed to support scoring multiple senses
against a given word. In addition to sense annota-
tions, we also annotated the corpus using six types
of named entities. The quality of our annotations
was assessed using various metrics (Kappa, Lin-
ear Weighted Kappa, Quadratic Weighted Kappa,
Mean Average Error, and Root Mean Square Er-
ror), which show very high inter-annotator agree-
ment. To establish a Word Sense Disambiguation
baseline using our SALMA corpus, we developed
an end-to-end Word Sense Disambiguation sys-
tem using Target Sense Verification. We used this
system to evaluate three Target Sense Verification
models available in the literature. Our best model
achieved an accuracy with 84.2% using Modern
and 78.7% using Ghani. The full corpus and the
annotation tool are open-source and publicly avail-
able at https://sina.birzeit.edu/salma/.

1 Introduction

WSD aims to determine a word’s intended mean-
ing (sense) in a given context. WSD is underdevel-
oped in Arabic due to the lack of sense-annotated
datasets. This is in addition to the challenging
nature of the WSD task due to the semantic poly-
semy of the words (Al-Hajj and Jarrar, 2021). For
instance, the Arabic word ( 	á�
 �« ↪ayn ) has sixteen
meanings in the Contemporary Arabic Dictionary
(Omar, 2008). In the context ( 	á�
 �ªË @ ø




@P é��JK




@P r↩aytuh

r↩ay āl↪ayn ), word ( 	á�
 �« ↪ayn ) refers to eye, while
in (ZAÖÏ @ 	á�
 �« 	áÓ� �IK. Q�å

�� šribt min ↪ayn ālmā↩), it refers to
water spring. Similarly, the English word book as a
noun has ten different senses in Princeton WordNet
(Miller et al., 1990), such as (a written work or
composition that has been published), or (number
of pages bound together). WSD has been consid-
ered a challenging task for many years (Weaver,

1949/1955), but it has recently gained more atten-
tion due to the advances in learning contextualized
word representations from language models, such
as BERT (Devlin et al., 2019) and GPT (Radford
et al., 2018).

As glosses are short descriptions of senses (Jar-
rar, 2006, 2005), recent research has demonstrated
promising results in WSD task by framing the prob-
lem as a sentence-pair (context-gloss) binary clas-
sification task, referred to as Target Sense Verifi-
cation (TSV), where the context is a sentence con-
taining the ambiguous word (Huang et al., 2019;
Yap et al., 2020; Blevins and Zettlemoyer, 2020).
Al-Hajj and Jarrar (2021) proposed an approach
for Arabic WSD (using TSV) based on context-
gloss pairs extracted from the Arabic Ontology
and lexicons and they achieved 84% accuracy, but
this evaluation was done on a TSV dataset rather
than a WSD evaluation using a sense-annotated
corpus. Additionally, Al-Hajj and Jarrar (2021)
presented an attempt for Arabic Word-in-Context
(WiC) disambiguation using the dataset provided
by the SemEval shared task (Martelli et al., 2021).

This article presents SALMA, the first sense-
annotated Arabic corpus consisting of about 34K
tokens, which are manually annotated with senses.
Since there are no available sense inventories
for Arabic, We used two Arabic lexicons as
sense inventories: Contemporary Arabic Dictio-
nary ( �èQå�AªÖÏ @ �éJ
K. QªË@ �é 	ªÊË @ āllġh āl↪rbyh ālm↪̄as. rh), here-
after we refer to as Modern (Omar, 2008), and Al-
Ghani Al-Zaher (Që@ 	QË @ ú


	æ 	ªË @ ālġny ālzāhr), hereafter
we refer to as Ghani (Abul-Azm, 2014). These two
lexicons are part of the lexicon digitization project
and lexicographic database at SinaLab1 (Jarrar and
Amayreh, 2019; Alhafi et al., 2019; Amayreh et al.,
2019; Ghanem et al., 2023; Jarrar et al., 2021).
We introduce a novel sense-annotation framework
(Section 3), in which all candidate senses, from
both lexicons, are scored to indicate their semantic

1https://sina.birzeit.edu/
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relatedness to a token appearing within a context.
The higher the score, the more semantically related
the sense is. For better coverage, we annotated
each token in our corpus using both lexicons inde-
pendently and in parallel. The scores assigned to
senses of the Modern do not influence the scoring
of the Ghani senses. In addition, we also annotated
our corpus using six types of named entities: per-
son (PERS), organization (ORG), geopolitical en-
tity (GPE), location (LOC), facility (FAC), and cur-
rency (CURR). The corpus was annotated by three
linguists and we assessed the inter-annotator agree-
ment (IAA) using 2.6% of the annotated words in
the corpus. To establish a baseline for WSD in Ara-
bic, we developed an end-to-end WSD system, in
which we benchmarked three available TSV mod-
els, with different settings. The best model resulted
in 84.2% accuracy using Modern and 78.7% using
Ghani. The main contributions of this paper are:

• Sense-annotated corpus, annotated with two
sense inventories independently, and six
named entities; and most importantly, each
word is linked with all of its senses, and each
sense is given a score.

• Web-based sense-annotation framework to
score all senses of a given word.

• End-to-end WSD system, implemented and
evaluated using three different TSV models.

• WSD baseline for Arabic, with different set-
tings.

The remainder of the article is organized as fol-
lows: Section 2 highlights the related work, Section
3 presents the corpus, Section 4 describes the inter-
annotator agreement, Sections 5 and 6 present how
the baselines are produced, we conclude in Section
7 and outline the limitations and future work in
Section 8.

2 Related Work

We will first review related sense-annotated cor-
pora, then we will review related sense inventories.

One of the known English sense-annotated cor-
pora is SemCor (Miller et al., 1993), which is an-
notated using the Princeton WordNet (Miller et al.,
1990). It contains about 200K sense annotations
for around 700K words, but not all words are sense-
annotated in the SemCor corpus, especially multi-
word expressions, articles, and prepositions. The

AnCora corpus for Spanish and Catalan languages
(Taulé et al., 2008) was collected from newspapers
and consists of 500K words, but only 200K noun
words are semantically annotated using the Span-
ish WordNet. AnCora also includes morphological,
semantic, and syntactic annotations. TuBa-D/Z is
a German annotated corpus, manually collected
from newspapers and annotated using the German-
Net senses (Telljohann et al., 2004). TuBa-D/Z
was later used as a gold standard for the WSD
task by (Petrolito and Bond, 2014). The Italian
Syntactic-Semantic Treebank (ISST) is a corpus
built for the Italian language with 89,941 sense-
annotated words (Montemagni and Venturi, 2003).
The ISST annotations cover five levels that are
related to lexico-semantics such as orthographic,
morpho-syntactic, semantic, and syntactic aspects.

The NTU-MC corpus (Tan and Bond, 2012) cov-
ers eight languages including Thai, Vietnamese,
Arabic, Korean, Indonesian, Japanese, Mandarin
Chinese, and English. However, the Arabic version
is not publicly available. This corpus was collected
from short stories, essays, and tourism articles re-
sulting in a total of 116K words, but only 63K
words are annotated. KPWr, a Polish corpus, con-
tains text from multiple domains including science,
law, religion, and press (Broda et al., 2012) with a
total of 438,327 words, but only 9,157 words are
annotated using the Polish WordNet (Maziarz et al.,
2012).

For Arabic, the focus of research has been pri-
marily on developing corpora for morphological
and syntactic tagging (Darwish et al., 2021) rather
than semantic and sense annotation, as noted by
Elayeb (2019) and Naser-Karajah et al. (2021). For
instance, part of the OntoNotes corpus (Weischedel
et al., 2013) covers limited semantic annotations
for Arabic using a small sense inventory of size 261
senses (150 verbs and 111 nouns). Additionally,
AQMAR corpus (Schneider et al., 2012) is anno-
tated with 25 super-sense labels representing broad
semantic fields such as ARTIFACT and PERSON,
which can be considered as general types of named
entities, rather than word-sense annotations. They
annotated ~22K nouns out of 65K tokens corpus.
Table 1 compares our proposed corpus and related
Arabic resources.

In addition to the lack of sense-annotated cor-
pora, Arabic lacks reliable sense inventories. Al-
though there are some available semantic resources,
they are not mature enough to be used as sense
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Corpus Unique
Senses

Annotation
Type

Corpus
Size

(tokens)

Annotations

Nouns Verbs Func.
Words

Punc.+
Digits Total

AQMAR 25 semantic fields
(closer to named entities)

selected words
each one sense 65K ~22K – – – ~22K

OntoNotes5 261 semantic fields
(high-level grouped senses)

selected words
each one sense 300K 8,700 4,300 – – 13K

SALMA
(ours)

4,151 word senses
(from each sense inventory)

6 types of named entities

all senses of
all words 34K 19,030 2,763 7,116 5,344 34,253

Table 1: Overview of related Arabic sense-annotated corpora.

inventories. For example, the Arabic WordNet
(Black et al., 2006) contains about 10K senses, and
the Arabic Ontology (Jarrar, 2021, 2011) contains
about 18K synsets. However, both resources cannot
be used as sense inventories as they do not provide
a complete set of senses for a given lemma (i.e., lex-
icon entry). The lexicographic database developed
at Birzeit University contains about 150 Arabic
lexicons (Jarrar and Amayreh, 2019; Jarrar et al.,
2019), but these lexicons are not well-structured
or suitable to be used as sense inventories (Jarrar
and Amayreh, 2019). Due to the lack of depend-
able Arabic sense inventory, we decided to obtain
a license to digitize and use two Arabic lexicons as
sense inventories, namely, Modern (Omar, 2008)
and Ghani (Abul-Azm, 2014).

3 Corpus Construction and Annotation

3.1 Corpus Collection
Our SALMA corpus is part of the Wojood corpus
(Jarrar et al., 2022), and was collected from 33
online media sources written in Modern Standard
Arabic (MSA) and covering general topics. Some
of those sources include mipa.institute, sanaacen-
ter.org, hrw.org, diplomatie.ma, sa.usembassy.gov,
eeas.europa.eu, crisisgroup.org, and mofaic.gov.ae.
The corpus was then segmented into sentences and
tokenized, resulting in 1439 sentences and ~34K
tokens, with an average of 23.8 tokens per sentence.

3.2 Annotation Framework
This section presents a novel sense annotation
framework, where instead of linking a word to one
sense, we propose to score all semantically related
senses to the word. The score ranges between 1-
100% and a sense with a score ≥ 60% is considered
a correct sense of the word. The ranking scale is
divided into six categories:

• Explicate / �èQå��AJ.Ó (100%): direct and explicate
semantics ( �ém�'
Qå�ð �éjJ
m�� �éËBX).

• General /ÐA�« ú 	æªÓ (80%): correct but implicate
semantics ( �èQå��AJ.Ó Q�
 	« �éjJ
m�� �éËBX).

• Referral / �éK
ñ 	ªË �éËBX (60%): generally correct
semantics, but is referred to another lemma
(É«A 	̄ Õæ� @ ,PY�Ó É�JÓ

�
@Yg. �éÓA« 	áºËð �éjJ
m��). For example,

the word drinker and its gloss (active partici-
ple of drink).

• Related / �é�̄C« �H@ 	X (40%): weak semantics
( �AJ
ËBX Aî �D 	k



@ ,¡�® 	̄ �éÓAªË@ �éËBYË@ ú


	̄ �é»Q�� ��Ó). For example,
the term ( �é»Qå��Ë @ �é�AJ
� syāsh ālšrkh) / company’s
policy, is related to the sense (the policy used
to collect taxes) which is not a sense of the
lemma ( �é�AJ
� syāsh), but semantically related.

• Root semantics /P 	Yg. �éËBX (20%): share root se-
mantics ( AêÊÒm�'
 ú


�æË @ �èXQj. ÖÏ @ �éËBYË@ ú

	̄ ¼Q�� ���� 	áºËð �é 	®Ê�J	m× �éËBX

�éK
 	PAj. ÖÏ @ �éËBYË@ É�JÓ , P 	Ym.Ì'@). In Arabic lexical seman-
tics, all words with the same root share part
of the semantics of this root (Ryding, 2014;
Boudelaa and Marslen-Wilson, 2004; Boude-
laa et al., 2010). For example, all senses of
the lemma ( �é�AJ
� syāsh), such as politics and
policies share an abstract meaning (e.g., issues
related to governing and acting).

• Different / �é��� 	®Ê��J�	m× (1%): unrelated semantics
( �AÓAÖ �ß �é 	®Ê�J	m× �éËBX).

This framework serves several purposes. First, in
case of underdeveloped sense inventories (such as
the Modern and Ghani lexicons), in which glosses
might be vague, redundant, or overlapping, our
framework allows the annotators to score each
sense. In this paper, we linked every word in
the corpus with all semantically related senses in
Modern and Ghani, thus we were able to compare
and evaluate the lexical coverage in both lexicons
(see Section 3.5). Another advantage of using
this framework (i.e., scoring all senses) is that our
corpus can be used to benchmark ranking-based
WSD methods (Conia and Navigli, 2021; Yap et al.,
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Figure 1: Screenshot of our web-based annotation tool.

2020), which is not possible in the case of one-
sense annotated corpora.

3.3 Annotation Tool

We developed a web-based tool optimized for our
sense annotation framework and methodology. On
the right side of Figure 1, the linguist selects a
word to be annotated (such as " �é�AJ
�Ë@ ālsyāsh"). The
tool will then retrieve all sentences (i.e. contexts)
in the corpus containing the selected word. The
tool will also automatically fetch the lemma of the
selected word, and the linguist has the ability to
search for the lemma manually. After selecting a
lemma, the tool retrieves senses associated with
the lemma from both lexicons, Modern and Ghani.
The linguist can then select the score category for
each sense according to our guideline and apply
these scores to all selected words (in contexts) as
shown in Figure 1. The scores are selected from a
ComboBox of the six categories (See Section 3.2),
however, the tool internally stores their correspond-
ing numeric values.

3.4 Annotation Process

The annotation was carried out in three phases:

Phase 1 (training): we recruited three undergradu-
ate students majoring in linguistics. The students
were trained in three steps in order to produce con-
sistent annotations. We first assigned 50 words
to each linguist and trained them to conduct the
annotation jointly. Second, we assigned the same
150 words to each student separately, then asked
them to compare and consolidate their annotations,
which helps in calibrating their scoring. Third, we
repeated the second phase, but using 300 words and
again we asked them to compare their annotations.

Phase 2 (annotation): out of ~34K tokens, ex-
cluding digits and punctuations, we assigned about
9.6K words to each of the three linguists. Each
linguist was asked to annotate all occurrences of
each word in the corpus - resulting in about ~29K
annotations for the whole words.

Phase 3 (validation): after finishing the annota-
tions, we used the tool to automatically validate
the annotations and flag those that violated the fol-
lowing cases: (i) a word is annotated with more
than one Explicit or General sense in the same lex-
icon, which is an indication of either a mistake or
redundant or overlapping senses in the lexicon. (ii)
a word is missing either an Explicit or a General
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sense; this is an indication of a mistake or the lexi-
con is missing this sense. (iii) if the selected sense
is a proper noun, then all other senses should be
ranked as Different. The linguists were asked to
review these flagged annotations and revise them if
necessary.

The linguists were encouraged to discuss among
themselves and take joint decisions when facing
difficulties, especially in the case of vague glosses
or contexts. In addition, as will be discussed in
Section 3.5, missing lemmas and senses are manu-
ally added to the lexicons. Table 2 provides general
statistics about the annotations. It is worth noting
that sense annotations are typically costly and time-
consuming. The linguists spent about 600 working
days (i.e., 4800 working hours) to carry out the
three phases described above.

Term Noun Verb Func.
Words

Punc+
Digits Total

Tokens 19,030 2,763 7,116 5,344 34,253
Unique
Tokens 6,670 1,593 322 175 8,760

Unique
Lemmas 2,904 677 119 175 3,875

Unique
Senses 3,151 792 206 2 4,151

Table 2: Statistics of the SALMA corpus.

Term Modern Ghani
Lemmas 80% (2,788/3,522) 78% (2,724/3,522)
Senses

(Without Proper nouns)
83% (3,430/4,151) 78% (3,226/4,151)

Proper Nouns
Senses 4% (9/213) 14% (30/213)

Table 3: Coverage of Modern and Ghani lexicons.

3.5 Discussion and Lexical Coverage

We evaluated the coverage of both lexicons based
on the sense-annotated tokens. As Table 3 shows,
Modern has higher coverage of lemmas (80%) com-
pared to Ghani’s coverage (78%), and has higher
sense coverage (83%) compared to Ghani (78%).
Moreover, glosses in Modern are more precise, less
ambiguous and well-formulated as discussed in
Section 4.1. The proper nouns are the main reason
for the missing lemmas and senses, as the Modern
and Ghani cover 4% and 14% of proper nouns in
SALMA corpus, respectively. Lemmas and senses
that are not covered by any of the two lexicons were
added manually by the linguists. All numerical val-
ues are annotated with the same "digit" sense that

covers ordinal and nominal numbers, and similarly,
punctuation marks are all annotated with "Punc".

3.6 Named Entity Annotations

Named-entity annotations are important in sense-
annotated corpora because sense inventories do
not typically cover names of organizations, towns,
people, landmarks, and others.

Tag Description
PERS Person names: first, middle, last, nickname ...
ORG Organizations: company, team, government ...
GPE Geopolitical entities: country, city, state ...
LOC Geographical locations: river, sea, mountain...
FAC facilities: landmark, road, building, airport ...
CURR Currency names or symbols.

Table 4: Types of named entities.

In addition to word-sense annotations, we anno-
tated our corpus using six types of named entities
listed in Table 4. As our corpus is a part of the Wo-
jood, which is annotated with 21 types of nested
named-entities (Jarrar et al., 2022), in this article
we annotated SALMA with six flat entities only.
We used the IOB2 tagging scheme (Sang and Veen-
stra, 1999), where B indicates the beginning of the
entity mention, I the inside token, and O outside
token.

Tag Named Entity
Mentions

Tokens in the
Entity Mentions

PERS 294 568
ORG 1,123 2,108
GPE 1,086 1,295
LOC 166 318
FAC 22 59
CURR 37 41
Total 2,728 4,389

Table 5: Statistics of named entities in SALMA corpus.

We applied the NER guidelines that were used to
annotate the OntoNotes5 corpus (Weischedel et al.,
2011). Table 5 presents statistics about all named
entities in the SALMA corpus, which shows that
4389 (about 15%) of the tokens are part of an entity
mention.

4 Inter-Annotation Agreement (IAA)

To evaluate our annotations, we selected 250
annotated words from each annotator A ∈
{A1, A2, A3}, and assigned them to a different
annotator to perform double annotations. This
yielded a total of 750 words (2.6% of the anno-
tated words) divided among three pairs of anno-
tators, {(A1, A2), (A1, A3), (A2, A3)}. Because
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our sense annotations contain scores (i.e., not dis-
crete values), computing IAA is not straightfor-
ward. We chose to use various evaluation met-
rics especially those that take ranking into con-
sideration. The IAA metrics used are: (i) Kappa,
(ii) Linear Weighted Kappa (LWK), (ii) Quadratic
Weighted Kappa (QWK), (iv) Mean Average Error
(MAE), and (v) Root Mean Square Error (RMSE).

Kappa is usually used when the data is nominal
(Eugenio and Glass, 2004), so we set a threshold on
the score (≥60%) in the six categories to be able to
calculate Cohen’s Kappa. The senses with scores
above or equal this threshold carry the intended
meanings that map with the context of the targeted
word (See section 3.2). Nonetheless, a more suit-
able metric for ranked labels is either the LWK
or QWK, as specified in the following equations,
which we adopt from (Vanbelle, 2016):

QWK = 1−

K∑
i,j=1

(yi−yj)
2

(K−1)2
.foij

K∑
i,j=1

(yi−yj)2

(K−1)2
.feij

(1)

LWK = 1−

K∑
i,j=1

|yi−yj)|
(K−1) .foij

K∑
i,j=1

|yi−yj)|
(K−1) .feij

(2)

where foij is the observed frequency of the cat-
egories (i and j) per the annotators selection, feij
is the expected frequency for both annotators’ se-
lected categories, (yi − yjx) denotes the distance
between the categories, and K is number of cate-
gories.

Both LWK and QWK take the distance between
categories into consideration, where the distance
is defined as the number of categories separating
the two annotators’ selection. The difference is
that LWK calculates the distance linearly while
QWK calculates it quadratically. For measuring
the ranking error deviation among annotators we
used MAE and RMSE.

4.1 IAA Results
Table 6 summarizes the result of the inter-annotator-
agreement, the value in parenthesis is the standard
deviation among pairs of annotators. Overall, we
see higher agreement among the annotators for the
Modern. The higher agreement is clear from all
IAA metrics and the standard deviation. We see
less confidence in the Ghani annotations as the IAA

Metric Lexicons Average (STD)

Kappa Modern
Ghani

90.48 (±2.97)
78.68 (±8.49)

LWK Modern
Ghani

88.29 (±5.37)
79.56 (±9.35)

QWK Modern
Ghani

91.94 (±3.42)
86.03 (±5.41)

RMSE Modern
Ghani

13.44 (±3.08)
19.12 (±3.06)

MAE Modern
Ghani

4.46 (±2.04)
8.27 (±3.52)

Table 6: Inter-Annotator Agreement (IAA) average
among the three linguists using different metrics.

dropped across all metrics with higher variability
among annotators, presented in higher standard de-
viation. Kappa was affected the most with a drop of
11.8% when measured on the Ghani, followed by
LWK with a drop of 8.73%. QWK has the small-
est drop of 5.91% and also has the least variability
among annotators. We believe the reason for the
higher IAA on Modern is because Modern has bet-
ter quality glosses compared to the Ghani, which
has shorter glosses and in many cases are ambigu-
ous. However, regardless of the lexicon used, we
observed higher agreement among annotators as
measured by LWK and QWK since they take ad-
vantage of the scores assigned to each gloss, while
Kappa ignores the scoring information.

Figure 2: BERT-based TSV Architecture.

We reach similar conclusions for RMSE and
MAE. Both metrics are lower for Modern com-
pared to Ghani. The Average RMSE among all
annotator pairs on the Modern is 13.44 compared

364



Rank
1
2

0.6    0.4

0.7    0.3 [SEP] الأمریكیة المستندة الى رؤیة <\token>السیاسة<token> كیف ساھمت [CLS]
  [SEP] ةِ وَتَدْبیرُ شُؤُونِھا ةِ والخارِجِیَّ اخِلیَِّ ' سیاسَةُ البِلادِ': تَوَلِّي أمُورِھا، وَتَسْیِیرُ أعَْمالھِا الدَّ

 كیف ساھمت السیاسة
الأمریكیة المستندة إلى رؤیة

سْلیمُ بِما ھُوَ واقِعٌ. 'سِیاسَةُ الأمَْرِ الواقِعِ': أيَ التَّ

Generate context-gloss pairs 

Candidate Glosses

TSV Model
(See Figure 2)

ةِ  ةِ والخارِجِیَّ اخِلیَِّ 'سیاسَةُ البِلادِ' : تَوَلِّي أمُورِھا، وَتَسْیِیرُ أعَْمالھِا الدَّ

وَتَدْبیرُ شُؤُونِھا.

g1

g2

p1

p2

 True   False

[SEP] الأمریكیة المستندة الى رؤیة <\token>السیاسة<token> كیف ساھمت [CLS]
                [SEP] ٌسْلیمُ بِما ھُوَ واقِع  Rank glosses'سِیاسَةُ الأمَْرِ الواقِعِ': أيَ التَّ

based on the 
True scores

Lookup Glosses
(سِیاسَة) 

lexicon

 Lemmatizeسِیاسَة
(السیاسة)

Softmax 
ScoresScore

0.7
0.6

Gloss
g2
g1

Figure 3: An end-to-end WSD using the TSV model (SALMA system).

to 19.12 for Ghani, while the average MAE for the
Modern is 4.46 compared to 8.27 on the Ghani.

5 Computing WSD Baselines using
SALMA

In this section, we present the baseline for Arabic
WSD using our SALMA corpus. To the best of
our knowledge, there are no available Arabic WSD
systems to evaluate. The only available Arabic
models are TSV, which are related, but not the same
as WSD. In what follows, we explain the difference
between WSD and TSV tasks, and propose an end-
to-end WSD system using TSV.

5.1 The TSV Task
The TSV task is a binary classification task used
to determine whether a pair of sentences (context
and gloss) are True or False (see Figure 2). In other
words, given a context c containig the target word
w, and a gloss gi, TSV aims to classify the context-
gloss pair (c, gi) as True or False. It is True if the
gloss gi is the intended sense of w in c, otherwise,
it is False (Breit et al., 2020). It is important to note
that TSV is different from WSD, which determines
which gloss, among a set of glosses, is the intended
meaning for the target word.

There are three available Arabic TSV models
with the same architecture: (1) the Razzaz model,
trained using 31K context-gloss pairs extracted
from Modern (El-Razzaz et al., 2021); (2) the

ArabGlossBERT model, trained on a larger dataset
(167K context-gloss pairs) extracted from sev-
eral Arabic lexicons (Al-Hajj and Jarrar, 2021);
and (3) the Aug-ArabGlossBERT (D9) model,
trained on an augmented data, generated using
back-translation of the ArabGlossBERT dataset
(Malaysha et al., 2023).

In what follows, we propose to develop an end-
to-end WSD system using TSV (called SALMA
system) and in Section 6, we benchmark our pro-
posed system using the SALMA corpus.

5.2 Building WSD System Using TSV

In this section, we propose an end-to-end solution
for WSD using TSV. The solution consists of the
following phases (Figure 3): 1) candidate glosses
lookup, 2) target sense verification, and 3) gloss
ranking.

1. Candidate Glosses Lookup: given a target word
w in a context c, we first lemmatize w (i.e., deter-
mine its lemma l), where we use our own in-house
lemmatizer, then retrieve the set of n candidate
glosses, G = {g1, g2, ..., gn}, of l from the lexicon
(i.e., sense inventory).
Example: the word w ( �é�AJ
�Ë@ ālsyāsh ) in c
( �éK
 
ðP úÍ@ �èY 	J���ÖÏ @ �éJºKQÓ



B@ �é�AJ�Ë@ �IÒëA� 	­J») has the lemma

( ��é ��A�J
�� siyaāsatun) with two corresponding glosses
({g1, g2}) in the Ghani, as shown in Figure 3.
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2. TSV: once we have the set of n candidate
glosses, we input to the TSV model a set of n
context-gloss pairs, P = {(c, gi)|∀gi ∈ G}, as
illustrated with (p1, p2) in Figure 3. The target
word w in c is wrapped with special tokens
"<token>w</token>", to emphasize the target
word during training and testing of the TSV
models. For each context-gloss pair, the TSV
model returns confidence scores for the True and
False labels, but the TSV model does not compare
or rank glosses in this phase.

3. Gloss Ranking: we determine the intended
meaning by ranking the glosses based on their True
confidence scores calculated in the previous step.
The gloss with the highest score is selected as the
intended gloss for w.

6 Experiments and Results

6.1 Experimental Setup

To evaluate the three available Arabic TSV mod-
els using our SALMA corpus, we implemented
three instances of the WSD system depicted in Fig-
ure 3, each with a different TSV model. For each
word in each context in the SALMA corpus, we
generated context-gloss pairs similar to the exam-
ple shown in Figure 3. Because our corpus was
sense-annotated using two lexicons (i.e., two sense
inventories), we generated two sets of context-gloss
pairs. In this way, we compute a separate baseline
for each of the Modern and Ghani. We neither in-
cluded annotations of digits and punctuations, nor
the named-entity annotations presented in Section
3.6.

The length of the contexts may impact the WSD
accuracy, so in addition to using the full context
around w, we also experimented with different con-
text sizes, s ∈ {3, 5, 7, 9, 11}. For example, the
context size s = 5 means that there are two tokens
before and two tokens after w.

As will be discussed in the next subsection, we
evaluated three TSV models: Razzaz2, ArabGloss-
BERT3, and Aug-ArabGlossBERT(D9)4. We used
context size s = 11, which gave the best results.
Following the authors of these models, we did not

2We reproduced the TSV model using the code and data
available at https://github.com/MElrazzaz/Arabic-word-sense-
disambiguation-bench-mark

3ArabGlossBERT fine-tuned model Version 1 (CC-BY-4.0)
at https://huggingface.co/SinaLab/ArabGlossBERT/tree/main

4Fine-tuned model D9 (CC-BY-4.0) at
https://huggingface.co/SinaLab/ArabGlossBERT/tree/Augment

use any signal to mark up target words in the case
of the Razzaz and Aug-ArabGlossBERT(D9); how-
ever, we used UNUSED0 for ArabGlossBERT.

The experiments have been implemented in
Python, specifically using the Transformers library
provided by HuggigFace5, which is used to load
and test the models. To speed-up the models evalu-
ation, we have run the codes using a GPU (SVGA
II) instance, where each run took around 20 hours.

TSV Model Lexicons Accuracy

Razzaz Modern
Ghani

66.0%
68.4%

ArabGlossBERT Modern
Ghani

84.2%
77.6%

Aug-ArabGlossBERT(D9) Modern
Ghani

82.6%
78.7%

Table 7: WSD baselines for three TSV models, with
context length = 11.

6.2 Baselines and Discussion
Table 7 presents our evaluation of the three TSV
models using both Modern and Ghani with context
size s = 11. As shown in this table, the ArabGloss-
BERT is the best-performing model(84.2%), which
most probably because it was trained on a larger
and higher quality dataset of lexicon definitions.
The accuracy was calculated for nouns and verbs.
We excluded the functional words as they mostly
do not carry semantics.

Window Lexicon
Accuracy

Target Sense Rank
Accuracy (Top1)

per POS
Top1 Top2 Top3 Noun Verb Func.

All Modern 82.8 94.2 97.4 83.5 77.9 41.2
Ghani 77.0 89.3 94.1 78.5 66.0 36.0

11 Modern 84.2 95.1 98.1 85.4 76.1 37.9
Ghani 77.6 90.1 94.9 79.4 61.7 31.8

9 Modern 83.5 95.0 97.9 84.4 78.3 37.7
GHani 77.3 90.1 94.8 79 63.7 32.2

7 Modern 83.8 95.1 97.9 84.8 77.4 38.9
Ghani 77.3 90.0 94.9 79.1 62.9 31.8

5 Modern 84.0 95.1 98.1 85.3 75.6 40.0
Ghani 77.6 90.1 94.9 79.5 61.6 31.7

3 Modern 82.8 94.4 97.6 84.4 71.8 42.1
Ghani 77.4 90.0 94.8 79.4 59.7 32.1

Table 8: Baselines - evaluation of ArabGlossBERT on
two sense inventories, with different context windows
and sense orderings.

Table 8 presents further evaluation of ArabGloss-
BERT, which illustrates the following: (i) using
Modern is better than using Ghani in all experi-
ments. This might be because of the better quality

5https://huggingface.co/docs/transformers/index
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of Modern glosses (refer to IAA in Section 4); (ii)
While window 11 and 5 have the highest WSD ac-
curacy, the use of context windows does not make
major difference (only 1.4% for Modern and 0.6%
for Ghani); (iii) the ranking of the intended sense
among the top 1, 2, and 3 senses illustrates a con-
sistent and reasonable increase in the WSD accu-
racy; and (iv) when evaluating the model accuracy
for noun and verb, the accuracy of nouns is about
8.5% better than verbs for Modern, which might
be because verbs are typically more ambiguous
(Malaysha et al., 2023). The WSD accuracy for
functional words is very low with both lexicons.
This is because functional words are highly poly-
semous and their glosses describe their functions
rather than semantics.

7 Conclusion

We presented SALMA, the first sense-annotated
Arabic corpus. The novelty of SALMA lies in
utilizing two sense inventories and named entity
annotations. In addition, instead of linking a word
to one intended sense, we scored all semantically
related senses of each token in the corpus. The qual-
ity of the annotations was assessed using various
inter-annotator agreement metrics (Kappa, LWK,
QWK, MAE, and RSME). To compute a WSD
baseline using our corpus, we proposed to build
an end-to-end WSD system using TSV, and evalu-
ated this system using three different TSV models.
The full corpus, annotations, and the tool, are open
source and publicly available on GitHub.

8 Limitations and Future Work

Although Modern provides a better quality of
glosses compared with the Ghani, some of Mod-
ern’s glosses are referrals, i.e., referred to another
related lemma. At this stage, we annotated these
referrals as senses. Nevertheless, in order to use the
Modern as a general sense inventory, these referrals
need to be treated differently. We plan to replace
all referral glosses with the senses they refer to,
which can be done semi-automatically. For miss-
ing lemmas in Modern, we plan to map between the
lemmas in both lexicons and then import missing
lemmas and their senses from Ghani to Modern. In
this way, we expect to have a richer Arabic sense
inventory. Additionally, our sense annotations are
limited to the senses of a single-word lemma. We
plan to annotate the corpus with multiword expres-
sions (Jarrar et al., 2018). Furthermore, the corpus

we presented in this article is limited to MSA. To
extend this corpus with dialectal text, plan to sense-
annotate portions of the available corpora Curras
(Haff et al., 2022; Jarrar et al., 2017), Baladi (Haff
et al., 2022), Nabra (Nayouf et al., 2023) and Lisan
(Jarrar et al., 2023).
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Abstract
This paper provides a systematic analysis and
comparison of the performance of state-of-the-
art models on the task of fine-grained Arabic
dialect identification using the MADAR paral-
lel corpus. We test approaches based on pre-
trained transformer language models in addi-
tion to Naive Bayes models with a rich set of
various features. Through a comprehensive
data- and error analysis, we provide valuable
insights into the strengths and weaknesses of
both approaches. We discuss which dialects
are more challenging to differentiate, and iden-
tify potential sources of errors. Our analysis
reveals an important problem with identical sen-
tences across dialect classes in the test set of
the MADAR-26 corpus, which may confuse
any classifier. We also show that none of the
tested approaches captures the subtle distinc-
tions between closely related dialects.

1 Introduction

Dialect identification (DID) is a task in natural lan-
guage processing (NLP) aiming to automatically
identify a dialect within a pre-determined language.
Because dialectal differences tend to be subtle,
identifying dialects is considered a more difficult
task than language identification (Etman and Beex,
2015). Arabic dialects are considered particularly
challenging due to their high level of ambiguity,
lack of standardisation, and rich morphology (Diab
and Habash, 2007). Most NLP development has
focused on Modern Standard Arabic (MSA), the
formal and standardised version of Arabic. How-
ever, these tools are not always transferable to di-
alectal Arabic, as dialects differ from each other
and MSA in terms of lexicon, phonology, orthogra-
phy, and morphology (Habash, 2010). A prominent
resource for Arabic DID is the MADAR parallel
corpus (Bouamor et al., 2018), targeting dialects
on the city-level. MADAR has been established
as an important corpus for the task, serving as a
benchmark for multi-task learning (Seelawi et al.,

2021), as well as a Shared Task corpus (Bouamor
et al., 2019), and as a subject of independent re-
search (Baimukan et al., 2022). Despite several
attempts to develop models using deep neural net-
works (Lippincott et al., 2019; de Francony et al.,
2019) and pre-trained Transformer-based language
models (Inoue et al., 2021), the current state-of-the-
art approach remains a statistical machine learn-
ing model with surface-level feature representation,
specifically the Multinomial Naive Bayes (MNB)
model introduced by Salameh et al. (2018).

The lack of progress on the task, along with
the inability of BERT models to surpass the MNB
model, gives rise to several questions that have
not yet been thoroughly explored, and on which
we focus in the current work. Firstly, do BERT
models make the same mistakes as the state-of-the-
art MNB model on the dialect identification task?
While Salameh et al. (2018) have documented the
performance of the MNB model on individual di-
alects and highlighted the Muscat dialect as the
most challenging for the model, there is limited
research exploring the misclassifications generated
by BERT models. Secondly, if the models make
different errors, are these errors centred around the
same dialect pairs? Thirdly, we explore if a detailed
analysis of the misclassified sentences by both the
BERT models and the MNB model can provide
deeper insights into the challenges of the task on
MADAR-26.

This paper summarises the findings from a
comprehensive project on error-analysis on the
MADAR parallel corpus conducted by Olsen
(2023). We release the code for all experiments
and analysis on GitHub.1

2 Previous work

Several efforts have focused on building tools and
resources to identify Arabic dialects. However,

1https://github.com/helenebol/Arabic-dialect-
identification
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the field suffers from fragmented and independent
works on different corpora that vary in terms of
granularity, size and domain, making it challenging
to track the progress of the solutions. Early work
focused on binary dialect classification by discrim-
inating one dialect from MSA (Elfardy and Diab,
2013; Tillmann et al., 2014), as well as identifying
Arabic dialects at both a region-level (Zaidan and
Callison-Burch, 2011, 2014; Elaraby and Abdul-
Mageed, 2018; Cotterell and Callison-Burch, 2014)
and a country-level (Talafha et al., 2020; Abdelali
et al., 2021; AlKhamissi et al., 2021).

In recent years, more efforts have targeted Ara-
bic DID on a more fine-grained level, particu-
larly through shared tasks. The Nuanced Ara-
bic Dialect Identification Shared Tasks (NADI)
(Abdul-Mageed et al., 2020, 2021b, 2022) include
sub-tasks on country- and province-level on user-
generated tweets. Several corpora of written Ara-
bic dialects comprise tweets (Abdelali et al., 2021;
Abdul-Mageed et al., 2018; Zaghouani and Charfi,
2018), others consist of user commentaries (Zaidan
and Callison-Burch, 2011), or manually translated
sentences (Bouamor et al., 2018, 2014).

For the NADI shared tasks (Abdul-Mageed et al.,
2020, 2021b, 2022), all the top performing sys-
tems used transformer-based language models pre-
trained on dialectal Arabic. However, these mod-
els yielded unsatisfactory results and multiple fac-
tors were identified, including imbalanced class
distribution (AlShenaifi and Azmi, 2020), a signifi-
cant presence of MSA content in the training data
(Touileb, 2020), and the inherent challenges associ-
ated with distinguishing between Arabic dialects.

Within the MADAR shared task (Bouamor et al.,
2019), the top five performing systems demon-
strate that ensemble techniques, n-gram-based fea-
tures, and traditional machine learning approaches,
such as MNB or Support Vector Machines (SVMs),
yield the highest levels of performance. While the
MADAR corpus proved to be too small for deep
learning architectures (Lippincott et al., 2019), the
transfer learning ability of BERT-based language
models, pre-trained on dialectal Arabic, has shown
promising results (Seelawi et al., 2021; Inoue et al.,
2021). However, the MNB model introduced by
Salameh et al. (2018) is still state-of-the-art with
an overall accuracy of 67.9%.

MADAR-26 MADAR-6

Sentences Per dialect Total Per dialect Total

Train 1600 41600 9000 54000
Dev 200 5200 1000 6000
Test 200 5200 - -

Table 1: Number of sentences per dialect and per split in the
MADAR-26 and MADAR-6 corpora.

Avg. Min Max

Tokens 11265.42 (±619) Basra MSA
Sent length 5.61 (±0.3) Basra MSA
Vocabulary (types) 3273.61 (±204) Doha MSA

Table 2: Data statistics for MADAR-26, showing the average
number of tokens, average sentence length, and vocabulary
size (number of types) across dialects without punctuation.
Min and max denote the dialect with the lowest and highest
values for each statistic. The numbers in parentheses denote
variance.

3 The MADAR corpus

The MADAR corpus is a collection of parallel
sentences in the travel domain (Bouamor et al.,
2018). The resource contains two corpora with
non-overlapping sentences: (1) MADAR-26: cov-
ering 25 cities and MSA, and where each dialect
is represented with 2000 sentences. (2) MADAR-
6: covering the five selected cities Doha, Beirut,
Rabat, Cairo, and Tunis, in addition to MSA, each
with 12000 sentences. We use the training, devel-
opment, and test splits from the MADAR shared
task 1 (Bouamor et al., 2019) shown in Table 1. As
can be seen, all classes are perfectly balanced for
each set. In our models, we use MADAR-26 for
both training and evaluation, while MADAR-6 is
included in the training data of the state-of-the-art
system presented by Salameh et al. (2018).

Throughout this work, we define tokens based on
white space using the simple word tokeniser from
CAMeL Tools2 to split the sentences. Additionally,
all punctuation are removed.

3.1 Corpus statistics
The MADAR-26 training data primarily consists
of short sentences, with an average length of 5.6
tokens, as seen in Table 2. Short sentences can be
challenging for DID, as they may not encompass
enough information to capture the nuances of di-
alectal variations (Malmasi et al., 2016). The data

2https://github.com/CAMeL-Lab/camel_tools/
tree/master/camel_tools/tokenizers
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Figure 1: Vocabulary overlap between MSA and the dialects
in the training data

also shows variations in vocabulary size across the
dialects, where MSA consistently has the largest
values. In contrast, the Doha dialect exhibits the
smallest vocabulary, and the Basra dialect has the
shortest sentences and the lowest number of tokens.

3.2 Lexical overlap

We here explore the degree of lexical overlap be-
tween the dialects by analysing the number of com-
mon tokens between them. We follow the work
of Bouamor et al. (2018) and use the Overlap Co-
efficient (OC) to measure the degree of similarity
between two sets of texts A and B, ranging from 0
(no overlap) to 1 (complete overlap).3

Lexical overlap with MSA The diglossic situa-
tion of Arabic puts MSA in a distinctive position
concerning lexical overlap, given its presence in the
daily language use of all dialect users. The source
sentences for translation in the MADAR corpus
were provided in English and French to minimise
the bias of MSA (Bouamor et al., 2018).

As demonstrated in Figure 1, the OC between
MSA and each dialect varies and ranges from 0.2
for Sfax and Tunis to over 0.4 for Muscat and
Riyadh. While some of the overlap might stem
from various bias factors in the translation process,
it is also plausible that some of the overlapping
vocabulary consists of function words and nouns
that are shared with MSA. Rather than consider-
ing the vocabulary overlap as noise, it should be a
factor when interpreting the results of DID. More
specifically, this overlap might suggest that distin-
guishing MSA from Muscat or Riyadh might be
more challenging than from Tunis or Sfax.

Lexical overlap between dialects By calculat-
ing the OC for every pair of dialects in the training

3Defined as: OC(A,B) = |A∩B|
min(|A|,|B|)

Figure 2: Heatmap of the lexical similarity computed with
Overlap coefficient between the dialects in the MADAR-26
training data. The black boarders outline the geographical
regions. For a clearer view of nuances, the heatmap threshold
is set to 0.40, while some dialects might have a higher score.

data, we find the average pairwise similarity be-
tween them to be 0.35 with a standard deviation
of 0.07. The OC across all dialect pairs can be
seen in Figure 2, where the black borders outline
the geographical regions Levant, Gulf, Maghreb,
and Nile basin. The highest levels of overlap is be-
tween dialects within the same geographical region.
The most prominent example is the Levant region,
where most dialects have a high OC with each other.
We find a similar pattern in the Gulf region, except
for the Mosul dialect. For the Maghreb region, the
overlap is less significant across the region, but
higher for dialects within the same country (e.g.
Rabat and Fes). Interestingly, there seems to be
a high level of overlap between the Egyptian city
dialects, Cairo, Aswan, and Alexandra, while Khar-
toum (Sudan), displays a slightly lower overlap.
Sanaa is not included in any region, while it seems
to have similar vocabulary to both the dialects in
the Nile Basin region and the Gulf.

Tunis and Sfax city dialects exhibit relatively
low levels of lexical overlap with dialects outside
Tunisia, indicating a more distinct vocabulary. A
similar pattern is noticeable in the Moroccan city
dialects of Fes and Rabat. With an average vocabu-
lary of approximately 3000 tokens, several dialects
have fewer than 400 tokens that do not overlap
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with other dialects. This highlights the lack of clear
class boundaries and emphasises the challenge of
automatically identifying the dialects.

There is a more nuanced distribution of the lin-
guistic features and characteristics of the dialects.
There are morphological and lexical differences be-
tween the dialects, as well as significant vocabulary
similarity within each region. More details about
this lexical analysis can be found in Appendix A.1.

4 Models

We here describe our experimental set-up and the
tested models.

4.1 Pre-trained Transformer language models

We evaluate three BERT models pre-trained on
dialectal Arabic, AraBERTv0.2-Twitter4(Antoun
et al., 2020), MARBERTv25(Abdul-Mageed et al.,
2021a), and CAMeLBERT-Mix6 (Inoue et al.,
2021). We will refer to them as AraBERT, CAMeL-
BERT, and MARBERT respectively. There exist
several BERT models pre-trained on Arabic di-
alects. However, to the best of our knowledge,
AraBERT and MARBERT have not yet been evalu-
ated on MADAR-26. CAMeLBERT model is con-
sidered one of the top-performing models on the
task (Inoue et al., 2021), and is therefore included
as a baseline.

While all are based on the BERT architecture
(Devlin et al., 2019), specifically the “base” ver-
sion, they differ in terms of their pre-training
data, model size, and vocabulary (see details in
Table 8 in Appendix A.2). Notably, AraBERT
is the smallest model in terms of number of to-
kens (8.6B), compared to MARBERT (29B) and
CAMeLBERT(17.3B). All models are pre-trained
on various MSA and dialectal Arabic sources, all
including tweets. However, CAMeLBERT has the
most diverse dialectal pre-training data, including
the MADAR parallel corpus (Inoue et al., 2021).

Experimental setup and data We follow the
ALUE benchmark model (Seelawi et al., 2021): the
pre-trained BERT encoder takes an Arabic sentence
as input and generates contextualised embeddings.
The CLS classification token is extracted from the
final layer of BERT, passed through a linear layer,

4https://huggingface.co/aubmindlab/bert-base-
arabertv02-twitter

5https://huggingface.co/UBC-NLP/MARBERTv2
6https://huggingface.co/CAMeL-Lab/bert-base-arabic-

camelbert-mix

Accuracy F1

CAMeLBERT 63.25 (±0.65) 62.69 (±0.06)
MARBERT 62.36 (±0.05) 61.76 (±0.72)
AraBERT 65.19 (±1.60) 65.64 (±0.51)

Table 3: Average results for BERT models after five runs on
MADAR-26 development set. Corresponding standard devia-
tion in parentheses. Numbers in bold indicate best results.

before a softmax function computes the predicted
classes. Details on implementation and hyperpa-
rameter tuning are described in Appendix A.3. We
fine-tune all models on the MADAR-26 training
set, using the same data splits as supplied for the
MADAR shared task (Bouamor et al., 2019). We
perform dediacritisation on the data in alignment
with the pre-training of the BERT models. Simi-
larly to previous experiments on this corpus (Inoue
et al., 2021), no additional pre-processing is done.

4.2 Multinomial Naive Bayes

For the MNB model, we use the CAMeL-tools
(Obeid et al., 2020) implementation of Salameh
et al. (2018). The system consists of two models,
a main MNB model trained on MADAR-26 and
a supporting MNB model trained on MADAR-6.
This latter classifies each sentence into a dialect
from MADAR-6, and then used as a feature in the
main model. As the six dialects in MADAR-6 are
from different regions in MADAR-26, we consider
the supporting classifier a regional classifier.

Both the main and supporting MNB models use
similar feature types but from different corpora.
The supporting model uses TF-IDF weighted word
and character n-grams, in addition to probability
scores from 6 dialectal n-gram language models
trained on MADAR-6. The main MNB model uses
the same feature types but with probability scores
from 26 n-gram LMs trained on MADAR-26. Ad-
ditionally, it takes regional probability scores from
the supporting MNB model’s predictions.

Note that we also trained a logistic regression
model with the same features, but due to its subpar
results, we are not including it in the discussion.

4.3 Evaluation

Due to the perfectly balanced classes, we report
the overall performance of all models using macro
average F1. We also report precision, recall, and
F1 for each individual dialect and the average for
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Region Dialect AraBERT (%) MNB (%) Diff

MSA 75.4 72.3 +3.1

Levant ALE 63.6 63.8 -0.2
AMM 52.1 65.5 -13.4
BEI 64.1 68.8 -4.7
DAM 50.0 63.4 -13.4
JER 55.5 61.0 -5.5
SAL 51.2 56.4 -5.2

Gulf BAG 64.0 65.9 -1.9
BAS 60.9 66.3 -5,4
DOH 61.4 68.9 -7.5
JED 53.7 59.4 -5.7
MOS 78.9 86.8 -7.9
MUS 51.0 48.8 +2.2
RIY 53.9 57.6 -3.7

Maghreb ALG 72.7 81.5 -9.0
BEN 60.5 68.5 -8.0
FES 65.2 71.3 -6.1
RAB 67.5 72.3 -4.8
SFX 69.9 72.9 -3.0
TRI 70.9 80.0 -9.1
TUN 64.8 72.3 -7.5

SAN 68.1 75.0 -6.9

Nile Basin ALX 74.0 75.9 -1.9
ASW 63.2 63.8 -0.6
CAI 53.0 55.8 -2.8
KHA 66.1 72.5 -6.4

Total 63.4 67.3 -3.9

Table 4: F1 scores of the AraBERT and MNB models on
MADAR-26 test set. Highest scores for each model are in
blue, and lowest in red. Green shows where AraBERT has
a higher score than MNB. The overall performance of the
models is displayed in the final row and marked in bold.

each region for the best-performing model.
Based on the development results in Table 3, we

find that AraBERT outperforms the other models,
with an average accuracy of 65.19% and a macro-
average F1 of 65.64%. These results are interest-
ing, considering AraBERT’s smaller pre-training
data size compared to the other models. It is also
noteworthy that even though CAMeLBERT has
MADAR-26 included in the pre-training data, it
is outperformed by AraBERT on the development
data. We speculate that these outcomes stem from
effective filtering and curation of the pre-training
data of AraBERT. We inspect the results on the test
data in more detail next.

5 Test results

We compare the performance of both selected mod-
els, MNB and AraBERT, in terms of F1 score for
each individual dialect in Table 4. The results re-

veal a notable difference in their overall and in-
dividual dialect classification performance, with
the MNB model outperforming AraBERT on the
majority of dialects. As previously suggested, the
results clearly show that the AraBERT model out-
performs the MNB model on MSA and the Muscat
dialect, with a difference of 3.1 and 2.2 pp, respec-
tively. Interestingly, both models have the lowest
performance on the Muscat dialect. We can also ob-
serve close performance on the Aleppo and Aswan
dialects, while the most significant difference in
performance is for the Amman and the Damascus
dialects, where the MNB model outperforms the
AraBERT model with 13.4 percentage points for
both dialects. Due to the high lexical overlap be-
tween MSA and Muscat together with the high
degree of MSA content in the pre-training data of
the AraBERT model, it is likely that the AraBERT
model is better at detecting MSA, and thereby not
confusing the two dialects to the same degree as
the MNB model. More details about the best clas-
sifications per dialect and model can be found in
Table 11 in Appendix A.4.

6 Error analysis

We here provide a systematic analysis of the errors
made by the different models.

6.1 Misclassification patterns

Analysing the confusion matrices in Figure 3,
which visualises the two models’ predictions, re-
veals distinct similarities in their misclassification
patterns. (i) Most errors occur between city dialects
from the same geographical regions (outlined with
the black borders). For example, in the Levant re-
gion, Beirut is misclassified as Damascus, Amman,
Aleppo, Jerusalem, and Salt by both models. We
can also observe a high density within the dialects
in the Nile basin region, while for the Maghreb and
Gulf region, the overlap is more spread out. (ii)
Both models’ most frequent errors occur between
city dialects from the same country. Notable ex-
amples are the two Moroccan city dialects Fes and
Rabat, the Egyptian dialects Aswan, Cairo, and
Alexandria, and the Iraqi dialects, Baghdad, and
Basra. (iii) When considering the errors occurring
outside the regional borders, we find that a signifi-
cant proportion is associated with Arabic variants
that are not attributed to any specific region, namely
MSA and Sanaa. Among these outliers, the high-
est frequency of confusion is between the Muscat
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(a) AraBERT model

(b) MNB model

Figure 3: Confusion matrices of (a) AraBERT and (b) MNB
predcitions on the MADAR-26 test set.

dialect and MSA for both models.
In comparison to Figure 2 (Section 3.2), illus-

trating the lexical similarity between the dialects,
we can observe some similarities. There is a high
lexical similarity between all dialects in the Lev-
ant and Nile basin regions. Additionally, errors
between dialects from the same country can be in-
ferred from the patterns identified in Figure 2 and
the misclassification pattern of MSA. But a few
exceptions exist, such as the Mosul dialect having
a high lexical similarity with Sanaa, which is only
reflected in AraBERT’s predictions. Another exam-

ple is the Sanaa dialect, which displays high lexical
similarity with both Doha and Jeddah, which is
again evident in AraBERT’s predictions, while the
MNB model tends to confuse Sanaa with Jeddah.

Despite these exceptions, the high number of
similarity patterns implies a positive correlation
between high lexical similarity and the misclassi-
fications for both models, but is not a complete
explanation. By comparing the distribution of mis-
classification for each model, we discover that both
models struggle with identifying the Muscat, Cairo,
and Amman dialects. AraBERT exhibits more er-
rors than the MNB model, particularly concerning
the Damascus, Mosul, Tunis, and Doha dialects.
However, the MNB model has a higher frequency
of misclassifying the MSA, Aleppo, Sanaa, and
Riyadh dialects when compared to AraBERT. Fur-
thermore, we find that over 60% of the test data of
both the Muscat and Cairo dialects is misclassified
by either one or both models.

6.2 Subcategories of misclassified sentences

For our analysis, we are comparing the misclassi-
fications made by the two models on a sentence
level, as they can provide a more nuanced under-
standing of the performance and the difficulty of
classifying certain dialects. We will base our er-
ror analysis on six categories of misclassifications
that provide different insights: (1) Union of mis-
classification: includes all sentences misclassified
by either one of the models or both. (2) Intersect-
ing misclassification (INT): includes the sentences
misclassified by both models. This subgroup is
partitioned into two subcategories: (i) sentences
in which both models have predicted the same in-
correct dialect (INT-S), (ii) sentences in which the
models have predicted two different dialects (INT-
D). (3) Unique-AraBERT and (4) Unique-MNB:
sentences misclassified by one model but correctly
classified by the other.

The number of sentences for each category (Ta-
ble 5), reveals interesting insights into the relative
difficulty of the task. For example, out of the total
of 1227 sentences misclassified by both models,
they predicted the same incorrect dialect for 511 of
them, while for 716 of the sentences, the models
predicted different labels. While the models differ
in their respective classification errors for a signifi-
cant number of sentences, the number of intersect-
ing misclassifications suggests that both models
have a similar weakness in predicting a large sub-
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# Sentences Avg.length

Total test set 5200 5.6 (±2.9)

Union 2415 5.0 (±2.5)
INT-S 511 4.8 (±2.5)
INT-D 716 4.5 (±2.3)
Unique-AraBERT 708 5.6 (±2.8)
Unique-MNB 480 5.5 (±2.9)

Table 5: Overview of number of test sentences and average
sentence length for the different categories of misclassification.
INT-S and INT-D refer to sentences wrongly classified by both
models, where S and D denote whether both models made
the same or different predictions. The Unique-AraBERT are
the sentences correctly classified by MNB but misclassified
by AraBERT, and vice versa for the Unique-MNB category.
Union refers to all misclassified sentences regardless of model.

set of the corpus. The high number of sentences in
the INT-S category implies that there might be pat-
terns or linguistic features that present challenges
for both models, revealing areas where the models
have the most difficulty distinguishing between di-
alects. The INT-D sentences might present insight
into particular challenging sentences, as neither
model could predict the correct sentence.

6.3 Most frequently confused pair of dialects
We also provide insights into which dialect combi-
nations are most frequently confused. We report
on occurrences where a pair of dialects appear to-
gether, whether the dialect is a gold or a predicted
label, for the same sentence.7 The two Moroccan
city dialects Rabat and Fes are the most frequently
confused pair for all categories, except for the INT-
D category. In this category, the models’ misclassi-
fications are less consistent, leading to less frequent
occurrences of dialect pairs.

6.4 Potential sources of error
Table 5 shows the sentence length for each subcat-
egory of misclassified sentences and the total test
set. The test data has a similar average length to the
training data but with greater variance, and even in-
cludes sentences with only one or two tokens, such
as the Tripoli sentence èñÊg �èQº 	̄ (Nice idea). This
may challenge classification, particularly when the
tokens are shared among multiple dialects. The
shortest sentences are found in the INT-D category,
followed by IND-S, which both models misclas-
sified. Interestingly, the unique misclassifications

7The top five confused dialect pair for each category is
reported in Table 13 in the Appendix.

for each model consist, on average, of more tokens
compared to the test set average. This suggests
that the shorter sentences pose a shared challenge,
while the unique misclassified sentences exhibit
other challenges particular to each model.

Lexical overlap, the overlap in tokens between
two bodies of texts, provides an indication of the
extent to which a sentence is a subset of a given
dialect’s training data. It can also assess the degree
to which a misclassified sentence represents the di-
alect as it appears in the training data. The box plot
in Figure 4 illustrates the distribution of the overlap
coefficient between sentences in the subcategories
of the gold dialects in Figure (a) and between the
predicted dialects in Figure (b). The first box in
both figures represents the OC between the full
training data and the gold dialects vocabulary for
comparison purposes.

There are three notable observations. Firstly, the
OC between the sentences in the test set for both
the gold and predicted dialects tends to be high,
with an average OC of over 0.5 for all categories
in both figures. This trend may imply that certain
sentences exhibit a significant vocabulary overlap
between multiple dialects, leading to confusion for
both models. Secondly, Figure (a) indicates that
there are instances in the test data with an OC of
0.0 with the gold dialects, which can also be ob-
served in the OC between the sentences and the
predicted dialects in Figure (b), suggesting that
lack of vocabulary overlap may be contributing to
errors in some cases. Thirdly, box 4, representing
the sentences misclassified only by AraBERT, has
a higher median OC for the gold dialects compared
to the other categories of misclassified sentences in
Figure (a). However, in Figure (b), the median for
box 4 is lower and more aligned with the other cat-
egories. These findings suggest that the AraBERT
model tends to prioritise features other than lexical
overlap when making predictions.

6.5 Manual example-level analysis

Due to the lack of morphological disambiguators
covering all the dialects or regions in MADAR-26,
we rely on manual example-level analysis.8 As part
of the comprehensive analysis conducted in Olsen

8Since the objective here is to identify sources of misclas-
sification, we will consider the sentences in their original form
as input to the models. Consequently, the sentences lack vo-
calisation, and when analysing specific example sentences, we
transcribe them letter-by-letter rather than supplementing the
missing characters.
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(a) OC with the gold dialects (b) OC with the predicted dialects

Figure 4: Overlap coefficient (OC) between the test data and the vocabulary in the training data. Figure (a) shows the OC
between the sentences and the gold dialects, while Figure (b) shows the OC between the sentences and the predicted dialects.
Each box represents the OC for: Box 1: The test data and the gold labels. Box 2: The union of misclassifications of both models.
Box 3: The intersection of misclassifications of both models. Box 4: The misclassifications unique to AraBERT. Box 5: The
misclassifications unique to MNB.

(2023), the following examples are drawn from the
set of 19 cases. We identified various characteris-
tics that present challenges for dialect identification.
For instance, there are sentences without dialect-
specific features across all categories, as illustrated
in Example 1.

(1) ? �éJ
 	K AK. AJ
Ë @ 	Q 	Kñk. YJ
�Ë@ ÕÎª�K@ 	áK
ð
wiin it3lm al+siid jwnz al+iaabaania?
Where did mr. Jones learn Japanese?

In this instance, a sentence from Jerusalem is
predicted as Riyadh by AraBERT and as Basra
by MNB. Moreover, this sentence contains nouns
typically unaffected by dialectal variation, like
	Q 	Kñk. YJ
�Ë@ (mr. Jones) and �éJ
 	K AK. AJ
Ë @ (Japanese).

For the second example, a Fes sentence is cor-
rectly predicted by the MNB model, but confused
as Rabat by AraBERT. Rabat and Fes are the most
frequently confused dialects, which might be ex-
plained by the lack of overlap with dialects outside
Morocco (Figure 2), along with the prevalence of
linguistic features only observed in the Moroccan
dialects training data, such as ÈAK
X from Example 2.
While these features are distinct enough to exclude
the possibility of other dialects, they may not be
sufficient to accurately distinguish between closely
related dialects such as those from Rabat and Fes.
(2) hAJ.�Ë@ ÈAK
X ©�A�JÊË A�Jk �ª	J 	K ú


	GñJ
Ê 	g
khliwn+i nn3s h.taa l+ltaas3 diiaal al+s.baah.
Let me sleep until nine in the morning

6.6 Identical sentences in the test data
The MADAR corpus is stated to be created through
manual independent translation of sentences in dif-

ferent dialects. However, we identify multiple oc-
currences of identical sentences in the test data
labelled with different dialects. We will refer to
these as duplicates. There is a total of 522 of dupli-
cate sentences in the test data. 398 such sentences
were misclassified by AraBERT, and 393 were mis-
classified by the MNB model.

Some entries have up to 11 duplicates labelled
with different dialects from different regions. An
example is the sentence @QK. , in English Outside,
which has gold labels from The Levant, Gulf, and
Maghreb regions. Most frequent duplicates are
very short, some consisting of only one token.
The total set of duplicate sentences has an aver-
age length of 3.50 tokens with a standard deviation
of 1.55, which might explain the high number of
identical sentences across multiple regions.

The distribution of the duplicates is skewed, with
the highest frequencies among the Levant dialects
Jerusalem, Salt, and Damascus, with over 30 sen-
tences each. At the same time, MSA, Mosul, Al-
giers, Rabat, Sfax, and Sanaa have less than ten
each. Furthermore, it appears like dialects with
high lexical overlap (see Section 3), have similar
amounts of duplicate sentences. See Figure 5 in
the Appendix for the distribution across dialects.

Task formulation Because the task of Arabic
DID is formulated as a multi-class classification
task, many of the sentences in the test data are im-
possible to identify correctly since they can belong
to multiple dialects. The limitations of this task for-
mulation have already been demonstrated (Goutte
et al., 2016; Zampieri et al., 2023), suggesting that
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Original Dedpulicated

Size 5200 4870
Avg. sentences per class 200 (±0) 187.3 (±6.2)
Smallest class – Jerusalem (174)
Largest class – Sfax (198)

Table 6: Deduplicated MADAR-26 test set compared to the
original test set with smallest and largest class.

unless a text belongs to precisely one dialect, the
classification task should be approached as a multi-
label classification task, rather than a multi-class
one (Bernier-colborne et al., 2023).

Deduplication of test data We identify all in-
stances of duplicates and remove them, with only
one random instance retained in the test set. The
resulting deduplicated test set is presented in Ta-
ble 6, and consists of 4870 sentences. The result
is an imbalanced test set, but, an argument can be
made that duplicate sentences in the original test
data already imbalanced the test set.

Model evaluation on deduplicated data We
evaluate the MNB model on the deduplicated
test set and achieve a macro-average F1 score of
70.25%. Compared to the performance on the orig-
inal test set, evaluation without duplicate sentences
across classes results in an increase in performance
of 2.95 pp. The presence of duplicate sentences
in the data can be viewed as a reflection of natural
occurring language use, particularly in the case of
short text, where phrases and expressions may be
identical across various dialects. Therefore, remov-
ing identical sentences may introduce bias in the
evaluation process, as it would not reflect the natu-
ral occurrence of such duplicates and could lead to
an overestimation of a model’s performance.

7 Conclusion and future work

This paper investigates the challenging task of
fine-grained dialect identification, focusing on the
MADAR-26 corpus. By fine-tuning three BERT
models pre-trained on dialectal Arabic, we demon-
strated that the multinomial naive bayes model in-
troduced by Salameh et al. (2018) remains the state-
of-the-art model on this data. However, we identi-
fied 480 test sentences that were correctly classified
by the best performing BERT model, but were mis-
classified by the MNB model. A comprehensive
error analysis revealed the BERT model exhibits

superior performance in predicting sentences in
Muscat dialect and MSA, which may be attributed
to the amount of MSA content in the pre-training
data of the BERT model. We also show that some
of the challenges of the task can be attributed to
dataset limitations. Particularly the fact that 10%
of the sentences in the test set are identical to one
or more parallel sentences in the same set but with
different labels.

Our analysis of different error types confirms
that the MNB and BERT-based model often make
different mistakes, but also that a subset of the
test data is challenging for both. Notably, we
found that the Moroccan city dialects Rabat and
Fes are the most confused dialect pair, and show
how neither approach is able to capture the sub-
tle distinctions between some of the closely re-
lated dialects. Although dataset limitations, such as
non-Arabic proper nouns, short sentences without
dialect-specific features, and identical sentences
across classes, account for some of these errors,
the unique errors generated by each model provide
evidence that certain sentences can be correctly
classified by one model, but not the other. These
findings underscore the need to examine model
performance beyond simple metric comparison in
order to identify new strategies for enhancing Ara-
bic dialect identification.

In the future, we would like to address the formu-
lation of the task, by transforming it into a multi-
label classification problem. Instead of simply re-
moving the duplicate sentences from the data, we
can combine the labels of duplicate and nearly-
duplicate text, converting the single-label dataset
into a multi-label dialect classification format.

Another avenue for future research is to evaluate
models trained or fine-tuned on MADAR-26 on
user-generated data. Due to a lack of annotated
data matching the city-levels of MADAR, evalua-
tion on data outside the travel domain has up until
recently not been possible. However, the hierarchi-
cal mapping schema proposed by Baimukan et al.
(2022) can be leveraged for datasets with compara-
ble or more detailed annotations. More specifically,
we want to evaluate the performance of the models
on the NADI dataset (Abdul-Mageed et al., 2020)
by mapping tweets at the province-level to the city-
level.
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Limitations

Given the scope of this work, we did not conduct
an extensive exploration of design choices for the
various models, or dedicate considerable time to
hyperparameter optimisation and experimentation
of the selected models. Nevertheless, we acknowl-
edge that a more rigorous pursuit of hyperparame-
ter tuning may potentially produce different results.

Despite evaluating the Transformer-based mod-
els using five different seeds, our error analysis
relies solely on the outcomes of a single run. Al-
though the AraBERT model displayed a small de-
gree of instability during the development phase,
some of the outcomes used in the error analysis
may have varied if a different seed was used. How-
ever, due to the extensive nature of the analysis,
incorporating outcomes from multiple runs was not
a practical option. Therefore, our findings should
be considered indicative rather than definitive.

Moreover, the error analysis focused solely on
the test set without comparing misclassified and
correctly predicted sentences, and thereby limiting
our ability to pinpoint the precise factors behind
misclassifications. Instead, it offers insights into
misclassification categories and variations between
types, as well as between the two models.

Because of the wide coverage of the MADAR-26
corpus, some of the dialects in our error analysis
are outside our expertise. To mitigate this limi-
tation, we employed the newly publicly released
MADAR lexicon (Bouamor et al., 2018) and other
resources to aid in analysing these languages. How-
ever, inaccuracies may still exist.

Finally, due to the lack of morphological anal-
ysers covering all the dialects in MADAR-26, we
performed analysis on token-level, where a token
is defined by whitespace. This is not optimal for
Arabic, as this approach may result in the loss of
information conveyed by clitics.
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A Appendix

A.1 Morphological and lexical differences
between dialects

Region Dialect Sentence

English We want a table close to the stage

MSA hQå�ÖÏ @ 	áÓ H. Q
�®ËAK. �èY
KAÓ YK
Q 	K

Gulf Muscat hQå�ÖÏ @ 	áÓ H. Q
�®ËAK. �éËðA£ A 	ªJ. 	K

Doha hQå�ÖÏ @ Õç'

�éËðA£ A 	JJ
 	ªK.

Riyadh hQå�ÖÏ @ 	áÓ �éJ. K
Q�̄ �éËðA£ ù 	ªJ. 	K
Jeddah hQå�ÖÏ @ I. Ôg.

�éËðA£ AJ. 	K
Baghdad i. J


���Ë@ úÎ« �éJ. K
Q�̄ �éËðA£ YK
Q 	K
Basra i. J


���Ë@ Õç'

	Q�
Ó YK
Q 	K

Mosul h. Qå�ÖÏ @ úÎ« I. J
 	ª
�̄ 	Q�
Ó YJ
 	ª 	K

Gulf of Aden Sanaa é�	JÖÏ @ 	áÓ I. K
Q
�̄ éËðA£ ú


�æ ��	�
Levant Aleppo �é�	JÖÏ @ I. 	Jk.

�éËðA£ A 	KYK.
Damascus �é�	JÖÏ A« �éJ. K
Q�̄ �éËðA£ A 	KYK.
Beirut hQå�ÖÏ @ Yg �éËðA£ A 	KYK.
Amman hQå�ÖÏ @ 	áÓ �éJ. K
Q�̄ �éËðA£ A 	KYK.
Salt hQå�ÖÏ @ 	áÓ I. K
Q

�̄ �éËðA£ A 	KYK.
Jerusalem hQå�ÖÏ @ I. 	Jk.

�éËðA£ A 	KYK.
Nile Basin Cairo �é�	JÖÏ @ I. 	Jk. è 	Q�
K. @Q�K 	QK
A«

Alexandria hQå�ÖÏ @ 	áÓ �éJ. K
Q�̄ �è 	Q�
K. @Q�K 	áK
 	PðA«
Aswan hQå�ÖÏ @ 	áÓ �éJ. K
Q�̄ �è 	Q�
K. Q£ 	áK
 	QK
A« A 	Jk



@

Khartoum �é�	JÖÏ @ I. 	Jk.
�è 	Q�
K. Q£ 	áK
QK
 @X

Maghreb Tripoli hQå�ÖÏ @ I. 	Jk. éËðA£ ñJ. 	K
Benghazi hQå�ÖÏ @ 	áÓ �éJ. K
Q�̄ �éËðA£ ñJ. 	K
Tunis l»QË@ Ð �éJ. K
Q�̄ �éËðA£ ñJ. m�

	'
Sfax X@ñË@ I. 	Jm.�'.

�éËðA£ @ñJ. m�
	'

Algiers 	�QªË@ �é�	JÓ 	áÓ �éJ. K
Q�̄ �éËðA£ 	á�
K. Ag A 	K @P
Rabat hQå�ÒÊË �éJ. K
Q�̄ �éËðA£ A 	JJ
 	ªK.
Fes hQå�ÒÊË �éJ. K
Q�̄ �éÊJ.£ A 	JJ
 	ªK.

Table 7: A sample of a 26-way parallel sentence extracted
from MADAR-26 for the English sentence “We want a table
near the stage.”

To get a more nuanced understanding of the lin-
guistic features and characteristics of the dialects,
we analyse the sentence “We want a table close
to the stage” for all the dialects, see Table 7, as
we believe it highlights many of the morpholog-
ical and lexical differences between the dialects.
For example, the English word table is translated
into �èY
KAÓ in MSA, while for Basra and Mosul it

is 	Q�
Ó, and �è 	Q�
K. Q£ in Aswan. It is translated into
�éËðA£ in multiple city dialects in the Gulf, Levant
and Maghreb region. Translating the word table
into �éËðA£ makes sense for many of the dialects in
the Levant and in the Gulf, while for others, this
translation choice seems to have been influenced
by MSA. For instance, in the Algiers dialect, many
Algiers dialect speakers view �éËðA£ as a MSA word

and prefer the French-derived term �éÊK. A£ in their
daily communication (Harrat et al., 2016).

When examining sentences regionally, we find
significant vocabulary similarity within each re-
gion. As an example, in the Levant region, all
city dialects translate We want a table as �éËðA£ A 	KYK. .
This contributes to the complexity of DID at a city-
level, particularly in distinguishing between cities
in the same geographical area.

A.2 Arabic BERT-based models

Size #Tokens pre-training data

AraBERT 541MB 8.6B 77GB+60M Tweets
MARBERT 654MB 29B 167GB
CAMeLBERT 439MB 17.3B 167GB

Table 8: Configuration for AraBERTv0.2-Twitter (Antoun
et al., 2020), MARBERTv2 (Abdul-Mageed et al., 2021a) and
CAMeLBERT-mix (Inoue et al., 2021).

A.3 Implementation details

All the reported experiments are run on the high-
performance computing resource Sigma2 – the Na-
tional Infrastructure for High Performance Com-
puting and Data Storage in Norway, made available
by the University of Oslo. For replicability, we do
not train the BERT models from scratch, relying
instead on pre-trained BERT models downloaded
directly from Huggingface.

Hyperparameter tuning For all experiments,
we are using maximum length of 128 tokens for
input sequences, AdamW optimiser with epsilon at
1e-8, and early stopping to determine the optimal
number of epochs. To compute the loss, we use
Cross entropy and set dropout to 0.1.

We are not experimenting with different hyperpa-
rameters for the CAMeL-BERT model, as previous
work has made a thorough effort to explore the
optimal combination for the model on the task of
DID on MADAR-26 (Inoue et al., 2021; Ghaddar
et al., 2022). Additionally, we run each model mul-
tiple times with different seeds to capture potential
deviations in performance (Devlin et al., 2019).

In the case of AraBERT and MARBERT, we
base our hyperparameter grid search on previous ex-
periments on earlier versions of the models, namely
AraBERTv0.2 (Antoun et al., 2020) and MAR-
BERTv1 (Abdul-Mageed et al., 2021a), on the task
of DID on MADAR-26 (Inoue et al., 2021; Ghad-
dar et al., 2022). Table 9 presents the results from
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the hyperparameter grid search, while Table 10
shows the hyperparameters used for evaluation on
the development set for all models.

Learning rate

Model Batch 2e-05 1e-4

MARBERT 32 62.56 (±0.63) 62.69 (±0.06)
16 62.12 (±1.84) 61.76 (±1.72)

AraBERT 32 62.95(±0.57) 65.64 (±0.51)
16 63.95(±0.40) 64.76 (±1.65)

Table 9: Average results for AraBERT-Twitter and MAR-
BERTv2 on five seeds testing hyperparameters.

Model Batch Lr Epochs

MARBERT 32 1e-4 6
AraBERT 32 1e-4 8
CAMeLBERT 32 2e-05 3

Table 10: Hyperparameters for AraBERTv0.2-Twitter (An-
toun et al., 2020), MARBERTv2 (Abdul-Mageed et al., 2021a)
and CAMeLBERT-mix (Inoue et al., 2021).

A.4 Percentage of correctly classified
sentences

Table 11 displays the percentage of correctly classi-
fied test data for each dialect by each model, focus-
ing on top five best- and top five worst-performing
dialects. This summary demonstrates how the
MNB model identifies a larger proportion of the
sentences compared to the AraBERT model, both
for the top five best and weakest results. The table
confirms the models’ differences in proficiency on
various dialects, the most interesting example be-
ing the AraBERT model’s high accuracy of 80% in
predicting the MSA sentences, which is not among
the top five results for the MNB model.

AraBERT MNB

1. MSA (80.0%) MOS (84.0%)
2. ALG (75.5%) ALG (80.5%)
3. MOS (75.0%) TRI (78.0%)
4. ALX (72.0%) ALX (76.5%)
5. SAN (71.5%) DOH (74.5%)

22. JER (55.5%) SAL (61.0%)
23. AMM (52.0%) JER (61.0%)
24. DAM (50.5%) AMM(55.0%)
25. MUS (49.5%) CAI (50.5%)
26. CAI (47.0%) MUS (47.0%)

Table 11: The five top and bottom dialects based on percent-
age of sentences predicted correctly by each model.

A.5 Cities covered in the MADAR corpus
In Table 12 we give the full list of all cities covered
in the MADAR corpus, as well as the abbreviations
of their names used throughout the paper.

Dialect city Abbr. Country Region

Damascus DAM Syria Levant
Aleppo ALE
Beirut BEI Lebanon
Amman AMM Jordan
Salt SAL
Jerusalem JER Palestine

Muscat MUS Oman Gulf
Doha DOH Qatar
Riyadh RIY KSA
Jeddah JED
Baghdad BAG Iraq
Mosul MOS
Basra BAS

Sanaa SAN Yemen Gulf of Aden

Tripoli TRI Libya Maghreb
Benghazi BEN
Tunis TUN Tunisia
Sfax SFX
Algiers ALG Algeria
Rabat RAB Morocco
Fes FES

Cairo CAI Egypt Nile basin
Alexandria ALE
Aswan ASW
Khartoum KHA Sudan

Table 12: The cities covered by MADAR-26 with correspond-
ing country and region as defined by Bouamor et al. (2018).
The cities included in MADAR-6 are marked with bold.

A.6 Most frequently confused pair of dialects

Figure 5: Distribution of duplicate and misclassified dupli-
cate sentences for each dialect in the MADAR-26 test set.

As previously mentioned, the distribution of the
duplicates is skewed. As can be seen from Table
5, Jerusalem, Salt, and Damascus (from the Lev-
ant region) are the dialects with most duplicates
with over 30 sentences each. While MSA, Mo-
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Category Dialect pair Frequency

Union RAB, FES 109
TUN, SFX 100
BAG, BAS 86
CAI, ASW 85
DAM, ALE 61
MSA, MUS 58

Int-S RAB, FES 36
TUN, SFX 30
DAM, ALE 25
BAG, BAS 23
CAI, ASW 22
DAM, BEI 20

Int-D RIY, JED 14
MSA, MUS 13
BAG, BAS 13
SAL, AMM 11
JER, AMM 11
JER, BEI 11

Unique AraBERT RAB, FES 39
TUN, SFX 32
BAG, BAS 30
ASW, CAI 30
JER, AMM 19

Unique MNB RAB, FES 28
TUN, SFX 28
MSA, MUS 26
BAG, BAS 24
ASW, CAI 18

Table 13: The five most frequently occurring pairs of dialects
in each category. The frequency is based on whether the two
dialects occur together, either where d1 is the correct dialect
and d2 is the predicted dialect, or where d2 is the correct
dialect and d1 is the predicted dialect. Dialect pairs that are
not from the same country are marked with bold.

sul, Algiers, Rabat, Sfax, and Sanaa have less than
ten each. It is quite clear that having duplicate
sentences confuses the models, as the majority of
duplicates were actually misclassified.

We report on occurrences where a pair of dialects
appear together, either as a gold label or as the pre-
dicted label, to inspect which dialect combinations
are most frequently confused. The results for each
category are presented in Table 13, and show how
the most frequently confused dialect pairs are city
dialects from the same country. The two Moroccan
city dialects Rabat and Fes are the overall most
frequently confused dialect in all categories except
for the INT-D category. The high frequency be-
tween them might be explained by the high lexical
overlap in terms of shared tokens in the training
data, as reported in Section 3.

The dialect pairs that are not from the same coun-
try are highlighted in bold, and they all belong to

the Levant region. However, there is one exception -
the MSA and Muscat pair, which occur together 58
times. Interestingly, this combination only occurs
in the INT-S and the Unique MNB category, in ad-
dition to the union of misclassifications, which sug-
gests that the MNB model might contribute more
to this confusion than the AraBERT model.

The INT-D category stands out from the oth-
ers in two ways. Firstly, the frequency of each
pair is significantly lower compared to the other
categories, suggesting that this subset of misclassi-
fications might have less dialect-specific features.
Secondly, it exhibits three dialect pairs that are not
located in the same country.
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Abstract

Automatic Arabic Dialect Identification (ADI)
of text has gained great popularity since it was
introduced in the early 2010s. Multiple datasets
were developed, and yearly shared tasks have
been running since 2018. However, ADI sys-
tems are reported to fail in distinguishing be-
tween the micro-dialects of Arabic. We argue
that the currently adopted framing of the ADI
task as a single-label classification problem is
one of the main reasons for that. We highlight
the limitation of the incompleteness of the Di-
alect labels and demonstrate how it impacts
the evaluation of ADI systems. A manual er-
ror analysis for the predictions of an ADI, per-
formed by 7 native speakers of different Arabic
dialects, revealed that ≈ 66% of the validated
errors are not true errors. Consequently, we pro-
pose framing ADI as a multi-label classification
task and give recommendations for designing
new ADI datasets.

1 Introduction

ADI of text is an NLP task meant to determine the
Arabic Dialect of the text from a predefined set of
dialects. Arabic dialects can be grouped according
to different levels (1) major regional level: Levant,
Nile Basin, Gulf, Gulf of Aden, and Maghreb (2)
country level: more than 20 Arab countries, and (3)
city level: more than 100 micro-dialects (Cotterell
and Callison-Burch, 2014; Baimukan et al., 2022).

Different datasets were built curating data from
various resources with labels of different degrees
of granularities: (1) regional-level (Zaidan and
Callison-Burch, 2011; Alsarsour et al., 2018), (2)
country-level (Abdelali et al., 2021; Abdul-Mageed
et al., 2022, 2023), or (3) city-level (Bouamor et al.,
2019; Abdul-Mageed et al., 2020a, 2021b). De-
spite attracting lots of attention and effort for over
a decade, ADI is still considered challenging, es-
pecially for the fine-grained distinction of micro-
Arabic dialects on the country and city levels. This

Dialects Sentence

Iraq, Jordan, Lebanon, ?TW�m�� �§¤
Libya, Oman, Palestine Where is the station?
Qatar, Saudi Arabia, Sudan,
Syria, Tunisia, Yemen

Iraq, Morocco, Qatar ?Tl�r�� ��C wnJ
What is the flight/trip number?

Table 1: The MADAR corpus (Bouamor et al., 2018)
has English/French sentences manually translated into
different Arabic dialects. The table shows two sentences
having the same translation across multiple country-
level dialects.

is generally demonstrated by the inability of ADI
models to achieve high macro-F1 scores.

We believe that framing ADI as a single-label
classification problem is a major limitation, es-
pecially for short sentences that might not have
enough distinctive cues of a specific dialect as per
Table 1. Therefore, assigning a single dialect la-
bel to each sentence either automatically (e.g.: us-
ing geotagging) or manually makes the labels in-
complete, which in turn affects the fairness of the
evaluation process. The single-label limitation for
DI was also discussed for other languages such as
French (Bernier-colborne et al., 2023).

The need for improving the framing of ADI and
consequently the ADI resources was previously
noted by Althobaiti (2020), who concluded the
Future Directions section of her survey of Arabic
Dialect Identification (ADI) with the following:

“There is also a need to criticize the avail-
able resources and analyze them in order
to find the gaps in the available ADI re-
sources."

In this paper, we introduce the concept of Maxi-
mal Accuracy for ADI datasets having single labels.
We then provide recommendations for how to build
new ADI datasets in a multi-label setup to alle-
viate the limitations of single-label datasets. We
hope that our study will spark discussions among
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the Arabic NLP community about the modeling of
the ADI task, which would optimally lead to the
creation of new datasets of more complete labels,
and help in improving the quality of the ADI mod-
els. The main contributions of the paper can be
summarized as follows:

1. Criticizing the current modeling of the ADI
task as a single-label classification task by
empirically estimating the Maximal Accuracy
for multiple existing ADI datasets.

2. Performing an error analysis for an ADI
model by recruiting native speakers of seven
different country-level Arabic dialects.

3. Presenting a detailed proposal for how multi-
label classification can be used for ADI.

2 How are Current ADI Datasets Built?

There have been multiple efforts to build several
datasets for the ADI task using multiple techniques.
We recognize four main techniques: (1) Manual
Human Annotation, (2) Translating sentences into
predefined sets of dialects, (3) Automatic labeling
of data using distinctive lexical cues, and (4) Auto-
matic labeling using geo-tagging.

A common limitation to all those techniques is
modeling the task as a single-label classification
task, where each sentence in the datasets is
assigned to only one dialect while ignoring the fact
that the same sentence can be valid in multiple
dialects. Furthermore, each of these techniques has
its own additional limitations that affect the quality
of the labels as follows:

(1) Manual Human Annotation where annotators
categorize Arabic sentences into one dialect from
a predefined list of dialects (Zaidan and Callison-
Burch, 2011; Huang, 2015; Malmasi et al., 2016;
Zampieri et al., 2017, 2018).
Limitations: It was found that annotators over-
identify their own native dialects (Zaidan and
Callison-Burch, 2014; Abu Farha and Magdy,
2022). Therefore, the annotations for sentences
that are valid in multiple dialects might be skewed
toward the countries from which most of the
annotators originate, causing a representation
bias. Moreover, accurately determining the Arabic
dialect of a sentence requires exposure to the
different dialects of Arabic, which might not be a
common case for Arabic speakers.

(2) Translation in which participants are asked to

translate sentences into their native Arabic dialects
(Ho, 2006-; Bouamor et al., 2014; Meftouh et al.,
2015; Bouamor et al., 2018; Mubarak, 2018). If
all the participants are asked to translate the same
source sentences, then the dataset is composed of
parallel sentences in various dialects. The main
application of these datasets is to help develop ma-
chine translation systems, however, they are some-
times used for ADI. Figure 1 demonstrates how a
corpus of parallel sentences is transformed into a
corresponding DI dataset.
Limitations: While the labels of the corresponding
DI dataset are correct, a source sentence might have
the same translation in multiple Arabic dialects,
Table 1. In such cases, a single-label classifier is
asked to predict different Dialect labels despite the
input sentence being the same.

Moreover, the syntax, and lexical items in the
translated sentences might be affected by the
corresponding syntactic and lexical features of the
source sentences, especially if the source sentence
is MSA or a variant of DA (Bouamor et al., 2014;
Harrat et al., 2017). Such effects might make the
translated sentences sound unnatural to native
speakers of these dialects.

(3) Distinctive Dialectal Terms where text is cu-
rated based on the appearance of a term from a seed
list of distinctive dialectal terms. These terms are
used to automatically determine the dialect of the
text (Alsarsour et al., 2018; Althobaiti, 2022).
Limitations: The curated data is constrained by the
diversity of the terms used to collect it.

(4) Geo-tagging where the text is automatically
labeled using information about the location or
the nationality of its writer (Mubarak and Dar-
wish, 2014; Salama et al., 2014; Al-Obaidi and
Samawi, 2016; Al-Moslmi et al., 2018; Zaghouani
and Charfi, 2018; Charfi et al., 2019; El-Haj, 2020;
Abdelali et al., 2021; Abdul-Mageed et al., 2020a,
2021b, 2022).
Limitations: While this technique allows for curat-
ing data from different Arab countries, it does not
consider that speakers of a variant of DA might
be living in an Arab country that speaks another
variant (e.g.: An Egyptian living in Kuwait) (Charfi
et al., 2019; Abdul-Mageed et al., 2020a). More-
over, some of the curated sentences might be writ-
ten in MSA, so the curated sentences need to be
split into DA sentences and MSA ones (Abdelali
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Dataset Ct/Cn/Re Description

(1) Manual Labeling
AOC (Zaidan and Callison-Burch, 2011) - / - / 5 * - Online comments to news articles, manually labeled three times by

crowd-sourced human annotators.
Facebook test set (Huang, 2015) - / - / 3 - 2,382 public Facebook posts manually annotated into Egyptian,

Levantine, Gulf Arabic, and MSA.Note: Data attached to the paper on ACL Anthology.
VarDial 2016 (Malmasi et al., 2016) - / - / 4 - Sentences sampled from transcripts of broadcast, debate and

discussion programs from AlJazeera. The dialects of these recorded
programs were manually labeled. MSA is included as a 5th dialect
class for the models. Audio features were used in the 2017 and 2018
editions to allow for building multimodal models.

Note: The link provided is not working.
VarDial 2017 (Zampieri et al., 2017) - / - / 4
VarDial 2018 (Zampieri et al., 2018) - / - / 4
Note: VarDial 2018 used the same data as VarDial 2017.
ArSarcasm-v2 (Abu Farha et al., 2021) - / - / 4 * - 15,548 tweets sampled from previous sentiment analysis datasets,

annotated for their dialect (including MSA).

(2) Translation
Tatoeba (Ho, 2006-) - / 8 / 4 - An ever-growing crowdsourced corpus of multilingual translations,

that include MSA and 8 different Arabic dialects.
MPCA (Bouamor et al., 2014) - / 5 / 3 - 2,000 Egyptian Arabic sentences from a pre-existing corpus, manu-

ally translated into 4 other country-level dialects in addition to MSA.
PADIC (Meftouh et al., 2015) 5 / 4 / 2 - 6,400 sentences sampled from the transcripts of recorded con-

versations and movie/TV shows in Algerian Arabic and manually
translated into 4 other dialects and MSA.

DIAL2MSA (Mubarak, 2018) - / - / 4 - Dialectal tweets manually translated into MSA.
MADAR6 (Bouamor et al., 2019) 5 / 5 / 4 - 10,000 sentences manually translated into 5 city-level Arabic di-

alects in addition to MSA.
MADAR26 (Bouamor et al., 2019) 25 / 15 / 5 - 2,000 sentences manually translated into 25 city-level Arabic di-

alects in addition to MSA.

(3) Distinctive Lexical Cues
DART (Alsarsour et al., 2018) - / - / 5 * - Tweets streamed using a seed list of distinctive dialectal terms,

which are used to initially assign a dialect to each tweet, before
having them manually verified by crowdsourced annotators.

Twt15DA (Althobaiti, 2022) - / 15 / 5 - Tweets curated by iteratively augmenting lists of distinctive
dialectal cues, starting with a seed list for each dialect.Note: Data shared as (tweet IDs, labels) only.

(4) Geo-tagging
(Mubarak and Darwish, 2014) - / ? / ? - Arabic tweets streamed from Twitter, then automatically annotated

using the reported user locations of the tweets’ authors.Note: Not publicly available.
YouDACC (Salama et al., 2014) - / 8 / 5 * - Comments to youtube videos labeled using the videos’ countries

of origin, and the authors’ locations.Note: Not publicly available.
OMCCA (Al-Obaidi and Samawi, 2016) 5 / 2 / 2 - 27,912 reviews scrapped from Jeeran.com, and automatically la-

beled using the location of the reviewer.
MASC (Al-Moslmi et al., 2018) - / 6 / 4 - 9,141 reviews curated from online reviewing sites, Google Play,

Twitter, and Facebook. The country of the reviewer is used as a
proxy for the dialect of the review.

Shami (Abu Kwaik et al., 2018) - / 4 / 1 - Sentences in one of the 4 Levantine dialects: (1) manually collected
from discussions about public figures on online fora; (2) automati-
cally collected from the Twitter timelines of public figures.

ARAP-Tweet (Zaghouani and Charfi, 2018) - / 16 / 5 * - A corpus of tweets from 1100 users, annotated at the user level for
the dialect, age, and gender.Note: No download link on their site.

ARAP-Tweet 2.0 (Charfi et al., 2019) - / 17 / 5 * - A corpus of tweets from about 3000 users, annotated at the user
level for the dialect, age, and gender.Note: No download link on their site.

Habibi (El-Haj, 2020) - / 18 / 6 *† - Songs’ lyrics labeled by the country of origin of their singers.
QADI (Abdelali et al., 2021) - / 18 / 5 - Tweets automatically labeled based on the locations of the authors

in the user description field. The labels of the testing set of each
country were validated by a native speaker of each country’s dialect.

Note: Training data shared as (tweet IDs, labels) only.

NADI2020 (Abdul-Mageed et al., 2020a) 100 / 21 / 5 - Tweets of users staying in the same province for 10 months,
automatically labeled by geotagging the tweets of the selected users.NADI2021 (Abdul-Mageed et al., 2021b) 100 / 21 / 5

NADI2022 (Abdul-Mageed et al., 2022) - / 18 / 5
NADI2023 (Abdul-Mageed et al., 2023) - / 18 / 5 - Currently not disclosed

(5) Miscellaneous
Arabic Dialects Dataset (El-Haj et al., 2018) - / - / 4 * - 12,801 sentences sampled from the AOC dataset, in addition to

3,693 sentences sampled from the Internet Forums category of the
Tunisian Arabic Corpus (McNeil and Faiza, 2010-).

Table 2: The list of single-labeled ADI datasets categorized by the labeling techniques. We follow the regional
categorization of Baimukan et al. (2022). Ct/Cn/Re: the number of cities (provinces), countries, and regions
respectively. *: The regional dialects are defined as Egypt, Iraq, Levant, Gulf, and Maghreb (Cotterell and Callison-
Burch, 2014). †: Sudanese Arabic is considered as another regional dialect. ?: Missing information.
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Corpus of parallel sentences
Egypt Tunisia Syria Jordan Palestine

ازيك يا جومانا وحشاني شحوالك يا جومانا توحشتك كيفك يا جومانا اشتقتلك كيفك جومانا اشتقتلك كثير كيف حالك يا جمانه
مشتاقلك

DI dataset
Sentence Dialect

ازيك يا جومانا وحشاني Egypt

شحوالك يا جومانا توحشتك Tunisia

كيفك يا جومانا اشتقتلك Syria

كيفك جومانا اشتقتلك كثير Jordan

كيف حالك يا جمانه مشتاقلك Palestine

Figure 1: A demonstration of how parallel dialectal sentences are transformed into DI samples. The parallel
sentences are sampled from the MPCA corpus (Bouamor et al., 2014)

et al., 2021; Abdul-Mageed et al., 2021b, 2022).

3 Maximal Accuracy of Single-label ADI
Datasets

For a single-label ADI dataset consisting of sen-
tences where each is assigned one dialect label,
assume that a percentage Perc2 of those sentences
is valid in 2 different dialects. For those sentences,
only one of the valid dialects is listed as their label.
An effective model trained to predict a single label
will randomly assign each of these sentences to one
of its two valid labels. Thus, the expected maximal
accuracy on the dataset E[Accuracymax] that the
model can achieve would then be:

E[Accuracymax] = (100−Perc2) +
Perc2

2
(1)

For example, if 40% of the sentences are valid
in two dialects (i.e.: Perc2 = 40%), then the
E[Accuracymax] of the dataset would be 80%.
This becomes worse when a sentence is valid in
more dialects, exceeding ten valid dialects in some
cases (as shown in Table 1). Thus, for a total num-
ber of dialects Ndialects, the equation above can
then generalized to:

E[Accuracymax] = Perc1 +

n=Ndialects∑

n=2

Percn
n

(2)

where Perc1 is the percentage of samples that
are only valid in one dialect, Percn is the per-
centage of samples valid in n dialects, Ndialects

represent the total number of dialects considered,
and

∑n=Ndialects
n=1 Percn = 100%.

The higher the percentages Percn where n ∈
[2, Ndialects], the lower the maximal accuracy
would be. The same pattern would apply to F1
scores. Therefore, a model might be achieving low
F1 scores as a consequence of framing DI as a
single-label classification task, which might result
in high Percn values.

Our objective in this paper is to estimate
the value of E[Accuracymax] for the existing
datasets, which should examine the validity of our
hypothesis that modeling ADI task as a single-label
classification can be highly sub-optimal.

4 Estimating the Maximal Accuracy of
Datasets

In our study, we focus on the country-level ADI for
which multiple shared tasks have been organized
since 2019 (Bouamor et al., 2019; Abdul-Mageed
et al., 2020a, 2021b, 2022).

In order to quantify the percentages Percn, each
sample of a dataset needs to be assessed by native
speakers from all the Arab countries. Given our
inability to recruit participants from all the Arab
countries, we will estimate the percentages using
two methods that provide lower bounds P̃ercn for
the actual values Percn (i.e.: P̃ercn ≤ Percn).
Consequently, the estimated maximal accuracy is
an upper bound for its true value.

4.1 Datasets Derived from Parallel Corpora

Initially, we examine the possibility of having Ara-
bic sentences valid in multiple dialects by exam-
ining parallel corpora of Arabic dialects, which
have sentences translated into multiple dialects.
While a manual translation of a sentence can be
phrased in different forms within the same dialect,
we still examine if by chance we can find identical
manually-translated sentences in different dialects
by different translators.

For the four parallel corpora Multidialectal Par-
allel Corpus of Arabic (MPCA) (Bouamor et al.,
2014), PADIC (Meftouh et al., 2015), MADAR6,
and MADAR26 (Bouamor et al., 2018), we trans-
formed the parallel sentences into (sentence, di-
alect) pairs as in subtask (1) of the MADAR shared
task (Bouamor et al., 2019). We then mapped
the dialect labels for PADIC, MADAR6, and
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Dataset Ndialects Nsamples

∑n=Ndialects
n=2 P̃ercn Ẽ[Accuracymax]

PADIC 4 29,138 5.2% 97.1%
MPCA 5 4,960 7.8% 95.4%
MADAR6 5 49,476 2.3% 98.7%
MADAR26 15 48,624 9.6% 93.9%

Table 3: The estimated percentages and the corresponding expected maximal accuracy for the DI datasets formed
using the four parallel corpora. The estimated maximal accuracies are upper bounds for the true maximal accuracies,
and we expect the true values to be significantly lower than these estimates.

NADI 2020
✅ Naturally occurring tweets
❌ ~ 50% of data is in MSA.
❌ Contains Kurdish and Persian
samples.

NADI 2021
✅ Split MSA from DA tweets
(2 subtasks).
✅ Discarded Kurdish and Persian
tweets.
🤔 Included all Arab countries
except for the Comoros.

NADI 2022
✅ Discarded MSA samples.
🤔 Discarded tweets from
Mauritania, Djibouti, and Somalia.
❌ Data Imbalance across dialects.

NADI 2023
✅ Balanced across dialects.

Figure 2: The evolution of the NADI datasets used for the shared tasks run between 2020 and 2023.

MADAR26 from city-level dialects to country-
level ones. In case the same sentence is used in
different cities within the same country, a single
copy is kept. The sentences are then preprocessed
by discarding Latin and numeric characters in ad-
dition to diacritics and punctuation. Lastly, we
estimated the percentages P̃ercn by computing
the percentages of sentences that have the exact
same translation in n dialects.

The upper bound for the maximal accuracies of
the four corpora lies in the range [93.9%, 98.7%]
as per Table 3. The fact that the maximal accuracy
for MADAR26 is lower than that for MADAR6
demonstrates that the probability that a sentence is
valid in multiple dialects increases as more transla-
tions in other country-level dialects are considered.

4.2 Datasets of Geolocated Dialectal Sentences
The Nuanced Arabic Dialect Identification (NADI)
shared tasks (Abdul-Mageed et al., 2020a, 2021b,
2022) used datasets that are built by collecting
Arabic tweets authored by users who have been
tweeting from the same location for 10 consecutive
months. The geolocation of the users is then used
as a label for their tweets. The creators of NADI
have been improving the quality of the dataset from
one year to another as summarized in Figure 2.

While the NADI shared tasks have been attract-
ing active participation, the best-performing mod-
els in NADI 2022 achieved macro F1 scores of
36.48% and 18.95%, and accuracies of 53.05%
and 36.84% on two test sets (Abdul-Mageed
et al., 2022). The baseline MarBERT-based
model (Abdul-Mageed et al., 2021a) fine-tuned

on the training dataset achieves competitive results
(macro F1 scores: 31.39% and 16.94%, accuracies:
47.77% and 34.06%).

Model Description Given the competitiveness
of the baseline model, we fine-tuned the MarBERT
model on the balanced training dataset of NADI
2023, and then we used the QADI dataset (Abdelali
et al., 2021) as our test set. QADI’s test set covers
the same 18 countries as NADI 2023. We decided
to analyze the errors of our model on QADI for two
reasons: 1) At the time of writing the paper, the test
set of NADI 2023 was not released (even for earlier
NADIs, the labels of the test sets are not publicly
released); 2) The dialect labels of the samples of
QADI’s test set were automatically assigned us-
ing geolocations similar to NADI, but the label of
each sample was validated by a native speaker of
the sample’s label, which gives additional quality
assurance for QADI over NADI.

The model achieves an accuracy of 50.74% on
QADI’s test set with the full classification report in
Table A2. Figure 3 visualizes how the predictions
and labels are confused together.

Manual Error Analysis We recruited native-
speaker participants of Algerian, Egyptian, Pales-
tinian, Lebanese, Saudi Arabian, Sudanese, and
Syrian Arabic to validate the False Positives (FPs)
that the model makes for those dialects. Each par-
ticipant is shown the FPs for their native dialect,
one at a time, and is asked to validate them as indi-
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cated in Figure B1 1. If the participant found the FP
sample to be valid in their native dialect, it means
that this sample is valid in at least two different
Arabic dialects (i.e.: the sample’s original label,
and the model’s prediction) 2. However, it can still
be valid in additional dialects, which we did not
check for due to the limited number of participants.

Validity of the Model’s FPs Out of 490 vali-
dated FPs, 325 were found to be also valid in the
other dialect they were classified to, which repre-
sents ≈ 66% of the validated errors. Having such
a great proportion of FPs that are not true errors
hinders the ability to properly analyze and improve
the ADI models. For Egyptian, Palestinian, Saudi
Arabian, and Syrian Arabic, the majority of the
FPs are incorrect as demonstrated in Figure 4 (i.e.:
the model’s prediction should be considered to be
correct). As expected, dialects grouped in the same
region are similar, and thus the FPs of a dialect
would generally have labels of other dialects from
the same region as in Figure 5.

Impact on Evaluation If we only consider the
725 samples that were correctly predicted by the
model (TPs) in addition to the validated 490 FPs,
then we know that 325 samples out of 1215 ones
are at least valid in two different dialects. The
P̃erc2 for this subset is 26.7%, making the maxi-
mal accuracy E[Accuracymax] equal to 86.6%.

To further investigate the impact of the incorrect
FPs on the evaluation metrics, we computed the cor-
rected True Positive value for each dialect TP∗ as
TP∗ = TP+ Incorrect FP. Using these cor-
rected TP∗ values, we computed corrected preci-
sion, recall, and F1-scores. As per Table 4, the
macro-averaged F1-score increased from 0.56 to
0.72. This clearly confirms our hypothesis that
modeling ADI task as a single-label classification
task leads to inaccurate evaluation of the systems.

5 Proposal for Framing the ADI Task

Given the limitations of using single-label clas-
sification for the ADI task, elaborated in §4, we
propose alternative modeling for ADI.

Zaidan and Callison-Burch (2014) asked crowd-
sourced annotators to label dialectal sentences as
being Egyptian, Gulf, Iraqi, Levantine, Maghrebi,

1We release the judgments through: github.com/
AMR-KELEG/ADI-under-scrutiny/tree/master/data

2Participants are given a third choice Maybe / Not Sure,
which we count as No (i.e.: invalid in their dialect).

Figure 3: The confusion matrix for the predictions of a
MarBERT model on QADI’s test set. The model was
fine-tuned using NADI 2023’s training dataset.
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Figure 4: The distribution of the annotations for the
validity of the False Positives (FPs) in 7 Arabic dialects.
Correct FP represents the FP samples for which the
model’s prediction is invalid. Incorrect FP the FP
samples for which the model’s prediction is valid.

other dialect, or general dialect. They used the
general dialect for sentences that can be valid in
multiple dialects. The general dialect is underspec-
ified, and it is not clear whether it implies that a
sentence is accepted in multiple dialects or in all of
them. Therefore, the authors noticed that some of
the annotators barely used the label, while others
used it when they were not sure about the dialect of
the underlying sentences. Moreover, they noticed
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Figure 5: The distribution of the original labels for the False Positives (FPs) of the seven validated dialects.
Correct FP represents the FP samples for which the model’s prediction is invalid. Incorrect FP represents the FP
samples for which the model’s prediction is valid.

that the annotators tend to over-identify their na-
tive dialects. Annotators might not realize that a
sentence valid in their native dialect is also valid in
other dialects, and thus can end up choosing their
native dialect as the label for this sentence, instead
of the general dialect label.

Zampieri et al. (2023) focused on the binary
distinction between two varieties of English, Por-
tuguese, and Spanish. In addition to the two vari-
eties of each language, the annotators are allowed

to assign sentences to a third label Both or Nei-
ther. The evaluation results indicate that the Both
or Neither label is harder to model computationally
than the other variety labels. The authors noted that
there is room for improvement in the treatment and
modeling of this third label.

Consequently, we believe that adding another la-
bel such as general or Both or Neither does not
completely solve the limitations of single-label
classification datasets. Conversely, framing the
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Dialect TP FP TP∗ FP∗ FN P R F1 P∗ R∗ F1∗

Algeria 72 42 72 + 17 = 89 25 98 0.63 0.42 0.51 0.78 0.48 0.59

Egypt 170 93 170 + 69 = 239 24 30 0.65 0.85 0.73 0.91 0.89 0.90

Lebanon 134 79 134 + 41 = 175 38 60 0.63 0.69 0.66 0.82 0.74 0.78

Palestine 74 85 74 + 59 = 133 26 99 0.47 0.43 0.45 0.84 0.57 0.68

Saudi Arabia 88 132 88 + 97 = 185 35 111 0.40 0.44 0.42 0.84 0.62 0.72

Sudan 127 12 127 + 5 = 132 7 61 0.91 0.68 0.78 0.95 0.68 0.80

Syria 60 47 60 + 37 = 97 10 134 0.56 0.31 0.40 0.91 0.42 0.57

Macro-average 0.61 0.55 0.56 0.86 0.63 0.72

Table 4: The impact of the incorrect FPs on the precision P, recall R, and F1-score F1. Error samples for a specific
predicted dialect (i.e.: FPs of this dialect) that are labeled as valid in this predicted dialect are counted as true
positives in the corrected TP∗ score. The corrected P∗, R∗ and F1∗ are based on the corrected value of TP∗.
P∗ = TP∗

TP∗+FP∗ , R∗ = TP∗

TP∗+FN , F1∗ = 2∗P∗∗R∗

P∗+R∗

Note: P stands for Precision, R stands for Recall, and F1 stands for F1-score.

task as a multi-label classification would optimally
alleviate the aforementioned limitations.

5.1 ADI as Multi-label Classification

Multi-label classification allows assigning one or
more dialects to the same sample. Bernier-colborne
et al. (2023) argued for using the multi-label classi-
fication setup after investigating a French DI cor-
pus (FreCDo) (Gaman et al., 2022), covering four
macro French dialects spoken in France, Switzer-
land, Belgium, and Canada. They found that the
corpus has duplicated single-labeled sentences of
different labels, and showed how these sentences
impact the performance of DI models.

Labeling: Collecting multi-labels for a dataset
requires the manual annotation of its samples.
Dataset creators need to consider how they collect
the annotations, and consequently who to recruit.
An Arabic speaker of a specific dialect would be
able to determine if a sentence is valid in their di-
alect or not (Salama et al., 2014; Abdelali et al.,
2021). Althobaiti (2022) found that the average
inter-annotator agreement score (Cohen’s Kappa)
is 0.64, where two native speakers of 15 different
country-level Arabic dialects are asked to check
the validity of tweets in their native dialects.

While human participants can sometimes infer
the macro-dialect of a sentence that is not in their
native dialect, it seems quite hard for them to pre-
dict the country-level dialects in which the sentence
is valid (Abdul-Mageed et al., 2020b).

Recommendation: Ask Arabic speakers to identify
if a sentence is valid in their native dialects or not
as per (Salama et al., 2014; Abdelali et al., 2021;
Althobaiti, 2022). In order to include new dialects,
speakers of these dialects need to be recruited.

Modeling: One way of building multi-label clas-
sification models is to use multiple binary classi-
fiers. More specifically, a binary classifier is built
to decide whether a sentence is valid in one dialect
or not. For N dialects, N binary classifiers would
be responsible for predicting the labels of a single
sample.

Evaluation: For each supported dialect, evalu-
ation metrics like accuracy, precision, recall, and
F1-score can be used. Macro-averaging the metrics
is a way to measure the average performance of the
model across the different dialects.

Extensibility: The multi-label framing is exten-
sible since more labels can be added to a previously
annotated dataset. Adding a new dialect class does
not invalidate the labels of the other dialect classes.

This does not apply to the single-label framing
since an annotator would need to select a dialect
out of a predefined set of dialects. Changing the set
of dialects would require the reannotation of the
whole dataset.
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6 Conclusion

Single-label classification has been the defacto
framing for Arabic Dialect Identification (ADI).
We show that such framing implies that any model
would have a maximal accuracy that is less than
100%, since some samples are valid in multiple di-
alects, and thus their labels are randomly assigned
from these dialects in which they are valid. For
a set of 490 validated False Positives (FPs) of an
ADI model, we found that the model’s predicted
dialects for 325 of them are also valid. The fact that
about 66% of the FPs are not true errors hinders
the ability to analyze and improve the ADI models,
and hurts the reliability of the evaluation metrics.

Given this major limitation of single-label fram-
ing, we argue that ADI should be framed as a
multi-label task. This follows the recommenda-
tion of Bernier-colborne et al. (2023) for French
Dialect Identification. We hope that this paper will
spark discussions across the Arabic NLP commu-
nity about the current state of ADI, and encourage
the creation of new datasets in a multi-label setup,
with labels assigned manually by native speakers
of the different Arabic dialects.

For future work, we will investigate the impact
of the Arabic Level of Dialectness (ALDi) variable
introduced by Keleg et al. (2023) on identifying
the dialect of sentences. Intuitively, the dialect of a
sentence with a high ALDi score is easier to iden-
tify since the sentence shows more features of di-
alectness than those of sentences having low ALDi
scores. Therefore ALDi can be used to identify the
samples that are more expected to be valid in mul-
tiple dialects, facilitating the annotation process of
new DI datasets.

Limitations

Recruiting native speakers from the 18 Arab coun-
tries included in the NADI 2023 dataset proved to
be hard. Moreover, we opted to only annotate the
sentences of QADI’s test set that were misclassi-
fied by the model. In order to accurately estimate
the maximal accuracy for a dataset, all the sam-
ples should be checked independently by native
speakers of the 18 supported Arab countries.
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A Detailed Dialect Coverage and Model
Performance Report

The datasets used in the paper cover different Ara-
bic dialects as detailed in Table A1. The PADIC
dataset covers 4 country-level Arabic dialects from
North Africa (Algeria, Tunisia), and the Levant
(Syria, Palestine). On the other hand, the QADI,
and NADI 2023 datasets cover 18 country-level
Arabic dialects.

Covering more dialects in a dataset impacts the
performance of ADI models. Table A2 provides
the detailed performance report of the MarBERT
model fine-tuned for ADI between 18 country-level
dialects, using NADI 2023’s training dataset.

B The Error Analysis Survey

We created an online survey to validate the False
Positives (FPs) of the MarBERT model fine-tuned
on NADI 2023’s training dataset. The survey aims
to validate whether the errors of the model are
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Dataset Cities Countries

PADIC N = 5 N = 4
Annaba, Algiers, Sfax, Damascus, Gaza Algeria, Tunisia, Syria, Palestine

MPCA N/A N = 5
Egypt, Syria, Jordan, Palestine, Tunisia

MADAR6 N = 5 N = 5
Beirut, Cairo, Doha, Tunis, Rabat Lebanon, Egypt, Qatar, Tunisia, Morocco

MADAR26 N = 25 N = 15
Aleppo, Damascus, Algiers, Alexandria,
Aswan, Cairo, Amman, Salt, Bagh-
dad, Basra, Mosul, Beirut, Benghazi,
Tripoli, Doha, Fes, Rabat, Jeddah, Riyadh,
Jerusalem, Khartoum, Muscat, Sanaa, Sfax,
Tunis

Syria, Algeria, Egypt, Jordan, Iraq, Lebanon,
Libya, Qatar, Morocco, Saudi Arabia, Pales-
tine, Sudan, Oman, Yemen, Tunisia

QADI N/A N = 18
NADI 2023 Algeria, Bahrain, Egypt, Iraq, Jordan,

Kuwait, Lebanon, Libya, Morocco, Oman,
Palestine, Qatar, Saudi Arabic, Sudan, Syria,
Tunisia, United Arab Emirates, Yemen

Table A1: The list of labels in the different ADI datasets.

caused by the single-label limitation of the test-
ing dataset or are actual errors. Figure B1 shows
screenshots of the Instructions, Sample examples,
and the annotation interface.

Table B3 lists some examples for samples of the
QADI dataset for which the model’s predictions
do not match the original labels, yet the annotators
found these predictions to also be valid.
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Dialect Support Precision (P) Recall (R) F1-score (F1)
Algeria 170 0.63 0.42 0.51
Libya 169 0.45 0.73 0.56
Morocco 178 0.77 0.63 0.70
Tunisia 154 0.63 0.54 0.58
Bahrain 184 0.33 0.29 0.31
Iraq 178 0.69 0.62 0.65
Kuwait 190 0.38 0.43 0.40
Oman 169 0.46 0.51 0.49
Qatar 198 0.37 0.34 0.35
Saudi Arabia 199 0.40 0.44 0.42
UAE 192 0.37 0.53 0.43
Egypt 200 0.65 0.85 0.73
Sudan 188 0.91 0.68 0.78
Jordan 180 0.31 0.47 0.38
Lebanon 194 0.63 0.69 0.66
Palestine 173 0.47 0.43 0.45
Syria 194 0.56 0.31 0.40
Yemen 193 0.55 0.25 0.34

Macro avg. 0.5309 0.5085 0.5072
Weighted avg. 0.5295 0.5074 0.5058

Accuracy 0.5074

Table A2: The evaluation metrics for the predictions of the fine-tuned MarBERT model on QADI’s testing set. The
model is fine-tuned on NADI 2023’s training data.

Valid Label Sentence Original Label

Algeria �yl�§ ¤ �y� �CAb§ �Ky� Tunisia
 w`��C ¢y�� A�� ¤ ¢l� A�� ¤ A§w� �`� ¨�C ¢m�r§ ¢l�� Morocco

Egypt . ­Cw� ¨� 
`�J ¨l�� �wy��¤ ­Cwk�� �`l§ Palestine
T�CAq�  r�� �ysn� L�CAqt§A� ¨��rt�� ��A� �� �y`R �w�w} ¨S�r� Tunisia

Lebanon . �w��� ryt� A�ry� ¤ . . �§CAt�� ¨� ¤ rRA��� ¨� ryt� �¯A� ��  w¡� Ant�A� Egypt
T�Ab`� ¨�AO�� �l� �y� ¢hhhh¡ Syria

Palestine ��®f�A� �O� �yl�A� w�wk§ ¨�C A§ rhJ r�� w�� Am� Lebanon
�hlq� d� Yl� �hyW`�  AK� �q� �¡dn�A� xA� ¢y� ¢�� TlkKm�� Kuwait

Saudi Arabia ¢�¤r�@� dy�� 
l�¤ QA��� Yl� £CwO�� ¨nt� H� ¢n� �r�A� ¢l��¤ Iraq
�by�� ��C¤ Ahn� �AF� �A`�¤ ¨byt`�� 
As� ­d§r�� �rq�¤ ��Ak�A� ¨�d§r�� �r�� Qatar

Sudan ¨t�mF ¨t�mF ��®� ¨� ¨t`�C 
�� ¢hhhhhhh¡ Tunisia
¢y�r� © |w� ÐAtF� A§ ¢l��¤ Egypt

Syria ¢lm`� A� ¤� ¢lm`� Any� An�� CAm�tF¯� H� Anyl� |r� CAm`tF¯� �l¡ Lebanon
�db� �¡dn� xA� �d��¯ Iraq

Table B3: Samples of QADI for which the ADI model’s predictions are also valid.

397



Powered by Qualtrics A

Instructions
You will be shown a set of sentences. You are asked to check if the sentences are
valid/natural in your native Arabic dialect Yes, or not No.
In case you can not decide:

use the Maybe / Not sure option.
If you choose the Maybe / Not sure or the No options:

 Copy the span (a set of consecutive words) that made you choose this
option.
In case multiple spans exist, you can add all of them separated by commas.
Please do not overthink the span selection question.

← →

(a) Instructions page.

Powered by Qualtrics A

The following screenshot is an example of a judgment made by an Egyptian Arabic
speaker.
Please check the three examples to understand how the interface works.

Example #1:

 

← →

(b) First example page.

Powered by Qualtrics A

The following screenshot is an example of a judgment made by an Egyptian Arabic
speaker.
Please check the three examples to understand how the interface works.

Example #3:

← →

(c) Third example page.

Powered by Qualtrics A

1 of 93

Is this sentence valid in your dialect?

ههههههههههههههههههههههههههههههههههههه ياي وبتصحح كمان مصدقة نفسها
يابنتي مش هيعبرك برضو سايكو بجد هموت

In case you select Maybe / Not sure (M) or No (N), please copy the span that made
you choose this option.

Span: A set of consecutive words.
In case multiple spans exist, copy all of them separated by commas ,
Please do not spend too much time identifying the spans.

Any comments you want to add?

Yes (Y)
Maybe / Not sure (M)
No (N)

← →

(d) An annotation page.

Figure B1: Screenshots of the different pages of the annotation task described in §4.2.
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Abstract

Most recent models for Arabic topic classi-
fication leveraged fine-tuning existing pre-
trained transformer models and targeted
a limited number of categories. More re-
cently, advances in automated ML and gen-
erative models introduced novel potentials
for the task. While these approaches work
for English, it is a question of whether
they perform well for low-resourced lan-
guages; Arabic in particular. This paper
presents (i) ArBNTopic; a novel Arabic
dataset with an extended 14-topic class set
covering modern books from social sciences
and humanities along with newspaper arti-
cles, and (ii) a set of topic classifiers built
from it. We fine-tuned an open LLM model
to build ArGTC. We compared its perfor-
mance against the best models built with
Vertex AI (Google), AutoML(H2O), and
AutoTrain(HuggingFace). ArGTC outper-
formed the VertexAi and AutoML models,
and was reasonably similar to the Auto-
Train model.

1 Introduction

Text classification models have been a topic
of interest in the natural language processing
(NLP) research community, due to their im-
portance in performing multiple tasks such as
sentiment analysis (Sohangir et al., 2018; Qian
et al., 2018; Ain et al., 2017), topic classification
(Johnson and Zhang, 2017; Razno, 2019), spam
detection (Trivedi, 2016; Ismail et al., 2022; Fat-
tahi and Mejri, 2021), and fake news detection
(Meesad, 2021; Hamid et al., 2020; Kong et al.,
2020). In earlier stages, text classification pri-
marily relied on traditional machine-learning al-
gorithms like Support Vector Machines (SVM),
Naive Bayes, and Decision Trees. Deep Learn-
ing models have been used to perform numerous
NLP tasks and attained remarkable results (So-
hangir et al., 2018; Lai et al., 2015). Nonethe-

less, these models are built from the ground up,
demanding large datasets and several days of
training.

Recently, transfer learning by fine-tuning a
pre-trained large language model (LLM) helped
solve the problem. An LLM, trained with large
corpora for generic tasks, gains further spe-
cific capacities in the process. This effectively
produced high-performing classification models
across several languages (Adhikari et al., 2019;
Balkus and Yan, 2022b; Bataa and Wu, 2019;
Polignano et al., 2019).

Recently, state-of-the-art models tailored for
Arabic NLP tasks leveraged transfer learning
to perform tasks such as text generation, clas-
sification, translation, sentiment analysis, sum-
marization, title generation, and dialect identi-
fication. AraBERT, one of the most prominent
models (Antoun et al., 2020a), was fine-tuned
from BERT (Devlin et al., 2018) to specifically
serve the Arabic language. More models for
Arabic emerged to perform text generation and
classification (Nagoudi et al., 2021; Khondaker
et al., 2023; Khered et al., 2022), and topic
classification: identifying the topic(s) discussed
in a specific text (Abdul-Mageed et al., 2020;
Chowdhury et al., 2020).

Generative Models: More recently, sev-
eral generative transformer-based models have
been trained on multi-lingual corpora includ-
ing Arabic. We considered two fine-tuned
variants: BLOOMZ and mT0 (Muennighoff
et al., 2022b). Bloomz-7b-mt (Muennighoff
et al., 2022b) is a 7-billion parameter model
pre-trained to respond to instructions (z) in
further languages leveraging the xPmt multi-
lingual (mt) dataset (Muennighoff et al., 2022a)
with significant Arabic content .

AutoML: Meanwhile, several automated
machine learning services emerged such as
Google Vertex Ai (Google-Vertex-AI, 2023),
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H2O AutoML (LeDell and Poirier, 2020), and
Huggingface AutoTrain (Wolf et al., 2020).
Such services perform tasks including data pre-
processing, feature engineering, model selection,
hyperparameter tuning, and model deployment
saving time, effort, and resources. These mod-
els perform typically well in text classification
for high-resource languages.

ArBNTopic & ArGTC: In this paper,
we explore Arabic text classification, with an
extended set of topics, across the generative
and automated machine learning approaches.
For that we built ArBNTopic, a dataset from
specialized books and newspaper articles to
introduce novel topics to Arabic topic classifi-
cation models including topics from sciences,
social sciences, and humanities. This dataset
is openly available on HuggingFace 1

We used ArBNTopic to build ArGTC2 in two
steps. The first step boosted the bloomz-7b-mt
model with additional Arabic content from do-
mains it did not cover before. In the second
step, we fine-tuned the resulting model 3 from
step 1, with a part of ArBNTopic with classes.
We chose the bloomz-7b-mt after a careful re-
view as its predecessors had Arabic capacities
(BLOOM), had instruction (Z) fine-tuning ca-
pacities, and had additional multilingual (mt)
capacities from additional diverse datasets.

ArGTC performs with an accuracy, precision,
and recall of 83, 81, and 81%, respectively. It
shows better results than the best models we
generated with ArBNTopic using Google Vertex
Ai (Google-Vertex-AI, 2023) and H2O AutoML
(LeDell and Poirier, 2020). It also compares
closely to the performance of the best model
generated using AutoTrain from Huggingface
(Wolf et al., 2020). ArGTC is reasonably better
than the models generated using the automated
machine learning services when considering a
cost-effective performance balance.

2 Related Work

The use of transformer-based models is quickly
covering all NLP tasks. It started with BERT-
architecture models (Li et al., 2022). Trans-
former models take advantage of their abilities
to represent contextual relationships between

1https://huggingface.co/datasets/dru-ac/
ArBNTopic

2https://huggingface.co/dru-ac/ArGTC
3https://huggingface.co/dru-ac/FTArBloom

concepts through contextual embeddings. Ara-
bic text categorization research also emerged
recently (Alammary, 2022). Several Arabic
NLP tasks followed after the inception of multi-
lingual BERT. However, studies reported better
results using monolingual models, specifically
for low to mid-resource languages (Wu and
Dredze, 2020). AraBERT, trained on Arabic
Wikipedia and newspaper, was applied to sev-
eral downstream tasks (Antoun et al., 2020b).
The model performed well on multi-class tasks
(zahra El-Alami et al., 2022).

Training on a mixture of Dialect-Arabic
through social media datasets, and modern
standard Arabic (MSA) data, has resulted in
better encoder models, like Qarib (Abdelali
et al., 2021). Text categorization attempts
on iterations of Qarib have proven successful,
through fine-tuning on classified MSA and Di-
alect datasets, with 6 to 12 labeling classes
used (Chowdhury et al., 2020).

Apart from BERT models, considerable
progress has been made using GPT and T5-
based models. For instance, AraT5, a fine-
tuned version of multilingual T5 on the Arabic
Language (Nagoudi et al., 2022), is achieving
close to state-of-the-art performances on a va-
riety of tasks, including categorization (Khon-
daker et al., 2023).

GPT-3.5/4 base models augmented with Ara-
bic data, are also performing exceptionally well
on text and sequence classification(Abdelali
et al., 2023; Balkus and Yan, 2022a). However,
due to OpenAi’s business model, fine-tuned ver-
sions of GPT are only available for use through
the paid API.

Also important to mention that with the
release of the BLOOM family, including the
BLOOMZ model, which is our choice of foun-
dation, BigScience has also deployed multiple
inference heads on top, with specific configu-
rations, for different tasks. This includes se-
quence classification, question answering, and
generation.

3 Fine-tuning Data and Model

We selected the 7-Billion parameter, publicly
available, bloomz-7b-mt (Muennighoff et al.,
2022b) model as our base model. It belongs
to the BLOOMZ and mT0 family resulting
from fine-tuning BLOOM on the multilingual
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xP3mt dataset (Muennighoff et al., 2022a). We
fine-tuned it in two phases: (i) for Arabic text
generation, and then (ii) for Arabic text classi-
fication.

To realize this objective we fine-tuned
bloomz-7b-mt on an additional 58, 682 tokens
taken from books and newspapers datasets writ-
ten in modern standard Arabic. The resultant
model encompasses a comprehensive spectrum
of fourteen distinct subjects that are Religion,
Finance and Economics, Politics, Medical, Cul-
ture, Sports, Science and Technology, Anthro-
pology and Sociology, Art and Literature, Edu-
cation, History, Language and Linguistics, Law,
as well as Philosophy.

The generated model was further fine-tuned
on a bigger and labeled dataset that comprises
833,642 tokens. We call the resulting model
ArGTC. ArGTC is designed to categorize input
text, determining its alignment with one of the
14 predefined topics.

3.1 Data and Preprocessing

We developed ArBNTopic to fine-tune and train
the generative and AutoML-based models. We
used newspaper articles and a set of published
books to build ArBNTopic. The newspaper
articles come from the SANAD dataset (Einea
et al., 2019). SANAD is publicly available and
includes an extensive assortment of Arabic news
articles suitable for various Arabic NLP tasks.
These articles were gathered from three well-
known Arabic news portals: AlKhaleej, AlAra-
biya, and Akhbarona. Each newspaper dataset
is labeled with seven categories: Culture, Fi-
nance, Medical, Politics, Religion, Sports, and
Tech, except for AlArabiya, which lacks the Re-
ligion category. We split the articles down into
the paragraph level with a maximum character
limit of 250 per segment. When a paragraph
contained more than that, we split it into more
than one segment and included all segments.

The dataset of books was acquired in Word
format provided by the Arab Center for Re-
search and Policy Studies. The books spanned
the areas of Religion, Economy, Politics, An-
thropology and Sociology, Art and Literature,
Education, History, Language and Linguistics,
Philosophy, and Law. Table 1 shows the num-
ber of books across each category. We selected
texts from the books to build a balanced dataset
across categories.

Table 1: Number of books by category

Category Number of Books
Religion 8
Economy 28
Language & Linguistics 25
Anthropology & Sociology 101
Art & Literature 7
Education 6
Philosophy 84
Law 6
Politics 174
History 79

Newspaper articles provide concise and short
texts with ideas and sentences that tend to
be more compressed and more straightforward
than texts in books. Texts in books tend to be
quite the opposite; longer texts that feel free to
tackle topics from broader and different angles.
Hence, a book classified in one category can
easily overlap in some of its parts or chapters
with other categories. That is a book in history
can discuss religion, politics, and education. A
book in philosophy can discuss religion and
society. When a sentence from a book is taken
out of its context, it can be categorized into a
topic other than the topic of its book.

At times, sentences from books may become
too general to be categorized with any topic at
all if read out of context. We resolved these is-
sues by confining our data to selecting the first
sentence(s) after each title, subtitle, and head-
ing in each of the books. The first sentences
after the titles tend to contain the thesis state-
ments and topic sentences which introduces and
summarizes the discussions in next paragraphs
to follow.

We still had to solve the disparity in the
number of books under each category. The
first sentence after a title rule yielded a wide
variation gap in the number of documents for
each category. For example, while around 200
sentences were labeled religion, more than 4000
were labeled politics. To overcome this issue,
for the categories that had less than 10 books
(religion, law, art and literature, education),
we extracted the first sentences of each long
paragraph.

We unified the labels for categories from
newspapers and books as shown in Table 2
to obtain the aggregated list of categories. All
the data extracted from books is openly avail-
able on Hugginface. The sample mixed dataset
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(books and newspapers) used to complete the
finetuning is available as available as well.

Table 2: Categories mapping

Newspapers Books Final
Religion Religion Religion
Finance Economy Finance-and-

Economy
Politics Politics Politics
Medical Medical
Culture Culture
Sports Sports
Tech Science-and-

Technology
Anthropology
& Sociology

Anthropology-
and-Sociology

Education Education
Philosophy Philosophy
Language and
Linguistics

Language-and-
Linguistics

History History
Law Law

3.2 Compute Setup

We fine-tuned both models on one A100-80
GiB GPU that we rented from a provider on
the cloud. The GPU had 80 GiB VRAM, 125
GiB RAM, 14 vCPUs, 256 GiB of persistent
volume disk storage, and 256 GiB of container
non-persistent disk storage. Compute power
and storage costs of this configuration amount
to $1.86/hour. The model can be loaded for
inference on a system with a GPU of 32 GiB
VRAM at a cost of $0.3 per hour.

We loaded and fine-tuned the 7-Billion pa-
rameter model with limited virtual memory
due with the help of gradient checkpointing 4

5. This comes at the expense of slowing down
the fine-tuning process.

As for software specifications, we used a
standard deep-learning container image, with
Python-3.10, PyTorch-2.0.1, Cuda-11.8.0, and
Transformers-4.32.1.

4 Results

Following the fine-tuning and upon testing the
ArGTC on ArBNTopic labeled with the 14 cat-
egories, it scored 83% accuracy, 81% precision,
and recall (Table 3). In addition, we trained 3
more classification models using automated ML

4https://huggingface.co/docs/transformers/v4.
18.0/en/performance#gradient-checkpointing

5https://medium.com/tensorflow/
fitting-larger-networks-into-memory-583e3c758ff9

services from Google Vertex Ai, Hugginface Au-
toTrain, and H2O AutoML. In fact, Multiple
H2O models were trained using embeddings as
features from different language models trained
on Arabic data, namely, AraBERT (Antoun
et al., 2020b), and AraGPT2 (Antoun et al.,
2021). Using AraGPT2, embeddings yielded a
model with higher scores, 76% accuracy and
precision, and 74% recall, then the models were
trained using AraBERT embeddings, which
scored 67% for accuracy, precision, and recall.

While the best H2O model scored lower than
ArGTC on all three measurements, the model
produced using AutoTrain scored 84% for ac-
curacy, precision, and recall. In addition, the
fourth classification model we trained using
Google Vertex AI scored 77% precision, 76% re-
call, and 76% accuracy. Hence, the AutoTrain
model scored the highest on all measurements,
accuracy, precision, and recall, followed closely
by ArGTC, then the H2O model followed by
the model obtained through Google Vertex AI
training.

It is worth noting that while H2O is charge-
free, AutoTrain is free only for datasets up to
3,000 samples. For which contained 19,784 sam-
ples, extra charges amount to $46. On the other
hand, using Vertex Ai with the same dataset
costs $22. Fine-tuning time for ArGTC was
4-5 hours, which amounts to a cost of around
$9.3. Consequently, the ArGTC model opti-
mally balances performance against costs.

Table 3: Results of training ArGClass, Google Ver-
tex Ai (Vertex), HuggingFace AutoTrain (HF), H2O
AutoML (H2O)

ArGTC Vertex H2O HF
Accuracy % 83 76 76 84
Precision % 81 77 76 84
Recall % 81 76 74 84

5 Conclusion

This paper introduced ArGTC, an Arabic text
classification model with 14 categories. Utiliz-
ing transfer learning techniques, the model was
fine-tuned in two stages from bloomz-7b-mt,
achieving 83% accuracy, 81% precision, and
recall and surpassing the best models trained
using VertexAi and AutoML. It performed com-
parably to the best model we trained with Au-
toTrain with a small margin.
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Limitations

ArGTC performance is bound to the quality of
ArBNTopic and the foundation models. ArB-
NTopic contains a specific collection of books.
We also confined the models to a fixed list of
predefined topics based on the specialties of
the books and newspaper articles. To capture
topics beyond this predefined set, alternative
unsupervised topic modeling techniques would
be necessary.

Ethics Statement

The data was collected and used with the ap-
propriate approvals of the intellectual property
owners. All results are reported following best
academic standards and practices.
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Abstract

The remarkable capabilities of Natural Lan-
guage Models to grasp language subtleties has
paved the way for their widespread adoption
in diverse fields. However, adapting them for
specific tasks requires the time-consuming pro-
cess of fine-tuning, which consumes significant
computational power and energy. Therefore,
optimizing the fine-tuning time is advantageous.
In this study, we propose an alternate approach
that limits parameter manipulation to select lay-
ers. Our exploration led to identifying layers
that offer the best trade-off between time opti-
mization and performance preservation. We fur-
ther validated this approach on multiple down-
stream tasks, and the results demonstrated its
potential to reduce fine-tuning time by up to
50% while maintaining performance within a
negligible deviation of less than 5%. This re-
search showcases a promising technique for
significantly improving fine-tuning efficiency
without compromising task- or domain-specific
learning capabilities.

1 Introduction

Neural based Language Models are functions or al-
gorithms that are trained to predict the likelihood of
a sequence of words (Devlin et al., 2019; Radford
et al., 2019). These models were trained using large
volumes of textual content and are able to provide
an accurate approximation for language features
and structure. These models provide an important
tool for analyzing and understanding the nuance of
language, as well as for building applications that
rely on natural language understanding (Qiu et al.,
2020). Fine-tuning neural language models refers
to the process of further training a pre-trained lan-
guage model on a specific task or domain with a
smaller dataset. The pre-trained language model,
such as BERT or GPT, has already learned a signifi-
cant amount of knowledge about natural languages
from a large corpus of text. However, it may not
have been trained specifically for the task at hand or

on the specific domain of interest. Fine-tuning in-
volves updating the pre-trained model’s parameters
to optimize its performance on the given target so
it can learn more task-specific or domain-specific
information. Fine-tuning large language models
(LLMs) proved to be very effective and efficient to
achieve higher accuracy and state of the art num-
bers in many downstream tasks(Xiao et al., 2020).
Various techniques were suggested to ensure that
the resulting models achieve optimal accuracy. One
of the challenges faced during the fine-tuning of
language models is overfitting. Overfitting occurs
when the model performs well on the training or
fine-tuning data but poorly on new, unseen data.
This happens because the model has learned to fit
the noise in the training data rather than capturing
the underlying patterns. To address overfitting, sev-
eral regularization techniques were proposed in the
literature, such as weight decay and dropout. These
methods help prevent the model from memorizing
the training data and promote better generalization
to unseen data. Additionally, achieving optimal
results with fine-tuning involves hyperparameter
tuning, where efforts are made to select the best set
of hyperparameters for the model. Hyperparame-
ters, such as the learning rate and number of layers,
can significantly influence the model’s performance
and generalization capabilities. Properly tuning
these hyperparameters is essential for obtaining
the best possible results during fine-tuning (Mos-
bach et al., 2021; Yang and Ma, 2022). In this
research, we pursue a different direction for fine-
tuning language models by exploring a method-
ology that involves limiting backpropagation to a
specific number of layers. This approach offers
several benefits, including effectively addressing
the issue of over-fitting and significantly reducing
the fine-tuning time. Our primary objective is to
identify the most impactful layers that contribute
to achieving the best performance, and then ex-
tend this investigation to various pre-trained mod-
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els. The key contributions of this research are as
follows:

• We explore the impact of layer freezing on
pre-trained models with focus on application
on tasks in Arabic language.

• Evaluate the effect of layer freezing on dif-
ferent pre-trained models in terms of perfor-
mance and speed.

• Compare the performance of models using
the proposed approach.

• Contrast the time needed for fine-tuning in
both layer freezing and no-freezing settings.

The remainder of the article is structured as fol-
lows: In the next section, we provide background
information on the evolution of language models
and natural language processing. Subsequently, in
the third section, we present our methodology, in-
troducing the language models and tasks we will
be experimenting with. Following that, we present
the results and engage in a discussion in the fourth
section. Finally, in the fifth section, we present
our conclusions and outline the prospects for our
ongoing work.

2 Background

2.1 Natural Language Processing
Natural Language Processing (NLP) is an essen-
tial branch of artificial intelligence that delves into
the intricate realm of human language. Its primary
objective is to empower computers with the abil-
ity to comprehend, interpret, and manipulate text
and words in a manner that mirrors human under-
standing (Liddy, 2001). The definition of NLP
covers a variety of aspects: There are several com-
putational methods for NLP, and they essentially
fall into four categories; symbolic, statistical, con-
nectionist, and hybrid. Symbolic methods use a
deep analysis of linguistic phenomena,and they are
based on the explicit representation of linguistic
facts using well-known knowledge representation
schemes. Statistical approaches build models of
linguistic phenomena using a variety of mathemati-
cal techniques and a large text corpus. The major
source of evidence for these methods is observable
data, with no linguistic or general knowledge added.
The connectionist approach construct generalised
models using examples of linguistic phenomena,
and they employ also variety of representational

theories. The text being analysed must come from
a language that people use to communicate, and it
may be in any language,and in any format oral or
written.

In NLP, humans utilize various levels of lan-
guage to comprehend the content of a document.
These levels include Phonology (the study of
speech sounds), Morphology (the study of word
forms and structure), Lexical (the study of words
and their meanings), Syntactic (the study of sen-
tence structure), Semantic (the study of meaning in
language), Discourse (the study of how sentences
are connected and organized), and Pragmatic (the
study of language use in context). The more ca-
pable an NLP system is, the more of these levels
it will employ to understand and process language
effectively. For instance, a sophisticated NLP sys-
tem will take into account not only the words in
a sentence but also their meanings, how they are
arranged grammatically, and how the sentences re-
late to each other in a larger context. However, in
practice, current NLP systems often utilize separate
modules to handle different levels of language pro-
cessing. These modules work together to process
the language and extract meaningful information.

2.2 Techniques

Among the ground breaking techniques that
changed the field of NLP was the introduction of
Transformers (Vaswani et al., 2017). Its power to
handle sequential data made them dominate the
field in recent year. BERT (Bidirectional Encoder
Representations from Transformers) is a revolu-
tionary language model that has had a profound
impact on Natural Language Processing (NLP). It
is designed to understand the context of words in
a sentence by considering the surrounding words
on both sides, leading to a bidirectional learning
process. This innovative approach allows BERT to
capture deep contextual relationships and nuances
in language, making it exceptionally effective in
various NLP tasks. By pre-training on a large cor-
pus of text and then fine-tuning on specific down-
stream tasks, BERT exhibits remarkable versatility
and can be adapted to tasks like text classification,
named entity recognition, question answering, and
more. Its contextual embeddings have significantly
improved the accuracy of language-based applica-
tions, and BERT’s success has inspired numerous
follow-up models that continue to push the bound-
aries of NLP research and application.
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2.3 Freezing

Fine-tuning has become an integral component in
the training process, because is less expensive in
computational time than pre-training a mode. Ad-
ditionally, it could solve the problem of overfitting.
Limiting the number of layers "freezing" is a nat-
ural way to improve fine-tuning performance (Liu
et al., 2021). For BERT model, the initial layers
learn more general linguistic patterns. However,
the later BERT layers learn more task-specific pat-
terns (Clark et al., 2019; Sajjad et al., 2023).

3 Methodology

To explore the extent of the proposed method, we
limit the scope of our investigation to the following
pre-trained models and tasks, more models would
be worth of investigating in the future work.

3.1 Pre-trained models

AraBERTv0.2 Antoun et al. (2020) trained a
BERT base model using 200M sentences (77GB)
of both Modern Standard Arabic (MSA) and di-
alectal content mainly from Twitter data. The MSA
content includes Arabic Wikipedia Dumps, Arabic
Corpus (El-Khair, 2016) and the Open Source In-
ternational Arabic News Corpus (OSIAN) (Zeroual
et al., 2019), in addition to Arabic news content.

CAMelBERT Inoue et al. (2021) created and
distributed a pre-trained language model that com-
bined Modern Standard Arabic (MSA), dialectal
Arabic (DA), and classical Arabic (CA). The collec-
tion included over 167GB of text ( 17.3B tokens).

QARiB Abdelali et al. (2021) trained a model on
a collection of 420 Million tweets and 180 Million
sentences of text. The tweets contains both MSA
and DA, while the text content is mostly MSA.

MARBERT Abdul-Mageed et al. (2021) cre-
ated and distributed large-scale pre-trained masked
language model focused on both Dialectal Arabic
(DA) and Modern Standard Arabic (MSA). It was
trained on a dataset of 1 billion Arabic tweets from
an in-house dataset of about 6 billion tweets.

3.2 Tasks

Arabic Language Understanding Evaluation
(ALUE) (Seelawi et al., 2021) provides a total of
eight tasks that address a variety of Arabic dialects
and NLP/NLU issues. In this paper, four tasks are
used for experimental results.

Anger Detection The Affect in Tweets dataset
proposed in (Mohammad et al., 2018) consists of

five subtasks. We will only use the Emotion Classi-
fication task (SEC), in which a tweet is classified
as anger, anticipation, contempt, fear, joy, love, op-
timism, pessimism, sad, surprise, and trust. We
concentrate on the anger emotion, we detect if a
tweet contains that emotion or not.

Text Similarity In the Semantic Question Sim-
ilarity task (McCann et al., 2017), two questions
are considered to be semantically similar if they
have the exact same response and significance. The
dataset includes question pairings and the degrees
of similarity between them. There are two ques-
tions in each question pair. Each question pair’s
similarity score is shown as a value between 0 and
5, which was determined by human evaluations.

IDAT@FIRE2019 Irony Detection Task (FID)
The purpose of this task is to detect irony in Arabic
tweets (Ghanem et al., 2019). Each tweet is la-
beled with a "1" when it contains irony or sarcasm.
Otherwise, a label of "0" is assigned.

MADAR Shared Task Subtask 1 (Dialect De-
tection) The Multi Arabic Dialect Applications
and Resources (MADAR)1. The first MADAR’s
subtask was a parallel corpus of 25 Arabic city di-
alects in the field of travel (Bouamor et al.). The
MSA is given a 26th label. We focus only on two
classes; the dialects of Algiers and Amman.

OSACT4 Shared Task-A: offensive The task
(Mubarak et al., 2020) was designed for the pur-
pose of detecting offensive speech in Arabic tweets.
Each tweet is labeled with a ”1” when it contains
offensive speech. Otherwise, ”0”.

OSACT4 Shared Task-B: hate speech detec-
tion The purpose of this task is to detect hate
speech in Arabic tweets (Mubarak et al., 2020).
Each tweet is labeled with a ”0” when it contains
hate speech. Otherwise, a label of ”1” is assigned.

Cross-lingual Sentence Representations The
goal of this task is to use a dataset containing 7,500
pairs of sentences to classify them into one of
the following categories: “commitment,” “ambiva-
lence,” or “neutral.” (Conneau et al., 2018)

4 Results and Discusson

4.1 Optimal Settings

We investigate the optimal parameters for layer
freezing. To identify the best configuration, we
perform a comprehensive grid search, exploring
all possible combinations. Although this approach

1https://sites.google.com/nyu.edu/madar/
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may seem exhaustive, it allows us to evaluate all
layers efficiently. For this step, we use the MADAR
dataset, chosen as an exemplary task due to its large
size and multitude of labels. Specifically, this is a
multi-class classification with 26 class labels, each
representing the dialect associated with different
city. We explore a combination of freezing both
n top and m bottom layers while recording the
performance at each combination. Figure 1 repre-
sents the results of the exploration.The evidence
shows that unfreezing all layers leads to achieving
the state-of-the-art (SOTA) performance. However,
even by freezing up to 3 layers from the bottom
and four layers from the top, the model still attains
performance levels very close to the best perfor-
mance. Figure 1 shows the F1 results of freezing
all combinations on MADAR task.

Figure 1: Layers freezing results on MADAR.

4.2 Layer Freezing
Given the promising results obtained from the pre-
vious experiments. We further expand our experi-
mentation to benchmark an actual four downstream
tasks. Appendix Tables 1, 2, 3 4, 5, 6 and 7
show the performance of training and evaluation
of BERT models on different tasks, in terms of F1
and training time. While the performance loss in
all the seven tasks rarely surpassed 6%, the gain in
time reached up to 50%. In few instances, the per-
formance improved further see MARBERT models
results in table 6 and 7. The results summarized in
Figure 2 shows clearly the large difference between
the gain in runtime versus the performance loss.

4.3 Discussion
This research focuses on optimizing the computa-
tion time required for fine-tuning large language
models, considering the substantial impact of com-
putation costs across various applications and disci-
plines. To achieve this objective, we introduced the

"layers freezing" approach, which effectively re-
duced the runtime needed for fine-tuning. Through
our experiments, we observed remarkable results,
demonstrating a significant reduction of up to 50%
in fine-tuning time (See Appendix Table 4) com-
pared to traditional approaches. This substantial
improvement in efficiency offers new possibilities
for researchers, developers, and organizations, en-
abling them to deploy and fine-tune large language
models more rapidly and effectively.

Figure 2: F1 and Runtime averages cross tasks.

5 Conclusion and Future Work

Our results suggest that freezing limited numbers
of layers from the bottom in combination with top
layers provide an optimal performance. It success-
fully addressed the challenge of time-consuming
fine-tuning for large language models. This in-
dicate that the perturbation from the fine-tuning
can be controlled best using this approach; further,
the approach might generalized better for out of
domain data, as it keeps all the knowledge learnt
during the pre-training. By introducing the layers
freezing, we were able to achieve impressive time
savings that reached up to 50% of time required
for fine-tuning compared to conventional methods.
This achievement in computation time optimization
adds to the major advancement in the field of NLP
and deep learning in general. It not only empow-
ers researchers to conduct experiments and iterate
more swiftly but also enhances the practicality of
implementing large language models in real-world
applications. For future work, we plan to expand
this research to cover more tasks to ground these
findings. More models with different architecture
will be needed as well as applications in other lan-
guages. In other direction, we plan to explore the
impact of the approach on generalization to out of
domain and unseen data. Such explorations will
validate the approach and demonstrate its merits.
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Table 1: Anger Detection

AraBERT CAMeLBERT QARiB MARBERT
F1 Runtime F1 Runtime F1 Runtime F1 Runtime

No Freeze 0.711 21.570 0.752 19.615 0.829 18.516 0.825 21.94
Freeze 0.648 16.389 0.756 14.314 0.814 13.702 0.831 16.80
∆ -8.86% 24.02% 0.53% 27.02% -1.81% 26.00% 0.73% 23.43%

Table 2: Question to Question Semantic Similarity (Shared Task 8)

AraBERT CAMeLBERT QARiB MARBERT
F1 Runtime F1 Runtime F1 Runtime F1 Runtime

No Freeze 0.548 124.112 0.580 101.875 0.577 120.702 0.591 106.683
Freeze 0.580 101.269 0.581 88.164 0.582 86.650 0.597 97.987
∆ 5.84% 18.41% 0.17% 13.46% 0.87% 28.21% 1.02% 8.15%

Table 3: Irony Detection

AraBERT CAMeLBERT QARiB MARBERT
F1 Runtime F1 Runtime F1 Runtime F1 Runtime

No Freeze 0.742 48.135 0.788 37.100 0.839 36.152 0.828 35.689
Freeze 0.786 38.107 0.768 28.242 0.836 27.824 0.835 27.73
∆ 5.93% 20.83% -2.54% 23.88% -0.36% 23.04% 0.84% 22.30%

Table 4: MADAR Shared Task Subtask 1 (Dialect Detection)

AraBERT CAMeLBERT QARiB MARBERT
F1 Runtine F1 Runtine F1 Runtine F1 Runtine

No Freeze 0.670 1453.080 0.707 1289.394 0.700 1298.000 0.696 156.771
Freeze 0.633 668.153 0.690 1010.240 0.687 1020.360 0.695 159.179
∆ -5.52% 54.02% -2.40% 21.65% -1.86% 21.39% -0.14% -1.54%

Table 5: Offensive Speech Detection

AraBERT CAMeLBERT QARiB MARBERT
F1 Runtime F1 Runtime F1 Runtime F1 Runtime

No Freeze 0.974 136.949 0.974 126.627 0.979 119.450 0.974 119.09
Freeze 0.976 108.939 0.976 100.423 0.982 94.322 0.980 94.99
∆ 0.20% 20.45% 0.20% 20.69% 0.30% 21.04% 0.62% 20.24%

Table 6: Hate Speech Detection

AraBERT CAMeLBERT QARiB MARBERT
F1 Runtime F1 Runtime F1 Runtime F1 Runtime

No Freeze 0.770 137.422 0.746 126.999 0.856 119.492 0.834 119.432
Freeze 0.767 109.245 0.759 100.671 0.847 94.768 0.854 95.17
∆ -0.39% 20.50% 1.74% 20.73% -1.05% 20.69% 2.40% 20.31%

Table 7: Cross-lingual Sentence Representations

AraBERT CAMeLBERT QARiB MARBERT
F1 Runtime F1 Runtime F1 Runtime F1 Runtime

No Freeze 0.525 98.101 0.599 91.603 0.521 92.475 0.448 94.110
Freeze 0.494 91.738 0.571 82.284 0.505 90.435 0.547 88.919
∆ -5.90% 6.49% -4.67% 10.17% -3.07% 2.21% 22.10% 5.52%
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Abstract

Low-resource Machine Translation (MT) is
characterized by the scarce availability of train-
ing data and/or standardized evaluation bench-
marks. In the context of Dialectal Arabic,
recent works introduced several evaluation
benchmarks covering both Modern Standard
Arabic (MSA) and dialects, mapping, how-
ever, mostly to a single Indo-European lan-
guage – English. In this work, we introduce
a multi-lingual corpus consisting of 120,600
multi-parallel sentences in English, French,
German, Greek, Spanish, and MSA selected
from the OpenSubtitles corpus (Lison et al.,
2018), which were manually translated into
the North Levantine Arabic. By conducting
a series of training and fine-tuning experi-
ments, we explore how this novel resource
can contribute to the research on Arabic MT.
We make the dataset publicly available at
http://hdl.handle.net/11234/1-5033 for
research purposes.

1 Introduction

Levantine Arabic is considered one of the core units
within the Arabic dialectal continuum. It can be
divided into at least three dialectal regions (Al-Wer
and de Jong, 2017) but the most notable division
within this group lies between South Levantine
(Palestinian) and North Levantine (based on the
urban speech of mainly Beirut and Damascus) with
clear differences between the two (Kwaik et al.,
2018). At the same time, North Levantine Ara-
bic (also called Syrian or Shami) is perceived as
a clearly established linguistic unit with a positive
evaluation and perception (Ghobain, 2017).

In the field of Natural Language Processing,
North Levantine Arabic is, similarly to other Arabic
dialects, considered a low-resource language. It is
mainly used for daily speech, and written resources
are very scarce. Formal texts are almost exclu-
sively written in Modern Standard Arabic (MSA).
Recently, written North Levantine Arabic started

apc
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eng
My passport is there, along with some papers.

Who’s eating my dumplings?

fra
Il y a mon passeport et des papiers dedans.

Qui mange mes dumplings ?

deu
Dort drin ist mein Pass und einige Papiere.

Wer isst meine Klöße?

ell
κεί είναι το διαβατήριό μου και μερικά έγγραφα.

Πoιoς τρώει τα vτάμπλιv μoυ

spa
Dentro está mi pasaporte, además de unos papeles.

¿Quién se come mis dumplings?

Table 1: Samples from the multi-parallel corpus in-
troduced in this work. Translations in the Indo-
European languages and MSA were obtained from the
OpenSubtitles-v2018 corpus, and the ones in North Lev-
antine Arabic (apc) were manually translated from MSA
(arb).

to appear in texts posted to social networks that
became a useful resource of monolingual datasets
for several dialects of Arabic (Abdul-Mageed et al.,
2020). Parallel datasets are even scarcer.

In this paper, we introduce a novel multi-parallel
corpus where North Levantine Arabic is paired
with MSA and several Indo-European languages
(English, French, German, Greek, and Spanish).
The corpus contains roughly 1 million words on the
English side. By targeting the subset of the multi-
parallel OpenSubtitles-v2018 (Lison et al., 2018)
dataset, we ensure that with a single round of trans-
lation, we can achieve the desired multi-lingual,
multi-parallel mapping between MSA, Dialectal
Arabic and several Indo-European languages. Con-
sidering that the OpenSubtitles dataset consists of
lines from movie subtitles1, it should well represent
the “everyday dialogue” domain, where the Arabic

1https://www.opensubtitles.org
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dialects are most commonly used.

2 Related Work

In their pioneer work, Zbib et al. (2012) introduced
a parallel Levantine-English corpus of 138k sen-
tences suitable for training MT systems. The Lev-
antine sentences were extracted from Arabic we-
blogs and online user groups and translated into
English. In follow-up work, Bouamor et al. (2014)
translated 2,000 sentences from the Egyptian-
English corpus introduced by Zbib et al. (2012)
into several Arabic Dialects (including North Lev-
antine Arabic), creating the first multi-parallel cor-
pus of multi-dialectal Arabic. The multi-parallel
aspects were further explored (e.g., Bouamor et al.,
2018) and the data were compiled into standardized
benchmarks (e.g., Sajjad et al., 2020; Nagoudi et al.,
2023; Abdelali et al., 2023). Arab-Acquis (Habash
et al., 2017) matched multi-parallel corpus of 22
European languages with human translations into
MSA – dialectical aspects were not considered.
The exploitation of the OpenSubtitles corpus in
the context of Arabic MT was previously explored
by Nagoudi et al. (2022), who used it to sample
training/testing data for translation from four lan-
guages (English, French, German, and Russian)
into MSA and Alhafni et al. (2022) who sampled
English-MSA sentence pairs for the extended Ara-
bic Parallel Gender Corpus (APGC v2.0).

3 Data preparation

As a first step, we filtered the OpenSubtitles-v2018
corpus by identifying lines that are available in all
of the desired languages (MSA, English, French,
German, Greek, and Spanish), obtaining 3,661,627
sentences. Subsequently, a number of additional
filters (for convenience, we applied filters to the
English side) were applied:

1. Sentences containing vulgar words (based on
a hand-crafted list) were removed.

2. Sentences containing non-standard characters
were removed – only punctuation marks, En-
glish alphabet letters and digits were allowed.

3. To avoid incomplete sentences, only sentences
that start with a capital letter were kept.

4. Very similar sentences were discarded by low-
ercasing the text, removing punctuation and
digits, and removing the duplicates. The goal
was not to translate similar sentences like
Good morning and Good morning! or I was
born in 1961 and I was born in 1983.

Language ISO 639-3 code #Words
North Levantine Arabic apc 738,812
Modern Standard Arabic arb 802,313
English eng 999,193
French fra 956,208
German deu 940,234
Greek ell 869,543
Spanish spa 920,922

Table 2: Word-level statistics of the multi-parallel cor-
pus of North Levantine Arabic introduced in this work.

5. To assure the inner variance and semantic rich-
ness of the translated text, sentences with less
than two words, ones containing very rare
words, and sentences with a high proportion
of frequent words (frequency-based approach
with a manual filtering step) were removed.

Those heuristics were necessary to both filter out
low-quality sentences and to down-sample the set
of translation candidates to fit within the available
budget. We acknowledge that potentially valuable,
semantically rich utterances that e.g., do not start
with a capital letter, may have been dropped.

After those filtering steps, we ended up with
120,771 sentences. Before the translation, an ad-
ditional corpus-wise filtering step was applied by
removing multi-parallel lines where: English char-
acters appear in the Arabic sentence, Arabic char-
acters appear in the English sentence, or Arabic
characters appear in a particular sentence for all of
the Indo-European languages. The final size of the
corpus is equal to 120,600 lines that were manually
translated into the North Levantine Arabic dialect.

The translation was performed by native speak-
ers of the dialect through a professional transla-
tion company without using any MT or CAT tool.
Considering the lack of official spelling standards
for Levantine, we did not provide the translators
with specific orthographic guidelines (Habash et al.,
2018), but rather relayed on their expertise, ask-
ing only for internal consistency. First, a sample
of 1,000 sentences was translated independently
from English and from MSA. No difference in
translation quality was observed (assessed by au-
thors of the paper – speakers of North Levantine
Arabic). Therefore, all the remaining sentences
were translated from MSA (this direction was less
costly). The translation was done in batches of
5,000 sentences, and the quality of the translation
was checked after each batch (again by the authors
of the paper – speakers of the dialect). In order
to quantitatively measure the impact of the source
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language, we computed the Overlap Coefficient
(OC) (Bouamor et al., 2014) for the samples of
1,000 sentences that were used initially2. The OC
value measures the percentage of lexical overlap be-
tween the vocabularies of two languages (dialects).
The OC similarity between the MSA source trans-
lated into apc target equals 35.95, and the one be-
tween the (parallel) MSA and the target apc when
translating from English equals 26.85. To put those
numbers into context, the OC value between the
1,000 sentences in MSA and Syrian that were in-
dependently translated from Egyptian by Bouamor
et al. (2014) equals 39.85. Those results indicate
that the variety in the apc output may have been
slightly reduced by translating from MSA. How-
ever, it should be mentioned that we compare dis-
joint sets of sentences, and there is not enough data
to say how this affects the downstream tasks, such
as MT.

Sentence samples (multi-parallel lines) are pre-
sented in Table 1, and some corpus-wise word-level
statistics are presented in Table 2.

4 MT Experiments

In order to demonstrate the validity of the corpus,
we conducted a number of MT experiments and
evaluations.

Baselines and Metrics We report the perfor-
mance of two well-established baselines: a mul-
tilingual NLLB model (Costa-jussà et al., 2022),
using the facebook/nllb-200-distilled-600M
variant (600M parameters) from the Transform-
ers (Wolf et al., 2020) package, and uni-directional
models (depending on the language pair, between
76M and 240M parameters) provided by the
Helsinki-NLP group (Tiedemann, 2020). To in-
dicate to what extent MSA can be used when the
dialectal system is not available, we translate into
both arb (e.g., Opusarb ) and apc, always using
the apc files as reference. We measure the output
quality by reporting the surface-level chrF++3 met-
ric (Popović, 2015), and the trainable, estimator-
based COMET4 metric (Rei et al., 2020).

Testing data In Table 3, we report performance
on the test split of FLORES-200 (Costa-jussà
et al., 2022), which consists of professional trans-
lation of sentences sampled from the English

2We have normalized and tokenized the sentences with the
CAMeL Tools (Obeid et al., 2020) package.

3
nrefs:1|case:mixed|eff:yes|nc:6|nw:2|space:no|version:2.3.1

4Model signature: Unbabel/wmt22-comet-da

Wikipedia. In Table 4, we report on the subset5of
MADAR (Bouamor et al., 2018), which was cre-
ated by translating sentences from the Basic Trav-
eling Expression Corpus (Takezawa et al., 2007)
into several country- and city-level Arabic dialects.
Since the original English and French versions of
the corpus are not directly available6, we use only
the English side, as provided by the AraBench (Saj-
jad et al., 2020) benchmark. We report only on the
test-sets corresponding to Damascus and Aleppo,
as we were unable to directly match the Beirut one
from MADAR to the English file in AraBench.

North Levantine Corpus In order to demonstrate
the importance of pre-training, we train (BaseML)
a multi-lingual Transformer (Vaswani et al., 2017)
model from scratch, training with the default
transformer-big configuration (200M parame-
ters) from the Marian toolkit (Junczys-Dowmunt
et al., 2018) on the multi-parallel corpus intro-
duced in this work. We use the source-tagging
approach (Johnson et al., 2017), training on all (84)
available directions, with an early stopping applied
if chrF++ on FLORES-200 dev-set ceases to im-
prove for 10 consecutive evaluations.

Furthermore, we use it to fine-tune both Opus
(OpusFT) and NLLB (NLLBFT) models. For
uni-directional Opus models, we use only mono-
directional data (e.g., apc-ell) and the recom-
mended7 parameters. We fine-tune the NLLB
model on the apc-centric data (i.e., on all of the
available directions with apc as source and target)
using AdamW (Loshchilov and Hutter, 2019) op-
timizer with a constant learning rate of 1e-5, ob-
taining the best results after a single epoch of fine-
tuning.

5 Results

Automatic metrics The BaseML system trained
from scratch achieves the lowest scores on both test-
sets. On average, the larger, multi-lingual NLLB
model achieves better scores than the Opus mod-
els. Translating into arb gives consistently higher
scores for sentences from the FLORES-200 test-set,
but lower ones for sentences from MADAR. We
attribute this to the vastly different nature of those
test-sets. Sentences in FLORES-200 are long, with

5Lines marked as corpus-6-test-corpus-26-test
6https://camel.abudhabi.nyu.edu/

madar-parallel-corpus
7https://github.com/Helsinki-NLP/

OPUS-MT-train/blob/master/finetune
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. . .→apc arb eng fra deu ell spa
ChrF COMET ChrF COMET ChrF COMET ChrF COMET ChrF COMET ChrF COMET

Opusarb - - 51.47 .836 38.54 .800 42.98 .799 30.87 .745 35.87 .791
Opusapc - - 50.55 .825 38.28 .795 37.54 .749 - - 34.77 .777
OpusFT - - 48.48 .786 35.70 .725 39.24 .730 31.47 .698 33.56 .722
BaseML 13.17 .449 12.55 .431 12.61 .425 12.42 .414 12.45 .437 12.44 .427
NLLBarb 47.72 .882 45.38 .824 39.05 .800 38.68 .787 35.79 .784 36.21 .794
NLLBapc 44.12 .832 43.43 .795 37.03 .759 36.22 .735 33.63 .743 34.47 .756
NLLBFT 49.60 .823 44.50 .773 38.11 .737 36.96 .718 35.46 .731 36.09 .739
apc→. . .
Opus - - 58.13 .803 47.43 .705 46.33 .736 37.28 .750 41.42 .718
OpusFT - - 60.53 .837 47.37 .730 48.70 .769 37.24 .773 41.66 .749
BaseML 12.08 .425 16.92 .427 15.26 .357 15.80 .325 13.44 .420 16.24 .391
NLLB 50.16 .854 59.97 .833 53.15 .783 47.19 .757 41.25 .818 44.96 .785
NLLBFT 50.51 .854 58.19 .831 50.99 .777 45.39 .749 39.96 .811 44.26 .781

Table 3: Evaluation results on the FLORES-200 test-set. The two highest-scoring systems in each column are
bolded independently for apc source/target. Underlined numbers correspond to a copy-source system. The Greek
Opus model does not support dialectal Arabic in the output.

eng→apc Damascus Aleppo
ChrF COMET ChrF COMET

Opusarb 26.09 .770 25.64 .761
Opusapc 26.32 .757 25.71 .748
OpusFT 38.50 .754 40.57 .765
BaseML 19.01 .599 18.78 .599
NLLBarb 24.58 .761 24.68 .753
NLLBapc 33.04 .738 33.25 .739
NLLBFT 37.77 .756 37.30 .756
apc→eng
Opus 38.53 .689 39.08 .675
OpusFT 51.09 .795 51.27 .780
BaseML 29.08 .600 26.92 .576
NLLB 56.21 .823 57.11 .815
NLLBFT 52.91 .821 54.74 .804

Table 4: Evaluation results on the subset of MADAR
test-set. The two highest-scoring systems in each col-
umn are bolded independently for apc source/target.

a high proportion of named entities (e.g., Through-
out 1960s, Brzezinski worked for John F. Kennedy
as his advisor and then the Lyndon B. Johnson ad-
ministration.), while the ones in MADAR are short
and simple (e.g., Here is my passport. or Does that
include tax?).

The effects of fine-tuning on the corpus that we
introduce highlight the difficulties of low-resource
MT. On the MADAR test-set, coming from a simi-
lar domain as the resource introduced in this work,
significant improvements can be observed when
translating into apc – both for Opus (26.32→38.50)
and NLLB (33.04→37.77) models. Similar be-
havior can be observed for the Opus model when
translating into English (38.53→51.09). However,
that is not the case for the NLLB model. It is
possible that a comparable amount of dialectal

MADAR arb apc apc FT
NLLB 2.23 ± .30 2.03 ± .08 1.54 ± .21
Opus 2.07 ± .10 2.01 ± .21 1.25 ± .25
FLORES
NLLB 2.07 ± .51 2.14 ± .23 1.72 ± .37
Opus 1.98 ± .19 2.02 ± .24 1.57 ± .34

Table 5: Results of the human evaluation. Scores indi-
cate an average rank assigned to a sentence (lower =
better). The lowest-ranked output in each row is bolded.

Arabic (mixed with MSA) has already been seen
on the source side during training, and more so-
phisticated fine-tuning schemas are required. On
the FLORES-200 test-set (different domain), mi-
nor improvements can be observed for the NLLB
model (on average, +1.97 ChrF when translating
into apc ), with inconsistent results for the Opus
models (37.54→39.24 when translating from deu
but 34.77→33.56 when translating from spa).

Human evaluation In order to verify the observa-
tions based on automatic metrics, a round of human
evaluation was conducted. Two apc speakers were
tasked with ranking outputs (translations of the
same English sentence) from three systems: one
translating into arb, one into apc, and the third
one obtained by fine-tuning on the corpus intro-
duced in this work (apc FT), in the context of
the English source. The ranking procedure was
done independently for both test-sets and both base-
line models: NLLB and Opus – our intention was
not to compare different MT models but to inves-
tigate subtle differences in the translation process.
Each annotator scored 200 sentences sampled from
FLORES-200 (100 unique and 100 from a control
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batch used to compute agreement) and 140 sam-
pled from MADAR (60 unique and 80 common).
Sentences and model outputs were shuffled to avoid
positional bias. Annotators were asked to consider
both fluency and adequacy of translations but to
prefer the dialectal output. They were not explicitly
informed that one of the translations was into arb,
giving them the opportunity to rank it higher if the
translation was perceived as more natural in the
context, e.g., when translating scientific terms or if
the dialectal output was ungrammatical.

The cumulative results are summarized in Ta-
ble 5. In every case, on average, the output of the
fine-tuned model is considered the best. On the
MADAR test-set, with simple sentences, apc out-
put is preferred, while on the FLORES-200 one,
with long and complex ones, arb output is pre-
ferred. The raw inter-annotator agreement (the pro-
portion of times both annotators ranked the same
sentence equally) equals 0.52, and Cohen’s κ, com-
puted8 with the WMT formulation for rank-based
evaluation (Bojar et al., 2016), equals 0.39, indi-
cating (Landis and Koch, 1977) a “fair/moderate”
agreement.

6 Conclusions

In this work, a novel, multi-parallel corpus of North
Levantine Arabic, based on the OpenSubtitles-
v2018 dataset, is introduced. By fine-tuning well-
established baseline MT models, we show that the
dialectal aspects of language are partially orthog-
onal to the domain-specific properties – a dialect-
specific model fine-tuned on data from a particular
domain may perform worse than a more generic
model if a domain shift occurs during testing. How-
ever, human evaluation confirms that the dialect-
specific aspects of the output are still ranked higher
and more appreciated by the final users of the MT
system.
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Limitations

Multi-parallel alignment. While a number of
steps were taken to ensure the quality of the transla-
tions provided, it is possible that the multi-parallel
alignments may not be perfect with languages dif-
ferent from the one that was used as a source. The
OpenSubtitles corpus that we sub-sample from was
created semi-automatically.

Multi- vs Uni-directional fine-tuning. When fine-
tuning the NLLB model, we use data from all di-
rections – with apc as the source and as the target.
One could also consider uni-directional fine-tuning,
e.g., only on the spa-apc direction (we explore this
variant with the Opus models).

Fine-tuning on mixed data. In our experiments,
we use only the corpus introduced in this work
for fine-tuning. Better results could be potentially
obtained by using mixed data – either with other
dialectal datasets or with samples from the high-
resource arb.

References
Ahmed Abdelali, Hamdy Mubarak, Shammur Absar

Chowdhury, Maram Hasanain, Basel Mousi, Sabri
Boughorbel, Yassine El Kheir, Daniel Izham, Fahim
Dalvi, Majd Hawasly, Nizi Nazar, Yousseif Elsha-
hawy, Ahmed Ali, Nadir Durrani, Natasa Milic-
Frayling, and Firoj Alam. 2023. Benchmarking ara-
bic ai with large language models.

Muhammad Abdul-Mageed, Chiyu Zhang, AbdelRahim
Elmadany, and Lyle Ungar. 2020. Toward micro-
dialect identification in diaglossic and code-switched
environments. In Proceedings of the 2020 Confer-
ence on Empirical Methods in Natural Language
Processing (EMNLP), pages 5855–5876, Online. As-
sociation for Computational Linguistics.

Enam Al-Wer and Rudolf de Jong. 2017. Dialects of
Arabic, chapter 32. John Wiley & Sons, Ltd.

Bashar Alhafni, Nizar Habash, and Houda Bouamor.
2022. The Arabic parallel gender corpus 2.0: Ex-
tensions and analyses. In Proceedings of the Thir-
teenth Language Resources and Evaluation Confer-
ence, pages 1870–1884, Marseille, France. European
Language Resources Association.
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Abstract

Automatic Text Simplification (TS) involves
simplifying language complexity while preserv-
ing the original meaning. The main objective
of TS is to enhance the readability of complex
texts, making them more accessible to a broader
range of readers. This work focuses on develop-
ing a lexical text simplification system specif-
ically for Arabic. We utilized FastText and
Arabert pre-trained embedding models to cre-
ate various simplification models. Our lexical
approach involves a series of steps: identifying
complex words, generating potential replace-
ments, and selecting one replacement for the
complex word within a sentence. We presented
two main identification models: binary and
multi-complexity models. We assessed the effi-
cacy of these models by employing BERTScore
to measure the similarity between the sentences
generated by these models and the intended
simple sentences. This comparative analysis
evaluated the effectiveness of these models in
accurately identifying and selecting complex
words.

1 Introduction

Automatic Text Simplification (TS) aims to make
text less linguistically complex without changing
its meaning or original information. This involves
rewriting a complex text by performing various edit
operations such as deletion, replacing words, split-
ting sentences, and changing the order of words.
These actions are part of the TS natural language
processing task (Al-Thanyyan and Azmi, 2021).

TS can benefit individuals who struggle with
reading and writing, such as those with low literacy
skills, dyslexia, or learning a new language. Dif-
ferent simplification techniques can be employed
depending on the desired purpose and the end user.
Additionally, TS can enhance written communica-
tion by ensuring that the target audience compre-
hends the intended message. (Rello et al., 2013).
In addition, automated systems for simplifying text

can help make the language more accessible to in-
dividuals who are not fluent in it or have limited
proficiency.

Detecting text complexity is crucial in TS sys-
tems as it helps determine if the text needs to be
simplified. It is also helpful in evaluating the re-
sults generated by the simplification system. TS
systems primarily depend on syntax or lexical sim-
plifications. (Shardlow, 2014).

Text simplification is related to techniques such
as creating paraphrases, summarizing text, and ma-
chine translation in Natural Language Processing
(NLP). Many strategies and evaluation methods
used by Text Simplification are derived from these
areas. In the past, rule-based syntactic simplifica-
tion was used as a pre-processing step to improve
various NLP tasks like parsing and formulating
questions. (Sikka and Mago, 2020).

Arabic is a widely spoken language consistently
listed as one of the top 10 most spoken languages.
This emphasizes the importance of incorporating
different natural language processing tasks for Ara-
bic (Hatab et al., 2022). We utilized the latest
technologies in the field of NLP to carry out a
straightforward simplification task. We developed
two models for identification purposes: one that
categorizes text as either complex or non-complex
and another that classifies text into various levels
of complexity. As a result, we utilized BERT (De-
vlin et al., 2018) and FastText (Grave et al., 2018)
to create the simplification model. We assessed
the simplification phase using BERTScore (Zhang*
et al., 2020), which involved the two identifica-
tion models. Furthermore, we conducted a manual
evaluation to ensure the quality of the simplified
text.

2 Related Work

Unlike English and other languages, only a few
researchers have explored Arabic Automatic Text
Simplification. In (Al-Subaihin and Al-Khalifa,

418



2011), they presented a text simplification tool
named "AlBaseet". The tool’s structure consisted
of four main stages: complexity assessment, lexical
simplification, syntax simplification, and diacriti-
zation. They followed the LS-pipeline approach to
simplify the text and produced synonyms by creat-
ing a new vocabulary or utilizing ArabicWordNet
(Rodríguez et al., 2008).

The second attempt to construct an Arabic ATS
was made by (Al Khalil et al., 2017). Their semi-
automatic simplification approach was meant to
simplify modern Arabic fiction; a linguist applied
ACTFL (American Council on the Teaching of
Foreign Languages) language proficiency require-
ments for simplifying five Arabic books using a
web-based tool. They intended to create a readabil-
ity measurement identifier using various machine
learning classifiers to develop a graded reader scale
of four levels.

In (Hazim et al., 2022), a method for identify-
ing and visualizing complex words is presented.
The authors’ method combines lexical and syn-
tactic analysis techniques, such as part-of-speech
tagging and dependency parsing, to extract relevant
information and create visualizations highlighting
individual words’ complexity.

A system was proposed in (Khallaf, 2023) that
utilizes linguistic resources and rule-based transfor-
mations to identify complex linguistic structures
and simplify them accordingly.

3 Simplification Approach

There are three stages involved in simplifying com-
plex sentences. Initially, we need to recognize the
complex words used in the sentence. After identi-
fying these complex words, we generate alternative
options for them that are simpler and more com-
prehensible. These alternatives can include syn-
onyms, definitions, or rephrasing of the original
word. Ultimately, we choose the most appropriate
replacement for every intricate term, considering
the surrounding context and the overall message
conveyed in the text.

3.1 Complex Word Identification

The initial phase, known as Complex Word Iden-
tification (CWI), is extremely important because
if a complex word is not identified, it will hinder
the generation of substitutions in the entire LS ar-
chitecture. Therefore, the accuracy of the CWI
step determines the simplification pipeline’s suc-

cess. Multiple steps are carried out on the given
input sentence during this stage.

Initially, we assign a Part-of-Speech tag (POS
tag) to every word. Next, we determine specific
POS tags that may require simplification. We only
focus on examining verbs, nouns, and adjectives
for simplification. Additionally, we subject compli-
cated words to a machine-learning algorithm aided
by a frequency list. Then, we obtain the complex-
ity of each word. Initially, when provided with
a sentence as input, we employ POS tagging to
determine the Part-of-Speech for each word. We
utilized the Farasa modules (Abdelali et al., 2016)
to identify POS Tags in an Arabic sentence.

3.1.1 Pre-processing of Identification Dataset
After identifying the POS Tags of a given word, we
determine whether such a word is complex. We
trained an ML model using an available Arabic
frequency list (Kilgarriff et al., 2014) to train an ML
model. The frequency list contained 8904 Arabic
words and their level of complexity based on the
Common European Framework (CEFR) and the
corresponding frequency.

Due to the large percentage of null values in
the frequency column, we added our frequency
score using Wordfreq1. Also, we added a POS Tag
for each word using Farasa (Abdelali et al., 2016).
Moreover, we added the stem of each word as a
new feature, assuming that we want to know the
complexity of the origin, as different words will
have the same stems, and we removed redundant
rows. The final data contains 4258 unique words
and their corresponding stem, POS tag, frequency,
and label, whether complex or not.

3.1.2 ML Identification Model
We built an ML model that can classify the com-
plexity of each word. We considered building a
model using the C-Support Vector Classification
(SVC). We did try different combinations of in-
dependent features for the ML model. The input
of the model contains the stem, POS Tag, and fre-
quency as independent features. A different ap-
proach was to give the model word itself rather
than its stem, as a stem can vary in complexity
in different instances. Accordingly, we did im-
plement two different identification models. The
first model, Multi-Comp, was implemented by con-
verting CEFR levels from 1 being the most minor
complex to 6 being the most complex, according

1https://doi.org/10.5281/zenodo.7199437
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to levels ranging between B1 to C2, respectively.
We implemented the second model by categorizing
CEFR levels into two binary formats. We deter-
mined that levels A1 to B1 are classified as not
complex, assigning them a value of 0. On the other
hand, levels B2 to C2 are considered complex and
are given a value of 1. This model is referred to as
the Binary model.

3.2 Generation Substitutions

The second stage is to generate substitutions for the
complex word. We implemented two approaches:
the first was using FastText, and the second was
using BERT.

In the first approach, where we used FastText, we
calculated the cosine similarity between words us-
ing the nearest neighbor module. We implemented
a method to determine five similar candidates for
a given complex word. However, FastText just
produced words in different forms by the nearest
neighbor. For example, the word ‘I. ë

	X’ can be
spoken as "Thahaba" or "Dahab", yet both words
have entirely different meanings.

In the second approach, we used AraBERT (An-
toun et al., 2020).

The masking language model works simply by
masking a specific word in the sentence, and the
model tries to predict what word can fit that place,
given its right and left words. Accordingly, we
utilized such a module for substitution generation.
Once we have a list of complex words in a sentence,
we mask a complex word per time and feed it to
AraBert. AraBert then tries to predict the word
appropriately fitting into the masked area.

3.3 Selection of Substitutions

We have constructed a sentence where we have in-
ferred difficult words and identified five potential
options for each difficult word. AraBERT provides
a list of five words and their respective confidence
scores, which indicate the level of certainty the
model has for each candidate. Therefore, our ini-
tial strategy was to replace complex words with
those with the highest certainty level. Unfortu-
nately, two obstacles arose. The main obstacle was
that sometimes, the word associated with the high-
est certainty rating was the same complex word.
The second point is that we need a way to confirm
whether the substituted word is more straightfor-
ward. Therefore, we deemed it necessary to include
something that ensures the replacement of a com-

plex word with its simpler equivalent.
To guarantee the replacement of the word, we

depended on Gensim, an open-source library (Re-
hurek and Sojka, 2011). Gensim includes a module
that measures the similarity between two words.
We used this module by setting a condition that if
the MLM model identified the complex word as the
top candidate, we would calculate the similarity be-
tween the complex word and the other candidates.
Currently, we possess two distinct identification
models. The initial model evaluates complexity
using a binary system, assigning either a 1 or 0.
On the other hand, the second model assesses com-
plexity using a scale of values ranging from 1 to
6, known as the Multi-Comp Model. We decided
to add another condition for the second model to
solve the second challenge we faced. The condition
states that we will replace the complex word only
if the replaced candidate has a lower complexity
value. Even if it has the same value as a complex
word, we will still keep the complex word to pre-
serve the meaning better. Additionally, we ensured
that the replaced candidate was not any ambiguous
replacement, so we identified what variations the
AraBERT model predicted and eliminated unnec-
essary replacements.

4 Evaluation & Results

In order to evaluate our models, we needed a par-
allel corpus. A parallel corpus is a collection of
complicated texts and their simplified versions in
the same language. To the best of our knowledge,
there is only one available parallel corpus for the
Arabic language (Al-Raisi et al., 2018). The cor-
pora are in different sizes. The small size contains
8 sentence pairs, the medium-sized size contains 69
sentence pairs, and the large contains 765 sentence
pairs.

4.1 Automatic Evaluation

We first evaluated the SVC identification models us-
ing different independent features. After, we evalu-
ated our simplification approach using BERTScore.
This was because BERTScore overcame the limi-
tations of other metrics and supported the Arabic
language.

As shown in Table 1, we tried four different
combinations.

As demonstrated in Table 1, we found that using
the stem of the word in combination with its fre-
quency resulted in an F1-score of 0.88. From this,

420



Features F1 Score
Word/PosTag/Frequency 0.79
Stem/PosTag/Frequency 0.77
Word/Frequency 0.86
Stem/Frequency 0.88

Table 1: Table showing results of different identification
models

we determined that including a POS tag would only
confuse the model, as its variations are quite dif-
ferent in various positions. By comparing features
based on the stem or the words, we found that using
the stem is more effective. It is more accurate to
always provide the model with the stem of a word
rather than providing various forms of the word, as
this can lead to confusion in the model.

To assess the performance of both identification
models in a sentence simplification system, we
opted to examine their effectiveness using varying
sizes of parallel corpora. Small, medium, and large
sizes were evaluated by BERTScore using ’bert-
base-multilingual-cased’, which supports the Ara-
bic language and many different languages. The
results we obtained are shown in Table 2:

Lexical P R F1
Small

Target/Binary-Model 0.836 0.843 0.830
Target/Multi-Comp-Model 0.848 0.858 0.853

Medium
Target/Binary-Model 0.864 0.872 0.868

Target/Multi-Comp-Model 0.876 0.885 0.885

Large
Target/Binary-Model 0.863 0.871 0.867

Target/Multi-Comp-Model 0.858 0.866 0.862

Table 2: Results showing both models on different sizes
of parallel corpora

The findings suggest that the Multi-Comp model
outperformed the Binary Model for both small and
medium-sized datasets in the machine translation
system. However, the Binary Model performed
better than the Multi-Comp model when evalu-
ating extensive corpora. This suggests that the
Binary Model is more adaptable in dealing with
diverse text types. This is likely because large
corpora usually cover a range of topics and text

formats, and the Binary Model is less likely to be-
come confused when replacing words, unlike the
Multi-Comp model, which may struggle with the
complexity involved.

4.2 Manual Evaluation

We aimed to assess our model’s performance by
collaborating with human experts. To achieve this,
we designed a survey comprising 20 randomly se-
lected samples. Each sample included both input
and output texts. The input text was a complex pas-
sage from the parallel corpora, while our models
generated the output text. We evaluated the model
by including 3 features, which are: 1) Meaning
Preservation (MP), 2) Grammaticality (G), and 3)
Simplicity (S) (Laban et al., 2021). We asked their
experts to rate every sample on the three features
on a scale of 1 to 5.

When addressing meaning preservation, we
found that the Multi-Comp model outperforms the
Binary model with a 69% rate of preserving mean-
ing in the output texts. Moreover, it also outper-
formed the Binary model grammar-wise with a rate
of 84% sustaining the grammar in the outputs. The
only measurement that the Binary model leveraged
was the most critical measurement, which is sim-
plicity. Among the output texts, 79% were simpler
than inputs.

The results of the manual evaluation show that
there is a significant trade-off between the three
measurements. The Binary model excels in simplic-
ity but has a downside regarding meaning preser-
vation and grammar. The model prioritizes simpli-
fying complex words over preserving the meaning
of the sentence, which leads to a loss of meaning
preservation and grammar in the output. In other
words, the model sacrifices meaning preservation
and grammar to generate more straightforward text.
This trade-off highlights the challenge of balanc-
ing multiple metrics in natural language processing
tasks.

5 Conclusion and Futute Work

To conclude, we endeavored to develop a lexical
text simplification system for Arabic. We intro-
duced two models for identification: the Binary
Model and the Multi-Comp Model. Furthermore,
we suggested several simplification approaches uti-
lizing FastText and AraBERT embeddings. Our
perception of the lexical system restrictions is
based on the fact that certain of the generated sen-
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tence structures need to be better-formed, and the
system can incorrectly recognize complex words
from simple ones in the CWI phase. In the future,
it would be beneficial to utilize more recent models
for evaluation.

6 Limitations

Overall, we presented the advantages and disadvan-
tages of our proposed approach. We specifically
emphasized the drawbacks of the CWI step. One
drawback of CWI is its limited ability to accurately
identify complex words, primarily because it needs
a dependable frequency list. Another crucial con-
sideration in our proposed approach is finding a
balance between simplifying a sentence without
compromising its intended meaning and maintain-
ing proper grammar. Furthermore, the availability
of a parallel corpus is crucial for undertaking such
a task, and we need more resources in Arabic.
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Abstract 

Detecting offensive language in under-

resourced languages presents a significant 

real-world challenge for social media 

platforms. This paper is the first work 

focused on the issue of offensive language 

detection in Arabizi, an under-explored 

topic in an under-resourced form of Arabic. 

For the first time, a comprehensive and 

critical overview of the existing work on the 

topic is presented. In addition, we carry out 

experiments using different BERT-like 

models and show the feasibility of detecting 

offensive language in Arabizi with high 

accuracy. Throughout a thorough analysis 

of results, we emphasize the complexities 

introduced by dialect variations and out-of-

domain generalization. We use in our 

experiments a dataset that we have 

constructed by leveraging existing, albeit 

limited, resources. To facilitate further 

research, we make this dataset publicly 

accessible to the research community. 

1 Introduction 

Due to the unrestricted nature of online discourse, 

offensive language has found its way to social 

media platforms, which poses major challenges for 

maintaining a respectful and inclusive virtual 

environment. Processing social media texts in 

Arabic presents its own set of challenges, as the 

user-generated content in this language is often not 

written in standard Arabic, but instead in multiple 

dialects, which vary from one country to another 

and have no grammatical and orthographic rules. 

Additionally, the use of Arabizi1  (Alghamdi and 

Petraki 2018; Brabetz 2022; Haghegh 2021; 

Yaghan 2008)–an informal system of writing 

Arabic using Latin alphabet and numbers, which is 

                                                           
1 Also knows as Romanized Arabic and Arabic chat 

alphabet. 

commonly blended with French and English– 

further complicates Arabic processing (Darwish 

2014).  

Arabizi is characterized by the numerous 

transliterations of a single word, which may create 

a new set of homonyms within Arabic and even 

with other languages2. For example, in the dataset 

used for this research, we were able to find 7 

different Arabizi spellings of the word قلب (heart), 

which are alb, aleb, 9alb, kalb, galb, guelb, gelb. 

The 2 first ones have been found in the Lebanese dialect, 

whereas the rest are used in the Algerian dialect, 

showing different pronunciations across regions.  

Due to this inconsistency in writing this 

vernacular digital Arabic, traditional offensive 

language detection methods may struggle to 

interpret accurately the Arabizi words and 

expressions unique to each dialect.  To illustrate, 

the word kalb, listed above as one of the spelling 

forms of  is also the transliteration of ,(heart)  قلب 

 which is used, in addition to its literal ,(dog) كلب

meaning, as an insult in the Arab world. 

Arabizi has been studied in various contexts, 

such as its identification and transliteration to 

Arabic (Darwish 2014; Shazal et al. 2020), code-

switching detection (Shehadi and Wintner 2022), 

POS tagging (Muller et al. 2020) and sentiment 

analysis (Fourati et al. 2021; Guellil et al. 2021). 

Besides, there has been a notable increase in the 

number of papers focusing on Arabic offensive 

language detection in recent years (Husain and 

Uzuner 2021). Nonetheless, there is a scarcity of 

research dedicated to handling Arabizi specifically 

within the context of offensive language detection. 

This paper is dedicated to addressing this gap. 

Our contributions are the following: 

 We provide, for the first time, a 

2 Shehadi and Wintner (2022) showed some Arabizi words 

that have meanings in English and Hindi. 
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comprehensive overview of the existing 

works addressing offensive language 

detection in the context of Arabizi;  

 We assess the performance of various 

language models (mBERT, DziriBERT, 

DarijaBERTarabizi, SVM) in detecting the 

offensive language in the Arabizi text 

without transliterating it to the Arabic script3. 

Our experiments are both in-domain and out-

of-domain; 

 We analyze the results per each of the two 

dialects (Algerian, Lebanese) composing the 

used dataset, which allows shedding light on the 

behaviour of the leveraged pre-trained models;  

 Finally, we make available4 the used dataset, 

which we created by merging data and unifying 

the annotation from 4 available datasets. 

The remainder of this paper is structured as 

follows. Section 2 offers a critical overview of the 

works dealing with Arabizi in the context of 

offensive language detection. Section 3 details the 

process of the dataset creation. Sections 4 and 5 are 

devoted to the experimentation and the 

presentation of their outcomes. Finally, Section 6 

discusses the findings and conclusions.  

2 Related work 

A small number of offensive language detection 

works have dealt with Arabizi (Appendix A 

presents a summary of each of these works, along 

with a recap in Table 1). However, these works 

exhibit one or more of the following shortcomings:  

 The dataset is predominantly written in 

Arabic script with only a minority of 

examples in Arabizi (Boucherit and Abainia 

2022; Mohdeb et al. 2022; Röttger et al. 

2022);  

 The dataset is conceived to serve primarily a 

different task than offensive language 

detection (Abainia 2020; Raïdy and 

Harmanani 2023; Riabi et al. 2023), resulting 

in a small size or a low proportion of 

offensive examples;  

                                                           
3 Before the era of large language models, transliterating 

Arabizi to the Arabic alphabet has been a common practice 

in Arabic language processing tasks such as sentiment 

analysis (Matrane et al. 2023). 

 The conducted experiments or the reported 

results did not focus on offensive language 

detection in Arabizi (Abainia 2020; 

Boucherit and Abainia 2022; Mohdeb et al. 

2022; Raïdy and Harmanani 2023); 

 In the few works (Riabi et al. 2023; Röttger 

et al. 2022) that reported results on Arabizi, 

the datasets have a small number of Arabizi 

examples, and they did not encompass social 

media texts. Consequently, their results do 

not allow to make definitive assessments 

regarding the performance of models in this 

specific text genre. 

Considering the shortcomings of the previous 

studies listed above, and the prevalent use of 

Arabizi, it became clear that there is a pressing need 

to pay more attention to the problem of offensive 

language detection on Arabizi. To address this 

need, there is a requirement for the creation of 

additional resources that would facilitate a 

thorough evaluation of this task. 

3 Dataset 

In light of the above discussion on the limitation of 

the available datasets, our objective is to create a 

single, relatively large dataset with a plausible ratio 

of offensive language. This dataset could be then 

exploited for the development of offensive 

language detection models. Inspired by the work of 

(Risch et al. 2021), we favoured leveraging the 

available resources instead of starting from scratch. 

Therefore, we decided to construct the dataset by 

merging the Arabizi samples from the datasets 

DZMP, DZOFF, DZREF and LBSA (cf. Table 1 in 

Appendix A for details on these datasets). To 

achieve this, we followed the subsequent steps: 

Extraction of the Arabizi samples from the 

datasets that comprise, in addition, Arabic script. 

This was straightforward for the DZREF dataset, as 

it comprises an attribute determining whether the 

text is in Arabic script, Arabizi, French or English.  

For the DZOFF dataset, however, we made this 

extraction automatically by filtering out the messages 

that contain only the Latin alphabet and numbers.  

Unification of the labels. Our goal is to obtain 

a dataset for binary classification where the 

4 https://github.com/Imene1/Arabizi-
offensive-language  
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offensive class encompasses a wide range of 

abusive text including hate speech (with its 

subcategories such as racism and sexism), 

profanity and obscene content. To this end, all the 

labels referring to any kind of offensiveness (cf. 

Table 1), were integrated into one label 

(Offensive). Similarly, all the labels indicating the 

absence of offensive language were mapped to one 

label (Non-Offensive). For this task, we examined 

carefully the definitions of labels provided in the 

paper or the documentation of each dataset. For the 

majority of labels, it was easy to decide whether it 

represents offensive language or not. 

Nonetheless, for a few labels, where the 

definition was not enough to decide, we examined, 

in addition, a sample of the data having this label. 

This was the case, of two labels: “Refusing with 

non-hateful words (RNH)” in the anti-refugee 

dataset (DZREF) and the label “sarcasm” in the 

Lebanese sentiment analysis dataset (LBSA).  By 

inspecting some examples of the class RNH, we 

decided to consider them among the offensive 

class. This is because despite those messages do not 

contain swearing, they exhibit discrimination and 

xenophobia, which is in line with the wide 

definition of offensive language we adopted. 

Concerning the cases in the “sarcasm” class, we 

examined all the examples in this class that have 

the sentiment polarity “negative”, assuming that 

the offensiveness could not be positive. This 

examination showed us that all the cases are non-

offensive. 

Merging the datasets. We have merged into one 

CSV file the entire examples of DZMP and LBSA 

datasets along with the Arabizi parts of DZOFF and 

DZREF datasets.  

As shown in Table 2 5 , the obtained dataset 

comprises more than 7000 social media texts from 

different platforms. More than 20% of its textual 

examples are offensive, which is an acceptable 

ratio to train a detection model. Given its 

distinctive features, including its size, the 

proportion of offensive content, the two different 

dialects it contains, and its diverse sources from 

social media, we assert that this dataset is currently 

the most suitable choice for evaluating the 

performance of offensive language detection in 

Arabizi, which is addressed in the next section. 

                                                           
5 Due to space limitations, Tables 2-8 are included in 

Appendix C. 

4 Experiments 

The goal of our experiments is 3 fold: 

 To estimate the performance of detecting 

offensive language specifically on Arabizi in 

two contexts: in-domain and out-of-domain. 

 To analyze the performance per dialect. 

 To gain insights into the misclassified cases.  

We carried out our experiments with 3 variants of 

BERT. Below is a succinct overview of them. 

Multilingual BERT (a.k.a. mBERT) 6  (Devlin 

et al. 2019): BERT Language model pre-trained on 

104 languages including Arabic. Previous 

experiments using this model in the context of POS 

tagging and dependency parsing  (Muller et al. 

2020), as well as sentiment analysis (Fourati et al., 

2021), proved it can generalize to handle Arabizi by 

fine-tuning it using datasets in this form of Arabic. 

DziriBERT 7  (Abdaoui et al. 2021): BERT 

Language model pre-trained on more than one million 

tweets in the Algerian dialect including Arabizi.  

DarijaBERT-arabizi8 (Gaanoun et al. 2023): a 

variant of BERT pre-trained on more than 4 Million 

texts on the Moroccan dialect (a.k.a. Darija) written 

in Arabizi. 

As baselines, we used SVM with TF-IDF as 

features and the majority class heuristic. 

To provide a robust estimate of those model's 

performance, we applied the following evaluation setup: 

For the in-domain context, we fine-tuned the 

three BERT-like models and trained SVM through 

5-fold cross-validation using the created dataset. 

The obtained models were then tested on two 

out-of-domain datasets, which are the Arabizi part 

of EGMHC (Röttger et al. 2022) and DZTRB 

(Riabi et al. 2023). The former comprises synthetic 

Arabizi texts in Egyptian and the second comprises 

Algerian Arabizi collected from a news website 

and a song lyrics corpus (cf. Appendix A for further 

details on these datasets). 

The hyper-parameters used to fine-tune BERT 

models are displayed in Table 3. Adam optimizer 

was used in all the models. 

6 https://github.com/google-research/bert. 

The cased version is used. 
7 https://github.com/alger-ia/dziribert  
8 https://huggingface.co/SI2M-Lab/DarijaBERT-arabizi  
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5 Results and discussion 

5.1 In-domain results 

Table 4 displays the performance scores of the 

models in terms of F1 measured on the 2 classes 

offensive and non-offensive as well as the macro-

averaged F1 and the accuracy. It should be noted 

that those measures are computed on the 

predictions file wherein the results obtained from 

the cross-validation folds are appended. We also 

reported the average of the F1 scores computed on 

the 5 folds (they are displayed between parenthesis 

on the table). 

The results show that all the models 

outperformed the majority class baseline. Even 

SVM, which is not context-aware and does not 

have any prior knowledge on Arabizi was able to 

classify correctly 17% of the offensive texts with a 

precision of 97%9, resulting in an F1 of 0.29.  

The mBERT model reached an F1 score of 0.92, 

showing an improvement of +0.32 in comparison 

with SVM’s result. This means that the contextual 

embeddings that this model learned from multiple 

languages allowed it to capture some of the patterns 

in the Arabizi text even though it was not pre-

trained with this form of Arabic, which confirms 

the findings of previous studies (Fourati et al. 2021; 

Muller et al. 2020). 

DziriBERT and DarijaBERT-arabizi perform 

almost equally and surpass mBERT, most notably 

in the offensive class. This shows the advantageous 

impact of pre-training BERT with Arabizi. 

Additionally, those results suggest that knowledge 

can be effectively transferred across Arabic 

dialects, even when expressed using Latin script. 

This is illustrated by the good performance of 

DarijaBERT-arabizi on our dataset, which 

comprises Algerian and Lebanese Arabizi, despite 

being pre-rained on Moroccan Arabizi.  

In the following section, we will delve deeper 

into the analysis of performance per dialect to gain 

further insights. 

5.2 Performance per Dialect 

Table 5 shows the performance scores computed on 

the examples of each dialect separately. With 

regard to the Lebanese dialect, the performance of 

all the models in the non-offensive class is 

                                                           
9 Precision and Recall are not displayed in the tables of 

results. We mentioned them for illustration reasons. 

outstanding and superior to their performance in 

the offensive class. This result is indeed expected 

since the Lebanese sub-dataset is extremely 

imbalanced (the ratio of the offensive texts is only 

6%), which makes it easy to reach a high-

performance score on the majority class. This is 

evidenced by the F1 score of 0.97, which was 

reached on the non-offensive class just by a random 

guess using the majority class heuristic. 

Interestingly, although the Lebanese dialect was 

unseen in the pre-training phase of the three used 

BERT models, DziriBERT and DarijaBERT-

arabizi generated good results on the offensive 

class, with a raise of +0.14 and +0.13 respectively 

in F1 score in comparison with mBERT. This 

supports our previous remark concerning the 

transferability of knowledge across dialects, 

meaning that knowledge on the Algerian dialect 

(and also the Moroccan dialect) was useful in 

improving the offensive language detection 

performance on the Lebanese dialect despite the fact 

that those dialects are very different from each other. 

In the context of the Algerian dialect, 

DarijaBERT-arabizi achieved the highest 

performance, showing only a marginal distinction 

from DziriBERT. This outcome is quite predictable 

because it is expected that knowledge transfer from 

the Moroccan dialect to the Algerian one would be 

effective given the substantial similarities between 

these dialects. Appendix B provides an analysis of the 

misclassified cases with examples from the dataset. 

5.3 Out-of-domain results 

Table 7 reports the results of testing the models that 

were fine-tuned through the experiments described 

in Section 5.1 on two unseen datasets. It should be 

noted that the EGMHC dataset comprises also texts 

in the Arabic script, but we reported, in Table 7, the 

results computed only on the Arabizi examples, 

which all belong to the positive class10. Therefore, 

using accuracy would be enough to measure the 

performance on this dataset. Additionally, the 

results obtained on DZTRB were computed only 

on its test set (DZTRBtest), with the aim of allowing 

their comparison with the results reported in (Riabi 

et al. 2023) (displayed in the last three lines). Note 

that, the models in Riabi’s et al. paper have been 

trained on the training set of DZTRB and tested on 

10 The positive class in this dataset is hateful, which we 

mapped to offensive to be compatible with the label of the 

dataset used previously to fine-tune the models.  

426



 

 
 

 

its test set. Our main observations on the obtained 

results are below. 

The SVM model failed to identify any offensive 

instances in either dataset, suggesting that the 

content in EGMHC and DZTRB deviates 

significantly from the training data, thereby 

impeding the model's ability to generalize. 

Overall, the performance is very poor on 

EGMHC, indicating, again, a high dissimilarity of 

this dataset with the ones used to pre-train and fine-

tune the models. This dissimilarity could be related 

to the fact that this dataset is in the Egyptian dialect, 

which was unseen in the fine-tuning and pre-

training phases of all the used models. 

On the other hand, the performance on the 

DZTRBtest dataset was not as low as the one on 

EGMHC, and fairly close to the results achieved by 

the models fine-tuned on the training subset of this 

dataset, obtained from Riabi et al. paper11 . This 

could be explained by the fact that the texts in 

DZTRB are in the Algerian dialect, which is a seen 

dialect in the fine-tuning phase. This allows the 

models to generalise to some extent on this dataset. 

Unlike the in-domain results, mBERT generated 

the highest accuracy score on EGMHC and the 

highest F1 on the offensive class on DZTRBtest. 

Nonetheless, its score remains too poor to be 

significant.  

Those results show different difficulty degrees 

for the models to generalise across datasets, 

illustrated by the very low results on EGMHC and 

the moderate results on DZTRB. In both cases, this 

implies the necessity of domain adaptation to 

improve performance. In this context, we were able 

to find only a couple of works addressing the topic 

of domain adaptation across Arabic dialects in the 

context of offensive language detection (Husain 

and Uzuner 2022) and sentiment analysis (El 

Mekki et al. 2021). Consequently, further 

investigation in this area is warranted. 

6 Conclusion 

In this research paper, we have explored the 

fascinating topic of offensive language detection 

within Arabizi. Regarding this topic is still 

underexplored, our study aimed to shed light on the 

performance of models in this specific linguistic 

context. Throughout our investigation, the 

                                                           
11 Even the results of Riabi et al. are low. The best macro F1 

is 0.61 as indicated in Table 7. See Appendix D for further 

details on DZTRB dataset. 

following key findings have emerged: 

Feasibility of detecting offensive language in 

Arabizi: despite the complexity of Arabizi, our 

experiments demonstrated that offensive language 

in this form of Arabic could be detected with high-

performance scores without transliterating it to the 

Arabic script. This was evidenced by an F1 score 

that researched 0.96 using cross-validation on a 

dataset comprised of texts collected from different 

sources and in two distinct dialects, Algerian and 

Lebanese. However, the generalizability of the 

models across datasets is a challenge, especially if 

the dialect is different, as shown through our out-

of-domain experiments. 

The role of pre-trained language models: we 

showed that while a plausible performance could 

be reached by multilingual BERT, the best results 

are obtained by the models pre-trained partially or 

totally with Arabizi, which are DziriBERT and 

DarijaBERT-arabizi, respectively. On the other 

hand, SVM, a traditional machine learning model, 

generated poor results. This highlights the 

importance of transfer learning and context-aware 

models in dealing with the complexity of Arabizi. 

Challenges in dialectal variation: our dialect-

specific analysis of results along with our 

inspection of the misclassified cases revealed that 

despite the transferability of knowledge between 

dialects, it remains essential to tailor approaches to 

each dialect for better performance. This is 

particularly important because the vocabulary of 

offensive language may vary among the various 

dialects. This finding was underscored by our out-

of-domain experiments, showing the difficulty of 

models to generalize on an unseen dialect 

(Egyptian).  

Those findings suggest that future research 

efforts, in the context of offensive language 

detection in Arabizi, have to focus on the 

development of more datasets and pre-trained 

language models for the various Arabic dialects, as 

the majority of the existing resources concern the 

Algerian dialect. They also highlight the necessity 

of domain adaption research, most notably across 

dialects.  

Finally, we anticipate that the findings of this study 

and the dataset we have made publicly accessible 

will pave the way for further research on this topic. 
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Limitation 

 The limitation of our research is twofold. First, we 

used in our experiments a dataset comprising only 

Arabizi texts. However, this does not reflect the 

distribution in the real world, wherein Arabic script 

and Arabizi coexist together, sometimes in a single 

message. Moreover, code-switching to French and 

English occurs frequently in Arabizi, an aspect that 

we did not investigate in our experimentations. 

Therefore, it would be important, in future studies, 

to consider these two real-world aspects. 

Second, our research did not address the 

transliteration of Arabizi to the Arabic script. We 

used instead models compatible with Arabizi. 

Thus, it is still unknown whether the transliteration 

improves the performance. 
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A Summaries of the Related Works 

Typically, non-Arabic characters and numbers are 

considered noise and hence deleted during the 

processing of Arabic text or the creation of datasets. 

This practice results in the omission of the Arabizi 

script. Indeed, only a few offensive language 

detection datasets involve this form of Arabic. In 

this section, we provide an overview of those few 

works. 

Abainia (2020) created a multipurpose dataset 

(DZMP) 12 in Arabizi comprising 12 Algerian sub-

dialects. The dataset is collected from Facebook 

and annotated for several tasks, namely code-

switching, sub-dialect identification, emotion 

detection, gender identification, and abusive 

language detection. The abusive comments 

constitute only 12% of the dataset. To the best of 

our knowledge, this dataset has not been yet 

exploited in abusive language detection 

experiments. 

Mohdeb et al. (2022) addressed the problem of 

detecting anti-refugee and anti-migrant speech. 

They created a dataset (DZREF) composed of more 

than 4500 YouTube comments in the Algerian 

dialect including 434 comments in Arabizi with 

code-switching to French and English. Their 

experiments, using different variants of BERT, 

showed that the performance of the hate speech 

detection models is impacted negatively when 

including the Arabizi comments. However, further 

investigation is needed in this regard since the 

percentage of Arabizi in the used dataset is too 

small (only 9%).  

Röttger et al. (2022) constructed a particular 

dataset known as Multilingual Hatecheck. It is a 

functional test, which encompasses synthetic texts 

in 10 languages. The Arabic subset (EGMHC), 

which is mostly in the Egyptian dialect, contains 

3570 cases of both hateful and non-hateful content. 

These cases were carefully crafted by language 

experts using numerous templates, where the hate 

speech target and the slur word vary across the 

cases. The purpose of this dataset is to allow a 

controlled evaluation of hate speech detection 

models based on 25 fine-grained functionalities. 

Each functionality reflects the ability of the model 

to correctly classify specific kinds of hate or non-

hate speech (e.g., implicit derogation, counter 

code of the respective country) with additional letters that 

indicate the dataset's primary purpose.  
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speech), or cases exhibiting lexical or syntactic 

phenomena (e.g., negation, spelling variation 

including Arabizi). This dataset was used to 

evaluate an XLM-T model (a multilanguage 

model) that was fine-tuned using known offensive 

language datasets in 3 Latin languages. The model 

achieved an accuracy rate of 60.9% on the 133 

Arabizi examples. In a recent work (Das et al. 

2023), this dataset was also employed to evaluate 

ChatGPT, which achieved an accuracy of 75.9% on 

the Arabizi examples. However, it was not able to 

classify 20.3% of the cases. 

Boucherit and Abainia (2022) proposed a dataset 

of offensive language detection (DZOFF) in the 

Algerian dialect crawled from Facebook. The 

dataset contains more than 8500 texts, in Arabic 

and Arabizi scripts, sampled from public pages and 

groups of controversial topics. Each text has been 

labelled as abusive, offensive or normal following 

the definitions provided by the authors. According 

to these definitions, offensive language includes 

any offence targeting individuals, groups or 

entities, whereas abusive speech corresponds to 

swearing or obscene content. The examples in 

Arabizi represent 16% of the dataset. The dataset 

was used in binary (offensive and abusive language 

                                                           
13 Riabi et al. work was published in July 2023 while we 

were conducting our experiments. 

classes are merged) and multiclass classification 

experiments employing traditional and deep 

learning models. Although a significant portion of 

the dataset is in Arabizi, the paper did not report the 

performance of the models specifically on this 

script. 

The work of (Raïdy and Harmanani 2023) 

concerns sentiment analysis in the Lebanese 

dialect. In addition to the polarity labels (positive 

and negative), the created dataset (LBSA), which is 

entirely in Arabizi, contains labels providing hints 

on the tweets' content e.g., sexism, sectarianism, 

jokes, and sarcasm, among others. Only a small 

proportion of texts (6%) have labels referring to 

offensive content. Moreover, those labels have not 

been considered in the conducted experiments. 

Contemporaneously with our work13, Riabi et al. 

(2023) enriched the North African Arabizi 

Treeback with offensive language annotation.  The 

dataset is composed of 1287 sentences in the 

Algerian dialect sampled from two sources: a 

corpus of user comments crawled from a 

newspaper website and a corpus of lyrics of 

Algerian songs. The paper reported results of 

offensive language detection experiments using 

BERT-like models. However, since the dataset is 

 

Authors Source Main Task (dataset acronym) Dialect 

Overall Size 

( size and proportion 

of Arabizi) 

Annotation related to off. 

language 

% off. examples 

in  the Arabizi 

part 

(Abainia 2020) 
 

Multipurpose (DZMP) DZ 
2400 

(2400, 100%) 
Abusive , Not Abusive 12% 

(Boucherit and 

Abainia 2022)  

Offensive language detection 

(DZOFF) 
DZ 

8749 

(1415, 16%) 
Abusive, offensive, none 61% 

(Mohdeb et al. 

2022)  

Anti-refugees and anti-migrant 

hate speech detection  (DZREF) 
DZ 

4586 

(434, 9.5%) 

Hate, Incitement, Sympathetic, 

Refusing with non-hateful 

words, Comment (not hateful, 

nor sympathetic) 

44% 

(Raïdy and 

Harmanani 

2023) 
 

Sentiment analysis (LBSA) LB 
3134 

(100%) 

Bullying, Courtesy words, Foul 

language, Joke, Known fact, 

Racism, Sarcasm, Saying,  

Sectarianism, Sexism, None 

6% 

(Röttger et al. 

2022) 

Synthetic 

text 

Functional test for hate speech 

detection (EGMHC) 
EG 

3570  

(133, 4%) 
Hateful, Non-hateful 100% 

(Riabi et al. 

2023) 

News 

website and 

song lyrics 

Treebank (DZTRB) DZ 
1287 

(1287, 100%) 
Offensive , Non-offensive 22% 

Table 1: Datasets comprising annotated offensive content in Arabizi. In Dialect column, the acronyms DZ, 

LB, EG refer to Algerian, Lebanese and Egyptian, respectively. In Size column, the first figure refers to the 

total number of examples in the dataset, while the figures inside parentheses are the number of Arabizi 

examples and their proportions to the overall size. To construct our dataset, the Arabizi data of the first 4 

datasets were merged, wherein the annotation labels appearing in bold were mapped to the label offensive, 

and the rest were mapped to the label non-offensive. The two last datasets are not collected from social 

media, and we used them for the out-of-domain experiments. 
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small and not collected from social media, it would 

be difficult to draw solid conclusions about the 

performance of those models in a real-world 

scenario. 

B Error Analysis 

To better understand the behaviours of the models 

in the in-domain experiments, we calculated the 

percentage of the misclassified cases by each 

model in each class based on the annotation of the 

source datasets composing our dataset (cf. Table 1. 

It displays the labels of the source annotation). 

Since all the source datasets adopted a ternary or 

multiclass annotation, it would provide a more 

precise description of the text than the binary 

classes we have adopted. Then, we averaged the 

misclassification percentages of the 4 models for 

each class.   

Table 6 shows that the easiest texts to predict as 

non-offensive are the ones labelled as known fact 

from the LBSA dataset. All the 21 cases with this 

label have been classified correctly by all the 

models (see example 1 in Table 8)14. On the other 

hand, the easiest class to predict as offensive is the 

class Abusive from the DZOFF dataset, which is 

constituted of texts with obscene and swear words 

(ex. 2).  

The non-offensive class with the highest ratio of 

false positives is Comment from the DZREF 

dataset. As shown in the table, more than 7% (on 

average) of the examples in this class, which is 

superposed to contain neutral discourse, have been 

flagged as offensive. After the examination of the 

cases that were marked as offensive by at least one 

model (totalled 32 cases), it turns out that nearly 

one-third of these cases are effectively offensive, 

meaning they were mis-annotated. Some of them 

involve untargeted swearing (ex. 3) and others 

involve hate speech but the targets were not 

refugees or migrants (ex. 4). This may explain why 

the annotators did not consider them as positive 

cases (e.g., hate speech), given that DZREF dataset 

specifically concerns hate speech directed at 

refugees and migrants. 

We can also observe in Table 6 that the 

proportions of misclassification in the offensive 

classes (i.e., the false negatives) are higher than the 

proportion of misclassification in the non-offensive 

                                                           
14 All the examples from the datasets are listed in Table 8. 

To avoid the repetition of the table number, we will refer to 

classes (i.e., the false positives). Furthermore, 

almost all the classes with the highest ratio (of false 

negatives) belong to the Lebanese dataset. For 

instance, the unique example that constitutes the 

class Racism (ex. 5) was predicted by the 4 models 

as non-offensive, resulting in a ratio of 

misclassification equal to 100%, followed by the 

class Foul language with an average of 42.3% of 

misclassification. 

Since the number of cases misclassified by SVM 

is high, we examined only the cases predicted as 

non-offensive by the 3 BERT models. We noticed 

3 kinds of cases: 

 Error in the annotation or challenging 

examples. 

 Texts with an implicit offence that employ 

terms very specific to the context and the 

culture of the country. 

 Texts comprising well-known insults and 

obscene words.  

The first two cases were present in examples in 

both Algerian and Lebanese dialects (ex. 6-8). 

However, interestingly, the last kind of errors was 

observed only among the texts in the Lebanese 

dialect comprising obscene words not used in the 

Algerian dialect. For example, the texts involving 

the obscene terms ke**m and Cha**ta (see the full 

texts in ex. 9, 10) have not been marked as 

offensive. This means that the classification models 

failed to identify some of the well-known swear 

words in the Lebanese dialect. Conversely, this is 

not the case in the Algerian dialect: as mentioned 

previously, the texts comprising swearing in the 

Algerian dialect were the easiest to identify as 

offensive). Therefore, it would be reasonable to 

attribute this discrepancy to two reasons:  

1. the fact that two of the used models are pre-

trained on the Algerian dialect or the 

Moroccan (which is similar to the Algerian), 

but not pre-trained on the Lebanese dialect,  

2. the limited number of the offensive examples 

in Lebanese used to fine-tune the models 

(only 194 examples), which is not the case 

for the Algerian dialect (more than 1000 

examples). 

the next examples only by mentioning the example number 

between parentheses.  
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In other words, the Lebanese data used to fine-tune 

the models, pre-trained on the Maghrebi dialects, 

were not diverse enough to effectively extend the 

applicability of these models to detect offensive 

language specific to the Lebanese dialect. 

C Tables 

Total # of 

examples 

Dialects 

(ratio) 

Platforms # Offensive 

examples (%) 

7383 DZ (57.5%) 

LB (42.5%) 

Facebook 

YouTube 

Twitter 

1526 (20.7%) 

DZ: 1332 

LB : 194  

Table 2:  Statistics of the constructed dataset. 
 

 

Learning rate 1e-5 

Batch size 16 

Number of epochs  3 

Table 3: The used hyperparameters for the BERT 

models. 

 

 F1 

Acc. 
 Non-Off. Off. Macro  

DziriBERT 0.98 0.93 0.96 (0.93) 0.97 

DarijaBERT-

arabizi 
0.98 0.94 0.96 (0.93) 0.97 

mBERT 0.97 0.87 0.92 (0.86) 0.95 

SVM 0.90 0.29 0.60 (0.60) 0.83 

Majority 

Class 
0.88 0.00 0.44 0.79 

Table 4: In-domain evaluation results using 5-fold 

cross-validation. 
 

 

 
  F1 

Acc. 
  Non-Off. Off. Macro 

DziriBERT 
DZ 0.97 0.94 0.96 0.96 

LB 0.99 0.88 0.94 0.99 

DarijaBERT-

arabizi 

DZ 0.98 0.95 0.97 0.97 

LB 0.99 0.83 0.91 0.98 

mBERT 
DZ 0.95 0.89 0.92 0.93 

LB 0.98 0.74 0.86 0.97 

SVM 
DZ 0.84 0.32 0.58 0.75 

LB 0.97 0.06 0.51 0.94 

Majority 

Class 

DZ 0.81 0.00 0.41 0.69 

LB 0.97 0.00 0.48 0.94 

Table 5: Dialect-specific Performance. The best 

results in the Algerian dialect (DZ) are highlighted in 

bold, while the best results in the Lebanese dialect 

(LB) are both bold and underlined. 

Generic 
Class 

Source 
dataset 

Source class # examples 

% 

misclassifi-

ations 

N
o

n
-o

ff
en

si
v

e 

LBSA Known fact 21 0.00% 

LBSA Sarcasm 111 0.23% 

LBSA Joke 112 0.45% 

LBSA None 2631 0.50% 

DZMP Not abusive 2119 1.12% 

LBSA Courtesy words 32 1.56% 

LBSA Saying 33 2.27% 

DZOFF Normal 556 3.15% 

DZREF Sympathetic 65 6.92% 

DZREF Comment 177 7.20% 

O
ff

en
si

v
e 

DZOFF 
Abusive (swearing 

and obscene content) 363 14.94% 

DZOFF Offensive  496 26.46% 

DZREF Incitement 8 28.13% 

DZREF Hate 138 31.52% 

DZREF 

Refusing with non-

hateful words 46 33.15% 

LBSA Sexism 2 37.50% 

DZMP Abusive 281 38.52% 

LBSA Sectarianism 14 41.07% 

LBSA Bullying 60 41.25% 

LBSA Foul language 117 42.31% 

LBSA Racism 1 100% 

Table 6:  Average misclassification ratio of the 4 

models. 
 

 

 

 

 

 

 

 

 

DZTRBtest 

EGMHC 

(Arabizi 

part) 

  F1 
Acc. Acc. 

F
in

e-
tu

n
ed

 o
n

 o
u
r 

d
at

as
et

 

 Off. Non-Off Macro 

DziriBERT 0.19 0.90 0.54 0.82 0.04 

DarijaBERT-arabizi 0.22 0.89 0.56 0.81 0.12 

mBERT 0.26 0.86 0.56 0.77 0.15 

SVM 0.00 0.90 0.45 0.81 0.00 

F
in

e-
tu

n
ed

 o
n

 

D
Z

T
R

B
's 

tra
in

in
g 

se
t DziriBERT  

(Riabi et al., 2023) 
0.37 0.85 0.61 - - 

mBERT 
(Riabi et al., 2023) 

0.00 0.90 0.45 - - 

CharacterBERT 
(Riabi et al., 2023) 

0.25 0.80 0.52 - - 

Table 7:  Performance scores of testing the models on 

two out-of-domain datasets DZTRBtest and EGMHC. 
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1 A true negative example from the source class Known fact in LBSA  dataset (a class with 0% misclassification) 

Arz Absha3 shi bl safar huwe dab L shenat ��♀�😤 

Ar أبشع شي بالسفر هو ضب الشنط ��♀�😤 

En The worst thing about traveling is to pack suitcases. 

2 One of the examples that was correctly predicted as offensive by the 4 models. It belongs to the class Abusive in 

DZOFF dataset, which is the offensive class with the smallest misclassification ratio. It contains text with obscene 

and swear words 

 Arz Roh ta3**i ya n**ch 

 Ar روح تع**ي يا ن**ش 

 En Go get fu**ed, passive gay man. 

3 An untargeted obscene popular word in the Algerian dialect, which was mis-annotated in DZREF dataset. 

Interestingly, it was predicted as offensive by mBERT in addition to DziriBERT.  

 Arz tn**et 

 Ar تن**ت 

 En It’s fu**ed 

4 A mis-annotated offensive example from the DZREF dataset, which does not target African refugees or migrants. 

 Arz bravo sahafi bravo france tfou lik 

 Ar برافو صحافي برافو، فرنسا تفو عليك 

 En Bravo, journalist, bravo! France spit on you. 

5 The unique example in the Racism class from the LBSA dataset. It was marked as non-offensive by the 4 models. 

 Arz plz plz gebran 5alik mtebe3 lmawdo3 ma ba2 badna phalesteneye wsoreyen 3ena el mawjoden bykafo 

 Ar جبران، خليك متابع الموضوع ما بقا بدنا فلسطينيّ وسوريين عنا الموجودين بيكفوا بليز بليز  

 En Please, please Gebran, stay tuned to the topic. We don't want Palestinians and Syrians here; the ones we 

have are enough. 

6 An example of mis-annotation from the DZOFF. It was erroneously annotated as offensive but predicted as non-

offensive by the 4 models. This expression is typically said by someone who feels wronged, directing it towards 

the wrongdoer. It conveys a sense of reliance on God's justice and intervention. 

 Arz Hasbiya Allah wa ni3ma.el wakil fik 

 Ar حسبي الله ونعم الوكيل فيك 

 En God suffices me, and He is the best disposer of affairs concerning you. 

7 An example in the Foul language class from the LBSA dataset. It was classified by the 4 models as non-offensive. 

This example is not inherently a foul language but it can becomes offensive if directed at a person a disrespectful 

manner. This is indeed a challenging case for annotation and classification if the context is unknown. 

 Arz chou hal habel hayda man :p ma32oul 

 Ar شو هالهبل هيدا مان. معقول 

 En What is this nonsense, man  :p I can't believe it. 

8 False negative from DZOFF dataset: subtle offence that employ the term “sahib l kachir” translated literally to 

“people of sausage”, which is very specific to the context of some political events in Algeria. This term refers to 

individuals who are perceived as being supportive of the government and are brought to governments’ rallies with 

the incentive of receiving a sandwich containing sausage. 

 Arz Hadou ysemhoum sehab l kachir […] 

 Ar  هادو يسموهم صحاب الكاشير[…] 

 En Those are called people of sausage […] 

9 An example of false negative from the LBSA although comprising a common swear word in the oriental Arabic 

dialects such as the Levantine and Egyptian. 

 Arz Chou hal cha***ta 

 Ar شو هالش**طة 

 En What is this bi**h 

10 Another example of a false negative although comprising a well-known swear word: “K**m”. This is a highly 

offensive term in oriental Arabic dialects. It literally translates to derogatory terms related to female genitalia. The 

intended meaning is a strong curse directed at someone, often expressing extreme anger or disdain. The English 

translation below is not literal. 

 Arz Mitl a ade bi Beirut.... k***m Nasrallah! 

 Ar متل العادة ببيروت...ك***م نصرالله 

 En Like usual in Beirut, curse on Nasrallah! 

11 An example from DZTRBtest dataset annotated as offensive. This could be considered a subjective annotation, 

illustrating the challenge of classifying the cases of this dataset. 

 Arz nhab bladi w dima lalgerie w makra fl 3adyan 

 Ar نحب بلادي ودائماً للجزائر ومكرا في العديان 

 En I love my country and always for Algeria to spite enemies 

Table 8: Examples from the used datasets. Each Arabizi example (Arz) is transliterated to the Arabic script 

(Ar) and translated to English (En) 
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D    Performance on DZRTB dataset 

An examination of a sample from DZTRBtest 

confirmed the remark of its authors that harmful 

cases are indeed challenging even for annotators, 

which is also illustrated by the moderate inter-

annotator agreement of 0.54. Most cases are about 

football, do not involve swear words, and the 

annotation seems subjective (see ex. 11 in Table 8). 

The difficulty of this dataset could be also 

illustrated by the low performance of the models 

trained and tested on it as reported in (Riabi et al., 

2023): the best model (DziriBERT) yielded an F1 

of 0.61 and mBERT did not detect any offensive 

case. 
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Abstract
In this paper, we describe a spoken Arabic di-
alect identification (ADI) model for Arabic that
consistently outperforms previously published
results on two benchmark datasets: ADI-5 and
ADI-17. We explore two architectural varia-
tions: ResNet and ECAPA-TDNN, coupled
with two types of acoustic features: MFCCs
and features exratected from the pre-trained
self-supervised model UniSpeech-SAT Large,
as well as a fusion of all four variants. We find
that individually, ECAPA-TDNN network out-
performs ResNet, and models with UniSpeech-
SAT features outperform models with MFCCs
by a large margin. Furthermore, a fusion of
all four variants consistently outperforms in-
dividual models. Our best models outperform
previously reported results on both datasets,
with accuracies of 84.7% and 96.9% on ADI-5
and ADI-17, respectively.

1 Introduction

Dialect identification can be viewed as a special
case of language recognition (Tong et al., 2006;
Vijayan et al., 2018). Both tasks suffer from sim-
ilar performance issues in the presence of back-
ground noise, channel mismatch, prosodic fluctu-
ations, and so on. However, with closely related
dialects having a small difference in both acous-
tic and linguistic feature space, dialect identifica-
tion tasks are substantially more difficult in nature
(Zaidan and Callison-Burch, 2014). The Arabic
language is spoken in various dialects across the
Arab world, in addition to Modern Standard Arabic
(MSA) which is used in official and educational
settings. Speech recognition systems trained on
MSA data generally don’t generalize well to dialec-
tal Arabic and specialized dialectal models may be
needed for improving automatic speech recogni-
tion (ASR) performance in systems developed for
specific populations. Dialect identification could
facilitate the development of dialectal speech recog-
nition systems in various ways, such as by identi-

fying dialectal utterances in large multi-dialectal
corpora, or online dialect identification for routing
utterances to dialect-specific ASR modules.

To enable the development of spoken Ara-
bic dialect identification systems, two benchmark
datasets have been developed: ADI-5, which was
deployed as part of the MGB-3 challenge (Ali et al.,
2017) and ADI-17, deployed as part of the MGB-5
challenge (Ali et al., 2019). For both challenges,
the top systems developed and submitted for the ini-
tial challenges remain the best performing systems
reported in the research literature for these bench-
marks. The ADI-5 training set consists of 10 hours
of dialectal speech from broadcast news, covering
five dialects: Egyptian (EGY), Levantine (LAV),
Gulf (GLF), North African (NOR), and Modern
Standard Arabic (MSA), in addition to two hours
each for development and test sets. The ADI-17
data set consists of 17 dialectal classes for a total
of 3K hours extracted automatically from YouTube.
Roughly 58 hours of data were manually verified
for the development and test sets.

In this paper, we describe spoken dialect identi-
fication models we developed and tested on these
benchmarks, and we report results exceeding the
best performing models submitted to both chal-
lenges. We experimented with the Residual net-
works (ResNet) (He et al., 2015) and Emphasized
Channel Attention, Propagation and Aggregation
(ECAPA-TDNN) (Desplanques et al., 2020) archi-
tectures. Both architectures have been successfully
employed for speaker verification tasks. In addi-
tion, ResNet was used in the best performing di-
alect identification system in the MGB-5 challenge,
and ECAPA-TDNN has been recently explored for
dialect classification, as in Lonergan et al. (2023)
for Irish dialects. In addition, we explored the use
of acoustic features extracted from the UniSpeech-
SAT (Chen et al., 2021) model, which have been
shown to provide improvements in various tasks in
the SUPERB benchmark (Yang et al., 2021). We
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observe large improvements in accuracy by incor-
porating these features into our models. We also
employ data augmentation via additive noise and
speed perturbation, which generally help improve
the generalization of speech classification models.
Our best model result is 84.7% accuracy in the ADI-
5 test set, compared to 75% previously reported as
the best result in Ali et al. (2017). In ADI-17, our
best model achieves 96.9% accuracy compared to
94.9% previously reported as the best model in Ali
et al. (2019).

2 Related Work

In this section, we describe the approaches pro-
posed for ADI tasks in MGB-3 and MGB-5 chal-
lenges, which are used as baseline systems in this
work. We first describe the top two performing
systems for the MGB-3 challenge (ADI-5) (Ali
et al., 2017), followed by the top two systems in
the MGB-5 challenge (ADI-17) (Ali et al., 2019).

The MIT-QCRI ADI system (Shon et al., 2017;
Khurana et al., 2017) combines acoustic and lin-
guistic features within a Siamese neural network
framework to reduce dimensionality based on i-
vectors. They used loss functions involving both
Euclidean and cosine distances and employed sup-
port vector machines as the backend classifier. In
contrast, the University of Texas at Dallas (UTD)
submission (Bulut et al., 2017) to the MGB-3 chal-
lenge fused five systems, incorporating acoustic
and lexical information through various techniques,
including i-vectors, Generative Adversarial Net-
works (GANs), Gaussian Back-end (GB), and BNF
i-vector features. The UTD system obtained the
second-best performance with an overall accuracy
of 70.38% (Ali et al., 2017).

Duke Kunshan University (DKU) submitted four
variants of ResNets with different block sizes and
datasets, which were fused to achieve the best per-
forming system in the MGB-5 challenge (Ali et al.,
2019). The DKU system employed a ResNet with
global statistics pooling and a fully connected layer.
They used the Kaldi toolkit for data augmentation,
including speed-perturbation and datasets such as
MUSAN and RIR. The ResNet system was trained
using cross-entropy loss with a softmax layer, tak-
ing 64-dimensional mel-filterbank energy features
as input. On the other hand, the University of Kent
(UKent) MGB-5 system (Miao and Mcloughlin,
2019) used a neural network architecture combin-
ing Convolutional Neural Networks (CNN) and

Long Short-Term Memory (LSTM) networks with
Time-Scale Modification (TSM). The UKent sys-
tem reported an accuracy of 93.1% on the test set.

While the best performing models reported in the
original MGB-3 and MGB-5 challenges have not
been outperformed in later publications (to the best
of our knowledge), several other studies proposed
model variants and analyzed the performance in
various ways. Regarding the use of pre-trained self-
supervised acoustic models, Sullivan et al. (2023)
recently utilized the XLS-R model (Babu et al.,
2022), which is a multi-lingual pre-trained acous-
tic model that includes Arabic as one of the lan-
guages used in pre-training, and HuBERT (Hsu
et al., 2021), which was pre-trained solely in En-
glish. They fine-tuned dialect classification models
on the ADI-17 dataset, and interestingly, the model
based on HuBERT outperformed the XLS-R-based
model, in spite of the multi-lingual pre-training of
the latter. This indicates that the quality of the fea-
tures extracted from pre-trained acoustic models
may depend more on the self-supervised training
details rather than linguistic coverage. A model out-
performing HuBERT on several benchmark tasks
is the UniSpeech-SAT acoustic model (Chen et al.,
2021), which includes additional objectives on top
of the HuBERT model to facilitate speaker-aware
representations, which also generally embody non-
linguistic characteristics of utterances, such as tone
and emotion.

3 Proposed Model

As the space of possible architectural or feature
variations increases with the increasing volume of
developments in the ML field, exhaustively search-
ing all possible architectures is unfeasible. There-
fore, we draw inspiration from the best performing
models in related literature to reduce the search
space and increase the likelihood of finding a best
performing model. We selected two neural network
architectures, ResNet and ECAPA-TDNN, for their
potential in speech classification tasks. For feature
extraction, we compare classical MFCC features
with the pre-trained UniSpeech-SAT large acoustic
model (Chen et al., 2021) that has been shown to
provide consistent improvements in various Speech
classification benchmarks. Finally, as best models
in previous works typically include a form of en-
semble, we experimented with fusing all model
variants to further improve performance. We de-
scribe the details of these parts in this section.

436



3.1 Feature extraction

We experimented with two types of features: classi-
cal acoustic features, namely MFCCs, and modern
acoustic features extracted from a large pre-trained
acoustic model, namely the Universal Speech repre-
sentation learning with speaker-aware pre-training
(UniSpeech-SAT) (Chen et al., 2021). The large
variant of this model demonstrated outstanding per-
formance in various tasks in the SUPERB bench-
mark (wen Yang et al., 2021), including linguistic
and non-linguistic tasks, such as speaker diarization
and emotion recognition. UniSpeech-SAT model
is built on the HuBERT model (Hsu et al., 2021)
with additional self-supervised objectives involv-
ing utterance-wise contrastive learning and utter-
ance mixing augmentation. The speaker-aware pre-
training enabled the model to improve the discrim-
inating capabilities of embeddings learned under
self-supervised learning. In total, the large vari-
ant of UniSpeech-SAT was trained on 94K hours
of English speech data from various sources, in-
cluding Audiobooks and YouTube. We extracted
1024-dimensional features from the pre-trained
UniSpeech-SAT1 model and kept model parame-
ters frozen. For MFCCs, we extract 80-dimensional
features using a window length of 25 ms with a
sliding window of 10 ms and frame-level instance
normalization.

3.2 Network architectures

We experimented with two network architectures
that have been shown to work well in speech classi-
fication tasks: ResNet and ECAPA-TDNN, which
we describe below.

3.2.1 ResNet
We use the ResNet architecture (He et al., 2015)
as our first model. Our model is composed of four
residual networks, each consisting of two convo-
lutional layers in addition a skip connection. We
utilize batch normalization and ReLU activation
functions. Statistical pooling is implemented to
map the variable length feature frames to a time-
invariant representation by aggregating frame level
mean and variance as statistical parameters. The
output of statistical pooling is followed by two feed-
forward layers. We employ the original ResNet34
set-up as described in the original paper (He et al.,
2015), which has 34 2D-convolutional layers or-
ganized into 4 residual network blocks, with each

1https://github.com/microsoft/UniSpeech

block containing a specific number of layers [3, 4,
6, 3], and the convolutional filters for these layers
are [32, 64, 128, 256] respectively. The last feed-
forward layer includes the output dimension of a
number of dialect classes to identify with Addi-
tive Angular Margin (AAM) softmax layer (Deng
et al., 2018) with a scale of 30.0 and margin of 0.4,
trained with cross-entropy loss function.

3.2.2 ECAPA-TDNN
The ECAPA-TDNN architecture (Desplanques
et al., 2020), based on the x-vector architecture
(Snyder et al., 2018), utilizes a Squeeze-excitation
(SE)-Res2Net module in each block. These mod-
ules consist of 1-dimensional convolutional lay-
ers, ReLU activation, batch normalization, and 1-
dimensional Res2Net modules with impactful skip
connections and SE blocks. This design allows
the model to extract hierarchical and global in-
formation from the input features. Additionally,
the architecture incorporates attentive statistical
pooling by calculating channel-dependent frame
attention-weighted statistics (mean and variance).
This process transforms variable-length hidden out-
puts into a time-invariant representation. The repre-
sentation is further processed through feed-forward
layers. Similar to the ResNet architecture, we use
the AAM-softmax as the final layer and train it
with the cross-entropy loss criterion. The model
uses 512 channels in 1-dimensional convolutional
layers, 128 dimensions for SE-Block and attention,
and a scaling factor of 8 for each Res2Block. The
output dimension for feed-forward layers is set to
192, and the last feed-forward layer’s dimension
corresponds to the number of dialect classes.

3.3 Inference Scheme

In our model, we integrate a similarity measure
with our learned classifiers to enhance classifica-
tion performance (Lee et al., 2012; Nguyen et al.,
2013; Roul and Arora, 2017). ResNet and ECAPA-
TDNN are optimized for dialect identification via
softmax, which we augment with a similarity-based
measure based on the final embeddings produced
by the network. For each dialect class, we ran-
domly extract a cohort of 500 samples from the
training set, and we calculate the average cosine
similarity score between the test utterance and the
cohort representing each class. After normaliz-
ing the scores, we combine them with the softmax
scores by averaging them with equal weight (0.5)
and selecting the class with the maximum score.
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4 Experimental setup

4.1 Datasets
We evaluate the dialect identification model on
two Arabic dialect identification tasks: the MGB-
3 ADI-5 dataset (Ali et al., 2017), and the fine-
grained MGB5 ADI-17 dataset (Ali et al., 2019).
ADI-5 training set consists of 13,825 utterances
(53.6 hours), and the test and development sets
consist of 1,524 (10 hours) and 1,492 (10 hours)
utterances, respectively, with each set having ap-
proximately 2 hours of data per dialect class:
Egyptian (EGY), Levantine (LAV), Gulf (GLF),
North African (NOR), and Modern Standard Ara-
bic (MSA). In ADI-17, approximately 3,000 hours
of training data were labeled via distant supervi-
sion into 17 dialect classes using the origin country
of the YouTube videos from which they were ex-
tracted. The testing and development sets contain
∼25 and ∼33 hours of speech, respectively, manu-
ally verified by human annotators.

4.2 Data Augmentation
For data augmentation, we apply additive noise
drawn from the Music, Speech, and Noise corpus
(MUSAN) (Snyder et al., 2015) and the QMUL im-
pulse response dataset (Stewart and Sandler, 2010).
We also apply speed perturbation, where the tempo
is modified by factors of 0.9 and 1.1. All noise aug-
mentation was implemented using the Kaldi toolkit
(Povey et al., 2011).

4.3 Training settings
During the training phase, each model was initially
trained with randomly selected 5-second segments
from training utterances for the first 50 epochs.
Subsequently, the duration of the training segments
was reduced to 4 seconds for a total of 100 epochs
to enable the model to generalize to short-duration
utterances. All systems were trained using the
Adam optimizer with a triangular learning sched-
uler policy and a batch size of 256.

5 Results

Tables 1 and 2 show the performance of our model
variants in ADI-5 and ADI-17 test sets, respec-
tively. Fusion refers to an ensemble model where
scores from all four variants are combined, each
with an equal weight of 0.25. We also show the
performance of the best performing models from
the original challenges, which have not been previ-
ously outperformed to the best of our knowledge.

Table 1: Performance evaluation on MGB-3 ADI-5 test
set (in %) with baseline systems submitted to MGB-3
challenge. UniS denotes the UniSpeech-SAT feature
extraction.

System Features Accuracy Precision Recall
Best systems from (Ali et al., 2017)
MIT-QCRI — 75.0 75.1 75.5
UTD — 70.4 70.8 71.7
ResNet MFCC 74.2 74.1 74.4
ECAPA MFCC 75.3 75.1 75.3
ResNet UniS 80.4 80.4 80.5
ECAPA UniS 82.5 82.6 82.7
Fusion — 84.7 84.8 84.9

Table 2: Performance evaluation on MGB-5 ADI-17 test
set (in %) with baseline systems submitted to MGB-5
challenge. UniS denotes the UniSpeech-SAT feature
extraction.

System Features Accuracy Precision Recall
Best systems from (Ali et al., 2019)
DKU — 94.9 94.9 94.9
UKent — 91.1 91.1 91.1
ResNet MFCC 90.1 90.1 90.1
ECAPA MFCC 92.2 92.2 92.2
ResNet UniS 95.7 95.7 95.7
ECAPA UniS 96.1 96.1 96.2
Fusion — 96.9 96.9 96.9

We observe consistent results in both datasets:
ECAPA-TDNN network consistently outperforms
ResNet, and the models using UniSpeech-SAT fea-
tures consistently outperform those using MFCC
features. Incorporating these pre-trained features
results in 4% to 5% absolute improvement in ac-
curacy for both models. We observe additional
gains of 0.8% to 2% improvement in absolute accu-
racy by fusing all four model/feature combinations.
The highest performance gain is observed by using
UniSpeech-SAT features as input, which leads to
outperforming all previous baselines.

6 Conclusions

This paper described variations of model architec-
tures, namely ResNet and ECAPA-TDNN, employ-
ing two acoustic features: classical MFCCs and
self-supervised UniSpeech-SAT, leading to state-of-
the-art performance in two spoken Arabic dialect
identification benchmarks: ADI-5, and ADI-17.
UniSpeech-SAT features, which are extracted from
a large pre-trained model optimized for acoustic
and speaker variability, consistently demonstrated
superior performance compared to MFCC features.
Despite being pre-trained solely in English speech,
UniSpeech-SAT illustrates transfer learning capa-
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bility by extracting suitable feature representations
for this discriminative task in the Arabic language.
This may also indicate that non-linguistic acous-
tic variability (such as speaking tone, for example)
could play a role in dialect identification. Consis-
tent with previous models from the MGB-3 and
MGB-4 challenge, fusing multiple models results
in consistent improvements of overall performance.

7 Limitations

In this work, we limited our analysis and explo-
ration to two network architectures and two types
of acoustic features. We based our choice on obser-
vations from the current literature on dialect identi-
fication, speech classification, and self-supervised
acoustic models. However, many additional fea-
tures and architectural variations could have been
explored, with additional detailed analysis of the
different combinations. Furthermore, we did not
analyze the acoustic features that are most discrim-
inative in these datasets, which is a complex anal-
ysis that eludes us at this stage, but future work
could explore more on which aspects of an utter-
ance (linguistic, tonal, other) are most useful for
dialect identification.
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Abstract

Arabic is a broad language with many varieties and
dialects spoken by ∼ 450 millions all around the
world. Due to the linguistic diversity and varia-
tions, it is challenging to build a robust and gen-
eralized ASR system for Arabic. In this work,
we address this gap by developing and demoing
a system, dubbed VoxArabica, for dialect identi-
fication (DID) as well as automatic speech recog-
nition (ASR) of Arabic. We train a wide range
of models such as HuBERT (DID), Whisper, and
XLS-R (ASR) in a supervised setting for Arabic
DID and ASR tasks. Our DID models are trained
to identify 17 different dialects in addition to MSA.
We finetune our ASR models on MSA, Egyptian,
Moroccan, and mixed data. Additionally, for the re-
maining dialects in ASR, we provide the option to
choose various models such as Whisper and MMS
in a zero-shot setting. We integrate these models
into a single web interface with diverse features
such as audio recording, file upload, model selec-
tion, and the option to raise flags for incorrect out-
puts. Overall, we believe VoxArabica will be use-
ful for a wide range of audiences concerned with
Arabic research. Our system is currently running
at https://cdce-206-12-100-168.ngrok.io/.

1 Introduction

The Arabic language, with its diverse regional
dialects, represents a unique linguistic spectrum
with varying degrees of overlap between the differ-
ent varieties at all linguistic levels (e.g., phonetic,
syntactic, and semantic). In addition to Modern
Standard Arabic (MSA), which is primarily used in
education, pan-Arab media, and government, there
are many local dialects and varieties that are some-
times categorized at regional (Zaidan and Callison-
Burch, 2014; Elfardy and Diab, 2013; Elaraby and
Abdul-Mageed, 2018), country (Bouamor et al.,

⋆Equal contributions

2018; Abdul-Mageed et al., 2020a, 2021, 2022),
or even province levels (Abdul-Mageed et al.,
2020b). Historically, this wide and rich variation
between different Arabic varieties has posed a sig-
nificant challenge for automatic speech recognition
(ASR) (Talafha et al., 2023; Alsayadi et al., 2022;
Ali, 2020). The main focus has largely been on
the recognition of MSA with very little-to-no focus
on its dialects and varieties (Dhouib et al., 2022;
Hussein et al., 2022; Ali et al., 2014). As such,
ASR systems have conventionally been built either
for MSA or individual dialects, thereby restricting
their versatility and adaptability. However, the mul-
tifaceted nature of Arabic demands a robust ASR
system that caters for its diverse dialects and va-
rieties. In this work, we fill this research gap by
introducing and demoing an ASR system integrated
with a dialect identification model, dubbed VoxAra-
bica.

VoxArabica is an end-to-end dialect-aware ASR
system with dual functionality: (i) it offers a super-
vised dialect identification model followed by (ii)
a finetuned Whisper Arabic ASR model covering
multiple dialects. The dialect identification model
works by assigning a country-level dialect, as well
as MSA, from a set of 18 labels from input speech.
This then allows the appropriate ASR model to
fire. Contrary to traditional methodologies that sep-
arate dialect identification and speech recognition
as two completely different tasks, our proposed
pipeline integrates the two components effectively
utilizing dialectal information for improved speech
recognition. Such an integration not only improves
the ASR output, but also establishes a framework
aligned with the linguistic diversities inherent to
Arabic as well. Concretely, our contributions can
be summarized as follows:

• We introduce and demo our end-to-
end VoxArabica system, which integrates
dialect identification with state-of-the-art
Arabic ASR.
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• Our demo is based on a user-friendly web in-
terface characterized with rich functionalities
such as audio uploading, audio recording, and
user feedback options.

The rest of the paper is organized as follows: In
Section 2, we overview related works. Section 3
introduces our methods. Section 4 offers a walk-
through of our demo. We conclude in Section 5.

2 Literature Review

Arabic ASR. Recent ASR research has focused
on end-to-end (E2E) methods such as in Whis-
per (Radford et al., 2022) and the Universal Speech
Model (Zhang et al., 2023). Such E2E deep learn-
ing models have significantly elevated ASR perfor-
mance by allowing learning directly from the audio
waveform, bypassing the need for intermediate fea-
ture extraction layers (Wang et al., 2019; Radford
et al., 2022). Whisper is particularly noteworthy for
its multitask training approach, incorporating ASR,
voice activity detection, language identification,
and speech translation. It has achieved state-of-the-
art performance on multiple benchmark datasets
such as Librispeech (Panayotov et al., 2015) and
TEDLIUM (Rousseau et al., 2012). However,
its resilience to adversarial noise has been ques-
tioned (Olivier and Raj, 2022).

For Arabic ASR specifically, the first E2E model
was introduced using recurrent neural networks
coupled with Connectionist Temporal Classifica-
tion (CTC) (Ahmed et al., 2019). Subsequent
works have built upon this foundation, including
the development of transformer-based models that
excel in both MSA and dialects (Belinkov et al.,
2019; Hussein et al., 2022). One challenge for E2E
ASR models is the substantial requirement for la-
beled data, particularly for languages with fewer
resources such as varieties of Arabic. To address
this, self-supervised and semi-supervised learning
approaches are gaining traction. These models,
such as Wav2vec2.0 and XLS-R, initially learn use-
ful representations from large amounts of unlabeled
or weakly labeled data and can later be finetuned
for specific tasks (Baevski et al., 2020; Babu et al.,
2021). W2v-BERT, another self-supervised model,
employs contrastive learning and masked language
modeling. It has been adapted for Arabic ASR
by finetuning on the FLEURS dataset, which rep-
resents dialect-accented standard Arabic spoken
by Egyptians (Chung et al., 2021; Conneau et al.,
2023). Unlike Whisper, both Wav2vec2.0 and w2v-

BERT necessitate a finetuning stage for effective
decoding.
Arabic DID. Arabic DID has been the subject of a
number of studies through recent years, enhanced
by collection of spoken Arabic DID corpora such
as ADI5 (Ali et al., 2017) and ADI17 (Shon et al.,
2020). And advances in model architecture have
mirrored changes in the larger LID research com-
munity, from i-vector (Dehak et al., 2010) based
approaches (Ali et al., 2017) towards deep learning
based approaches: x-vectors (Snyder et al., 2018;
Shon et al., 2020), end-to-end classification using
deep neural networks (Ali et al., 2019; Cai et al.,
2018), and transfer learning (Sullivan et al., 2023).
ASR and DID. Combining ASR and DID in a
single pipeline remains fairly novel for Arabic. Re-
cent works in this space has employed only lim-
ited corpora (Lounnas et al., 2020), or used ASR
transcripts only to improve DID (Malmasi and
Zampieri, 2017). Closest to our demonstrated sys-
tem in this work is FarSpeech (Eldesouki et al.,
2019), since it combines ASR and DID. However,
FarSpeech is confined to coarse-grain DID and only
supports MSA for ASR. In addition, compared to
FarSpeech, our models are modular in that it allows
users to run either or both ASR or DID, depending
on their needs.

3 Models

3.1 DID Models

Our DID model is a transfer learning approach:
finetuning HuBERT (Hsu et al., 2021) on ADI-
17 (Shon et al., 2020) and the MSA portions of
ADI-5 (Ali et al., 2017) and MGB-2 (Ali et al.,
2016). We utilize only the MSA portions of ADI-5
due to the ambiguity of going from coarse-grain
to fine-grain labels. Dialectal varieties covered
in our model are MSA, Algerian, Egyptian, Iraqi,
Jordanian, Saudi, Kuwaiti, Lebanese, Libyan, Mau-
ritanian, Moroccon, Omani, Palestinian, Qatari,
Sudanese, Syrian, Emirati, and Yemeni.

Training Details. Our finetuning procedure en-
tailed performing a random search for training hy-
perparameters validated using the ADI-17 develop-
ment set. A detailed overview of the hyperparam-
eters searched can be found in Table 1 . We train
using AdamW as optimizer, with a certain number
of initial steps, Freeze Steps, where the original
model is not updated and only the newly initialized
classification layers change. After thawing, we also
experiment with keeping some of the earlier layers
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Upload-Tab: Upload a pre-
recorded speech utterance

from your device

Select a dialect for ASR. Choose "Automatically
Detect" to let our Dialect Identification model

determine the dialect for you, or manually pick a
specific dialect to use the corresponding ASR model.

Record-Tab:
Record your

speech utterance
directly from your

microphone

Figure 1: Users have the option to either upload files or directly record their audio. Additionally, the dialect
can be automatically detected or manually selected for a specific ASR model.

When 'Automatically Detect' is selected, the
results from the dialect identification will be

displayed in the "Dialect" box 

The transcription from the selected ASR model
will be displayed in this text area

Figure 2: For automatic dialect detection, likelihood percentages determine the ASR model choice, with
transcriptions displayed in the Transcription text area.

Select a specific dialect to use its corresponding ASR model

When 'Other' is selected, the results from
the dialect identification will be displayed in the

"Dialect" box 

In the case of "Other", the transcription from
two zero-shot ASR models will be displayed in

this text area

Figure 3: When a specific dialect is manually selected, its associated ASR model generates the transcription.
When recording in an unlisted dialect, select "Other". The dialect identification model will then detect the dialect,
and both Whisper and MMS zero-shot models will produce the transcription.
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Table 1: An overview of the search space of the hyper-
parmeter tuning for the DID model as well as optimal
configuration found during the (n=30) random search.
The batch size formula ensures our V100 GPUs were
fully utilized during training, with a target of 75 sec-
onds of audio regardless of the sampling duration. All
values are picked from uniform distributions except
for the learning rate, which was picked from a log
uniform distribution.

Range Conf.

Batch Size 4 · ⌊ 75
Duration⌋ 16

Freeze Steps [0, 1000] 192
Learning Rate [1 · 10−5, 1 · 10−2] 6 · 10−4

Max Steps [20k, 40k] 29225
Duration [4, 18] seconds 4.69
Thaw Depth [0, 23] 3

of the model frozen. We indicate the earliest layer
that gets thawed as Thaw Depth. We also experi-
ment with LayerNorm and Attention finetuning (Li
et al., 2020), but our final model performed better
without it.

3.2 ASR Models

We train a wide range of ASR models on a list of
benchmark Arabic speech datasets. Our models
include two versions of Whisper (Radford et al.,
2022), large-v2 and small. We also finetune XLS-
R (Babu et al., 2022) for the ASR task. For MSA,
we train our models on three versions of common
voice (Ardila et al., 2019) datasets 6.1, 9.0, and
11.0. We note that Talafha et al. (2023) show
that Whisper large-v2 outperforms its smaller vari-
ant as well as XLS-R trained on the same dataset.
For Morrocan, Egyptian, and MSA, we fully fine-
tune models on MGB2, MGB3, MGB5 (Ali et al.,
2016, 2017, 2019). We also train ASR models on
FLEURS (Conneau et al., 2023), which is accented
Egyptian speech data.
Text Preprocessing. The datasets we employ
exhibit various inconsistencies. For instance,
within CV6.1, the utterance �Ñ�ê

�
Ë

�
ÈA ��®�	̄ "faqaAla

lahumo" is fully diacritic, whereas the utterance
�I�Ò£ Ðñj. 	JË @ @ 	XA


	̄ "f<*A Alnjwm Tmst" lacks di-
acritic annotations, despite both originating from
the Quran. Consequently, we adopt the normal-
ization approach from (Chowdhury et al., 2021;
Talafha et al., 2023), which involves: (a) discard-
ing all punctuation marks excluding the % and @
symbols; (b) eliminating diacritics, Hamzas, and

Ref (EGY) l .×A 	KQK. 	áÓ �èYK
Yg. �é�®Êg ú

	̄ ÕºJ
K. AJ.kQÓð Cë@ Q�
	mÌ'@ Z A�Ó

@Q�
ÓA¾Ë@ Ð@Y�̄ AêªÊ¢�
 �éJ
 	K A�K ú

	̄ é� 	® 	K Yg@ð ø
 @ hñ 	�ñK.

Whisper (0-shot) l .×A 	KQK. 	áÓ �èYK
Yg. �é�®Êg ú

	̄ ÕºK. AJ.kQÓð Cë



@ Q�
	mÌ'@ ù
 ª��.

@Q�
ÓA¾Ë@ Ð@Y�̄ AêªÊ¢�
 �éJ
 	K A�K ú

	̄ é� 	® 	K Yg@ð ø




@ hñ 	�ñK.

MMS (0-shot) l .×A 	KQK. 	áÓ �èYK
Yg.


@ úÎm

	̄ ÕºK.
�
AJ.kQÓ 	áÊë



@ Q�
	mÌ ZA��.

�èQÒ» ½ÓXð AêªÊ¢�
 �éJ
 	�� 	®� 	® 	K Yg@ð ø



@ hñ 	�ñK.

Whisper (MSA) l .×A 	KQK. 	áÓ �èYK
Yg. �é�®Êg ú

	̄ ÕºK. AJ.kQÓð Cë@ Q�
	mÌ'@ Qª��.

@Q�
ÓA¾Ë@ ÐY�̄ AêªÊ¢�
 B ú
×A� é� 	® 	K Yg@ð ø
 @ hñ 	�ñK.

Whisper(EGY) l .×A 	KQK. 	áÓ �èYK
Yg. �é�®Êg ú

	̄ ÕºJ
K. AJ.kQÓð Cë@ Q�
	mÌ'@ Z A�Ó

@Q�
ÓA¾Ë@ Ð@Y�̄ AêªÊ¢�
 �éJ
 	K A�K ú

	̄ é� 	® 	K Yg@ð ø
 @ hñ 	�ñK.

Whisper(MOR) l .×A 	KQK. 	áÓ �èYK
Yg. �é�®Êg ú

	̄ ÕºJ
K. AJ.kQÓð Cë@ Q�
	mÌ'@ AK
A�Ó

@Q�
ÓA¾Ë@ Ð@Y�̄ AêªÊ¢�
 ú
Í
�éJ
 	�� 	̄ ñ� 	® 	K Yg@ð ø
 @ hñ 	�ñK.

XLS-R(MSA) l .×A 	KQK. 	áÓ �èYK
Yg. �éËAg ú

	̄ ÕºK. AJ.kQÓð Cë@ Q�
	mÌ'@ Z A�Ó

@Q�
ÓA¾Ë@ Ð@Y�̄ AêªÊ¢�
 �éJ
 	K A�K é� 	® 	K Yg@ð ø
 @ hñ 	�ñK.

Table 2: Example outputs produced by VoxAra-
bica when input audio is Egyptian dialect.

Maddas; and (c) converting eastern Arabic numer-
als into their western counterparts (e.g., 29 remains
29). Given that this study does not address code-
switching, all Latin alphabet is excluded.
Training Details. Before training, we apply pre-
processing steps as mentioned above on the text.
We train all of our models using AdamW opti-
mizer (Loshchilov and Hutter, 2019) with a learn-
ing rate of 1e−5, 500 warmup steps, and no weight
decay. To prevent the model from severely over-
fitting, we employ early stopping with patience at
5. We use Huggingface trainer 1 with deepspeed
ZeRO (Rajbhandari et al., 2019) stage-2 to paral-
lelize our training across 8xA100 (40G) GPUs.

In our demo, we also allow users to utilize both
Whisper and MMS (Pratap et al., 2023) in the zero-
shot setting.

4 Walkthrough

Our demo consists of a web interface with versatile
functionality. It allows users to interact with the
system in multiple ways, depending on their needs.
User audio input. Users can either record their
own audio through a microphone or upload a pre-
recorded file. In both cases, we allow different
formats such as .wav, .mp3, or .flac, across var-
ious audio sampling rates (e.g., 16khz or 48khz).
Figure 1 demonstrates the different options avail-
able to the user upon interacting with VoxArabica.

1https://huggingface.co/docs/transformers/
main_classes/trainer
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Model name Dialect(s) Dataset Architecture
Whisper MSA MSA CV (6.1, 9.0, 11.0) Whisper
XLS-R MSA CV (6.1, 9.0, 11.0) Wav2vec 2.0
Whisper Morroco MOR MGB5 Whisper
Whisper Egypt EGY MGB3 Whisper
Whisper Zero-shot - - Whisper
MMS - - Wav2vec 2.0

Table 3: The utilized ASR models, their associated
dialects, and respective architectures, and dataset used
to train each model. Models marked with a dash are
generic and not specific to a particular dialect.

Model selection. Users can choose to select an
Arabic variety for transcription, or have it auto-
matically detected using our 18-way DID system.
We demonstrate this in Figure 2. Once the vari-
ety is detected, the corresponding ASR model will
perform transcription and both DID transcription
results will be presented on the interface (as shown
in Figure 3). We offer various models: two for the
EGY and MOR, respectively; two for MSA; and
two generic models that can be used for any variety.
We list all models in Table 3. In cases where pre-
dicted/selected variety is not covered by our ASR
models, we fall back to our generic models (i.e.,
both Whisper zero-shot and MMS zero-shot).
User feedback. We also provide an option for users
to submit anonymous feedback about the produced
output by raising a flag. We use this information
to collect high quality silver labels and discard ex-
amples where a flag is raised for incorrect outputs.
It is important to note that we do not collect any
external user data for any purpose, thus ensuring
user privacy.
System output. Our system conveniently out-
puts both predicted Arabic variety and transcrip-
tion across two panels as shown in Figure 3. For
predicted variety, we show users all top five pre-
dictions along with model confidence for each of
them. We provide outputs produced by our models
in VoxArabica when the reference input is Egyp-
tian dialect in Table 2. We also present additional
examples in Appendix, Table 4.

5 Conclusion

We present a demonstration of combined DID and
ASR pipeline to illustrate the potential for these sys-
tems to improve the usability of dialectal Arabic
speech technologies. We report example outputs
produced by our system for multiple dialects show-
casing the effectiveness of integrated DID and ASR
pipelines. We believe that our demo will advance
the research to build a robust and generalized Ara-

bic ASR system for a wide range of varieties and
dialects and will enable a more holistic assessment
of the strengths and weaknesses of these methods.
For future work, we intend to add models for more
dialects and varieties particularly those which are
low resource.

6 Limitations

Audio classification tasks can be susceptible to out-
of-domain performance degradation, which may
impact real world performance. Similarly, stud-
ies on the interpretability of DID models have
shown internal encoding of non-linguistic factors
such as gender and channel (Chowdhury et al.,
2020), which may impart bias to the models. En-
suring training corpora contain a diverse balance
of speaker gender, recording conditions, as well as
full coverage of the different styles of language is
an ongoing challenge. We hope that by creating
an online demonstration, these limitations can be
further explored.

7 Ethics Statement

Intended use. We build a robust dialect identifi-
cation and speech recognition system for multiple
Arabic dialects as well as MSA. We showcase the
capability of our system in the demo. We believe
that our work will guide a new direction of research
to develop a robust and generalized speech recog-
nition system for Arabic. Through our demo, we
integrate DID with ASR system which support mul-
tiple dialects.
Potential misuse and bias. Since our data is lim-
ited to a few dialects involved in finetuning DID
and ASR systems, we do not expect our models to
generalize all varieties and dialects of Arabic that
are not supported by our models.
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Appendix

Example Outputs

Ref (MSA) �èAJ
mÌ'@ XYî�E �HA 	®«A 	�Ó úÍ@ AîD	�ªK. ø
 X

ñ�K Y�̄ð XQ 	®ÊË �éK
 	X 
ñÖÏ @ �éJ
J. Ê�Ë@ PA�KB@ 	áÓ YK
YªË@ é 	J« i. �J

	�K
 �IJ
k 	àA�	�B@ Õæ�k. ú

	̄ ú
æ. Ê� É¾ ���. 	á�
 	gY�JË @ Q�K 
ñK


MMS �èAJ
mÌ'@ XYî�E �HA 	®«A 	�Ó úÍ@
 AîD	�ªK. ø
 X

ñ�K Y�̄ð XQ 	®Ë @ YK
 	X 
ñÖÏ @ �éJ
J. Ê�Ë@ PA�K

�
B@ 	áÓ YK
YªË@ é 	Jªj. �J 	�K
 �IJ
k 	àA�	�B
 @ Õæ�k. ù
 ë ú
æ. Ê� É¾ ���. 	á�
 	gY�JË @ Q�K 
ñK


Whisper(0-shot) �èAJ
mÌ'@ XYî�E �HA 	®«A 	�Ó úÍ@ AîD	�ªK. ø
 X

ñ�K Y�̄ð XQ 	®ÊË �éK
 	X 
ñÖÏ @ �éJ
J. Ê�Ë@ PA�KB@ 	áÓ YK
YªË@ é 	J« i. �J

	�K
 �IJ
k 	àA�	�B@ Õæ�k. ú

	̄ ú
æ. Ê� É¾ ���. 	á�
 	gY�JË @ Q�K 
ñK


Whisper(MSA) �èAJ
mÌ'@ XYî�E �HA 	®«A 	�Ó úÍ@
 AîD	�ªK. ø
 X

ñ�K Y�̄ð XQ 	®ÊË �éK
 	X 
ñÖÏ @ �éJ
J. Ê�Ë@ PA�K

�
B@ 	áÓ YK
YªË@ é 	J« i. �J

	�K
 �IJ
k 	àA�	�B
 @ Õæ�k. ú

	̄ ú
æ. Ê� É¾ ���. 	á�
 	gY�JË @ Q�K 
ñK


Whisper(MOR) �èAJ
mÌ'@ XYî�E �HA 	®ª 	�Ó úÍ@ AîD	�ªK. ø
 X

ñ�K Y�̄ð ��Q 	®Ë @X �éK
 	X 
ñÖÏ @ �éJ
J. Ê�Ë@ PA�KB@ 	áÓ YK
YªË@ é 	J« i. �J

	�K
 �IJ
k 	àA�	�B@ Õæ�k. ú

	̄ ú
æ. Ê� É¾ ���. 	á�
 	gY�JË @ Q�K 
ñK


Whisper(EGY) �èAJ
mÌ'@ XYî�E �HA 	®«A 	�Ó úÍ@ AîD	�ªK. ø
 X

ñ�K Y�̄ð XQ 	®ÊË �éK
 	X 
ñÖÏ @ �éJ
J. Ê�Ë@ PA�KB@ 	áÓ YK
YªË@ é 	J« i. �J

	�K
 �IJ
k 	àA�	�B@ Õæ�k. ú

	̄ ú
æ. Ê� É¾ ���. 	á�
 	gY�JË @ Q�K 
ñK


Ref (JOR - Other) ? 	á�
J. ��K. AÓ ���
Ë , ½	J« 	àAÓ 	P ? �éJ. J
 	ªËAë 	áK
ð ?¼PAJ. 	k


@ ñ �� ?½ËAg 	­J
» �éÖÏ 	P AK


MMS (0-shot) 	á�
J. ��K. AÓ ��B ½	J« 	àAÓ 	P H. A 	ªË @ é 	K @ð ¼PAJ. 	k


@ ñ ��ºÊg 	¬A¿ È 	QªK


Whisper (0-shot) ? 	á�
J. ��K. AÓ ���
Ë , ½	J« 	àAÓ 	P ? �éK. A 	ªËAë 	áK
ð ?¼PAJ. 	k


@ ñ �� ?½ËAg 	­J
» �éÖÏ 	P AK


Whisper (MSA) 	á�
J. ��K. AÓ ���
Ë ½	J« 	àAÓ 	P �éJ. J
 	ªË @ Aî 	E @ð ¼PAJ. 	k@ ñ �� ½ËAg 	­J
» ÕË 	P AK


Whisper (MOR) 	á�
J. ��K. AÓ ��B ¼Y	J« 	àAÓ 	P �éK. A 	ªË @ Aî 	E @ð ¼PAJ. 	k@ ñ �� ½ËAg 	­J
» �éÖÏ 	P AK


Whisper (EGY) 	á�
J. ��K. AÓ ���
Ë ½	J« AÓ @ 	X @ �éK. A 	ªË @ Aî 	E @ð ¼PAJ. 	k@ ñ �� ½ËAg 	¬A¿ �éÖÏ 	P AK


Table 4: Outputs produced by VoxArabica when input is Egyptian and Jordanian. For Jordanian dialect, we do
not have a finetuned model and Whisper (0-shot) performs best. Hence highlighting the lack of generalisation for
various finetuned models to unseen dialects.
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Abstract 

This paper outlines the first KSAA-RD 
shared task, which aims to develop a 
Reverse Dictionary (RD) system for the 
Arabic language. RDs allow users to find 
words based on their meanings or 
definition. This shared task, KSAA-RD, 
includes two subtasks: Arabic RD and 
cross-lingual reverse dictionaries 
(CLRD). Given a definition (referred to as 
a “gloss”) in either Arabic or English, the 
teams compete to find the most similar 
word embeddings of their corresponding 
word. The winning team  achieved 24.20 
and 12.70 for RD and CLRD, respectively 
in terms of rank metric. In this paper, we 
describe the methods employed  by the 
participating teams and offer an outlook 
for KSAA-RD. 

1 Introduction 

A Reverse Dictionary (RD) is a type of 
dictionaries that allows users to find words based 
on their meanings or definitions. Unlike a 
traditional dictionary, where users search for a 
word by its spelling, a RD allow users to enter a 
description of a word or a phrase, and the RD will 
generate a list of words that match that 
description. RDs can be useful for writers, 
crossword puzzle enthusiasts, non-native 
language learners, and anyone looking to expand 
their vocabulary. Specifically, RD addresses the 
Tip-of-Tongue (TOT) phenomenon (Brown and 
McNeill, 1966), which refers to the situation 
where a person is aware of a word they want to 
say but is unable to express it accurately (Siddique 
and Sufyan Beg, 2019). 

 
* Equal Contribution 

Various approaches have been proposed in the 
literature to develop RDs, including Information 
Retrieval (IR) System-based (Slaven et al., 2004; 
Crawford and Crawford, 1997; El-Kahlout and 
Oflazer, 2004; Shaw et al., 2013), Graph-based 
(Dutoit and Nugues, 2002; Reyes Magaña et al., 
2019; Thorat and Choudhari, 2016), Mental 
Dictionary-based (Zock and Schwab, 2008; Zock 
and Bilac, 2004), Vector Space Model-based 
Semantic Analysis (Calvo et al., 2016; Méndez et 
al., 2013), and Neural Language Model-based 
approaches (Agrawal et al., 2021; Hedderich et 
al., 2019; Hill et al., 2016; Morinaga and 
Yamaguchi, 2018; Morinaga and Yamaguchi, 
2020; Pilehvar, 2019; Qi et al., 2020; Yan et al., 
2020; Zhang et al., 2020; Devlin et al., 2019).  

However, to the best of our knowledge, there is 
no available Arabic RD system that allows the 
user to find the best matching word for a gloss in 
a specific dictionary, while most of the Arabic 
available digital dictionaries allow users to search 
for the definition by words (Siddique and Sufyan 
Beg, 2019).  

We ran this shared task  as a part of the first 
Arabic Natural Language Processing 
(ArabicNLP) conference collocated with EMNLP 
2023, featuring the KSAA-RD (King Salman 
Global Academy for Arabic Language) with two 
subtasks: Arabic RD (Arabic to Arabic) and 
Cross-lingual Reverse Dictionary (CLRD) 
(Arabic to English). CLRD task aims to assist 
translating systems in selecting the best Arabic 
translation for new terms and definitions. 

The dataset for both tasks used Arabic and 
English available dictionaries. Also, we provide 
manually annotated mapped dictionary between 
Arabic and English words to be used for 
supervised learning in the second task.  

KSAA-RD Shared Task: Arabic Reverse Dictionary  
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A total of four papers submitted for the shared 
task. Three teams surpassed the RD task baseline, 
while all four teams exceeded the CLRD task 
baseline. We provide a description of all submitted 
systems and the approaches they use. All the 
datasets created for this shared task are publicly 
available to support further research in a GitHub 
repository1. 

The rest of this paper is organized as follows:  
Section 2 defines related work that tackled the RD 
problem. Section 3 presents shared task 
description and the subtasks included in KSAA-
RD. Section 4 describes the data given in the task. 
Section 5 presents the methodology that is used to 
evaluate the performance of the systems. Section 
6 provides the baseline system and its results, in 
addition to discussing the participating systems 
and their results in the shared task. Section 7 
draws conclusions. 

2 Related work 

Various approaches have been proposed to 
develop RD systems, including Information 
Retrieval (IR) System-based Approach, Graph-
based Approach, Mental Dictionary-based 
Approach, Vector Space Model-based Semantic 
Analysis Approach, and Neural Language Model-
based Approach. The four subsections provide a 
preview for each approach respectively.  

2.1 Information Retrieval (IR) System-
based Approach 

The traditional IR systems retrieve a ranked list of 
the most relevant words, and it has a long-standing 
tradition in computational semantics. An earliest 
work addressing reverse dictionary by (Crawford 
and Crawford, 1997) is a patented work that uses 
synonyms to enhance search capabilities, and 
provide a broader range of relevant words based 
on user queries.  
Rather than searching the actual word,  a study 
from (Slaven et al., 2004) analyzes the 
descriptions of target words and convert them into 
a structured representation. This structured 
representation allows for efficient matching and 
retrieval of words that closely match the given 
descriptions. 
Another work from (El-Kahlout and Oflazer, 
2004) explores a lexical database for retrieving 

 
1 https://github.com/Waadtss/ArReverseDictionary 

words based on their meanings. The method of 
extracting words based on their "meaning" 
involves comparing the user's definition with each 
entry in the Turkish database, without taking into 
account any semantic or grammatical information. 
The study from (Shaw et al., 2013) presents the 
development of a system that relies on a scalable 
database for efficient word retrieval. The system 
takes a user input phrase describing the desired 
concept and returns a word that satisfies the input 
phrase. 

2.2 Graph-based Approach 

A graph-based approach involves using a graph 
structure to represent the connections between 
words or concepts. This graph is built by 
considering semantic associations like synonyms, 
antonyms, hypernyms, and other related semantic 
links, to establish the relationships between the 
nodes representing the words or concepts. (Dutoit 
and Nugues, 2002) explores the connectivity and 
associations within the lexical database; by 
leveraging the graph structure to retrieve relevant 
words that align with the given definitions. 
Another approach focuses on utilizing the graph 
structure of a dictionary (Thorat and Choudhari, 
2016) by investigating the sub-graph that 
surrounds each content word in a user query. They 
then prioritize and rank all the nodes encountered 
during the exploration, aiming to retrieve the most 
probable target word based on the given query. 
Another study from (Reyes Magaña et al., 2019) 
uses word association norms to establish semantic 
connections between words in the context of 
designing an electronic RD. The authors used the 
corpus of human-definitions and graph-based 
techniques, specifically a measure of betweenness 
centrality, to perform searches in the knowledge 
graph. 

2.3 Mental Dictionary-based Approach 

The mental dictionary-based approach depends on 
an individual's internal knowledge or mental 
lexicon to find words based on their meanings or 
descriptions. Instead of relying on external 
resources such as dictionaries or databases, this 
approach emphasizes using the individual's own 
mental representation of words and their 
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associations. The study from (Zock and Bilac, 
2004) proposes the concept of accessing words in 
an electronic dictionary by utilizing associations. 
This involves categorizing words based on the 
associations they evoke and identifying and 
labeling the most common or valuable 
associations within the dictionary. The proposal 
has been taken further in (Zock and Schwab, 
2008) by implementing a user-guided search to 
the desired word that simulates human word 
synthesis, in order to gain a quick and intuitive 
access to that word.  

2.4 Vector Space Model-based Semantic 
Analysis Approach 

This approach attempts to use vector space 
models to transform the human-written queries 
into a vector by utilizing a semantic relations to 
improve the effectiveness of RD lookup. Another 
study that utilize semantic analysis with WordNet 
(Méndez et al., 2013) to generate vectors by 
identifying synsets that maximize a similarity 
measure. They then conduct a neighborhood 
search to extract the most relevant word. (Calvo et 
al., 2016) obtain vectors using LDA instead of 
WordNet. 

2.5 Neural Language Model-based 
Approach 

The neural language approach relies on encoding 
each input gloss into a vector representation, the 
output is a group of words whose embeddings are 
most similar to the corresponding gloss 
embedding. (Agrawal et al., 2021) enhance the 
traditional CBoW model by incorporating 
additional contextual information, such as word 
relationships and semantic associations, to better 
capture the nuances of word meanings. Another 
study that utilizes multi-sense embeddings 
(Hedderich et al., 2019) based on attention 
mechanism to enhance the representation of input 
queries in sentences. Focusing on eliminating the 
need for manually designed features, (Hill et al., 
2016) propose Recurrent Neural Networks (RNN) 
to the RD task by encoding the definition of a 
word into a vector representation. The model then 
searches for the nearest neighbor word based on 
this vector. The performance was comparable to 
OneLook commercial RD. Another study from 
(Morinaga and Yamaguchi, 2018) improved the 
embedding accuracy by selecting better word 
vectors and employing category inference that 

eliminate irrelevant results using Convolutional 
Neural Network (CNN). An approach from 
(Morinaga and Yamaguchi, 2020) aim to better 
capture the nuances of a word meaning and tackle 
the problem of sufficient capacities by combining 
the bidirectional long short-term memory 
(BiLSTM) with Cascade Forward Neural 
Network (CFNN). A neural model from (Zhang et 
al., 2020) which is a multi-channel RD model 
(MRDM) that consists of BiLSTM and attention 
as sentence encoder. The model can help find the 
target words by utilizing four characteristic 
predictors that predict the POS, morphemes, word 
category and sememes. (Pilehvar, 2019) 
incorporating more fine-grained representations 
by adopting sense embeddings to disambiguate 
senses of polysemous target words.  

The BERT models were incorporated in RD 
tasks as well. (Devlin et al., 2019) employs BERT 
that capture the bidirectional contextual 
information of words and sentences, allowing it to 
better comprehend the context and meaning of 
language. 
(Qi et al., 2020) develop an online RD that 
enhanced multi-channel RD model from (Zhang 
et al., 2020). The model uses BERT instead of 
BiLSTM as a sentence encoder. Another model 
from (Yan et al., 2020) use BERT in both 
monolingual and cross-lingual RD system. 

To the best of our knowledge, this shared task 
is the first to target Arabic RD problem and there 
is no available Arabic RD system that allows the 
user to find the best word in a specific dictionary, 
while most of the Arabic available digital 
dictionaries allow the users to search for the 
definition by words (Siddique and Sufyan Beg, 
2019). 

Based on the previous studies and approaches, 
the neural language model-based approach gives 
promising results compared to other approaches 
due to its ability to map word embeddings for an 
input definition into an embedding of the word 
defined by the definition using neural networks. 
Such a function encodes phrasal semantics and 
bridges the gap between them and lexical 
semantics. Therefore, we applied it in our 
baseline. 

3 Task Description  

This section describes the two subtasks in detail: 
RD and CLRD. The former converts Arabic word 
definitions into Arabic embeddings, while the 
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latter converts English word definitions into 
Arabic embeddings.   

3.1 Task 1: Reverse Dictionary 

The structure of RDs (sequence-to-vector) is the 
opposite of traditional dictionaries lookup. This 
task focuses on the learning of how to convert 
human readable definitions into vector 
representation of the Arabic word.   

 
In this task, the input for the model is an Arabic 

word definition (gloss) and the output is the 

corresponding Arabic word embedding. For 
instance, given the Arabic gloss " لاًیل ریسملا  ," the 
model would generate an embedding for the 
Arabic word " ءارسلإا " which is the word 
corresponding to the gloss. 

The task involves reconstructing the word 
embedding vector of the defined word, rather than 
simply finding the target word that is similar to the 
approach used by (Mickus et al., 2022; Zanzotto 
et al., 2010; Hill et al., 2016). This would enable 
the users to search for words based on the 
definition or meanings they anticipate.  

The training data collection contains a source 
word vector representation “electra and sgns” and its 
corresponding word definition “gloss”, as 
illustrated in Figure 1 (a) and (b). The baseline 
model described in section 6.1 is designed to 
generate new word vector representations for the 
target unseen readable definitions. 

3.2  Task 2: Cross-lingual Reverse 
Dictionary 

The objective of the CLRDs  task (sequence-to-
vector) is to acquire the ability to transform 
readable definitions in the English language into a 
vector representation of the Arabic word. The 
main objective of this task is to identify the most 
accurate and suitable Arabic word vector that can 
efficiently express the identical semantic 
interpretation as the  
provided English language definition or gloss, 
which is commonly known as Arabicization 

"بیرِعَْت" . 
In this task, the input for the model is an 

English word definition (gloss) and the output is 
the Arabic word embeddings corresponding to the 
gloss. For instance, given the English gloss 
"Travelling at night," the model would generate an 
embedding for the Arabic word " ءارسلإا ." 

The task involves reconstructing the word 
embedding vector that represents the Arabic word 
to its corresponding English definition. This 
approach enables users to search for words in 
other languages based on their anticipated 
meanings or definitions in English.  This task 
facilitates cross-lingual search, language 
understanding, and language translation. 
The data collection includes the word, source 
word vector representation “electra and sgns”, and 
the definition “gloss” in both Arabic and English 
languages, as demonstrated in Figure 1 (d).  

id ar.45 
word نیع  
POS n 
gloss ناویحلاو ناسنلإا يف راصبلإا وضع . 

 

(a) Example of definition in Arabic 
 
 
 
 
 
 

 

(b) Corresponding Arabic JSON snippet 

id en.150 
word eye 
POS n 

gloss One of the two organs in your face 
that are used for seeing 

(c) Example of definition in English 
 
 
 
 
 
 
 
 
 
 
 

(d) Mapped JSON dictionary between 
Arabic and English languages 

Figure 1: The structure of a data point. 

{ 
  "id":"ar.45", 
  "word":" نیع ", 
  "gloss":" ... يف راصبلإا وضع ", 
  "pos":"n", 
  "electra":[0.4, 0.3, …], 
  "sgns":[0.2, 0.5, …], 
  "enId":"en.150",  
 } 

{ 
  "id":"ar.45", 
  "arword":" نیع ", 
  "argloss":" يف راصبلإا وضع  ...", 
  "arpos":"n", 
  "electra":[0.4, 0.3, …], 
  "sgns":[0.2, 0.5, …], 
  "enId":"en.150", 
  "word":"eye", 
  "gloss":"One of the two ...", 
  "pos":"n", 
} 
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4 Data 

This section discusses the data used in the shared 
task. The dataset includes two main components: 
the dictionary data, which is presented in section 
4.1, and the word embedding vectors, which is 
presented in section 4.2. Section 4.3 describes 
further details of the dataset. 

4.1 Dictionary data 

To achieve the aim of the first task, known as 
RD, which seeks to develop a model capable of 
conducting reverse searches for Arabic words 
based on their meanings rather than their roots or 
lemmas, we utilized the Contemporary Arabic 
Language dictionary authored by Ahmed 
Mokhtar Omar (Omar, 2008). More specifically, 
we utilized the transferred version of this lexicon 
that adheres to the ISO standard, the Lexical 
Markup Framework (LMF) (Aljasim et al., 
2022). It is worth mentioning that the KSAA 
team conducted this work. The dictionary relies 
on lemmas rather than roots, as discussed in the 
referenced study. The dataset comprises 58,000 
words, commonly referred to as the lemmas that 
can have glosses with non-relevant information 
(e.g., morphological, and syntactic properties). 

In the second task, our approach involved using 
a supplementary English dictionary, namely the 
English dictionary version employed in the 
SemEval 2022 Shared task on RD. It has a total of 
63,596 lemmas that can have a different number 
of glosses (polysemy), and vice versa, a gloss can 
belong to more than one word (synonymy) 
(Mickus et al., 2022). This enabled us to construct 
a model that could effectively forecast the 
appropriate Arabic lemma matching to a given 
English meaning.  

Consequently, there are two distinct datasets 
available: the dataset containing the Arabic 
dictionary and the dataset including the English 
dictionary. Each dataset consists of six 
components, including word form, part of speech, 
gloss, word ID, Electra embedding (Clark et al., 
2020), and word2vec embedding (Mikolov et al., 
2013). Within the realm of linguistic analysis, the 
“word” component encompasses the words. 
Additionally, the “part of speech” serves to denote 
the grammatical category to which the lemma 
belongs, namely noun, verb, adjective, adverb, or 
particle. The “gloss” serves the purpose of 

 
2 https://pypi.org/project/deep-translator/ 

conveying the semantic content or meaning of a 
word, with the intention of excluding any 
phonetic, morphological, or syntactic aspects. The 
subsequent sections in the paper will provide 
explanations for the "electra” embedding and 
word2vec embedding components.  

In order to fulfil the goals of the second task, 
we integrated the datasets in Arabic and English. 
The manual annotation procedure entailed a 
meticulous examination of the English gloss 
alongside its equivalent Arabic gloss, with the aim 
of attaining a thorough alignment between the two 
glosses across several linguistic dimensions.  

To provide an instance, the English 
Dictionary defines the verb "cloud" as "to make 
obscure". This concept can be annotated with 
Arabic lemmas such as ' ضمغأ ' which signifies 
the act of concealing, or ' ىفخأ ', which denotes the 
act of covering, among other examples. The 
establishment of a correspondence between 
Arabic and English languages can be 
accomplished by assigning the Arabic gloss ID 
“id” to their corresponding English glosses 
“enId”. Note that a word can have other irrelevant 
glosses (or meanings), but they will not be 
assigned. 

The dictionary annotation process employs a 
systematic approach to facilitate manual 
annotation. For each entry in the English 
dictionary, deep-translator2  library is employed 
to provide word translation “wt”. Leveraging 
AraVec word embeddings (Soliman et al., 2017), 
the top ten similar word candidates are identified 
for wt. If any of these candidates align with 
lemmas in the Arabic dictionary, their 
corresponding IDs are integrated along with POS 
and gloss. The annotators then select the best 
candidate ID based on the corresponding POS and 
gloss that match the English dictionary. 

In the manual phase, annotators meticulously 
select English lemmas, cross-referencing them 
with candidate IDs. This involves instances of 
confirmed matches, where corresponding Arabic 
lemma are included. In other cases, the process 
entails identifying the most suitable Arabic lemma 
translations within the Arabic dictionary and 
incorporating them. This meticulous process 
ensures data coherence, with lemma 
encompassing the word, POS, and gloss. 
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4.2 Embedding data 

Our objective is to employ two distinct word 
embedding techniques, specifically 
contextualized word embedding and fixed word 
embedding. To efficiently attain this objective, we 
employ AraELECTRA (Antoun et al., 2021) for 
contextualized word embedding (referred to as 
“Electra”). AraELECTRA is an Arabic language 
representation model built upon the ELECTRA 
model. Unlike training a model to restore masked 
tokens, AraELECTRA focuses on training a 
discriminator model to distinguish original input 
tokens from replaced tokens, which have been 
substituted by a generator network. For single 
entries “word”, we use the token's embedding; for 
multi-token entries, we average the token 
embeddings. This approach leverages the 
substantial volumes of high-quality language 
models that have already been trained, enabling us 
to harness the contextualized representation of 
existing large pretrained models. For fixed word 
embedding (referred to as skip-gram with 
negative sampling “sgns”), we employ the AraVec 
skip-gram architecture from (Soliman et al., 
2017). 
During the word2vec embedding extraction, a 
two-step approach is applied. 
1. For a single-token word, a Unigrams skip-

gram model is used to generate the 
embedding. When a word lacks 
representation (out-of-vocabulary) in the 
skip-gram model, the average embedding is 
obtained from the gloss associated with that 
word. 

2. For a multi-token word, an N-Grams skip-
gram model is employed to generate the 
embedding. When a multi-token word lacks 
representation (out-of-vocabulary) in the 
skip-gram model, the average embedding is 
obtained from the gloss associated with that 
word.    

When a gloss lacks representation in the skip-
gram model, the embedding is obtained from the 
stemmed gloss. The stem of each word in gloss is 
extracted using CAMEL tool (Obeid et al., 2020). 
When representation remains elusive, the Farasa 
stemmer (Darwish and Mubarak, 2016) is 
employed instead of CAMEL. The two-step 
approach is then employed for generating 
embeddings. When there is no representation, the 
stemmer is then employed at the word level. 

4.3 Dataset description 

The datasets are provided in JSON format 
comprising nearly 58k Arabic entry data points 
and 63k English data entry points. The dataset is 
divided into three splits, including a training split 
that consists of almost 78% of the data points, a 
validation split that consists of 11% of the data 
points, and a test split that consists of 11% of the 
data points. Refer to Table 1 for data statistics.  

5 Evaluation 

The primary objective of our tasks is to find the 
most similar Arabic embedding for an Arabic or 
English definition. Thus, we consider three 
different approaches to measure vector similarity. 
The first approach is a Mean Squared Error 
(MSE), which calculates the average squared 
difference between the generated reconstructed 
embedding and target embeddings. The second 
approach is using the cosine similarity measure, 
where a perfect reconstructed embedding would 
result in a cosine similarity of 1 with the target 
embeddings. The challenge with the cosine 
measure is that language models utilizing the 
Transformer architecture can produce anisotropic 
output. Hence, it is not reasonable to use it alone 
to anticipate that two random contextualized 
embeddings will be orthogonal (Ethayarajh, 2019; 
Timkey and van Schijndel, 2021).  

To complement the limitations of both MSE 
and cosine measure, a third approach known as the 
ranking metric has been utilized. The ranking 
evaluation metrics proposed in the CODWOE 
SemEval competition  (Mickus et al., 2022). As 
shown in equation (1), the ranking metric is 
concerned with comparing and evaluating the 
proportion between the reconstructed embedding 
cosine 𝑝!  and the target embedding cosine 𝑡!  to 
the reconstruction embedding cosine 𝑝!  with all 
other targets embedding 𝑡"    in the test set. The 
proportion of targets with a higher correlation is 
determined by identifying the number of cosine 
values greater than cos(𝑝! , 𝑡! ) (Mickus et al., 
2022). The ranking metric can be described as:  

Task  Train Dev Test 
RD 45,200 6,400 6,410 
CLRD 2,843 299 1,213 

Table 1:  Data Statistics. 
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Ranking(𝑝!) =
∑ $!"#(%&	,)*	),!"#(%&	,)&	))*	-./)	/.)

#	'()*	)(*
   (1) 

To select the top-performing and well-rounded 
model, the submitted systems evaluation process 
follows a hierarchy of metrics. The primary metric 
is the ranking metric, which is used to assess how 
well the model ranks predictions compared to 
ground truth values. If models have similar 
rankings, the secondary metric, mean squared 
error (MSE), is considered. Lastly, if further 
differentiation is needed, the tertiary metric, 
cosine similarity, provides additional insights.  

6 Shared Task Teams & Results 

In this section, we present our baseline model and, 
participating teams, and results and description of 
submitted systems. 

6.1 Our Baseline system 

The baseline architecture proposed by (Mickus et 
al., 2022) is based on the Transformer model 
introduced by (Vaswani et al., 2017). The 
architecture involves feeding the input gloss, 
which is represented as a sequence starting with a 
special token ‘bos’ and ending with another 
special token ‘eos’, into a straightforward 
Transformer encoder. The encoder generates 
hidden representations, which are then summed to 
produce the prediction. Additionally, a small non-
linear feed-forward module is used to further 
refine the prediction. The evaluation of both tasks 
will be based on three different metrics including 
MSE, cosine similarity measure, and ranking 
metric. 

6.2 Participating Teams 

A total of 31 unique team registrations were 
received. A total of 39 valid submissions from 5 
unique teams were received. During the testing 
phase, we received 5 submissions for the RD 
Subtask and 3 submissions for the CLRD Subtask 
from 4 different teams. You can find the details of 
these 4 teams in Table 2. Additionally, a total of 4 
description papers were submitted and accepted. 

Table 2: List of teams that participated 

Team Affiliation Task 

Rosetta Stone 
(ElBakry et al., 
2023) 

EPFL, Microsoft 1,2 

UWB (Taylor, 
2023) 

University of West 
Bohemia 

1,2  

Qamosy 
(Sibaee et al., 
2023) 

Prince Sultan University 1 

Abed 
(Qaddoumi, 
2023) 

NYU 1,2 

6.3 Results and Description of Submitted 
Systems 

Three teams participate in both RD and CLRD 
tasks, Rosetta Stone team, UWB teams, and Abed 
team. In the other hand, Qamosy team only submit 
the RD task. Results for both tasks are presented 
in Table 3 and Table 4. 
The top team for both RD and CLRD tasks is the 
Rosetta Stone team (ElBakry et al., 2023). They 
employ an ensemble of fine-tuned Arabic BERT-
based models, including camelBERT-MSA, 
camelBERT-Mix (Inoue et al., 2021), 
MARBERTv2 (Abdul-Mageed et al., 2021), and 
AraBERTv2 (Antoun et al., 2020). For RD, 
averaging the output embeddings from 
camelBERT-MSA and MARBERTv2 yielded a 
ranking of 24.20 using ELECTRA embeddings. 
For the CLRD task, they translate English glosses 
into Arabic, using the same models as in RD, 
achieving a rank of 12.70 with ELECTRA 
embeddings. 
Qamosy team (Sibaee et al., 2023) methodology 
for RD task involves two phases: transforming the 
gloss into multidimensional vector 
representations using SBERT encoding, followed 
by training these vectors using the Simi-Decoder 
model. Their system achieved 2nd place in the RD 
task with a score of 28.10 in the Rank metric, 
utilizing ELECTRA embeddings. 
Abed team (Qaddoumi, 2023) employs a modified 
multilingual BERT model for both RD and CLRD 
tasks, using data augmentation techniques like 
synonym replacement, random word insertion, 
deletion, and swapping in English, and random 
word deletion and swapping in Arabic. They 
achieved the 2nd and 3rd place in the RD and 
CLRD tasks, respectively, with a scores of 28.50 
and 28.10 in the Rank metric with ELECTRA. 
UWB teams (Taylor, 2023) utilize a rule-based 
approach for RD and CLRD tasks. They build a 
dataset-based dictionary and expand it using 
gloss. The dictionary-based approach with SGNS 
embeddings achieves 43.8 within RD task, lower 
than the baseline model, and 48.87 within the 
CLRD task. 
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     It's evident that three teams utilizing BERT-
based models outperformed our RD task 
Baseline, except for the dictionary-based 
approach by the UWB teams. However, the 
Rosetta Stone team's ensemble of different BERT 
architectures surpassed the performance of other 
methods.  
     Abed team demonstrated exceptional 
performance with ELECTRA embeddings, 
underscoring the substantial impact of data 
manipulation techniques on results. Surprisingly, 
the UWB teams, despite using a dictionary-based 
technique, outperformed our baseline that based 
on transformer model in the CLRD task. 

7 Conclusion  

In this paper, we present the first Arabic RD 
shared task, KSAA-RD, encompassing two 
subtasks: Arabic RD and Cross-Lingual RD, 
CLRD. The KSAA-RD task received 31 unique 
team registrations, resulting in 39 valid 
submissions and 4 submitted description papers. 
The outcomes from various teams underscore the 
persistent challenges posed by both RD and 

CLRD tasks, emphasizing the need for continued 
research in the field of Arabic RD tasks. 

Our experience with KSAA-RD emphasize 
the significant impact of data manipulation 
techniques. Furthermore, employing an ensemble 
of diverse transformer architectures proved 
superior to other methods, highlighting the 
importance of model diversity in enhancing 
performance. 

The Arabic dictionary used in this shared task 
is limited, compared to the newly released 
dictionary of the Arabic contemporary language: 
“Alriyadh Dictionary” (KSAA, 2023), which 
contains more than 120K terms compared to 58K 
and it is manually verified by groups of experts in 
the KSAA. Other aspects of future work include 
exploring advanced embedding techniques that 
might be more suitable to the semantic notion of 
the problem. Future work includes employing 
these techniques in a search engine and analyzing 
the user behavior of the search results. Further 
investigation is needed to examine whether 
dictionary definitions (which are usually written 
in a formal style) are a good representation of the 
users’ inquiries.  

 
Table 3: Participants’ results for Reverse Dictionary Track (RD) 

 Embedding Dev Test 
Cos  MSE  Rank  Cos  MSE  Rank  

Baseline 
200 epoch 

Sgns 35.61 5.03 38.52 (3) 40.58 4.49 36.28 (4) 
Electra 48.84 24.94 31.27 (3) 50.79 23.04 31.87 (4) 

Rosetta 
Stone 

Sgns 55.19 3.45 28.12 (1) 60.50 3.00 25.40 (1) 
Electra 63.65 16.14 21.44 (1) 64.50 15.20 24.20 (1) 

Qamosy Sgns --- --- --- 39.40 6.50 30.80 (3) 
Electra 18.90 54.80 50.00 (4) 51.90 23.60 28.10 (2) 

Abed team Sgns 49.45 3.48 31.45 (2) 53.80 3.10 29.10 (2) 
Electra 61.69 16.75 24.90 (2) 62.50 15.70 28.50 (3) 

UWB Sgns --- --- --- 37.50 5.17 43.80 (5) 
Electra --- --- --- --- --- --- 

              *The primary metric for the evaluation is the rank – the lower the rank, the better the model  
 

Table 4: Participants’ Results for Cross-lingual Reverse Dictionary Track (CLRD) 
 Embedding Dev Test 

Cos  MSE  Rank  Cos  MSE  Rank  
Baseline 

300 epoch 
Sgns 26.22 4.92 50.16 (3) 25.21 4.85 49.95 (4) 

Electra 54.09 22.10 36.22 (3) 51.66 23.81 40.72 (3) 
Rosetta 
Stone 

Sgns 38.74 4.84 37.15 (1) 40.00 5.30 32.00 (1) 
Electra 62.38 18.00 20.38 (1) 65.90 17.00 12.70 (1) 

Abed team Sgns 27.72 5.07 45.77 (2) 27.00 5.00 45.20 (2) 
Electra 58.06 19.55 25.88 (2) 56.50 20.60 28.10 (2) 

UWB Sgns --- --- --- 21.70 4.63 48.87 (3) 
Electra --- --- --- --- --- --- 

              *The primary metric for the evaluation is the rank – the lower the rank, the better the model  
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Abstract

To extract the ‘meaning’ of a gloss phrase, we
build a list of sense-IDs for each word in the
phrase which is in our vocabulary. We choose
one sense-ID from each list so as to maximise
similarity of all the IDs in the chosen subset.
We take the meaning of the phrase in semantic
space to be the weighted sum of the embedding
vectors of the IDs.

1 Introduction

The KSAA Reverse Dictionary shared task is to
find the embedding vector for a word, given a gloss,
or short definition. The two sub-tasks use Arabic
and English glosses.

The task is partly inspired by SemEval-2022
Task 1 (Mickus et al., 2022), which provided train-
ing data for English, Spanish, French, Italian, and
Russion. For that task there was an additional sub-
task, generating a gloss from a word-embedding,
which proved difficult to score; BLEU scores,
which are typically used to measure the success of
machine translations, seemed to perform poorly to
compare the adequacy of generated glosses.

The individual records in the training data for
the task provide: an ID, which corresponds to a
particular sense of a word; the word; a gloss or defi-
nition; and two embedding vectors, a SGNS and an
Electra vector. The SGNS vector is a word-based
skipgram vector, so that each sense of the word has
the same vector; the Electra vector is a transformer
context-based vector, and each ID has a different
vector.

Thus in all there are four subtasks: to find the
SGNS or Electra semantic-vector from the Arabic
or English words of the gloss. For neither language
are there sufficient training data to completely pop-
ulate the vectors of the gloss. There are several
possible reasons for this problem. Considering just
the problems for Arabic gloss phrases:

1. Some of the missing words are particles,
which would probably appear in a list of stop-
words; for these, the absence of a vector is a
feature, not a problem.

2. Some missing words are due to the presence
or absence of vowel and gemination marking.
A correctly spelled Arabic word can appear
with complete vocalization, with partial vo-
calization, or with no vocalization at all.

3. Several particles, including the prepositions
ب , ف , the pronouns ,ه اه , مه , مك , and

the definite article لا , never stand alone, but
always appear affixed to another word.

4. Arabic is an inflected language. Adjectives
are inflected for gender, verbs for tense, num-
ber, person, and gender, nouns for number and
case. Some of these inflections are regular,
and others are not.

5. Some words just do not appear in the training
data. The test words are unsurprising exam-
ples, but of course many others are also ab-
sent.

English has similar problems, but we spent more
attention on Arabic.

An apparently obvious part of the solution might
be to fine-tune a pre-trained transformer on the
glosses, and then attempt to generate the word
gloss by a transformation on the phrase embed-
ding. This idea was used for baseline, and in
the SemEval-2020 task by for example, (Li et al.,
2022).

However, in the current task, we are restricted to
less than fifty thousand training examples. Train-
ing a transformer on so little data seems problem-
atic. Using an externally pre-trained transformer
means bringing in external data, not in the spirit of
a closed task.

We wanted to try a simple data-processing ap-
proach.
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Table 1: Data files and data

File name # records # IDs # # words mean(max) gloss words
ar.train.json 45200 45058 38498 7.03 (99)
ar.en.train.json 2862 2214 1697 11(65)
en.complete.with.id.json 63596 63596 26068 11.777 (129)

2 Data

We used the data files described in table 1,
which were provided by the task organiz-
ers. The ar.train.json and the dev and
test files are based on the LMF Contempo-
rary Arabic Dictionary(Namly, 2015). The
en.complete.with.id.json file is from the
SemEval-2022 Task 1 data. Each entry in the
train file is a definition for one sense of an
Arabic word, with a short definition or gloss. The
examples of usage found in the LMF dictionary,
and sometimes part of the definition, have been
dropped. Each of the IDs mentioned in Table 1 is
a single sense. Although some senses are defined
several times, only twenty percent of the words
have more than one sense appearing in the train
file. Although some definitions are quite long, one
to three word definitions are quite common.

ar.en.train.json is used only to construct
a cross-lingual transform(Artetxe et al., 2018;
Brychcín et al., 2019) from the English embed-
dings of en.complete.with.id.json to the
Arabic space of the ar.ae.train.json file.
Since every entry in ar.ae.train.json has
an enId attribute corresponding to an entry
in en.complete.with.id.json, this does not
change the amount of English data available for in-
terpreting the gloss.

There are 35224 number of distinct tokens used
for the English glosses, while the total English vo-
cabulary of en.complete.with.id.json is only
26068 words. Doing a set subtraction, we see that
the larger set contains many capitalized and in-
flected words, but also a number of words like chat,
majestic, dilemma, xanax, SiO2, inactivate, that is,
both technical terms, and relatively common words
which happened not to be included in the dictio-
nary at hand. Doing the subtraction the other way,
we see that 15212 of our vocabulary words do not
occur in the glosses.

We considered using a separate, larger English
embedding, of which there are many available,
with a cross-lingual transform, which could be eas-
ily prepared for the SGNS vectors based on com-

mon vocabulary. But it wasn’t clear that ’open’
as intended by the organizers included this option,
and matching senses for the Electra embedding
seems to be exactly the problem on which we are
already working.

Similarly extending the Arabic vocabulary has
the same problems, except that the organizers
used the term ’closed’ for subtask 1, which would
clearly preclude doing it.

3 System

Our system1 does not use a neural network. It
uses ar.train.json for its Arabic vocabulary,
and en.complete.with.it.json for its English
vocabulary. It uses ar.en.train.json, which
contains both Arabic and English words, in order
to build a cross-lingual transform, so that the vec-
tors built in the English space with English glosses
can be converted to vectors in one of the Arabic
spaces.

In addition to copying the ar.train.json
sense dictionary, making a table of all the sense-
IDs for each wordform, we also build a dictionary,
swords, of derived values which points into that
table. This includes several kinds of values:

• Adjusted Arabic words, with no vowels, only
unmarked alifs (�), all trailing yaas (�) as
alif maqsura (�). This follows the conven-
tion adopted by Zahran et al. (Zahran et al.,
2015a). This discards more information than
probably necessary, but it works.

• Inflected verbs. The training files contain a
part-of-speech field, and for one-word verbs
we build adjusted inflected forms. Many of
the verbs in the data come with indicated
prepositions, given with an object pronoun.
For these situations, we inflected the first of
the two words in the definition. Sometimes
this is not the verb, and as a result will never
result in a meaningful match. We didn’t build

1Code available at
github.com/StephenETaylor/KSAA-RD
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inflected nouns or adjectives during the test
phase, nor did we consider one-letter prepo-
sitions, conjunctions or possessive or object
pronouns.

• Single-word Arabic glosses. For this case we
assume that the gloss is a near-synonym, and
that the vocabulary is possibly increased by
adding it as one.

Each of these substitute words points to one or
more words for which we have a least one ID and
embedding vector. [Although English offers simi-
lar possibilities, we did not build a substitution list
for English before the end of the test period.]

3.1 Processing example
The processing loop for Arabic glosses builds a
list of lists of possible IDs. For example, the first
’word’ in ar.dev.json is هيلعنََّنحت . (Although
there are two words here, this is an example of the
data file following the dictionary practice of pro-
viding the correct preposition to use for this sense
of the word.)

The gloss for this word gives three synonyms,
‘ َحرت َطعت،مّ همحروهيلعفّ ’. Starting at the beginning,
‘ َحرت مّ ’ is not in the vocabulary, but ‘ محرت ’ is in the
swords list, with three possible vocabulary items,
[‘ َحرت هقيدصىلعمّ ’ , ‘ اًنلافهُللامحِر ’ , ‘ امًيتيمحِر ’]. The
first of these, ‘ َحرت هقيدصىلعمّ ’ has two IDs, that is,
two senses, [‘ar.19347’, ‘ar.19348’]. The second
has the same two senses, and the third has the sin-
gle sense [‘ar.19344’]. We combine these senses
into a single list, and move to the second word of
the gloss.

The second word is ‘ َطعت فّ ’, which has neither a
dictionary entry or an swords entry, so we append
nothing to our list of gloss IDs.

Continuing to the third word of the gloss, ‘ هيلع
’, it is not found in the dictionary, but there is an
swords entry, [‘ مدَهيلع ’, ‘ موقلاةَيْلعِ ’, ‘ ةَّيِّلعِ ’],
and these three entries each has a sense-ID, con-
tributing in all [‘ar.16839’,‘ar.35831’,‘ar.35683’],
so that the possible gloss senses so far are
[[‘ar.19347’, ‘ar.19348’, ‘ar.19344’],[‘ar.16839’,
‘ar.35831’, ‘ar.35683’]].

The last word of the gloss, and the third syn-
onym, is ‘ همحرو ’, which doesn’t have a vocabulary
entry, because it has both an object pronoun and a
leading conjunction. It should have an swords en-
try, but we didn’t implement those features, so it
contributes nothing to the possible gloss IDs.

The next step is to choose the most-compatible
IDs. The routine in our system which does this is
called maxids(), and it is the major bottleneck in
processing. For this case, we would need to check
only the cosines between nine pairs of possibili-
ties, but our routine can efficiently handle more
complex cases. Instead of enumerating all the pos-
sible sets of IDs, it randomly chooses a starting
point from the cross product of the possibilities,
and changing one ID at a time, greedily descends
to a local minimum. It repeats this process up to a
hundred times, and returns the least of the minima
it has encountered, as well as a list of the values
each ID contributes to the sum.

For this example, maxids returns ([‘ar.19348’,
‘ar.16839’], [0.98, 0.98]) so that the angle between
the IDs is a bit less than π/3. (This angle is for
the Electra embedding.) Since there are only two
IDs, and one angle, both IDs contribute equally.
We use the angles to build weights for the vectors,
with larger angles getting smaller weights. In this
case both weights are equal.

Finally, we add the weighted vectors for
ar.19348 and ar.16839 and normalize the result;
this is our approximation to the vector for the gloss,
and thus the best guess at the vector for the original
word. Since this was from the dev file, and not the
test file, we can compare the guess to the correct
vector.

4 Results
user MSE cos rank

Subtask 1 SGNS
BASELINE 0.04922 0.26226 0.50167
bkhmsi 0.029 (1) 0.611 (1) 0.253 (1)
UWB 0.052 (2) 0.375 (3) 0.438 (3)
Ibraham Khurfan 0.065 (3) 0.394 (2) 0.308 (2)
SerrySibaee - (4) - (4) - (4)

Subtask 1 Electra
BASELINE 0.22105 0.5409 0.36222
bkhmsi 0.150 (1) 0.649 (1) 0.226 (1)
Ibraham Khurfan 0.236 (2) 0.519 (2) 0.281 (2)
SerrySibaee 0.236 (2) 0.519 (2) 0.281 (2)
UWB 0.266 (3) 0.416 (3) 0.466 (3)

Subtask 2 SGNS
BASELINE 0.04922 0.26226 0.50167
UWB 0.046 (1) 0.217 (2) 0.489 (2)
bkhmsi 0.053 (2) 0.400 (1) 0.320 (1)

Subtask 2 Electra
BASELINE 0.22105 0.5409 0.36222
bkhmsi 0.170 (1) 0.659 (1) 0.127 (1)
UWB 0.266 (2) 0.479 (2) 0.452 (2)
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Figure 1: Scatter plot of cos vs MSE

Our system was second in rank [that is, last] for
both SGNS and Electra on sub-task 2, and third
and fourth on sub-task 1. It was slightly better
than BASELINE on subtask 1, but not on subtask
2. Our Electra results are consistently worse than
SGNS.

For individual normalized vectors, there is a
straightforward relation between squared error and
cosine:

SE = 2− 2cosθ (1)

Where θ is the angle between vectors U and V and

SE =
∑

i

(ui − vi)
2 (2)

Neither SGNS nor Electra vectors were pre-
sented normalized, but the scoring code(AlSham-
mari, 2023) shows the MSE computed on normal-
ized vectors.

However, it is clear from our limited data that
although MSE and mean cosine tend to move in
opposite directions, systems with similar MSE can
have very different mean cosines. See the graphed
values for the leaderboard systems in Figure 1.

It’s notable that MSE is generally lower for
SGNS; a possible explanation is that the SGNS
space has fewer vectors, so getting the sense
wrong, but the word right, can happen more often.

Looking over our submissions, we deployed the
vector weighting feature on August 20. Those runs
were very slightly better than the runs on August
18, but typically only in the fourth or fifth digit of
the rank measure.

5 Discussion

5.1 Similarity measures
The central idea in our system is to maximize the
similarity of the senses in the gloss. Our measure
of (dis)similarity, for each word-sense in the gloss,
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Figure 2: Scatter plot of cos versus rank-simlarity

is the sum of the angles with all the other word-
senses in the gloss.

We chose to minimize sum of angles, instead of
maximize sum of cosines, because adding angles
seems to make more intuitive sense than adding
cosines. The best measure, and the one which
would relate most closely to the rank-score on
which the systems were measured, might be a rank-
similarity, a measure of what fraction of the vocab-
ulary is further from word-sense one than word-
sense two is. Like cosine, this would have a best
value of 1. We guessed that computing that rank
would be quite a bit more expensive than comput-
ing the arc-cosine, and the maxids() routine which
would call it is already the bottleneck in evaluating
the gloss.

During the post-evaluation period, we tested
precomputing tables of such ranks for each vec-
tor. Tables of 100 cosines, one at each percentile
of rank, take up about a third of the amount of
space used for the table of vectors. This seems like
a reasonable amount of space; computing the val-
ues, which requires computing the cosine between
all pairs of vectors, takes only about 17 minutes
on a laptop, and can be done once and the (sum-
marized, condensed) results saved to file. (The
unsummarized results for 4.5E4 vectors would be
20E8 cosines or 8 GB as float32 values, an incon-
venient size to cache.)

A scatter plot of cosine versus rank-similarity,
showing the cached 100 points for 100 sample IDs,
is shown in Figure 2. The graph illustrates that
each vector has a slightly different curve, (although
it seems possible that each curve could be de-
scribed with a small number of parameters, prob-
ably much less than 100) and also hints at the fact
that the rank-similarity is not symmetric: the rank-
similarity between two vectors depends on the co-
sine between them, which is symmetric, and which
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vector you use for counting the neighbors, which is
not symmetric. If we draw a horizontal line at any
cosine value in the graph, it is clear that depending
on which of the package of curves we stop, we can
get a wide range of possible values for the rank-
similarity. Averaging rank-similarity measured in
both directions would give a symmetric measure.

Our results with the rank-similarity scheme were
a little worse than with the angle scheme. One ap-
parent problem is that the exciting part of the rank-
similarity is in the last percentile, and our imple-
mentation uses linear interpolation, which is least
accurate at the two edges. (Note the ends of the
curves in Figure 2.) A second problem is that, like
cosines, but unlike angles, this measure has less
relative change as the limit of 1.0 is approached. So
a value of 90, corresponding to 4500 close words,
is within 10% of 99.9, corresponding to 45 close
words, which is a much more interesting value. In
contrast, the nearest neighbor is often at an angle
of π/6 , while an angle of π/3 is likely to include
about 1% of the closest words. The angle differ-
ence is larger exactly where we want it to be.

5.2 English glosses versus Arabic glosses
We spent more effort on Arabic words than English
ones. Possibly more effort on English might have
improved the swords list and given better vocabu-
lary coverage for English glosses. In any case, the
Arabic results for our system are currently better
than the English ones.

5.3 SGNS vs Electra
Our system performs much better for SGNS than
for Electra. An important reason is that all the
SGNS vectors for the senses of a word are the
same, and so when we encounter a word in a gloss,
we automatically get the sense vector right. Our
sword scheme adds possible synonyms without re-
gard for the context in which they are encountered.
We could use the maxlis() scheme on glosses to
choose sense-IDs before adding any sword entries
based on them, if we did this on a second pass over
the data. However, one of the benefits of the sword
scheme is that those added synonyms give better
gloss coverage, so a third pass, etc., might also be
indicated.

5.4 Gloss coverage
A primary problem with our approach (and prob-
ably for everyone) is dictionary coverage of the
glosses. Many words in the glosses are not present

in the training data. Our simplified and substitute
words (swords) list tries to deal with this problem
by adding inflected forms and some words from the
glosses as aliases for training words defined with
vectors. Both of these seem like reasonable ideas,
but at present we still drop about 50% of the gloss
words. A more thorough and systematic approach
to adding aliases might have increased our success
rate.

Using the development data as extra training
data for the test phase would probably also have
helped.

6 Conclusion

Our earnest thanks go out to the organizers, who
prepared a substantial dataset for this workshop.

Although our approach was not completely suc-
cessful, it did better than the baseline for Subtask
1, Arabic definitions with SGNS vectors.

We have discussed several variations in Section
5, some of which might improve the system perfor-
mance on the other three variations of the task.

We look forward to seeing designs of other
workshop participants.
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Abstract

A reverse dictionary takes a descriptive phrase
of a particular concept and returns words with
definitions that align with that phrase. While
many reverse dictionaries cater to languages
such as English and are readily available online
or have been developed by researchers, there is
a notable lack of similar resources for the Ara-
bic language. This paper describes our partici-
pation in the Arabic Reverse Dictionary shared
task. Our proposed method consists of two
main steps: First, we convert word definitions
into multidimensional vectors. Then, we train
these encoded vectors using the SemiDecoder
model for our target task. Our system secured
2nd place based on the Rank metric for both
embeddings (Electra and Sgns).

1 Introduction

A reverse dictionary takes a phrase describing a spe-
cific concept as input and provides words whose
definitions match that entered phrase. In con-
trast, a regular or common (forward) dictionary
function contains word-to-meaning or definition
mappings, which represents a useful solution for
readers when encountering unfamiliar words in a
text. For example, a forward dictionary would
tell the user that ( éJ
Ê« 	á 	�m��' - He felt compassion
for him) means ( éÔgPð éJ
Ê« 	­¢ª�K , ÑkQ�K - have mercy
on him) whereas a reverse dictionary allows the
user to input the phrase ( éÔgPð éJ
Ê« 	­¢ª�K , ÑkQ�K -
have mercy on him) and would likely produce the
word( éJ
Ê« 	á 	�m��' - He felt compassion for him) along
with other words having similar meanings as the
output.

Reverse dictionaries offer significant practical
value; primarily, they are highly effective in re-
solving the tip-of-the-tongue phenomenon which
we encounter every day; people have difficulties

finding the precise word to convey their thoughts,
despite being on their tongue tip. As a result, they
use phrases to explain the word or the concept. This
challenge could stem from memory retrieval issues
or a limited understanding of a particular language.
Such a predicament is widespread, especially when
someone is endeavoring to learn a new language
and has a restricted number of vocabulary words
or people who write frequently and seek a word
that precisely matches their intended thought or
expression.

Regarding natural language processing (NLP),
reverse dictionaries serve various purposes. One
of these is assessing sentence representation qual-
ity. Additionally, they prove advantageous in tasks
related to text-to-entity mapping, such as question
answering and information retrieval. Moreover, Re-
verse dictionaries consider not only the individual
meanings of words but also how those meanings
change when combined. Many words have syn-
onyms, making determining the exact match for a
given definition difficult. For instance, the input
"to come together" could correspond to various op-
tions like "meet," "gather," "assemble," and more.
Consequently, reverse dictionaries offer several po-
tential word options rather than one possible word.

Numerous reverse dictionaries have been avail-
able online or have been created by researchers
catering to different languages like English,
Japanese, Turkish, French, and Persian. However,
a noticeable absence of equivalent resources can
be observed in the Arabic language. This shortage
could stem from the lack of appropriate or substan-
tial datasets containing words and their respective
definitions which entails significant efforts in col-
lecting and structuring language data. This paper,
outlines our contribution to the Arabic Reverse
Dictionary shared task. Our approach involves two
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phases: first, transforming word definitions into
multidimensional vectors, and then training these
vectors with the Simi-Decoder model for the in-
tended task.

2 Related Work

Previously, researchers used a traditional approach
for tackling the reverse dictionary problem, called
semantic analysis using WordNet (Méndez et al.,
2013). To determine how similar two words are,
they made use of semantic similarity measurements.
They used similarity between a word and an in-
put phrase using a distance-based similarity mea-
sure. This measurement was considered necessary
to determine connections between the term and
the input words in the graph (Thorat and Choud-
hari, 2016). Recently, many researchers have been
using embedding techniques in conjunction with
neural networks and Deep learning(DL) to improve
the generation of reverse dictionaries. Pilehvar
(2019) used a combination of Bidirectional Long
Short-Term Memory (BiLSTM) and cascade for-
ward neural network (CFNN) to improve the neural
reverse dictionary (NRD’s) performance; outper-
forming a commercial reverse dictionary system
(OneLook1) in various metrics. To find whether
a proposed neural network framework is univer-
sally effective across all languages, Bendahman
et al. (2022) used sequential models with a variety
of neural networks, such as embedding networks,
denser networks and Long Short-Term Memory
LSTM networks. In (Chen and Zhao, 2022), the
authors present a model that can be seen as a neural
dictionary with two-way indexing and querying,
embedding both words and definitions within a
common semantic space. Their approach involves
separate encoder and decoder networks for words
and definitions. These networks are complemented
by a shared layer that aligns them within the same
representation space. In (Agrawal et al., 2021),
they combine Continuous Bag-of-Words (CBOW)
model and recurrent neural network (RNN) to em-
ploy a reverse dictionary that considers both word
order and context. Another group of researchers
focused on the concept of attention to better un-
derstand the context and meaning of the text. In
(Hedderich et al., 2019), they used attention mech-
anisms to integrate multi-sense embedding using
LSTM and contextual word embedding (Bidirec-
tional Encoder Representations from Transformers

1https://www.onelook.com/thesaurus/

(BERT) to enhance performance in the reverse dic-
tionary task. As for (Malekzadeh et al., 2021), they
utilised different models to simulate the functional-
ity of a reverse dictionary. These included a Bag of
Words (BOW) model, an RNN model with additive
attention, and a BiLSTM model. Each of these
was used to map a descriptive phrase to their cor-
responding words. Others (Qi et al., 2020; Zhang
et al., 2020) used a sentence encoder based on a
BiLSTM with an attention mechanism along with
four characteristic predictors. These predictors as-
sist in identifying the part-of-speech, morphemes,
word category, and other relevant information.

3 Methodology

In this section, we will start describing the dataset
used for our work. Then, we will explain our ap-
proach, divided into two primary steps. The first
is to represent or encode the inputs (the definitions
of the words) as multidimensional vectors. The
second stage is to train the encoded inputs using a
Simi-Decoder model for our downstream task.

3.1 Data Description

The used dataset is created and released by the
shared task’s organizers. They were chosen from
the LMF Contemporary Arabic dictionary 2 and
subsequently revised and refined by our annotation
team. The total entries for all sets are 58,010 (Train:
45200, Dev: 6400 and Test: 6410). The datasets
are in JSON format, comprising multiple exam-
ples. Each example within this dataset has six main
elements. The "id" element indicates a language-
specific unique identifier for a target "word". The
"gloss" element provides a traditional dictionary
definition, which is the source for the RD task.
"enId" links to an identifier in the English dictio-
nary. The remaining elements, namely "sgns" and
"electra", represent different types of embeddings
given as float arrays. Specifically, "sgns" relates to
word2vec’s skip-gram embeddings, while "electra"
is tied to Transformer-based embeddings. Both can
be targets in the RD task.

3.2 Encoder: encoding the input

In the first part of the work, we used the Sentence
Transformer (SBERT) (Reimers and Gurevych,
2019) to represent the input (words’ definitions).
SBERT is a framework designed for generating

2https://lindat.cz/repository/xmlui/handle/11372/LRT-
1944?locale-attribute=en
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Model NO. h1 h2 h3 h4 Activation Output Dropout Epochs

Electra

1 1024*6 1024*6 - - ReLU 256 - 100
2 512*8 512*4 512*2 512 GELU 256 - 300
3 512*8 512*4 512*2 512 GELU 256 - 1000
4 512*8 512*4 512*2 512 GELU 256 - 2000
5 512*8 512*6 512*4 512 GELU 256 0.65 4000
6 512*8 512*4 512*2 512 LeakyReLU 256 - 2000
7 512*8 512*6 512*4 512 GELU 256 0.60 1000

sgns
1 1024*6 1024*6 - - ReLU 300 - 100
2 512*8 512*4 512*2 512 GELU 300 - 1000

Table 1: Arciticture Semi-Decoder MLP

fixed-length embeddings for sentences, optimizing
for semantic similarity and efficiency over tradi-
tional BERT models. It is optimized for processing
multiple sentences simultaneously, ensuring faster
results. Its training structure prioritizes semantic
similarity, meaning similar sentences have close
vector representations. Furthermore, SBERT offers
a range of pre-trained models for different tasks
and languages, including Arabic.

Using SBERT in our task, the size of the encoded
inputs is (d=512) for every definition of the words.
This approach helped to make the training easier
and more efficient by not worrying about the in-
put size. We used The ’distiluse-base-multilingual-
cased’ model, which has proven effective in gener-
ating dependable embeddings across multiple lan-
guages (Reimers and Gurevych, 2020), making it
an ideal choice for our focus on Arabic. The output
of this step is encoded inputs that will be passed to
the next stage, as can be seen in Figure 1.

3.3 Decoder: Semi-Decoder MLP

In the second part of the work, we use many Multi-
Layer Perceptron(MLP) architecture (summarized
in Table 1 as a decoder model to transform the in-
puts with the outputs (which have two dense vector
dimensions for them (Electra = 265 d ) and (sgns =
300 d). Due to the limited time and resources, We
started our experiments with Electra embeddings,
and then we selected the best-performing architec-
ture to employ them with Sgns embeddings. The
semi-decoder is a Deep Neural Network with four
hidden layers where the first hidden layer has 8
times the input, the second has 4 times, the third
has 2 times, and the fourth has the same as the input
that will be projected to the size of the output. The
dropout mentioned rate is between every hidden
layer before the activation.

Figure 1 illustrates the main idea behind our
proposed framework. The process can be explained
mathematically as follows:

F : x(input) → ŷ(output) (1)

where the x(input) ∈ R512 and the ŷ(output) ∈
Ro where o ∈ {256, 300} the dimensions of the
two types of outputs (electra and sgns). F is a
neural network with 4 hidden layers (this is the
defult design while we also trained two networks
with 2 hidden layers). x is the input vectors and ŷ
is the predicted vector (d 256 or 300)

E(t) = x (2)

E is a function representing the encoder model and
t is the tokens, where E will do the following:

1. tokenize the text

2. feed the encoder the tokens IDs

3. output
∑i=n

i (ti) (max polling where n is the
maximum number of tokens and if less it will
be padded

H512×512∗m
i (3)

H is the size of hidden layer.

m ∈ {8, 4, 2, 1} (4)

The xinput is output of a pre-trained encoder model
called "SBERT" as follow:

Then the semi-Decoder:

D(x) = ŷ (5)

D is a function representing the semi-decoder
model

then the loss function L(ŷ, y) which is
MSE(ŷ, y) will update the weights of the network
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Figure 1: An example of a word’s definition as input and a target word as output to show the overview of our
proposed framework.

4 Result

We began our initial experiments with the devel-
opment dataset. Afterward, we selected the most
efficient method to produce predictions for the test
dataset. Our evaluation relied on the official eval-
uation metric supported by the event organizers:
Mean Square Error (MSE), Cosine similarity, and
Rank, which evaluates the model’s ability to order
predictions in relation to actual values. The primary
evaluation metric is Rank. If models yield similar
results based on this metric, the mean squared error
(MSE) is then employed as a secondary measure.
In cases where further differentiation is required,
cosine similarity serves as the tertiary metric.

To clarify, we experimented with seven different
architecture setups to train the model, taking into
account the number of embedding layers and drop-
off. We chose the best model on Electra (Model
NO. 3) to apply them to Sgns, in addition to the
baseline model (Model NO. 1). Table 2 presents the
results on the test dataset. It can be seen that Model
number 3 has the highest performance (Rank =
28.05%) followed by the models 7 and 4. As for
Sgns embeddings, model 2 achieved the best result
with Rank of 30.78%.

The concept behind our approach is modifying
the standard encoder-decoder architecture by trun-
cating its latter section, which we have called the
’semi-decoder’. Due to the extensive scale of our
model, an epoch range of 100-300 was inadequate
for training. When the epochs exceeded 2000, over-
fitting issues emerged with our test data. This ob-
servation led us to conclude that the optimal epoch
range is between 1000 and 2000. Specifically, the
2000-epoch mark resulted in a ’semi-overfitting’ sit-

Model No. MSE COS SIM Rank
Electra

1 18.89% 54.83% 50.00%
2 26.59% 21.91% 50.01%
3 23.56% 51.94% 28.05%
4 17.03% 59.08% 33.31%
5 17.85% 55.57% 48.15%
6 74.20% -7.98% 37.97%
7 32.33% 46.07% 28.92%

Sgns
1 6.59% 21.90% 50.01%
2 6.50% 39.36% 30.78%

Table 2: Performance results for different models on the
test set using three evaluation metrics.

uation that delivered the most promising outcomes.

4.1 Error Analysis
During the training process, a notable range of
effective epochs emerged, spanning from 300 to
2000, wherein discernible patterns were success-
fully learned. Preceding this pivotal interval, the
model’s proficiency in capturing intricate patterns
appeared limited. However, the subsequent epochs
saw an escalated tendency towards overfitting. The
employment of the GELU activation function ex-
hibited superior performance. Conversely, the
ReLU activation function demonstrated commend-
able potential for generalization, specifically in con-
texts characterized by diverse conditions ("sgns").
Nonetheless, for ranking tasks, its efficacy ap-
peared akin to a stochastic outcome. Conversely,
the Leaky ReLU activation function exhibited a
subdued impact, potentially owing to the specificity

470



of the problem domain. Notably, the application of
dropout regularization yielded moderate influence
on the model’s performance. The chosen model
architecture, designed to encapsulate definitions,
demonstrated inherent promise, warranting a finer
calibration to further explore the nuances of the
Arabic language.

5 Conclusion

Our methodology encompasses two fundamental
stages. Initially, we encode the word definitions,
translating them into multidimensional vector rep-
resentations. Subsequently, we subject these en-
coded vectors to training via the Simi-Decoder
model to address our designated task. Our sys-
tem secured a 2nd place based on Rank metric for
both embeddings (Electra and Sgns).

Future work could involve collecting more data
for training or validation, or providing the service
online for public access. Improving our model’s
performance might be achieved by adopting the
BERT or transformer model for training, known
for efficient parallel processing and capturing long-
term dependencies.
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Abstract

This paper presents a novel approach to the
Arabic Reverse Dictionary Shared Task at Ara-
bicNLP 2023 by leveraging the Bidirectional
Encoder Representations from Transformers
(BERT) Multilingual model and introducing
modifications augmentation and using a multi
attention head. The proposed method aims to
enhance the performance of the model in un-
derstanding and generating word embeddings
for Arabic definitions, both in monolingual and
cross-lingual contexts. It achieved good results
compared to benchmark and other models in
the shared task 1 and 2.

1 Introduction

The Arabic Reverse Dictionary Shared Task at Ara-
bicNLP 2023 poses unique challenges in generat-
ing word embeddings from definitions, especially
in a cross-lingual setting. While traditional models
have shown promise, the complexity of the Ara-
bic language and its rich morphological structure
necessitates advanced techniques. This paper intro-
duces a modified BERT Multilingual model, incor-
porating changes augmentation and using a multi
attention head, to address these challenges.

This paper describes the system used for the Ara-
bic Reverse Dictionary Shared task at ArabicNLP
2023. The task was released for the the first based
on the SemEval 2022 Shared Task #1: Comparing
Dictionaries and Word Embeddings (CODWOE)
(Mickus et al., 2022) but for the Arabic language.
Competition results highlight two main trends:

1. Baseline architectures still perform competi-
tively against new participant solutions.

2. The overall scores, especially in the definition
modeling track, are unsatisfactory.

Participants identified challenges such as subpar
data quality, small training corpora, and main-
stream natural language generation (NLG) metrics’

limited relevance. Teams have experimented with
Transformer, Recurrent Neural Networks (RNN),
and Convolutional neural networks (CNN) models
and found success with multi-task training. There’s
no single architecture that stands out as the best,
with some evidence suggesting that Transformers
may not be ideal for this task (Mickus et al., 2022).
For future research, the focus should be on en-
hancing dataset size and quality and re-evaluating
metrics. The competition has spotlighted a vari-
ety of natural language processing (NLP) models
and approaches, underscoring the field’s dynamic
nature.

For the Arabic Reverse Dictionary Shared task at
ArabicNLP 2023, our primary objective was to as-
sess the competitiveness of our current BERT Mul-
tilingual Cased implementation in the context of
comparing dictionaries and embeddings. Addition-
ally, we endeavored to incorporate a data augmen-
tation strategy to enhance our results. Remarkably,
our experiments with data augmentation yielded
significant improvements in the development set
results. The augmentation techniques employed
were relatively basic, involving operations such as
word addition, deletion, and swapping within sen-
tences. Due to the limited size of the available data,
even with augmentation, our training was restricted
to just two epochs. Despite these constraints, our
approach demonstrated competitive outcomes.

2 Literature Review

2.1 BERT:

BERT (Bidirectional Encoder Representations
from Transformers) has revolutionized the field of
natural language processing with its transformer ar-
chitecture and pre-trained embeddings. The BERT
Multilingual model, in particular, is trained on mul-
tiple languages, making it a suitable candidate for
cross-lingual tasks (Devlin et al., 2018).
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2.2 Data Augmentation:

In a detailed survey (Feng et al., 2021) address-
ing data augmentation (DA) in the realm of Natu-
ral Language Processing (NLP), researchers spot-
lighted the increasing significance of DA, espe-
cially with the rise of low-resource domains, new
NLP tasks, and expansive neural networks. Al-
though DA has been pivotal in machine learning
and computer vision, its adoption in NLP remains
tentative due to the challenges arising from the dis-
crete nature of language (Feng et al., 2021). The
paper underscores the necessity of DA in NLP
given the expansion of large pre-trained models
and the proliferation of domains with scarce train-
ing data. The authors categorize DA techniques
into rule-based, example interpolation-based, and
model-based strategies, emphasizing their applica-
tion across various NLP tasks, from bias mitigation
to few-shot learning. They further provide a con-
tinually updated GitHub repository as a resource
for researchers delving into DA in NLP .

2.3 Reverse Dictionary

Reverse dictionaries, also known as retrograde dic-
tionaries, represent a paradigm shift from tradi-
tional dictionary structures, enabling users to locate
words based on anticipated definitions. A signifi-
cant challenge in this domain revolves around gen-
erating definition glosses that align with user expec-
tations. Subsequently, a growing trend in NLP has
centered on the development of dynamic reverse
dictionaries capable of interpreting user-input defi-
nitions and mapping them back to corresponding
words. Pioneering works in this field emphasized
the augmentation of definitions using semantically
linked words, including synonyms, hypernyms, or
hyponyms, a strategy explored across languages
like English, Turkish, and Japanese. Successive
research has integrated comprehensive lexical re-
sources, including WordNet (Fellbaum, 2010) and
the Oxford dictionary, among others, to further re-
fine this approach.

The trajectory of research also unveils a subset
focused on utilizing dictionaries as benchmarks for
compositional semantics, as seen in the works of
(Zanzotto et al., 2010) and (Hill et al., 2016). They
employed neural networks and LSTMs respectively
to leverage dictionaries for training. Modern itera-
tions of reverse dictionaries utilize neural language
models, exemplified by the WantWords system,
which is rooted in a Bidirectional Long Short-Term

Memory (BiLSTM) architecture and embraces aux-
iliary tasks to enhance performance. (Yan et al.,
2020) endeavored to integrate pre-trained models
like BERT for cross-lingual capabilities. The most
recent advancements, such as the Persian reverse
dictionary by (Malekzadeh et al., 2021), maintain
the momentum of NLP innovations in this realm.
This evolution culminates in the CODWOE shared
task’s interest, which emphasizes the reconstruc-
tion of word embeddings from their definitions, a
premise intimately linked to prior works.

3 Methods

This section explains the on Data Augmentation
and Model Architecture part of the paper.

The Data Augmentation section talks about us-
ing this method in NLP to make the model stronger
and more adaptable by exposing it to a wider va-
riety of language. Different text changing tech-
niques like swapping synonyms, adding or remov-
ing words, and switching word order are used to
make the training data more varied, which helps
the model perform better.

The Model subsection explains the design and
training steps, the usage of BERT Multilingual
model, andd highlights key parts like Multihead
Attention, a Linear Layer, and the choice of Loss
Function and Optimizer. This structured approach
reflects a systematic endeavor to enhance model
performance and adaptability in handling text re-
gression tasks across varying linguistic scenarios.

3.1 Data Augmentation
In the realm of natural language processing, data
augmentation is a crucial strategy to enhance the ro-
bustness and generalization capabilities of models.
By introducing variations in the training data, we
can simulate a broader range of linguistic structures
and nuances, thereby preparing the model to handle
diverse real-world scenarios more effectively.

To achieve this, we have incorporated the follow-
ing text augmentation techniques:

• Synonym Replacement: This technique is
designed to introduce variations in word
choice while preserving the overall meaning
of the sentence. It operates by randomly se-
lecting words from a given sentence and sub-
stituting them with their synonyms. These
synonyms are sourced from WordNet, a com-
prehensive lexical database. This was only
used for English Task.
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• Random Insertion: This method involves
adding new words into the sentence at ran-
dom positions. These additional words are
synonyms of existing words in the sentence,
introducing diversity and expanding the vo-
cabulary. This was only used for English Task.

• Random Deletion: By probabilistically re-
moving words from the sentence, this process
mimics natural language noise and encour-
ages the model to be more robust by learning
to handle missing or incomplete input.

• Random Swap: The random word swap tech-
nique shuffles the positions of words within
the sentence. Words are swapped randomly
while ensuring that the sentence’s overall
structure remains intact. This operation en-
courages the model to understand word order
more flexibly.

Through the integration of these augmentation
techniques, we aim to enrich our training data,
thereby enhancing the model’s performance and
adaptability across diverse linguistic scenarios.

3.2 Model

In the context of our text regression task, the ar-
chitecture and training process of the model are
of paramount importance. The BERT Multilin-
gual model serves as the foundation of our ap-
proach. It is pre-trained on 106 languages, includ-
ing Arabic and English, making it a robust choice
for the task at hand. The input or the model is
256 for skip-gram with negative-sampling (SGNS)
embeddings which is based on word2vec models
(Mikolov et al., 2013) trained with gensim (Řehřek
and Sojka, 2010). The input or the model is 300
for Electra embeddings (Clark et al., 2020). The
following steps elucidate the core components of
our approach:

1. Multihead Attention Head: Our model in-
corporates a Multihead Attention. This com-
ponent is pivotal for text regression tasks, and
a cornerstone of the Transformer architecture.
It empowers the model to concentrate on vari-
ous segments of the input sequence, capturing
intricate patterns and relationships. The out-
put is 256 for SGNS, and 300 for Electra.

2. Linear Layer: fully connected layer that
transforms the attention mechanism’s output

to the desired dimension. It is seamlessly in-
tegrated into the model, enabling it to predict
continuous values of embeddings from the in-
put text.

3. Loss Function and Optimizer:

• Loss Function Selection: The mean
squared error (MSE) loss function is
employed. This function is a standard
choice for regression tasks, quantifying
the squared discrepancies between the
model’s predictions and the actual val-
ues.

• Optimizer Initialization: The AdamW
optimizer is utilized for optimizing the
model’s parameters. This optimizer is a
variant of the conventional Adam opti-
mizer tailored for deep learning models.

• Learning Rate (lr): The learning rate,
a pivotal hyperparameter, is set to 2e-
5. It dictates the optimization step size
and plays a crucial role in model conver-
gence.

4. Epochs: The training encompasses multiple
iterations, referred to as epochs, over the en-
tire dataset. For this model, only two epochs
are executed. Limiting the training to two
epochs was done because the validation loss
began to increase afterward, which is likely
due to the small size of the dataset.

4 Results

To validate the effectiveness of our proposed mod-
ifications, we conducted experiments on the pro-
vided dataset for the shared task.

4.1 Dataset

The dataset comprises Arabic word definitions and
their corresponding word embeddings. It also in-
cludes English definitions for the cross-lingual task.
The data augmentation for the Arabic => Arabic
only used deletion and swapping methods from
data augmentation. We generated five different
variations of each sentences that was longer than
two words. The punctuation was removed. For En-
glish => Arabic we used Natural Language Toolkit
(NLTK) (Bird et al., 2009) word synonyms to re-
place words randomly.
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4.2 Experimental Setup

We fine-tuned the modified BERT Multilingual
model on the training dataset and evaluated its per-
formance on the test set. The evaluation dataset
was only used for inference.

4.3 Results

Table 1: Reverse Dictionary Track (RD)

Dataset Metric SGNS Electra
Benchmark Cosine 35.61% 48.85%
Benchmark MSE 35.61% 24.94%
Benchmark Ranking 38.52% 31.28%

Dev Cosine 49.45% 61.69%
Dev MSE 3.48% 16.75%
Dev Ranking 31.45% 24.97%
Test Cosine 53.8% 62.5%
Test MSE 3.1% 15.7%
Test Ranking 29.1% 28.5%

Table 2: Cross-lingual Reverse Dictionary Track
(CLRD)

Dataset Metric SGNS Electra
Benchmark Cosine 26.23% 54.09%
Benchmark MSE 4.92% 22.11%
Benchmark Ranking 50.17% 36.22%

Dev Cosine 27.72% 58.06%
Dev MSE 5.07% 19.55%
Dev Ranking 45.77% 25.88%
Test Cosine 27.0% 56.5%
Test MSE 5.0% 20.6%
Test Ranking 45.2% 28.1%

The tables illustrate the model’s performance
on Reverse Dictionary (RD) and Cross-lingual Re-
verse Dictionary (CLRD) tasks, comparing the
Benchmark results with the Development (Dev)
results generated by the Multilingual BERT with
data augmentation.

In the RD track, the development and test
datasets show a notable improvement in Cosine
Similarity compared to the Benchmark dataset, in-
dicating better vector space alignment. The MSE
metric in the Dev dataset is significantly lower, sug-
gesting a reduction in error rates. The Ranking
metric also shows a decrease, which might indi-
cate an improved model performance in ranking
the dictionary entries correctly. The main differ-
ence between dev and test datasets for RD is that

the Electra ranking was worse in test compared to
dev unlike SGNS.

Similarly, in the CLRD track, the development
and test datasets show an improvement in Cosine
Similarity, indicative of better alignment in the vec-
tor space. The MSE is slightly higher in the Dev
dataset, suggesting a slight increase in the error rate.
The Ranking metric shows a decrease in implies a
better performance in ranking tasks. Similar to the
previous task the ranking was worse in Electra test
unlike SGNS.

The variations in performance metrics between
the Benchmark and Dev datasets could be at-
tributed to the utilization of a Multilingual BERT
model coupled with data augmentation techniques,
which might have contributed to enhancing the
model’s generalization capabilities and perfor-
mance in both RD and CLRD tasks.

5 Future research:

1. Augmenting our training dataset by introduc-
ing nuanced variations to the glosses, poten-
tially employing paraphrasing techniques or
deliberately infusing noise such as typos and
word order alterations.

2. Adapting of multi-task learning; alongside our
primary regression task, training the model
to concurrently predict attributes like part of
speech (POS) might bolster its gloss represen-
tation capabilities.

3. Integrating additional features, such as the
gloss length or its associated POS.

6 Discussion and Conclusion

This paper presented a novel approach to the Ara-
bic Reverse Dictionary Shared Task using a mod-
ified BERT Multilingual model. The introduced
modifications augmentation and using a multi at-
tention head, have shown promise in enhancing
the model’s performance, paving the way for fu-
ture research in this domain. Our experiments
demonstrate the potential of the BERT Multilingual
model, even simple modifications such as data aug-
mentation and using a multi attention head still pro-
vides good results but the improvements in SGNS
embeddings is less impressive.

Limitations

While our proposed model demonstrates promise
in the Arabic Reverse Dictionary task, there is still
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room for major improvements mentioned in the
discussion. The major limitation was the limited
amount of training data.

Ethics Statement

We have ensured that our research adheres to the
highest ethical standards. Our methodologies and
data handling processes will be released as we are
committed to transparency, fairness, and the re-
sponsible application of our findings in real-world
scenarios.
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Abstract

A Reverse Dictionary is a tool enabling users
to discover a word based on its provided defini-
tion, meaning, or description. Such a technique
proves valuable in various scenarios, aiding lan-
guage learners who possess a description of a
word without its identity, and benefiting writ-
ers seeking precise terminology. These scenar-
ios often encapsulate what is referred to as the
"Tip-of-the-Tongue" (TOT) phenomena. In this
work, we present our winning solution for the
Arabic Reverse Dictionary shared task. This
task focuses on deriving a vector representation
of an Arabic word from its accompanying de-
scription. The shared task encompasses two dis-
tinct subtasks: the first involves an Arabic def-
inition as input, while the second employs an
English definition. For the first subtask, our ap-
proach relies on an ensemble of finetuned Ara-
bic BERT-based models, predicting the word
embedding for a given definition. The final rep-
resentation is obtained through averaging the
output embeddings from each model within the
ensemble. In contrast, the most effective solu-
tion for the second subtask involves translating
the English test definitions into Arabic and ap-
plying them to the finetuned models originally
trained for the first subtask. This straightfor-
ward method achieves the highest score across
both subtasks.1

1 Introduction

The Tip-of-the-Tongue phenomena, as explained
by the authors of Brown and McNeill (1966), is
“a state in which one cannot quite recall a familiar
word but can recall words of similar form and mean-
ing”. A straightforward way to solve this problem,
is to have a reverse dictionary; a system that takes
a description provided by the user as an input, and
outputs the word (Bilac et al., 2004).

The initial solutions were heuristic-based. In
their work, Shaw et al. (2013) suggested a method
∗ Equal Contribution
1 https://github.com/bkhmsi/RashidRevDict

where the tokens in the user-provided description
are compared to all dictionary definitions. The sys-
tem then returns the word with the highest token
match. Their method implements different retrieval
efficiency tweaks to overcome the issue of exces-
sive time complexity resulting from the comparison
operation.

Recent approaches employ neural-based models,
since that are capable of better capturing the seman-
tics of an input description, in contrast to the earlier
solutions mentioned, which relied on word overlap.
In their work, Hill et al. (2015) suggest utilizing a
recurrent-neural-network (RNN) to generate a vec-
tor representation based on the provided definition.
This representation is then compared against a set
of word embeddings to select the closest word to
return to the user.

The issue of low-frequency words is one of the
main challenges of building a reverse dictionary,
since these words are the ones that are the less
trained and thus have a worse representation com-
pared to more frequent words. Zhang et al. (2019)
tackle this problem by handcrafting predictors that
extract features inspired by the thought process
undergone by humans to get a word given its de-
scription.

Polysemy, which is the coexistence of many pos-
sible meanings for a word, is another obstacle when
building reverse dictionaries. Most of the previ-
ously mentioned solutions rely on a a set of static
word representation builders such as Word2Vec,
which hinders the accuracy of such models. This
motivates the use of pretrained language models
to produce embeddings that vary based on context.
The authors of Yan et al. (2020) probed BERT (De-
vlin et al., 2019) to predict the word representation,
alleviating the issue of polysemy.

Reverse dictionaries can also be cross-lingual;
where one aims to retrieve a word in language X
based on a description provided in language Y. Em-
ploying any of the previously mentioned solutions
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Example Word Example Definition

Task 1 éJ
Ê«
�	á��	�m��' é�Ôg �P ð éJ
Ê« 	­ �¢ª��K , Ñ �kQ��K

Task 2 �ÐC
� �
¾Ë@ P ��ð 	P To knowingly and willfully make a false statement of witness while in court

Table 1: Word-Definition Pairs Illustrating Subtasks 1 and 2.

for a multilingual context necessitates the align-
ment of word vectors across different languages, a
challenging task even for two languages, not to
mention when dealing with multiple languages.
The authors of Chen et al. (2018) built a collection
of bilingual reverse dictionaries using Wiktionary.
Other solutions used existing multilingual models,
such as mBERT, to reduce the issue of cross-lingual
alignment Yan et al. (2020).

The shared task of the Arabic Reverse Dictionary
provides a set of words, along with their SGNS
(Mikolov et al., 2013) and ELECTRA Clark et al.
(2020) vector representations, and their correspond-
ing definition, in both Arabic and English. A set
of Arabic-English word mappings is also supplied
to help in building an alignment scheme. The goal
of subtask 1 is to predict the SGNS and ELECTRA
embeddings of the set of Arabic words, given the
input Arabic definition. Subtask 2 has the same
goal except that an English definition is provided
instead of Arabic.

The shared task setup poses multiple obstacles
that our solutions attempt to overcome: (1) the
small size of the set of aligned words, (2) the black-
box nature of the SGNS and ELECTRA word em-
bedding generation pipeline.

Our solution simply finetunes multiple Arabic
BERT-based pretrained models to predict an em-
bedding for each word.

2 Datasets

The provided data can be categorised into three
distinct datasets.

1. The Arabic Language Dictionary is a dataset
with 58, 010 entries, where each of datapoint
contains a word, an ELECTRA embedding,
an SGNS embedding, a gloss (definition
of the word), a POS tag, an ID and an
English ID where applicable to link with

the alignment data.

2. The English Language Dictionary dataset has
63, 596 datapoints, with the same columns as

the Arabic Dictionary except that the embed-
dings are obtained from English words and
not Arabic.

3. The English Arabic Mapped Dictionary has
4, 355 datapoints in total. Each point has the
Arabic and English glosses, Arabic and En-
glish IDs, Arabic and English words, and the
Arabic embeddings.

The first and third datasets are split into train ,
dev and test sets by the organizers. The En-

glish language dictionary however, isn’t provided
with such divisions. Therefore, we manually split
the English dictionary ourselves. Table 2 shows the
split sizes of each dataset. The English dictionary
was divided into two sets only, train and dev ,
since there was no need for a test set in our case,
and no submission to be made with this dictionary.

Train Dev Test

Ar Dict 45,200 6,400 6,410
Ar-En Map 2,843 299 1,213
Ar Dict 50,877 12,719 N/A

Table 2: Statistics about Data Sizes

3 System

3.1 Subtask 1: Arabic Definitions to Arabic
Embeddings

In this subtask, we finetune four Arabic BERT-
based pretrained models. Namely: (1) MARBERTv2
(Abdul-Mageed et al., 2021), (2) AraBERTv2 (An-
toun et al., 2020), (3) CamelBERT-MSA and (4)
CamelBERT-Mix (Inoue et al., 2021). Each model
is finetuned twice for this subtask, once for predict-
ing the corresponding SGNS embedding for each
input definition, and the other time for predicting
the corresponding ELECTRA embedding. The final
representation is computed by taking the embed-
ding of the CLS and passing it through a two-layer
dense network with a Tanh activation function in
between. The model is trained by optimizing the
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Mean Squared Error (MSE) between the ground-
truth representation and the predicted one. For the
learning rate scheduling policy, we used OneCy-
cleLR (Smith and Topin, 2017). Throughout the
finetuning process, we evaluate on the devset af-
ter every epoch, and take the checkpoint with the
highest cosine similarity score. Table 3 shows the
values of the hyperparameters used during finetun-
ing.

To identify the optimal ensemble of our fine-
tuned models, we select the model combination
that exhibited the highest performance on the de-
vset, determined by the cosine similarity metric, as
our final solution. Tables 5 and 6 in the Appendix
shows the performance of all model combinations
on the devset. The final representation of each
ensemble is taken by averaging the predicted em-
bedding of each for a given input definition.

Hyperparameter Value

Batch Size 100
lr 1.0e-4

Learning Rate Sched. OneCycleLR
pct 0.2

finitial 25
ffinal 100

Weight Decay 1.0e-4
Epochs 20

Optimizer AdamW

Table 3: Hyperparameters Used

3.2 Subtask 2: English Definitions to Arabic
Embeddings

Subtask 2 differs from subtask 1 by utilizing an
English definition as input instead of Arabic, with
the objective of generating the embedding repre-
sentation of the Arabic word as output. Several
approaches were explored in pursuit of optimizing
the system for superior output embedding quality.

Cross-Lingual Alignment This method involves
a two-step learning process. First, we leverage the
English Language Dictionary to learn to generate
the English embeddings from their corresponding
English definition. Then the second stage utilize
the English Arabic Mapped Dictionary to learn an
alignment function between both language repre-
sentations. Figure 1 shows an illustration of this
model. The motivation behind this is that the En-
glish pretrained models often yield superior repre-

sentations compared to their Arabic counterparts
due to their training on larger corpora. Here, we
used RoBERTa (Liu et al., 2019) to obtain English
embeddings, following the same procedure as in
subtask 1, and then utilizing an autoencoder model
to transform these embeddings into their Arabic
representations. Both the encoder and the decoder
of the Autoencoder consist of two linear layers with
ReLU in between. The input and output dim is 256
and the hidden dim is 32. However, the efficacy of
converting an English representation into an Arabic
one is contingent upon the quantity of aligned data
points available in the provided resources.

Translate-Test Our solution for subtask 2 that
yielded the best results was inspired from (Artetxe
et al., 2023). In their work, they show that machine
translating a non-English test sets into English and
then running inference on a monolingual English
model can exhibit superior performance compared
to using a multilingual model, such as XLM-R (Con-
neau et al., 2020), on the original data zeroshot.
Similarly, we use the Arabic translation of the En-
glish definitions as input to our finetuned Arabic
models. This approach enables the reuse of mod-
els and solutions that were initially developed for
subtask 1 .

4 Results

Table 4 displays the results obtained on the test set
across all metrics reported in the shared task. Inter-
estingly, the best ensemble on both subtasks was
done by taking the average of the CamelBERT-MSA
and MARBERTv2 output embeddings.

4.1 Subtask 1
Table 5 shows the results on the devset that we can
use for further analysis. It clearly illustrates that
ensembles, regardless of the combination, enhance
the scores in comparison to using individual mod-
els. Furthermore, it is evident that results involv-
ing CamelBERT-Mix tend to be less favorable than
those involving CamelBERT-MSA. This observation
aligns with the dataset’s nature, which predomi-
nantly features MSA definitions, thus minimizing
dialectal content.

Through examining the scores of ensembles
and systems incorporating MARBERTv2 compared to
those that do not, we can conclude that MARBERTv2
stands out as the most effective model to employ or
include in an ensemble among all the tested Arabic
pretrained transformers.
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Subtask Embedding MSE Cosine Rank P@1 P@10

Subtask 1
Electra 0.152 / 0.161 0.645 / 0.637 0.242 / 0.214 0.031 / 0.034 0.099 / 0.114
SGNS 0.030 / 0.035 0.605 / 0.552 0.254 / 0.281 0.445 / 0.414 0.597 / 0.540

Subtask 2
Electra 0.170 / 0.180 0.659 / 0.624 0.127 / 0.204 0.185 / 0.120 0.407 / 0.355
SGNS 0.053 / 0.048 0.400 / 0.387 0.320 / 0.372 0.312 / 0.316 0.375 / 0.389

Table 4: Results on TestSet / DevSet for Both Subtasks. MSE is Mean-Squared-Error. P is Precision.

4.2 Subtask 2

The findings from Subtask 1 are applicable to Sub-
task 2, and this consistency can be attributed to the
reuse of models initially developed in Subtask 1 for
Subtask 2.

5 Discussion

Exploring Cross-Lingual Alignment Further
In the pursuit of optimizing our approach for the
Arabic Reverse Dictionary shared task, we imple-
mented a cross-lingual alignment method, as de-
tailed in section 3.2. This method allowed us to
bridge the gap between English and Arabic defini-
tions, by leveraging the aligned dictionary provided
as part of the shared task. Further exploration and
refinement could yield promising results in that
direction.

Augmenting Training Data Through Self-
Synthesis In another set of experiments, we ex-
plored a very different approach that requires fur-
ther investigation in future work. The idea is to
finetune of an encoder-decoder model, such as
AraT5 (Nagoudi et al., 2022), jointly on two inter-
connected tasks. The first task involves predicting
the word embeddings from the encoder side, while
the second task entails predicting the corresponding
definition on the decoder side based on an the input
word. This approach presents an intriguing opportu-
nity to generate diverse definition-embedding pairs
using a single model, which could subsequently
be harnessed for more robust finetuning. This self-
synthesis approach could potentially lead to better
system performance by expanding the training set.

6 Conclusion

In this paper, we present our winning solution to
the Arabic Reverse Dictionary shared task. The
objective is to derive an Arabic word representation
based on a provided definition, which can be in
either Arabic or English.

Our approach simply leverages several language
models pretrained on Arabic datasets. Through
finetuning and ensembling the trained models, our
method is capable of capturing the underlying se-
mantics of the input definitions as well as correct-
ing small errors done by single models.

For the first subtask, we achieve the best results
by fine-tuning four Arabic pretrained language
models twice, one for predicting the Electra em-
bedding and once for the SGNS one. This involves
minimizing the discrepancy between the predicted
embedding and the model’s final representation
using an MSE loss function.

In the second subtask, our most effective solution
is to repurpose the models initially developed for
the first subtask by translating the English test set
definitions into Arabic.

Limitations

One notable limitation is related to the second sub-
task, where our approach involves translating En-
glish definitions to Arabic. The results of this paper
used the existing Arabic translations that comes En-
glish test set. Therefore, we have not investigated
the quality of machine translation models, which
can significantly influence the system’s effective-
ness, as inaccuracies or nuances lost in translation
may affect results. Moreover, the generalization of
our models to broader or different distributions may
be constrained, as they are optimized on specific
datasets. To achieve wider applicability, we might
necessitate further finetuning on more diverse data
sources. Furthermore, our choice of evaluation
metrics can influence the perceived performance of
the system, and different metrics may reveal vary-
ing aspects of its utility in practical applications.
It is essential to consider these limitations when
assessing the robustness and adaptability of our
approach.
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Models Electra SGNS
MSE Cosine Rank MSE Cosine Rank

arabert 0.1695 0.6124 0.2491 0.0368 0.4853 0.3321
camelbert-mix 0.1689 0.6134 0.2667 0.0389 0.4911 0.3221
camelbert-msa 0.1681 0.6166 0.2421 0.0379 0.4947 0.3213
marbert 0.1661 0.6265 0.2108 0.0370 0.5485 0.2782
arabert,camelbert-mix 0.1656 0.6228 0.2525 0.0360 0.5045 0.3237
arabert,camelbert-msa 0.1650 0.6247 0.2400 0.0358 0.5052 0.3235
arabert,marbert 0.1618 0.6355 0.2175 0.0337 0.5511 0.2836
camelbert-mix,camelbert-msa 0.1653 0.6239 0.2496 0.0370 0.5036 0.3208
camelbert-mix,marbert 0.1622 0.6341 0.2267 0.0348 0.5502 0.2817
camelbert-msa,marbert 0.1614 0.6365 0.2144 0.0345 0.5519 0.2812
arabert,camelbert-mix,camelbert-msa 0.1642 0.6272 0.2455 0.0357 0.5095 0.3221
arabert,camelbert-mix,marbert 0.1616 0.6356 0.2286 0.0339 0.5466 0.2862
arabert,camelbert-msa,marbert 0.1610 0.6371 0.2204 0.0338 0.5472 0.2860
camelbert-mix,camelbert-msa,marbert 0.1614 0.6361 0.2268 0.0346 0.5452 0.2849
arabert,camelbert-mix,camelbert-msa,marbert 0.1613 0.6363 0.2287 0.0341 0.5421 0.2895

Table 5: Performance Analysis on the Devset of Subtask-1 Using Various Model Ensembles.

Models Electra SGNS
MSE Cosine Rank MSE Cosine Rank

arabert 0.1879 0.6014 0.2369 0.0491 0.3500 0.3925
camelbert-mix 0.1894 0.5974 0.2482 0.0520 0.3504 0.3956
camelbert-msa 0.1860 0.6066 0.2167 0.0498 0.3580 0.3845
marbert 0.1858 0.6108 0.2115 0.0530 0.3818 0.3739
arabert,camelbert-mix 0.1848 0.6104 0.2354 0.0486 0.3619 0.3920
arabert,camelbert-msa 0.1829 0.6149 0.2218 0.0479 0.3640 0.3855
arabert,marbert 0.1806 0.6226 0.2106 0.0478 0.3867 0.3752
camelbert-mix,camelbert-msa 0.1842 0.6117 0.2245 0.0494 0.3619 0.3894
camelbert-mix,marbert 0.1821 0.6186 0.2175 0.0493 0.3838 0.3776
camelbert-msa,marbert 0.1800 0.6238 0.2038 0.0484 0.3874 0.3715
arabert,camelbert-mix,camelbert-msa 0.1827 0.6160 0.2248 0.0481 0.3662 0.3890
arabert,camelbert-mix,marbert 0.1808 0.6222 0.2162 0.0476 0.3841 0.3778
arabert,camelbert-msa,marbert 0.1794 0.6255 0.2075 0.0472 0.3860 0.3736
camelbert-mix,camelbert-msa,marbert 0.1805 0.6228 0.2135 0.0482 0.3836 0.3761
arabert,camelbert-mix,camelbert-msa,marbert 0.1800 0.6240 0.2125 0.0474 0.3830 0.3782

Table 6: Performance Analysis on the Devset of Subtask-2 Using Various Model Ensembles.
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Abstract

We present an overview of the ArAIEval shared
task, organized as part of the first ArabicNLP
2023 conference co-located with EMNLP 2023.
ArAIEval offers two tasks over Arabic text:
(i) persuasion technique detection, focusing on
identifying persuasion techniques in tweets and
news articles, and (ii) disinformation detection
in binary and multiclass setups over tweets. A
total of 20 teams participated in the final evalu-
ation phase, with 14 and 16 teams participating
in Tasks 1 and 2, respectively. Across both
tasks, we observed that fine-tuning transformer
models such as AraBERT was at the core of
the majority of the participating systems. We
provide a description of the task setup, includ-
ing a description of the dataset construction
and the evaluation setup. We further give a
brief overview of the participating systems. All
datasets and evaluation scripts from the shared
task are released to the research community.1

We hope this will enable further research on
these important tasks in Arabic.

1 Introduction

Social media has become one of the predomi-
nant communication channels for freely sharing
content online. With this freedom, misuse has
emerged, turning social media platforms into po-
tential grounds for sharing inappropriate posts, mis-
information, and disinformation (Zhou et al., 2016;
Alam et al., 2022a; Sharma et al., 2022). Mali-
cious users can disseminate disinformative content,
such as hate-speech, rumors, and spam, to gain
social and political agendas or to harm individu-
als, entities and organizations. Such content can
inflame tension between different groups and ig-
nite violence among their members, making early
detection and prevention essential.

1https://araieval.gitlab.io/

Previous successful attempts to address such
kinds of problems at a large scale over Arabic con-
tent include offensive and hate speech detection
shared tasks (Zampieri et al., 2020; Mubarak et al.,
2020b).

Social media content designed to promote hid-
den agendas is not limited to disinformation. In
the past years, propaganda has been widely used
as well, to influence and/or mislead the audience,
which became a major concern for different stake-
holders, social media platforms and government
agencies. News reporting in the mainstream media
also exhibits a similar phenomenon, where a variety
of persuasion techniques (Miller, 1939) are used to
promote a particular editorial agenda. To address
this problem, the research area of “computational
propaganda” has emerged aimed at automatically
identify such techniques in textual, visual and mul-
timodal (e.g., memes) content. Da San Martino
et al. (2019) curated a set of persuasion techniques,
such as Loaded Language, Appeal to Fear, Straw
Man and Red Herring. The focus of the work was
mainly on textual content (i.e., newspaper articles).
Following this prior work, in 2021, Dimitrov et al.
(2021) organized a shared task on propaganda tech-
niques in memes. These efforts mainly focused on
English. To enrich the Arabic AI research, we have
organized a shared task on detection of fine-grained
propaganda techniques for Arabic, which attracted
many participants (Alam et al., 2022b).

Following the success of our previous shared
tasks (Alam et al., 2022b; Zampieri et al., 2020;
Mubarak et al., 2020b), and given the great interest
from the community in further pushing research
in this domain, this year we organize the Arabic
AI Evaluation (ArAIEval) shared task covering
the following two tasks: (i) persuasion technique
detection over tweets and news articles, and (ii)
disinformation detection over tweets.
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This edition of the shared task has attracted wide
participation. The task was run in two phases: (i)
the development phase with 38 registrations, and
14 teams submitting their systems; and (ii) the eval-
uation phase with 25 registrations, and 20 teams
submitting their systems. In the remainder of this
paper, we define each of the two tasks, describe
the Arabic evaluation datasets that were manually
constructed, and provide overview of participating
systems and their official scores.

2 Related Work

2.1 Persuasion Techniques Detection

The history of studying propaganda can be traced
back to the 17th century, where the focus was to
understand whether manipulation techniques were
used during public events at theaters, festivals, and
games (Margolin, 1979; Casey, 1994). Since then,
the study of propaganda has spanned across various
disciplines including history, journalism, political
science, sociology, and psychology (Jowett and
O’donnell, 2018). Different disciplines explored
propaganda for varied purposes; for instance, in
political science, it is studied to analyze the ideolo-
gies of practitioners and to understand the impact
of information dissemination on public opinion.

Over the last few decades, the current informa-
tion ecosystem has undergone significant changes
due to the emergence of social media platforms,
which have become breeding grounds for the cre-
ation and dissemination of misinformation and pro-
paganda. Consequently, there has been research
aimed at understanding and automatically detecting
such content by defining the rhetorical and psycho-
logical techniques employed on online platforms.

Most computational approaches for automatic
detection involve identifying whether textual
content contains propaganda (Barrón-Cedeno
et al., 2019), identifying propagandistic tech-
niques (Habernal et al., 2017, 2018), and de-
tecting propagandistic text spans in news arti-
cles (Da San Martino et al., 2019, 2020). The ma-
jority of these studies have primarily focused on En-
glish. To address this issue in multilingual settings,
a shared task was recently organized, focusing on
nine languages (Piskorski et al., 2023). The out-
comes of such initiatives highlight the importance
of multilingual models. For instance, Hasanain
et al. (2023) show that multilingual models signif-
icantly outperform monolingual models, even for
languages unseen during training.

Other relevant shared tasks include those focus-
ing on multimodality. Dimitrov et al. (2021) or-
ganized SemEval-2021 Task 6 on the propaganda
detection in memes, which comprises a multimodal
setup involving both text and images.

Along such initiatives, we have primarily fo-
cused on Arabic content. The propaganda shared
task, co-located with WANLP 2022, was mainly
focused on tweets in both binary and multilabel
settings (Alam et al., 2022b). This year, we have
expanded it on a larger scale with a larger dataset,
focusing on news articles and tweets.

2.2 Disinformation Detection

Disinformation is relatively a new term and it is
defined as “fabricated or deliberately manipulated
text/speech/visual context, and also intentionally
created conspiracy theories or rumors” (Ireton and
Posetti, 2018). There have been several studies on
the automatic detection of bad content on social
media, including hate speech (Fortuna and Nunes,
2018), harmful content (Alam et al., 2021, 2022a),
rumors (Meel and Vishwakarma, 2020), and offen-
sive language (Husain and Uzuner, 2021).

In the context of Arabic social media, numerous
researchers have employed different approaches to
disinformation detection. For instance, Boulouard
et al. (2022) investigated disinformation detection,
particularly hate-speech and offensive content de-
tection, on Arabic social media.

For this shared task on disinformation detection,
our work is inspired by Mubarak et al. (2023),
which primarily focused on detecting disinforma-
tive tweets that are most likely to be deleted.

3 Task 1: Propaganda Detection

The goal of this task is to identify the persuasion
techniques present in a piece of text. It targets
multi-genre content, including tweets and para-
graphs from news articles, as persuasion techniques
are commonly used within these domains. The task
is organized into two subtasks.

3.1 Subtasks

Subtask 1A: Given a text snippet, identify
whether it contains content with any persuasion
technique. This is a binary classification task.

Subtask 1B: Given a text snippet, identify the
propaganda techniques used in it. This is a multil-
abel classification task.
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Train Dev Test
true 1918 (79%) 202 (78%) 331 (66%)
false 509 (21%) 57 (22%) 172 (34%)
Total 2427 259 503

Table 1: Distribution of Subtask 1A dataset. In paren-
theses, we show the percentage of a label in a split.

3.2 Dataset
To construct the annotated dataset for this task, we
collected different datasets consisting of tweets and
news articles, as discussed below.
Tweets: We start from the same tweets dataset
collected from Twitter accounts of Arabic news
sources, as described in the previous edition of the
shared task (Alam et al., 2022b). We randomly
sampled a subset of 156 tweets for annotation to
construct the testing subset of this task. The num-
ber of tweets selected for annotation was decided
based on time and cost required for annotation.
News paragraphs: We select news articles from
an existing dataset, AraFacts (Ali et al., 2021), that
contains claims verified by Arabic fact-checking
websites, and each claim is associated with web
pages propagating or negating the claim. We keep
the pages that are from news domains in the set
(e.g., www.alquds.co.uk). We automatically parsed
these news articles and split them into paragraphs
based on blank lines.

Data annotation: For both tweets and para-
graphs, we follow the same annotation process
to identify the persuasion techniques in a snip-
pet. The process includes two phases: (i) three
annotators independently annotated the same text
snippet, through an annotation interface designed
for the task, and (ii) two consolidators reviewed
the annotations and produced the gold annotations.
Annotators were recruited and trained for the task
in-house. We annotate text by a set of 23 persua-
sion techniques that is adopted from existing re-
search (Piskorski et al., 2023). We should note
here that multiple techniques can be found in the
same text snippet. For Subtask 1A (binary classi-
fication), the labels were generated by assigning a
positive label (true) to every text snippet that had
at least one persuasion technique, and a negative
label was given otherwise. Below we give an exam-
ple subset of the persuasion techniques, and briefly
summarize them:

1. Loaded language: using specific emotionally-
loaded words or phrases (positive or negative) to

Persuasion Technique Train
(2427)

Dev
(259)

Test
(503)

Loaded Language 1574 176 253
Name Calling or Labelling 692 77 133
Questioning the Reputation 383 43 89
Exaggeration or Minimisation 292 33 40
Obfuscation, Intentional
Vagueness, Confusion

240 28 25

Casting Doubt 143 16 21
Causal Oversimplification 128 15 12
Appeal to Fear, Prejudice 108 12 15
Slogans 70 8 25
Flag Waving 63 7 25
Appeal to Hypocrisy 56 7 17
Appeal to Values 37 4 29
Appeal to Authority 48 5 14
False Dilemma or No Choice 32 3 6
Consequential Oversimplification 33 3 3
Conversation Killer 28 3 7
Repetition 25 3 6
Guilt by Association 13 1 1
Appeal to Time 10 2 2
Whataboutism 9 1 2
Red Herring 8 1 3
Strawman 6 1 2
Appeal to Popularity 2 1 1
No Technique 509 57 172
Total 4509 507 903

Table 2: Distribution of the techniques for the Subtask
1B dataset: sorted by total frequency over all splits. In
parentheses, we show the total number of documents in
a split.

convince the audience that an argument is valid.
2. Appeal to Fear, Prejudice: building support or

rejection for an idea by instilling fear or repul-
sion towards it, or to an alternative idea.

3. Strawman: giving the impression that an argu-
ment is being refuted, whereas the real subject
of the argument was not addressed or refuted,
but instead was replaced with a different one.

Data splits: The full set of annotated paragraphs
is divided into three subsets: train, development,
and test, using a stratified splitting approach to en-
sure that the distribution of persuasion techniques
is consistent across the splits. For the tweets set,
we split the full annotated tweet set from the pre-
vious edition of the lab (Alam et al., 2022b) into
train and development subsets, while the test set is
annotated for this shared task. Finally, we construct
the multi-genre subsets for the task by merging the
sets of paragraphs and tweets.

Statistics: In Tables 1 and 2 we show the distri-
bution of labels across splits for Task 1.
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HTE (Khaldi and Bouklouha, 2023) 1 5 ✓ ✓ ✓

KnowTellConvince (Veeramani et al., 2023) 2 ✓ ✓ ✓ ✓

rematchka (Abdel-Salam, 2023) 3 2 ✓ ✓ ✓

UL & UM6P (Lamsiyah et al., 2023) 4 1 ✓ ✓ ✓

Itri Amigos (Ahmed et al., 2023) 5 4 ✓

Raphael (Utsav et al., 2023) 6 6 ✓ ✓ ✓

Frank (Azizov, 2023) 7 ✓ ✓ ✓ ✓

Mavericks (Mangalvedhekar et al., 2023) 8 ✓ ✓ ✓ ✓

Nexus (Xiao and Alam, 2023) 9 ✓ ✓ ✓

AAST-NLP (ElSayed et al., 2023) 11 3 ✓ ✓ ✓ ✓ ✓

ReDASPersuasion (Qachfar and Verma, 2023) 13 7 ✓ ✓

Legend (Ojo et al., 2023) 14 ✓

Table 3: Overview of the systems for Task 1. Numbers under the subtask code indicate the position of the team in
the official ranking. Data augm.: Data augmentation. Loss Funct.: Experiments with a variety of loss functions.

Team Micro F1 Macro F1 Team Micro F1 Macro F1
Subtask 1A Subtask 1B

1 HTE 0.7634 0.7321 1 UL & UM6P 0.5666 0.2156
2 KnowTellConvince 0.7575 0.7282 2 rematchka 0.5658 0.2497
3 rematchka 0.7555 0.7309 3 AAST-NLP 0.5522 0.1425
4 UL & UM6P 0.7515 0.7186 4 Itri Amigos 0.5506 0.1839
5 Itri Amigos 0.7495 0.7225 5 HTE 0.5412 0.0979
6 Raphael 0.7475 0.7221 6 Raphael 0.5347 0.1772
7 Frank 0.7455 0.7173 7 ReDASPersuasion 0.4523 0.0568
8 Mavericks 0.7416 0.7031 8 Baseline (Majority) 0.3599 0.0279
9 Nexus 0.7396 0.6929 9 Baseline (Random) 0.0868 0.0584

10 superMario 0.7316 0.7098 10 pakapro 0.0854 0.0563
11 AAST-NLP 0.7237 0.6693
12 Baseline (Majority) 0.6581 0.3969
13 ReDASPersuasion 0.6581 0.3969
14 Legend 0.6402 0.4647
15 pakapro 0.5030 0.4940
16 Baseline (Random) 0.4771 0.4598

Table 4: Official results for Task 1. Runs ranked by the official measure: Micro F1.

3.3 Evaluation Setup
The task was organized into two phases:

• Development phase: we released the train
and development subsets, and participants sub-
mitted runs on the development set through a
competition on Codalab 2.

• Test phase: we released the official test sub-
set, and the participants were given a few days
to submit their final predictions through a com-
petition on Codalab.3 Only the latest submis-
sion from each team was considered official
and was used for the final team ranking.

2https://codalab.lisn.upsaclay.fr/
competitions/14563

3https://codalab.lisn.upsaclay.fr/
competitions/15099

Measures: We measure the performance of the
participating systems, for all subtasks, using micro-
averaged F1 as the official evaluation measure of
the shared task, as these are multiclass/multilabel
problems, where the labels are imbalanced. We
also report macro-averaged F1, as an unofficial
evaluation measure.

3.4 Overview of Participating Systems and
Results

A total of 14 and 8 teams submitted runs for Sub-
task 1A and 1B, respectively, with 8 teams making
submissions for both subtasks. Table 3, overviews
12 of the participating systems for which a descrip-
tion paper was submitted. Table 4 presents the
results and rankings of all systems.
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Train Dev Test
Disinfo 2656 (19%) 397 (19%) 876 (23%)
Not-disinfo 11491 (81%) 1718 (81%) 2853 (77%)
Total 14147 2115 3729

Table 5: Distribution of Subtask 2A dataset. In paren-
theses, we show the percentage of a label in a split.

Fine-tuning pre-trained Arabic models (specif-
ically AraBERT (Antoun et al., 2020) and MAR-
BERT (Abdul-Mageed et al., 2021)) was the most
common system architecture. However, we ob-
served that several systems also experimented with
a variety of loss functions for model training to
handle characteristics of the training dataset, like
label imbalance (Lamsiyah et al., 2023; Khaldi and
Bouklouha, 2023; Veeramani et al., 2023; Abdel-
Salam, 2023; ElSayed et al., 2023).

When comparing the performance to the previ-
ous edition (Alam et al., 2022b) for the multilabel
subtask, we observe that this year’s Subtask 1B is
much more challenging. In the previous edition, the
best system achieved a Micro F1 of 0.649, whereas
this year it is 0.566, keeping in mind that the dataset
is different and may not be exactly comparable.

4 Task 2: Disinformation Detection

This task targeted tweets and was organized into
two subtasks, as discussed below.

4.1 Subtasks
Subtask 2A: Given a tweet, identify whether it is
disinformative. This is a binary classification task.

Subtask 2B: Given a tweet, detect the fine-
grained disinformation class, if any. This is a mul-
ticlass classification task. The fine-grained labels
include hate-speech, offensive, rumor, and spam.

4.2 Dataset
We have constructed an annotated dataset com-
posed of 20K tweets, labeled as disinformative
or not-disinformative, along with fine-grained cat-
egories for the disinformative set. These tweets
are related to COVID-19 and were collected in
February and March 2020. We followed the an-
notation guidelines described in (Mubarak et al.,
2020b), (Zampieri et al., 2020), (Mubarak et al.,
2022), and (Mubarak et al., 2020a), for hate speech,
offensive content, rumor, and spam classes, respec-
tively. More details about data collection and an-
notation can be found in (Mubarak et al., 2023).
Tables 5 and 6 display the statistics of the dataset.

Train Dev Test
HS 1512 (57%) 226 (57%) 442 (50%)
Off 500 (19%) 75 (19%) 160 (18%)
Rumor 191 (7%) 28 (7%) 33 (4%)
Spam 453 (17%) 68 (17%) 241 (28%)
Total 2656 397 876

Table 6: Distribution of Subtask 2B dataset. In paren-
theses, we show the percentage of a label in a split.

4.3 Evaluation Setup and Measures
Similar to Task 1, we also conducted this task in
two phases as discussed in Section 3.3. Systems
were valuated using Micro F1 as the official mea-
sure, while also reporting Macro F1.

4.4 Overview of Participating Systems and
Results

Table 7 and 8 overviews the submitted systems,
and the official results and ranking, respectively.
A total of 15 and 11 teams participated in Sub-
task 2A and 2B, respectively, out of which, 10
made submissions for both subtasks. Out of 17
teams, 13 outperformed the majority baseline for
Subtask 2A, whereas out of 11 teams, 9 outper-
formed the majority baseline for Subtask 2B. These
subtasks were dominated by transformer models
as observed in Table 7. The most commonly
used model was AraBERT (Antoun et al., 2020),
followed by MARBERT (Abdul-Mageed et al.,
2021), ARBERT(Abdul-Mageed et al., 2021), and
QARiB (Abdelali et al., 2021). Half of the partici-
pants employed preprocessing techniques, and the
top-performing teams utilized data augmentation.

5 Participating Systems

AAST-NLP (ElSayed et al., 2023) The team ex-
perimented with several transformer-based mod-
els, including MARBERT (Abdul-Mageed et al.,
2021), ARBERT (Abdul-Mageed et al., 2021), and
AraBERT (Antoun et al., 2020). AraBERT outper-
formed the others across all subtasks. Preprocess-
ing was applied using the AraBERT preprocessor.
Tweet tags, emojis, and Arabic stopwords were
removed. For the final submission, binary cross
entropy was selected for multilabel classification
(Subtask 1B), while Dice loss was chosen for the
remaining three subtasks. Although the team tried
data augmentation with contextual word embed-
dings and a hybrid approach combining AraBERT
with a CNN-BILSTM, these did not improve accu-
racy.
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DetectiveRedasers (Tuck et al., 2023) 1 1 ✓ ✓ ✓ ✓ ✓ ✓

AAST-NLP (ElSayed et al., 2023) 2 3 ✓ ✓ ✓ ✓ ✓ ✓

UL & UM6P (Lamsiyah et al., 2023) 3 2 ✓ ✓ ✓

rematchka (Abdel-Salam, 2023) 4 4 ✓ ✓ ✓ ✓

PD-AR (Deka and Revi, 2023) 5 6 ✓ ✓ ✓ ✓ ✓ ✓

Mavericks (Mangalvedhekar et al., 2023) 7 ✓ ✓ ✓

Itri Amigos (Ahmed et al., 2023) 8 7 ✓ ✓

KnowTellConvince (Veeramani et al., 2023) 9 8 ✓

Nexus (Xiao and Alam, 2023) 10 ✓ ✓ ✓

PTUK-HULAT (Jaber and Martinez, 2023) 11 ✓ ✓ ✓

Frank (Azizov, 2023) 12 ✓ ✓ ✓

USTHB (Mohamed et al., 2023) 13 9 ✓

AraDetector (Ahmed Bahaaulddin A. et al., 2023) 15 ✓ ✓ ✓ ✓

Table 7: Overview of the systems for Task 2. The numbers under the subtask code indicate the position of the team
in the official ranking. Data augm.: Data augmentation.

Team Micro F1 Macro F1 Team Micro F1 Macro F1
Subtask 2A Subtask 2B

1 DetectiveRedasers 0.9048 0.8626 1 DetectiveRedasers 0.8356 0.7541
2 AAST-NLP 0.9043 0.8634 2 UL & UM6P 0.8333 0.7388
3 UL & UM6P 0.9040 0.8645 3 AAST-NLP 0.8253 0.7283
4 rematchka 0.9040 0.8614 4 rematchka 0.8219 0.7156
5 PD-AR 0.9021 0.8595 5 superMario 0.8208 0.7031
6 superMario 0.9019 0.8625 6 PD-AR 0.8174 0.7209
7 Mavericks 0.9010 0.8606 7 Itri Amigos 0.8139 0.7220
8 Itri Amigos 0.8984 0.8468 8 KnowTellConvince 0.8071 0.6888
9 KnowTellConvince 0.8938 0.8460 9 USTHB 0.5046 0.1677

10 Nexus 0.8935 0.8459 10 Baseline (Majority) 0.5046 0.1677
11 PTUK-HULAT 0.8675 0.7992 11 Ankit 0.4167 0.1993
12 Frank 0.8163 0.6378 12 Baseline (Random) 0.2603 0.2243
13 USTHB 0.7670 0.4418 13 pakapro 0.2317 0.1978
14 Baseline (Majority) 0.7651 0.4335
15 AraDetector 0.7487 0.6498
16 Baseline (Random) 0.5154 0.4764
17 pakapro 0.4996 0.4596

Table 8: Official results for Task 2. Runs ranked by the official measure: Micro F1.

AraDetector (Ahmed Bahaaulddin A. et al.,
2023) The team tackled Subtask 2A using an en-
semble of three classifiers: MARBERT model fine-
tuned on the training data, and GPT-4 (OpenAI,
2023) in zero-shot and few-shot settings. A ma-
jority voting approach was then used to merge the
binary predictions of the three classifiers. The re-
sults on the development set showed that GPT-4 in
zero-shot setting outperforms the ensemble model
by the Micro F1 measure.

DetectiveRedasers (Tuck et al., 2023) The team
participated in subtasks 2A and 2B following a two-
fold methodology. First, they conducted compre-
hensive preprocessing, addressing challenges like
code-switching and use of emoji in tweets. Non-
Arabic portions of the tweets were then automati-

cally translated into Arabic. Instead of removing
emojis and hashtags, these were converted into Ara-
bic descriptive text to preserve the sentiment of the
tweets. For Subtask 2A, the team used AraBERT-
Covid194 with hyperparameters optimized through
the optimization framework Optuna. As for Sub-
task 2B, a soft voting ensemble method is used with
five optimized AraBERTv02-Twitter (Antoun et al.,
2020) models, each with identical hyperparameters
and architecture, only differing by random initial-
ization. AraBERTv02-Twitter was selected since it
is based on the effective AraBERT mode, with con-
tinued pre-training on 60M Arabic tweets, making
it suitable for Subtask 2B focused on tweets.

4https://huggingface.co/moha/arabert_arabic_
covid19
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Frank (Azizov, 2023) After preprocessing using
AraBERT preprocessor, multilingual BERT (De-
vlin et al., 2018) was fine-tuned for Subtask 1A,
and MARBERT was fine-tuned for Subtask 2A.

HTE (Khaldi and Bouklouha, 2023) Participat-
ing in Subtask 1A, the team fine-tuned the MAR-
BERT model in a multitask setting: a primary bi-
nary classification task to identify the presence of
persuasive techniques in text generally, and an aux-
iliary task focused on classifying texts based on
their type (tweet or news). It was expected that the
auxiliary task would help the primary task in learn-
ing specific lexical and syntactic information about
tweets or news related to persuasive content. Given
the imbalance in the dataset, the team employed
focal loss to optimize both tasks. On the test set,
the system ranked highest on the leaderboard.

Itri Amigos (Ahmed et al., 2023) The team sub-
mitted runs for all four subtasks. Preprocessing was
applied using AraBERT preprocessor. Further pre-
processing was done for all subtasks but 1B, where
links and mentions were removed. For subtasks
1A and 1B, the team fine-tuned the AraBERTv2
transformer model. To address the class imbalance
in the datasets, class weights were incorporated
during training. As for subtasks 2A and 2B that are
mainly targeting tweets, AraBERTv02-Twitter was
fine-tuned for the tasks.

KnowTellConvince (Veeramani et al., 2023)
The team participated in subtasks 1A, 2A and 2B
using an ensemble of the following four models.
(i) fine-tuned BERT Arabic base model (Safaya
et al., 2020) with a contrastive loss function; (ii)
fine-tuned BERT Arabic base model with a cross
entropy loss function; (iii) fine-tuned BERT Arabic
base on XNLI dataset to capture nuances relevant
to sentiment as part of the system architecture; and
(iv) a model utilizing sentence embeddings from
BERT Arabic base followed by computing cosine
similarity between pairs of sentences from the data,
that finally goes through Gaussian Error Linear
Unit (GELU) activation.

Legend (Ojo et al., 2023) team participated in
Task 1, in which XLM-RoBERTa was implemented.
To address the class imbalance in the dataset, the
team adjusted the learning process using class
weights. A learning rate scheduler was imple-
mented to dynamically adjust the learning rate
during training. Specifically, they used a StepLR

scheduler with a reduction factor of 0.85 applied ev-
ery 2 epochs. This scheduling strategy contributes
to the training stability and the controlled conver-
gence.

Mavericks (Mangalvedhekar et al., 2023) Tar-
geting subtasks 1A and 2A, several transformer-
based models were fine-tuned on the provided
dataset. The models include: AraBERT, MAR-
BERT and AraELECTRA (Antoun et al., 2021).
Ensembling was utilized using hard voting, where
the majority vote of all the predictions is selected
as the final prediction.

Nexus (Xiao and Alam, 2023) The team
explored performance of fine-tuning several
pre-trained language models (PLMs) including
AraBERT, MARBERT, and QARiB in subtasks 1A
and 2A. In addition to that, experiments with GPT-
4 (OpenAI, 2023) in both zero-shot and few-shot
settings were conducted for both subtasks. Perfor-
mance of the GPT-4 model was notably lower than
the fine-tuned models.

PD-AR (Deka and Revi, 2023) For both
sub-tasks 2A and 2B, the team employed the
AraBERTv0.2-Twitter-base model and utilized the
provided training and development sets to train the
model. Before training, some preprocessing of the
text was performed. Compared to fine-tuning sev-
eral other PLMs such as XLM-RoBERTa (Conneau
et al., 2020), the Arabic-specific model showed sig-
nificantly improved performance.

PTUK-HULAT (Jaber and Martinez, 2023)
The team participated in Subtask 2A, in which they
fine-tuned a multilingual DistilBERT model on the
corresponding binary classification data. They then
used the fine-tuned model to predict whether a
tweet is dis-informative or not.

Raphael (Utsav et al., 2023) For both subtasks
1A and 1B, they used MARBERT as the encoder.
In addition to that, they used GPT-3.5 (Brown et al.,
2020) in order to generate English descriptions of
the Arabic texts and to provide tone and emotional
analysis. The resulting English text and tone de-
scriptions were then encoded using RoBERTa (Liu
et al., 2019) and were further concatenated to the
MARBERT encodings. Finally, the full embed-
dings were passed to a binary classification head
and to multilabel classification heads for Subtasks
1A and 1B, respectively.

489



ReDASPersuasion (Qachfar and Verma, 2023)
The initial structure of the system has three main
components: (i) A multilingual transformer model
that tokenizes the input and produced a [CLS] em-
bedding output; (ii) A feature engineering module
designed to extract language-agnostic features for
persuasion detection; (iii) A multi-label classifica-
tion head that integrates the first and the second
components, using a sigmoid activation and cross
entropy loss. For subtasks 1A and 1B, the system
was paired with DistilBERT (Sanh et al., 2019) for
the official submission, but follow-up experiments
for Subtask 1A showed that using XLM-RoBERTa,
yielded the best Micro F1 score on test.

rematchka (Abdel-Salam, 2023) For all sub-
tasks, ARBERTv2 (Abdul-Mageed et al., 2021),
AraBERTv2, and MARBERT models were trained
on the provided datasets. For Subtask 1A, differ-
ent techniques such as fast gradient methods and
contrastive learning were applied. Moreover, the
team employed back-translation between Arabic
and English for data augmentation. As for Subtask
1B, different loss functions, including Asymmet-
ric loss and Distribution Balanced loss were tested.
Moreover, a balanced data-sampler for multilabel
datasets was used. Fro both subtasks, prefix tuning
was used for model training.

UL & UM6P (Lamsiyah et al., 2023) used an
Arabic pre-trained transformer combined with a
classifier. The performance of three transformer
models was evaluated for sentence encoding. For
Subtask 1A, the MARBERTv2 encoder was used,
and the model was trained with cross-entropy and
regularized Mixup (RegMixup) loss functions. For
Subtask 1B, the AraBERT-Twitter-v2 encoder was
used, and the model was trained with the asymmet-
ric multi-label loss. The significant impact of the
training objective and text encoder on the model’s
performance was highlighted by the results. For
Subtask 2A, the AraBERT-Twitter-v2 encoder was
used, and the model was trained with cross-entropy
loss. For Subtask 2B, the MARBERTv2 encoder
was used, and the model was trained with the Focal
Tversky loss.

USTHB (Mohamed et al., 2023) For both sub-
tasks 2A and 2B, the system start with extensive
preprocessing of the data. Then, the FastText
model is used for feature extraction in addition
to TF-IDF to vectorize the data. SVM was then
trained as a classifier.

6 Conclusion and Future Work

We presented an overview of the ArAIEval shared
task at the ArabicNLP 2023 conference, targeting
two shared tasks: (i) persuasion technique detec-
tion, and (ii) disinformation detection. The task
attracted the attention of many teams: a total of 25
teams registered to participate during the evaluation
phase, with 14 and 16 teams eventually making an
official submission on the test set for tasks 1 and
2, respectively. Finally, 17 teams submitted a task
description paper. Task 1 aimed to identify the pro-
paganda techniques used in multi-genre text snip-
pets, including tweets and news articles, in both
binary and multilabel settings. On the other hand,
Task 2 aimed to detect disinformation in tweets
in both binary and multiclass settings. For both
tasks, the majority of the systems fine-tuned pre-
trained Arabic language models and used standard
pre-processing. Several systems explored different
loss functions, while a handful of systems utilized
data augmentation and ensemble methods.

Given the success of the task this year, we plan
to run a future edition with an increased data size,
and with wider coverage of domains, countries,
and Arabic dialects. We are also considering imple-
menting a multi-granularity persuasion techniques
detection setting.

Limitations

Task 1 was limited to binary an multilabel classi-
fication. A natural next step would have been to
also run a span detection subtask, which is a more
complex task. This was left for future editions of
ArAIEval. This is to ensure enough participation
after building a strong community working on pro-
paganda detection over Arabic content in the less
complex setups. As for Task 2, we observe the
systems achieved significantly high performance,
even in the more challenging multiclass setup. One
potential reason might be that the dataset devel-
oped was too easy. Investigating how to make this
task more challenging while reflecting real-world
scenarios was not in this edition of the shared task,
but is within our future plan.
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Abstract

This paper outlines a methodology aimed at com-
bating disinformation in Arabic social media, a
strategy that secured a first-place finish in tasks
2A and 2B at the ArAIEval shared task during
the ArabicNLP 2023 conference. Our team de-
veloped a hyperparameter-optimized pipeline cen-
tered around BERT-based models for the Arabic
language, enhanced by a soft-voting ensemble strat-
egy. Subsequent evaluation on the test dataset re-
veals that ensembles, although generally resilient,
do not always outperform individual models. The
primary contributions of this paper are its multi-
faceted strategy, which led to winning solutions for
both binary (2A) and multiclass (2B) disinforma-
tion classification tasks.

1 Introduction

The spread of disinformation across social media
platforms presents an omnipresent challenge that
transcends modalities, manifesting in text, audio,
and images (Shu et al., 2020). Within the sphere
of text, disinformation is not exclusive to one lan-
guage but spans many languages and dialects. Its
impact permeates several topics, including politics,
entertainment, sports, and finance. In our study,
we direct our efforts to detecting disinformation in
Arabic on Twitter as part of the Shared Task 2: Ara-
bic Deception Detection, at ArAIEval, ArabicNLP
2023 (Hasanain et al., 2023).

From a research standpoint, Arabic has been re-
ceiving an increasing amount of attention address-
ing several key problems (Farghaly and Shaalan,
2009). Investigations into disinformation in Arabic
can offer valuable insights into unique linguistic
and cultural aspects that influence the dissemina-
tion and impact of false information within Arabic-
speaking communities. In a social aspect, the
consequences of disinformation across all global

communities are profound. Specifically, Arabic is
spoken by hundreds of millions of people world-
wide and serves as a linguistic backbone for critical
geopolitical regions. While also not exclusive to
Arabic, disinformation can impact democratic pro-
cesses and public health (Wolfsfeld et al., 2013).
Research in this critical domain has real-world im-
plications that can influence policy decisions, gov-
ernance, and public well-being.

Arabic itself presents its own set of complexi-
ties; it is a rich language featuring intricate word
formations and variations (Alzanin et al., 2022).
This makes the language both highly derivational,
meaning words can be formed from root words
in various ways, and inflectional, indicating that
the form of words can change to convey different
meanings. These linguistic traits add an extra layer
of difficulty to the already challenging task of dis-
information detection.

Shared task 2 comprises two separate sub-tasks.
Task 2A is a binary classification challenge requir-
ing us to categorize whether a given tweet is disin-
formative. Task 2B, on the other hand, is a more
nuanced multiclass classification task, where the
objective is to identify fine-grained disinformation
classes such as hate speech, offensive content, ru-
mors, or spam (Mubarak et al., 2023b). With this
task, there are several open problems due to phe-
nomena including code-switching (Bentahila and
Davies, 1983), short texts, and lack of grammatical
structure in tweets. These issues lead to the dete-
rioration of the effectiveness of conventional ana-
lytical tools. Code-switching refers to the practice
of switching between languages within a conversa-
tion, or text. Tweets tend to mirror the linguistic
styles and variations spoken by individuals hailing
from a particular region. For example, Moroccan
tweets contain Moroccan Darija mixed with French,
English, or Spanish. This phenomenon can occur
for various reasons, including cultural exchange, or
historical factors such as colonization.
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In addressing disinformation detection in Ara-
bic, our multi-faceted strategy begins with spe-
cialized preprocessing, including handling code-
switching and incorporating tweet elements like
hashtags and URLs, which previous literature of-
ten neglects (Bennessir et al., 2022). We then uti-
lize large language models, specifically AraBERT
(Antoun et al., 2020), and experiment with a soft-
voting ensemble to improve performance. While
effective, these large models are computationally
expensive; we seek to mitigate this through opti-
mization pipelines, which in turn add their own
computational overhead.

2 Dataset and Tasks

In the ArAIEval shared task at ArabicNLP 2023,
participants are presented with two main tasks:
task 1 focuses on Persuasion Technique Detec-
tion, while task 2 aims at Disinformation Detec-
tion. Each of these primary tasks are further di-
vided into two sub-tasks. Our research specifically
concentrates on task 2, which consists of sub-task
2A and sub-task 2B. In sub-task 2A, the goal is
to classify tweets as either disinformative or not,
a binary classification problem. For sub-task 2B,
we must identify specific types of disinformation
within a tweet, which involves a multiclass classifi-
cation framework. The fine-grained labels that we
consider include hate speech, offensive language,
rumors, and spam (Hasanain et al., 2023)(Mubarak
et al., 2023a). Tables 1 and 2 represent the class dis-
tributions and total size of the training, validation,
and testing sets, for task 2A and 2B, respectively.

No Disinformation Disinformation Total
Training 11491 2656 14147

Dev 1718 397 2115
Test 2853 876 3729

Table 1: Class Distribution for Task 2A

Hate-Speech Offensive Rumor Spam Total
Training 1512 500 191 453 2656

Dev 226 75 28 68 397
Test 442 160 33 241 876

Table 2: Class Distribution for Task 2B

3 System

For tasks 2A and 2B, our approach adopts a spe-
cialized methodology using comprehensive prepro-
cessing which deals with code-switching and emoji

conversion. After which an intensive search for
optimal large language models and hyperparame-
ters is performed. Our decisions of which mod-
els to utilize were based on performance on the
validation set. The AraBERT-Covid19 model (An-
toun et al., 2020) surfaced as the best fit for task
2A. This model, an enhancement of the original
AraBERTv02, has been further refined through fine-
tuning on 1.5 million multi-dialect Arabic tweets.
These tweets, sourced from the extensive Arabic
Twitter dataset (Alqurashi et al., 2020), specifically
focused on Covid-19. Conversely, for task 2B,
we utilize AraBERTv02-Twitter, which was pre-
trained on approximately 60 million tweets span-
ning various Arabic dialects. Subsequently, we
employ a soft voting ensemble method, integrating
five AraBERTv02-Twitter models that have been
optimized. While each model maintains identical
hyperparameters and architecture, they differ solely
in terms of random initialization. For this process,
we utilized the TorchEnsemble library1. We op-
timize both AraBERTv02-Twitter and AraBERT-
Covid19 models leveraging the optimization frame-
work Optuna (Akiba et al., 2019). By the deadline
for task 2, only two optimized models were evalu-
ated: the AraBERT-Covid19 model for task 2A and
the AraBERTv02-Twitter ensemble for task 2B.

To ensure the best performance in regards to
our target metric, “micro f1”, we explored a vari-
ety of models. Our initial model candidate list in-
cluded the following: a) AraBERTv02-Twitter (An-
toun et al., 2020) b) Arabert-Covid19 (Alqurashi
et al., 2020) c) QCRI Arabic and Dialectal
BERT (QARiB) (Abdelali et al., 2021) d) MAR-
BERTV2 (Abdul-Mageed et al., 2021) e) and
CAMeLBERT-DA SA (Inoue et al., 2021). Post-
competition experimentation can be found in A.1.

3.1 Preprocessing

The Arab world has a rich and diverse history of lan-
guages, with many different dialects spoken across
different regions. We have analyzed the provided
data in both tasks using dialect identification, and
we have found that most tweets in the dataset origi-
nated from the Kingdom of Saudi Arabia (KSA),
Kuwait, and Egypt. We report these results in detail
in Appendix A.

1https://github.com/TorchEnsemble-Community/
Ensemble-Pytorch
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3.1.1 Code Switching
Arabic tweeters may use code-switching to express
themselves more effectively or to communicate
with a diverse audience. For example, users may
start a tweet in Arabic, switch to English in the
middle, and then finish it off in French. We now
describe the preprocessing techniques we applied
to the tweets to translate code-switched text to Ara-
bic. For each tweet, we automatically detect code-
switching fragments using “Lingua” 2 Python pack-
age, and we translate it to Arabic using Google’s
translation API.

3.1.2 Emoji Conversion
In tweets, emojis are typically used to convey emo-
tions or ideas. Mubarak et al. (2022) showed the
importance of emojis in the detection of Arabic
offensive language and hateful speech.

Instead of removing all emojis from tweets like
(Bennessir et al., 2022), we choose to convert them
to Arabic descriptive text since emojis might hold
meaning in the context of a short deceptive tweet
representing positive or negative sentiment. For
this we add Arabic language support to the “emoji”
3 Python package using normalized representations
from the latest release of Unicode Common Lo-
cale Data Repository (CLDR) 4 to avoid broken
Unicode. We create a dictionary of Arabic emoji
representation based on the emojiterra website.5

3.2 Hyperparameter Optimization

We use the Optuna framework (Akiba et al., 2019)
for hyperparameter optimization, primarily due to
its straightforward setup, versatility, and choices
of efficient sampling and pruning algorithms. For
tasks 2A and 2B, we opted for the Tree-Structured
Parzen Estimator (TPE) (Bergstra et al., 2011) as
our sampling method, as it offers superior effi-
ciency compared to traditional grid search tech-
niques. We began the optimization process with
multivariate and grouping settings, integrating a
Hyperband pruner (Li et al., 2018), stopping un-
promising trials early. This setup allowed each trial
to run for a duration ranging from two to twelve
epochs. The optimization process encompassed
100 trials aimed at maximizing the “micro-f1” met-
ric, the search space is detailed in Table 3, with

2https://github.com/pemistahl/lingua
3https://github.com/carpedm20/emoji/
4https://github.com/unicode-org/cldr/raw/

release-43/common/annotations/ar.xml
5https://emojiterra.com/copypaste/ar/

Parameter Value
Learning Rate 1e-05 - 5e-05
Batch Size 8, 16, 32, 64
Dropout 0.0 - 0.5
Max Length 32 - 128

Table 3: Optuna Search Space

the addition of the five candidate models outlined
in Section 3. Post-competition, we continued to
fine-tune individual models under the same con-
ditions, and these results, along with original task
hyperparameters, are located in tables 5, 6, 7, and
8 in Appendix A.1.

3.3 Voting Ensemble

Ensembling techniques, like hyperparameter op-
timization, come with computational expenses
and tuning complexities. The success of ensem-
ble methods hinges on several factors, including
the training process of the baseline models (Mo-
hammed and Kora, 2023). Our ensemble employs
a “soft voting” scheme, guided by the performance
of our top individual model identified through hy-
perparameter optimization. In this configuration,
we employ five AraBERTv02-Twitter models for
task 2A and five AraBERTv02-Covid19 models for
task 2B, each optimized according to the parame-
ters specified in Table 3. The ensemble is trained
for two epochs, which was found to be the point of
peak validation performance.

In the soft voting mechanism (Zhou, 2012), each
individual classifier, denoted as hi, generates a l-
dimensional vector (h1i (x)..., h

l
i(x))T for a given

instance x. Here hji (x) represents the estimated
posterior probability P (cj |x) and falls within the
range of [0, 1]. The final output for class cj is the
average of all individual outputs, represented as
follows:

Hj(x) =
1

T

T∑

i=1

hij(x)

3.4 Training Procedure

Our optimization and fine-tuning pipeline uses the
AdamW optimizer for effective parameter updates
and Cross Entropy as the loss function, given its
efficacy in classification problems. We use early
stopping with five epochs as a stopping criteria,
saving the model best last state. To expedite train-
ing without compromising model quality, we uti-
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Task Model Validation Test
Macro F1 Micro F1 Macro F1 Micro F1

Task 2A
AraBERT-Covid19 84.73% 91.06% 86.26% 90.48%
AraBERT-Covid19 Ensemble 84.31% 90.58% 85.84% 90.02%

Task 2B
AraBERTv02-Twitter 81.12% 84.89% 75.51% 84.36%
AraBERTv02-Twitter-Ensemble 82.19% 85.14% 75.41% 83.56%

Table 4: Micro F1 and Macro F1 scores are presented for each task, covering both validation and testing sets. The
highest values are highlighted in bold.

lize automatic mixed precision (AMP)6, reducing
both memory usage and training time. Notably,
we choose not to employ a learning rate sched-
uler, deviating from some traditional approaches.
As a safety measure, we also implement gradient
clipping with a maximum norm of 1.0 to ensure nu-
merical stability and avoid issues like the exploding
gradient problem.

4 Results and Discussion

The top two candidate models, identified through
hyperparameter optimization, were AraBERT-
Covid19 for task 2A and AraBERTv02-Twitter for
task 2B. These selections represented the only re-
sults submitted by the task deadline. Our results
presented in Table 4 reveal some compelling pat-
terns and anomalies. Specifically, task 2A favored
the single AraBERT-Covid19 model over its ensem-
ble counterpart. This approach led by a noticeable
margin of 0.48% macro f1 and 0.43% micro f1 with
the validation set.

Task 2B presents a more intricate challenge,
which utilizes AraBERTv02-Twitter as the pri-
mary model. While the AraBERTv02-twitter en-
semble performed better during the validation
phase, it was ultimately outperformed by the single
AraBERTv02-Twitter model in the test set by 0.1%
macro f1 and 0.8% micro f1. The drop in macro f1
scores from the validation to the test set in task 2B
suggests an issue with model generalization. This
might be attributed to the inherent complexity of
multiclass problems, which often require captur-
ing more nuanced relationships in the data. This
presents a challenging task compared to a binary
classification task like task 2A. Another challenge
for task 2B is the smaller dataset in comparison to
task 2A, which can be seen in Section 2, Table 2
and Table 1 respectively. With the unbalanced na-
ture of task 2 as a whole, the small dataset size,
and a more intricate class balancing issue, our ap-

6https://pytorch.org/docs/stable/amp.html

proach may have failed to learn minority classes,
overfitting to the majority classes.

It’s also important to highlight that we did not
fine-tune the ensemble’s hyperparameters, which
could have contributed to its less-than-optimal per-
formance against the single models. This supports
the idea that ensemble methods, while often robust,
require task-specific validation. In future work, op-
timization techniques specifically for ensembles
and not just the individual models may prove to be
beneficial, such as an varied amount of classifiers
in the ensemble or different weighting techniques.
The exploration of additional preprocessing tech-
niques to better handle code-switching could also
be a beneficial avenue.

Our results reiterate the importance of nuanced
model selection, especially given the challenges
posed by binary and multiclass classification tasks.
Our findings also pave the way for future work fo-
cused on improving computational efficiency and
generalization capabilities of disinformation detec-
tion models.

5 Conclusion

In this study, we tackled the nuanced problem
of disinformation detection in Arabic, a language
fraught with complexities like code-switching
and dialectal variations. We combined meticu-
lous preprocessing with hyperparameter-optimized
AraBERT models, effectively achieving first-place
performance in both binary and multiclass decep-
tion detection tasks at ArAIEval 2023. A notable
insight from our empirical analysis is that individ-
ual models occasionally outperform ensembles, in-
dicating the need for careful model selection. Our
results not only validate our comprehensive ap-
proach but also invite further research into opti-
mizing ensemble methods and addressing the chal-
lenges associated with code-switching and dialectal
variations in Arabic text. Future work should look
at refining these ensemble strategies and explor-
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ing additional preprocessing techniques, as we aim
to create universally effective tools for countering
disinformation.

Limitations

While our methodology is proven to work well for
the Arabic language and the disinformation detec-
tion task, it may not transfer as well to other lan-
guages or other domains. Further experimentation
on other languages and domains would be required
to evaluate the overall efficacy of our pipelines.
Lack of time with respect to the task did not allow
us to delve into ensemble optimization or explore
other possible ensembling techniques. The com-
putational complexity of hyperparameter optimiza-
tion with additional overhead from transformer ar-
chitectures and ensemble methods may lead to scal-
ing issues with larger datasets and other domains.

Ethics Statement
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A Appendix

A.1 Experimental Results
In this section, we present our continued experi-
mentation. Instead of including all the models in
the search space, individual hyperparameter opti-
mizations were conducted on each model. This re-
sulted in hyperparameters that differed from those
in our original experiments. These results are dis-
played below in tables 5 and 6. Macro precision,
recall, F1-score, and accuracy are reported.

In task 2A, QARIB secures the second-highest
precision on the validation set and the highest
on the test set, suggesting its proficiency in ac-
curately identifying positive classes and minimiz-
ing false positives. AraBERTv02-Twitter leads re-
call for both validation and test sets, indicating
its strength in identifying actual positive instances.
Both QARIB and AraBERTv02-Twitter demon-
strate robust performance, leading in various met-
rics.

For task 2B, AraBERTv02-Twitter continues its
strong performance, showing the highest precision
on the test set. Meanwhile, AraBERT-Covid19
achieves the highest recall and F1-score across both
sets, indicating a balanced strength in precision and
recall, closely followed by MARBERTv2.

The results underscore that no single model con-
sistently outperforms across all metrics, suggesting
that model selection should consider the specific
performance metrics of interest. The varied leader-
ship in different metrics across both tasks implies
a lack of a universally superior model.

Ultimately, our findings revealed a distinct set
of optimal parameters divergent from those in our
original search space, which encompassed all can-
didate models. The specifics of these parameters
are detailed in tables 7 and 8. Interestingly, for task
2A, the AraBERT-Covid19 model exhibited supe-
rior performance with parameters derived from our
initial, more generalized search space, as opposed
to those obtained from a model-specific search.
In contrast, for task 2B, the AraBERTv02-Twitter
model demonstrated enhanced performance when
employing parameters from a search space tailored
for that specific model.

A.2 Dialect Language Identification

For Arabic dialect language detection, we used the
“bert-base-arabic” model (Inoue et al., 2021) pro-
vided by CAMel (Computational Approaches to
Modeling Language) Laboratory on the Hugging-
Face Hub 7 trained on MADAR (Bouamor et al.,
2018) Twitter dataset which contains Arabic dialect
tweets originating from 25 regions. We show in
Figure 1 and Figure 2 the distribution of dialects
in the Training and Development Sets for tasks 2A
and 2B.

The top three dialects used in the provided data
are from Saudi Arabia, Kuwait and Egypt. While

7https://huggingface.co/CAMeL-Lab/
bert-base-arabic-camelbert-msa-did-madar-twitter5
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Model
Validation Test

Prec. Recall F1 Acc. Prec. Recall F1 Acc.
AraBERT-Covid19 85.73% 83.31% 84.44% 90.83% 86.94% 84.10% 85.39% 89.89%

AraBERTv02-Twitter 83.72% 85.32% 84.48% 90.31% 86.99% 86.96% 86.98% 90.64%
QARIB 85.01% 82.79% 83.83% 90.45% 87.81% 84.77% 86.14% 90.43%

MARBERTv2 86.14% 81.52% 83.54% 90.59% 86.68% 82.66% 84.40% 89.38%
CAMeLBERT-DA SA 84.63% 81.37% 82.85% 90.02% 86.48% 83.51% 84.85% 89.54%

Table 5: Task 2A hyperparameter optimized models post-hoc comparison of macro validation and test metrics.
Highest values are in bold.

Model
Validation Test

Prec. Recall F1 Acc. Prec. Recall F1 Acc.
AraBERT-Covid19 83.15% 78.91% 80.79% 84.13% 73.36% 74.29% 73.55% 81.85%

AraBERTv02-Twitter 85.99% 75.30% 79.15% 83.88% 75.84% 71.39% 73.21% 82.65%
QARIB 85.40% 75.45% 78.49% 84.38% 73.97% 72.65% 71.92% 81.85%

MARBERTv2 83.51% 75.53% 78.27% 83.38% 74.79% 73.57% 73.54% 82.08%
CAMeLBERT-DA SA 78.78% 76.31% 76.90% 83.12% 70.14% 73.14% 70.28% 80.02%

Table 6: Task 2B hyperparameter optimized models post-hoc comparison of macro validation and test metrics.
Highest values are in bold.

Model Learning Rate Batch Size Dropout Max Length
AraBERT-Covid19 1.38e-05 32 0.325 115

AraBERT-Covid19 * 1.0e-05 8 0.375 78
AraBERTv02-Twitter 1.74e-05 64 0.0 79

QARIB 1.73e-05 32 0.15 94
MARBERTv2 1.03e-05 64 0.5 99

CAMeLBERT-DA SA 1.62e-05 16 0.0 67

Table 7: Task 2A best hyperparameters for each model, determined post-hoc. Models
marked with an asterisk (*) indicate the hyperparameters of the task submitted model.

Model Learning Rate Batch Size Dropout Max Length
AraBERT-Covid19 1.14e-05 8 0.25 88

AraBERTv02-Twitter 2.82e-05 32 0.2 100
AraBERTv02-Twitter* 5.0e-05 64 0.4 57

QARIB 2.00e-05 32 0.4 93
MARBERTv2 1.17e-05 8 0.1 60

CAMeLBERT-DA SA 1.32e-05 32 0.125 91

Table 8: Task 2B best hyperparameters for each model, determined post-hoc. Models
marked with an asterisk (*) indicate the hyperparameters of the task submitted model.

the top three represent about 65% and 64% of the
datasets for Task 2A, their percentage drops off
particularly in task 2B Development set to 60%
whereas the task 2B Training set is still at 65%.
Thus, dialect-wise task 2B showed much more vari-
ation. The high concentrations of specific dialects
imply that our models are significantly influenced
by the linguistic features of Saudi Arabia, Kuwait,
and Egypt. Upon reviewing the generalization er-
ror in Table 6, which compares the validation to

testing set metrics, we hypothesize that this dialect
variance may adversely affect model generalization.
Such variance can introduce additional complexity
and nuance to the classification task. When training
a language model on a dataset largely influenced
by three dialects and then tests it on a broader di-
alectal range, the model may find it challenging to
generalize effectively.
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(a) Training Set (b) Development Set (c) Test Set

Figure 1: Task 2A - Arabic Dialect Language Identification

(a) Training Set (b) Development Set (c) Test Set

Figure 2: Task 2B - Arabic Dialect Language Identification
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Abstract

Propaganda frequently employs sophisticated
persuasive strategies in order to influence pub-
lic opinion and manipulate perceptions. As a
result, automating the detection of persuasive
techniques is critical in identifying and mitigat-
ing propaganda on social media and in main-
stream media. This paper proposes a set of
transformer-based models for detecting persua-
sive techniques in tweets and news that incorpo-
rate content type information as extra features
or as an extra learning objective in a multitask
learning setting. In addition to learning to de-
tect the presence of persuasive techniques in
text, our best model learns specific syntactic
and lexical cues used to express them based on
text genre (type) as an auxiliary task. To opti-
mize the model and deal with data imbalance, a
focal loss is used. As part of ArabicNLP2023-
ArAIEval shared task, this model achieves the
highest score in the shared task 1A out of 13
participants, according to the official results,
with a micro-F1 of 76.34% and a macro-F1 of
73.21% on the test dataset. 1

1 Introduction

In an era marked by the proliferation of information
via digital platforms, separating fact from fiction
has become an increasingly difficult task, nearly
impossible to achieve manually. News and social
media platforms are effective tools for disseminat-
ing information, but they also serve as breeding
grounds for propaganda, misinformation, and ma-
nipulation. Propaganda messages can be used to in-
fluence people’s opinions, beliefs, and behaviours
by appealing to their emotions or by using per-
suasive techniques and arguments that may sound
convincing but are based on faulty logic and thus
invalid. To combat this, persuasive technique de-
tection has emerged as an important component in
the fight against deceptive content.

1Code available at https://github.com/TaqiyEddine-
B/Transformers-for-Propaganda-Detection

Most studies in this field focus on one genre of
textual content for detecting persuasive techniques
(Da San Martino et al., 2020; Barrón-Cedeño et al.,
2019; Dimitrov et al., 2021; Carik and Yeniterzi,
2021; Alam et al., 2022). Handling multi-genre
text has received little attention.

In this paper, we concentrate on the automatic de-
tection of persuasive techniques in tweets and news.
We propose various transformer-based systems for
detecting persuasive techniques that implicitly and
explicitly utilize content type to enhance detection
in multi-genre text. As part of the ArabicNLP2023-
ArAIEval shared task (Hasanain et al., 2023a), the
task in which we participate (task 1A) involves a
collection of Arabic tweets and news paragraphs
annotated to indicate the presence or absence of
persuasive content.

The rest of the paper is organized as follows:
Section 2 gives an overview of related work. In
Section 3, we present the data used. The proposed
system is described in Section 4. In Section 5, we
provide the details of our experiments, and then
the results for our official runs are presented in
Section 6. In Section 7, a discussion of the results
is presented. We conclude the paper in Section 8.

2 Related Work

Over the past few years, there has been an increase
in concern about the spread of opinion-shaping
news and misinformation, particularly in the con-
text of critical events such as COVID-19, elections,
and conflicts. As a result, identifying propaganda
content and persuasive techniques has gained more
importance.

Research on propaganda content detection has
targeted various media platform contents, includ-
ing news (Da San Martino et al., 2020; Barrón-
Cedeño et al., 2019), memes (Dimitrov et al.,
2021), and tweets (Carik and Yeniterzi, 2021; Alam
et al., 2022; Vijayaraghavan and Vosoughi, 2022;
Mubarak et al., 2023).
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With the introduction of Transformer models
(Vaswani et al., 2017), the detection of propa-
ganda and fake news has seen significant improve-
ment in performance. Some works relied solely
on real-world data to fine-tune a pre-trained lan-
guage model for propaganda and persuasive tech-
nique detection (Costa et al., 2023), whereas oth-
ers combined it with synthetically augmented data
(Hasanain et al., 2023b). The ensemble approach
was also investigated, in which various combined
pre-trained language models are fine-tuned in a
vanilla setting (Purificato and Navigli, 2023), or by
using adapters (Wu et al., 2023).

One major limitation of all the preceding works
is that they focus on one type of media platform
content at a time. In this paper, we investigate
the detection of persuasive techniques from multi-
genre text extracted from tweets and news articles.
The task is made more difficult by the differences
in writing styles and contexts in both texts.

In line with the assumption proposed by (Barrón-
Cedeño et al., 2019), which affirms that sen-
tence representations incorporating information
about writing style tend to exhibit better gener-
alization than word-level representations in news
propaganda detection, we delve into the integra-
tion of content type (genre) information within
transformer-based models for the detection of per-
suasive techniques.

3 Data

Our data comes from the proposed dataset for per-
suasion technique detection as part of the ArAIEval
2023 shared task 1A. 2 No additional data was
used. Each entry in the data file is composed of
three fields: text referring to the textual content,
type referring to the genre of text: tweet or news,
and label referring to the presence or absence of
persuasive technique in the text: True or False.

Table 1 describes the data distribution per type
and per label. Overall, we can notice that dataset
is imbalanced in terms of label and type distri-
butions. Texts of type news paragraph are over-
represented in the dataset, representing 65% com-
pared to tweets (35%). Then, texts using persua-
sive techniques are more prevalent (79%) than non-
persuasive content (21%%).

When comparing persuasive tweets and news
paragraphs, the context used to express news para-
graphs is twice as long as the context used to ex-

2ArAIEval dataset for persuasion technique detection

TRUE FALSE #Total

Paragraph
1201
(76%)

374
(24%)

1575
(65%)

Tweet
717
(84%)

135
(16%)

852
(35%)

#Total 1918
(79%)

509
(21%)

2427

Table 1: Data distribution in train dataset per label and
content type.

press tweets, with the average length of news be-
ing 211 characters compared to 100 characters for
tweets. We expect that the length of the context
will influence the syntactic and lexical cues used to
express persuasive techniques in news paragraphs
and tweets. We should point out that no text pre-
processing was done on the dataset for training.

4 System Overview

The system’s goal is to determine whether a multi-
genre (a tweet or news paragraph) snippet contains
persuasive content. Our proposed system (cf. Fig-
ure 1) is made up of : (1) a transformer-based
encoder Enci (Vaswani et al., 2017) that encodes
the input texts into a fixed-size contextualized vec-
tor, (2) followed by a feature injection layer (Feat)
that concatenates the content type vector with the
input vector, and (3) two parallel classifiersC, each
of which is made up of a fully-connected layer, a
dropout layer, and an activation layer, and perform
two different tasks:

– Cmain: a classifier that performs the main task
that learns to recognize the presence of persuasive
techniques in texts (binary classification).

– Caux: a classifier that performs an auxiliary
(support) task that learns to identify the type of text:
tweet or news (binary classification).

Each task calculates one loss, and optimizing the
model optimizes the sum of the two losses. Be-
cause the two tasks share the same encoder, the
auxiliary task can help the main task learn addi-
tional specific syntactic and lexical cues for tweets
or news content used to express persuasive argu-
ments.

According to recent research, jointly learning
common characteristics shared across multiple
tasks can have a significant impact on NLP clas-
sification performances as it enhances the perfor-
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Figure 1: Proposed System architecture.

mance of the main task by incorporating other re-
lated tasks, making it easier to combine information
from multiple resources (Ye et al., 2019; Liu et al.,
2017; He et al., 2019; Khaldi et al., 2022; Tafreshi
and Diab, 2018).

5 Experimental Setup

We experiment with different configurations for the
proposed system components. We evaluated two
transformer-based encoders: MARBERT (noted
M ) (Abdul-Mageed et al., 2021) and AraBERT
(noted A) (Abdul-Mageed et al., 2021), noting
Enci with i ∈ {M , A}. Because Feat directly
injects the text type into the system as a feature and
Caux learns to predict it, it is not possible to enable
both Feat and Caux in a model, thus enabling one
disables the other. The resulted systems from vari-
ous configurations are shown below:
– EncM+Cmain and EncA + Cmain, that we con-
sider as baseline models, that perform a classical
binary classification based on the input vector, in a
monotask setting without any additional features.
– EncM+Feat+Cmain and EncA+Feat+Cmain

that additionally inject the content type (genre) as
a feature alongside the input representation.
– EncM+Cmain+Caux and EncA+Cmain+Caux

that perform two binary classification tasks,
namely: persuasive technique detection as a main
task and type detection as an auxiliary task.

A cross-entropy loss (noted CE) is used to op-
timize the systems. We also experiment with a

Hyperparameter Value

learning_rate 2e−5

epochs 5

batch_size 16

Table 2: Best Hyperparameters after fine-tuning on de-
velopment dataset.

focal loss (Lin et al., 2017) to deal with data im-
balance in the train data, as it has been shown to
be effective in many imbalanced NLP classifica-
tion problems (Liu et al., 2021; Ma et al., 2020;
Huang et al., 2021). Train data is used to fine-
tune all systems. The development data is used to
fine-tune the model’s hyperparameters, where the
best ones are reported in Table 2. We evaluate the
fine-tuned models on the development dataset, the
official micro-F1 score is shown in Table 3. The
best performing one was selected to be submitted
for the official ranking on the test set.

6 Results

In general, we found that explicitly or implicitly
incorporating content type information into the sys-
tem could improve overall results for both MAR-
BERT and AraBERT encoders when either cross-
entropy or focal loss was used. For example, both
EncM+Feat+Cmain and EncM+Caux+Cmain

beatEncM+Cmain, with almost + 2% and + 1% on
micro-F1. Among the twelve evaluated system con-
figurations, EncA+Cmain+Caux optimized using
a focal loss represents our best performing one dur-
ing the development phase, achieving an increase
of nearly 3% above baselines. This model was
submitted for official ranking on the test dataset
for task 1A, and the obtained micro-F1 is 0.7634,
which is the highest score on the leaderboard for
this task.

7 Discussion

The test dataset contains 503 inputs, of which 119
are classified incorrectly. Out of these, 103 are
paragraphs (87%) and 16 are tweets (13%).

A closer examination of the confusion matrices
per content type for the best-performing system
configuration (cf. figure 3 for tweet text and fig-
ure 2 for news paragraphs) reveals that the ma-
jority of tweet misclassifications (75%) involve
non-persuasive content being mistaken for per-
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Models CE Focal

EncM+Cmain 0.8301 0.8263

EncA+Cmain 0.8108 0.8301

EncM+Feat+Cmain 0.8533 0.8417

EncA+Feat+Cmain 0.8108 0.8571

EncM+Cmain+Caux 0.8378 0.8610 †
EncA+Cmain+Caux 0.8147 0.8340

Table 3: Evaluation of proposed system configurations
on the development dataset of task 1A. Official metric
micro-F1 is reported. The best result is in bold and †
marks the system submitted for the official ranking.

Figure 2: Confusion matrix for paragraph news.

suasive content. This could be explained by the
over-representation of persuasive content in tweets
(84%). In contrast, the misclassification rate of per-
suasive or non-persuasive texts in news paragraphs
is nearly identical.

8 Conclusion

In this paper, we present our experiments and
findings on the detection of persuasive techniques
in multi-genre texts, which encompass tweets
and news paragraphs. This research was part
of the ArabicNLP2023-ArAIEval Task1A shared
task, focusing on identifying persuasive techniques
through binary classification. Our team proposed
a system based on fine-tuning a transformer-based
model to assess the impact of integrating content
type information on persuasive technique detection.
We experimented with two different approaches
to information integration: implicitly, by adding
an additional learning objective to the model, or
explicitly, as an additional feature.

Figure 3: Confusion matrix for tweets.

We evaluated two pre-trained language models
for Arabic and optimized the system using two
different loss functions: cross-entropy and focal
loss to address data imbalance. Our highest scores
on the development dataset were achieved by the
MARBERT model, trained using focal loss, for
both persuasive technique detection and content
type detection. As a result, our model secured
the first position in the ArabicNLP2023-ArAIEval
Task1A shared task during the test phase.

Our future work will involve exploring data aug-
mentation techniques to address data imbalance
and integrating multiple pre-trained language mod-
els. Finally, our results indicate that our system
faces challenges in identifying persuasive content
in news paragraphs. To pinpoint the causes of mis-
classifications, a deeper investigation into incor-
rectly classified sentences is warranted.

Limitations

Firstly, when applied to Arabic text, incorporating
content type information as a new learning objec-
tive in a persuasive technique detection task yielded
satisfactory results. However, it’s important to note
that this outcome may not necessarily hold true
for other languages; extensive testing is required
to confirm the results across different linguistic
contexts.

Additionally, the distribution of data in terms of
content type may exert an influence on the task of
content type identification. It’s worth highlighting
that a significant imbalance between the two types,
or considering more than two content types in the
dataset, can potentially impact the overall results.
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Abstract

In this research paper, we undertake a compre-
hensive examination of several pivotal factors
that impact the performance of Arabic Disinfor-
mation Detection in the ArAIEval’2023 shared
task. Our exploration encompasses the influ-
ence of surface preprocessing, morphological
preprocessing, the FastText vector model, and
the weighted fusion of TF-IDF features. To
carry out classification tasks, we employ the
Linear Support Vector Classification (LSVC)
model. In the evaluation phase, our system
showcases significant results, achieving an F1

micro score of 76.70% and 50.46% for binary
and multiclass classification scenarios, respec-
tively. These accomplishments closely corre-
spond to the average F1 micro scores achieved
by other systems submitted for the second sub-
task, standing at 77.96% and 64.85% for binary
and multiclass classification scenarios, respec-
tively.

1 Introduction

In recent years, the detection of disinformation
in digital content has become a critical challenge
at the intersection of natural language processing
and information security, spurred by the growing
influence of online platforms (Shu et al., 2020).
The Arabic-speaking digital landscape, in particu-
lar, has witnessed an alarming increase in suscep-
tibility to the dissemination of false or misleading
information, a phenomenon well-documented in
recent research (Harrag and Djahli, 2022). The
ramifications of disinformation extend beyond indi-
vidual deception; they cover broader societal conse-
quences, affecting public opinion, social cohesion,
and even national security.

Recognizing the gravity of this issue, we actively
participate in the inaugural shared task organized
by ArAIEval’2023, which focuses on disinforma-
tion detection in Arabic text (Hasanain et al., 2023).

Our engagement in this task reflects our commit-
ment to addressing this pressing challenge. By
harnessing advanced natural language processing
techniques and machine learning models, we en-
deavor to contribute to the development of effective
disinformation detection systems tailored to the nu-
ances of the Arabic language. Through rigorous
experimentation and evaluation, we aim to enhance
our understanding of the complexities involved and
offer practical solutions to safeguard the integrity
of digital discourse and information dissemination
in the Arabic-speaking world.

To combat the proliferation of disinformation in
Arabic text, a growing number of research has been
dedicated to developing robust and effective detec-
tion systems (Alam et al., 2022; Mubarak et al.,
2023). Much like the endeavors undertaken in the
field of Arabic dialect identification (Lichouri et al.,
2021b), disinformation detection in Arabic requires
a nuanced understanding of the language’s intrica-
cies (Nagoudi et al., 2020), as well as the ability
to sift through vast amounts of textual data (Himdi
et al., 2022) to identify instances of deceptive or
misleading content.

In this paper, we embark on an extensive ex-
ploration of disinformation detection in Arabic,
drawing inspiration from the methodologies and
techniques employed in previous shared tasks (Li-
chouri et al., 2020). Leveraging these insights, we
aim to build upon existing research and contribute
to the ongoing efforts to enhance the accuracy and
effectiveness of disinformation detection systems
in Arabic text.

Our study encompasses a comprehensive analy-
sis of various factors influencing the performance
of Arabic disinformation detection, including sur-
face and morphological preprocessing techniques
(Lichouri et al., 2021a), feature engineering strate-
gies (Fouad et al., 2022), and the implementation of
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state-of-the-art machine learning models. Through
rigorous experimentation and evaluation, we seek
to provide valuable insights and practical solutions
that can aid in the identification and mitigation of
disinformation.

This paper is organized as follows: Section 2
offers insights into the dataset we have employed.
Moving on to Section 3, we introduce our proposed
system, which includes details about the cleaning
and preprocessing steps discussed in Section 3.1.
The process of feature engineering is elucidated
in Section 3.2. Section 3.3 is dedicated to a com-
prehensive discussion of our findings. Finally, we
wrap up the paper in Section 4 with a conclusive
summary of our contributions and key findings.

2 Description of the Dataset

A disinformation dataset constitutes a crucial re-
source for studying and comprehending the multi-
faceted landscape of misinformation, misleading
content, and fabricated information within vari-
ous digital platforms. Such datasets encompass
a diverse array of textual, visual, and multimedia
content intentionally designed to deceive, mislead,
or manipulate audiences. These datasets serve
as invaluable assets for researchers, data scien-
tists, and machine learning practitioners engaged
in the development of advanced algorithms and
models aimed at detecting, analyzing, and com-
bating disinformation. By analyzing patterns, lin-
guistic cues, and contextual elements within disin-
formation datasets, researchers gain insights into
the tactics, strategies, and evolving nature of disin-
formation campaigns, thereby contributing to the
enhancement of society’s ability to discern and mit-
igate the harmful impacts of deceptive content in an
increasingly interconnected information landscape.

Additional information regarding this dataset can
be found in Table 1, where we took part for the first
time this year in both editions of the Disinforma-
tion Detection Definition shared task. This task
involves classifying binary and fine-grained disin-
formation categories based solely on the text of a
tweet. Please note that these statistics pertain to the
dataset after we removed punctuation and emojis.
Imbalanced datasets can have a pronounced effect
on system performance, causing the development
of biased models that prioritize the dominant class
(e.g., “no-disinformation” in binary classification
and “HS” in multi-class classification). This can re-
sult in decreased predictive accuracy for the under-

represented classes, such as “disinformation” in
binary classification, “Rumor”, and “Spam” in the
multi-class scenario, and compromised decision-
making in applications like fraud detection or med-
ical diagnosis. Addressing class imbalance through
techniques like oversampling, undersampling, or
using appropriate evaluation metrics is crucial for
more equitable and accurate model outcomes.

3 Proposed system

3.1 Data Cleaning and Preprocessing
In the challenging domain of disinformation de-
tection within Arabic text, it becomes imperative
to adeptly capture essential information while effi-
ciently removing undesirable elements. This task
is known for its complexity and nuance, demand-
ing a detailed approach. To address this challenge,
we have implemented a two-phase preprocessing
strategy:

Phase 1: Surface Preprocessing - In this initial
phase, we execute a range of foundational proce-
dures:

• Arabic Letter Normalization: Ensuring con-
sistency in Arabic script characters (Sallam
et al., 2016).

• Punctuation and Emoji Removal: Eliminating
punctuation marks and emoticons (Shiha and
Ayvaz, 2017).

• Stop Words Removal: Handling common
words that do not contribute substantially to
meaning.

• Diacritics Removal: Removing diacritical
marks for text clarity (Jbara et al., 2009).

• Exclusion of Non-Arabic Content: Ensuring
that only Arabic text remains (Omar et al.,
2021).

These collective measures ensure text clarity,
uniformity, and the removal of any distractions.

Phase 2: Morphological Preprocessing - In
this phase, our focus shifts to the intricacies of lan-
guage. Here, we employ the following techniques:

• Lemmatization: Simplifying word forms to
their base or dictionary form (El Kah and Zer-
oual, 2021).

• Stemming: Reducing words to their root
forms, aiding in the identification of core word
meanings and structures (Atwan et al., 2021).
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Table 1: ArAIEval (Task2A/2B) dataset statistics where : Task2A for Binary classification whereas Task2B for
Multiclass classification problem.

Train Dev Test
# sentences 14147/2656 2115/397 3729/876
# words 324727/68073 48917/10062 100646/27312
Max # word per sentence 65/67 65/59 62 /62
Min # word per sentence 0 / 1 0 / 1 1 / 1
Max # char per sentence 280/290 280 /285 311 /311
Min # char per sentence 0 / 3 0 / 3 2 / 2

Table 2: The various combinations and parameter used
in our work

Settings Range

ngram range
(m,n) with m=1 to 3
and n=1 to 10

tfidf weights 0.5 - 1
tfidf max features 1000 -25000

SVM C=100, gamma=1-10
fasttext supervised epoch=100, loss=’ova’

fasttext unsupervised
epoch=100, ws=6
model=’skipgram’
dim=1000

Throughout both phases, we intricately harmo-
nize and fine-tune various techniques to arrive at
the optimal configuration for our preprocessing
pipeline.

3.2 Feature engineering

Our system operates through a well-defined struc-
ture consisting of four distinct phases, offering
the flexibility to be applied individually or collec-
tively. The initial two phases, Surface Preprocess-
ing and Morphological Preprocessing, have been
expounded upon in the previous section. The sub-
sequent phases are detailed as follows:

Phase 3: Feature Extraction - In this stage, we
employ a dual-model approach. Firstly, the
FastText model undergoes comprehensive
training in two modes: supervised and un-
supervised, drawing from the training dataset.
Then, we use this model to extract features
from both the development and test datasets.
Secondly, we leverage the TF-IDFVectorizer,
an adept tool offering three distinct analyzers
(Word, Char, and Char wb), each encompass-
ing variable n-gram ranges. As a default con-
figuration, we combine these three TF-IDF

features, affording them equal weights, all set
to 1.

Phase 4: Weighted Fusion - In this phase, we
combined the three TF-IDF features, sup-
ported by a weight vector featuring three dis-
tinctive values (w1, w2, w3) that correspond
to the Word, Char, and Char wb TF-IDF fea-
tures, respectively.

Having presented these four distinctive phases,
we executed four designed experiments that were
inspired by our prior works (Lichouri et al., 2018;
Abbas et al., 2019; Lichouri and Abbas, 2020a),
where each embody distinct configurations:

Experiment 1 (Lichouri et al., 2021a; Lichouri
and Abbas, 2020b): In this first experiment, we
initiated with the first phase, by considering all
the possible permutations of surface processing
techniques. Following this, we considered the third
phase, marked by the employment of a union of TF-
IDF features. During the feature extraction process,
we explored a range of n-gram values, spanning
from n = 1 to 10. Finally, we finished by the
training of the SVC classifier.

Experiment 2 (Lichouri et al., 2020): In this
specific scenario, we worked with the second phase,
by exploring various combinations of morphologi-
cal processing techniques. Similar to Experiment 1,
we progressed to the third phase, where we concat
the TF-IDF features, all while varying the n-gram
parameters. We then finished this experiment by
training of the SVC classifier.

Experiment 3: For this unique experiment, we
focused on the third phase, where we used Fast-
Text model for feature extraction, followed by the
rigorous training of the SVC classifier.

Experiment 4 (Lichouri et al., 2021b): In this
distinctive scenario, we executed the fourth phase,
by applying a weighted union of TF-IDF features
for feature extraction. Then, we concluded with
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Task Binary Multiple
Desc MP SP F-Vec WF MP SP F-Vec WF
Run 1 81,08 81,23 48,45 81,13 56,92 57,43 27.57 56,93
Run 2 81,08 81,18 48.27 78,91 56,92 56,68 27.68 56,92
Run 3 81,08 81,09 46.54 75,74 56,92 56,93 22.44 56,68

Table 3: The F1-micro percentages obtained using the proposed system Where: SP (Surface Preprocessing), MP
(Morphological Preprocessing), F-Vec (Vectorisation), and WF (Weighted Fusion)

the training of the SVC classifier.
Following many iterations of these four ex-

periments on both the training and development
datasets, we recorded the best results attained for
each experiment, along with the precise configura-
tions that yielded these outcomes, as presented in
Table 2.

3.3 Results and Discussion

In this study, we conducted a series of experiments
aimed at detecting Arabic disinformation. These
experiments were centered around the utilization of
various descriptors, encompassing Surface Prepro-
cessing (SP), Morphological Preprocessing (MP),
the vectorisation model (F-Vec), and Weighted Fu-
sion of TF-IDF (WF).

To explore the effectiveness of these descrip-
tors, we employed a range of combinations and
settings. This involved modifying n-gram values
and TF-IDF weights to investigate the impact of
word sequence length on results and term weight-
ing in the text, respectively. Table 2 provides a
comprehensive summary of the different combi-
nations and parameters used in our study, while
Table 3 presents the results obtained using these
combinations.

Our experiments yielded valuable insights into
the efficacy of various techniques for disinforma-
tion detection, specifically in binary and multiclass
classification tasks. Notably, for the binary subtask,
Surface Preprocessing demonstrated the highest
performance, achieving an impressive F1-score of
81.23%. It was closely followed by the Weighted
Union of TF-IDF features, with an F1-score of
81.13%, while Morphological Preprocessing exhib-
ited slightly lower performance, resulting in an F1-
score of 81.08%. Intriguingly, the FastText model
underperformed in this context, attaining the lowest
F1-score at 48.45%.

However, a fascinating observation emerged
when we transitioned to the multiclass classifica-
tion subtask. Surprisingly, the same observation

held true, but the obtained results dropped signif-
icantly, by approximately 20%, compared to the
binary case. We hypothesize that this decline in
performance could be attributed to the imbalanced
nature of the dataset, which has a more pronounced
impact in the multiclass scenario.

4 Conclusion

In conclusion, our comprehensive analysis of key
factors in Arabic Disinformation Detection has
shed light on critical aspects that significantly in-
fluence performance. Through a meticulous ex-
ploration of surface preprocessing, morphologi-
cal preprocessing, the FastText vector model, and
the weighted fusion of TF-IDF features, we have
gained valuable insights into their impact on classi-
fication tasks.

Our system’s noteworthy achievement of an F1

micro score of 76.70% and 50.46% for binary
and multiclass classification setups, respectively,
closely aligns with the performance of other sys-
tems submitted for the second subtask. This not
only reaffirms the significance of surface prepro-
cessing and weighted TF-IDF feature fusion but
also positions them as robust techniques in the do-
main of Arabic Disinformation Detection.
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Abstract

In this paper, we highlight our approach for
the "Arabic AI Tasks Evaluation (ArAiEval)
Shared Task 2023". We present our approaches
for task 1-A and task 2-A of the shared task
which focus on persuasion technique detection
and disinformation detection respectively. De-
tection of persuasion techniques and disinfor-
mation has become imperative to avoid distor-
tion of authentic information. The tasks use
multigenre snippets of tweets and news arti-
cles for the given binary classification problem.
We experiment with several transformer-based
models that were pre-trained on the Arabic lan-
guage. We fine-tune these state-of-the-art mod-
els on the provided dataset. Ensembling is em-
ployed to enhance the performance of the sys-
tems. We achieved a micro F1-score of 0.742
on task 1-A (8th rank on the leaderboard) and
0.901 on task 2-A (7th rank on the leaderboard)
respectively.

1 Introduction

In today’s digital age, numerous platforms aid peo-
ple in reaching out to the world. However, some
individuals resort to disinformation and persuasion
techniques to influence people, keeping in mind
a certain biased agenda, which can have negative
societal effects. Disinformation (Wardle and Der-
akhshan, 2017) is an intentional effort to dissemi-
nate malicious, manipulative, and misleading infor-
mation for espionage. The propagation of incorrect
information can be deleterious to an individual, an
organization, or a nation. Hence, disinformation de-
tection has become imperative to catch false reports
and avoid social upheaval. Persuasion is the act of
changing someone’s convictions, views, or conduct
through interaction or exchange. Persuasion tech-
niques can be employed to propagate propaganda
(Alam et al., 2022) and influence the behavioral
patterns of the targeted audience. Persuasion can

∗Equal contribution

be done via textual mediums such as news articles
and tweets. Social media can act as a key instru-
ment to proliferate persuasive content as well as
disinformation among the masses.

With advancements in science and technology,
specifically in the domain of machine learning, ma-
chines are now capable of detecting persuasion
techniques as well as disinformation from the given
data. However, the detection techniques have cer-
tain limitations. The tactics used to spread disin-
formation constantly evolve, and the sheer volume
is immense. Understanding context and intent is
another challenge when it comes to detecting per-
suasion and disinformation. Detecting and counter-
ing these instruments of influence across multiple
languages and cultural contexts can be daunting.

This paper demonstrates our work on Task 1 -
Persuasion Technique Detection and Task 2 - Dis-
information Detection (Hasanain et al., 2023). We
intend to examine whether the given multigenre
textual snippets contain persuasive content in Task
1 and classify whether the given tweet (Mubarak
et al., 2023) is disinformation or not in Task 2. Our
approach highlights the use of various transformer-
based models for binary classification on the given
Arabic data. Ensemble-based techniques have also
been employed to yield better results.

2 Related Work

In the pre-internet era, traditional media analysis,
fact-checking, and investigative journalism were
employed to detect disinformation and persuasion
techniques. With the emergence of the internet,
keyword-based approaches and sentimental analy-
sis techniques found their groove in detecting fake
news and persuading content. An analysis of lin-
guistic features (Conroy et al., 2015), lexical pat-
terns (Feng et al., 2012), and rhetorical structures
(Rubin et al., 2015) was used for this purpose. Fur-
ther advancements in text analysis (Pérez-Rosas
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et al., 2017) proved fruitful for this task.
Although mitigating disinformation and persua-

sion techniques had been a difficult undertaking,
machine learning techniques (Manzoor et al., 2019;
Khanam et al., 2021) showed promise to address
this issue. Supervised machine learning methods
(Reis et al., 2019) such as Support Vector Ma-
chine(SVM), XGBoost, and Naive Bayes have
been used for this purpose. (Iyer and Sycara, 2019)
stated that the detection of persuasive tactics in a
text can be automated using unsupervised learn-
ing. Network analysis methods (Shu et al., 2019)
such as centrality measures can be used to iden-
tify coordinated behavior. This technique can help
to highlight the propagation of disinformation or
persuasive content over social networks.

Subsequently, deep learning techniques (Kumar
et al., 2020) also contributed to fine-tuning the re-
sults. The utilization of word embeddings and con-
volutional neural networks (CNNs) for recognizing
persuasion at an early stage also fueled the preven-
tion of social engineering attacks (Tsinganos et al.,
2022). Multiple state-of-the-art systems such as
LSTMs (Kumar et al., 2020) are also used to detect
fake news. Further research revealed that trans-
fer learning approaches like BERT produced more
promising results than other cutting-edge NLP tech-
niques (Qasim et al., 2022). Ensembling techniques
(Ahmad et al., 2020) were utilized to further en-
hance the results by integrating various approaches
into a single one. Hybrid architectures like combin-
ing BERT with a recurrent neural network (RNN)

(Kula et al., 2021) or a combination of parallel
CNNs with BERT (Kaliyar et al., 2021) achieved
a significant score. Recent developments suggest
that AI approaches such as explainable AI (XAI)
(Chien et al., 2022) are being experimented with for
the task of disinformation and persuasion technique
detection.

In this paper, we present our approach, which
encompasses the utilization of transformer-based
models for classification. Variations of BERT are
used to develop an ensemble-based system for the
given classification tasks.

3 Data

The dataset provided for Task 1 - Persuasion Tech-
nique Detection comprises multigenre text snippets,
which are either tweets or news paragraphs. The
training data has 2427 samples of such snippets, the
development data has 259 samples, and the testing
data has 503 samples. The training data contains
features such as the id, text, label, and type. Each
snippet in the training dataset is labeled as either
’true’ or ’false’ based on the presence of persua-
sion techniques in the given sample. This task falls
under the category of binary classification.

The dataset provided for Task 2 - Disinformation
Detection comprises tweets. The training data has
14147 (14126 non-null) samples of such tweets, the
development data has 2111 samples, and the testing
data has 3729 samples. The training data contains
features such as the id, text, and label. Each tweet
in the training dataset is labeled as either ’disinfo’
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or ’no-disinfo’ based on the content in every sam-
ple. This task falls under the category of binary
classification.

The provided dataset is preprocessed using regu-
lar expressions to remove irrelevant strings such as
"@USER", "LINK" and "RT" to reduce the noise.

4 System

This shared task discusses the problems of Disinfor-
mation and Persuasion detection. These problems
come under the umbrella of classification problems
for which Transformer-based Models have been
widely used and have achieved impressive perfor-
mance. Thus, we have utilized several transformer-
based models and ensembling methods in our re-
search as shown in figure 1. The models are trained
for 10 epochs with a learning rate of 1e-5, a batch
size of 32, and the AdamW optimizer. The method-
ologies have been briefly discussed in the section
below.

4.1 BERT

Antoun et al. (2020) discusses how BERT models
which are pre-trained on a large corpus of a specific
language like Arabic, perform well on language
understanding tasks. They propose several such
models that help provide state-of-the-art results for
the Arabic language and thus have been utilized for
our research.

The pre-training dataset used for the models
comprises 70 million sentences which is about
24GB in size. The data consists of news that
spans multiple topics and thus represents a vari-
ety that is useful for numerous downstream tasks.
The Masked Language Modeling and Next Sen-
tence Prediction Tasks have been used as the
pre-training objectives which help the models de-
velop a good contextual understanding of the in-
put sequence. AraBERT was evaluated on three
NLP tasks namely, Question Answering, Sentiment
Analysis, and Named-Entity Recognition to prove
its effectiveness across various tasks and domains.

Various variants of the AraBERT model have
been provided with slight tweaks in their pre-
training phases and parameters used. AraBERT
v1 or v0.1 are the original models, while v2 or
v0.2 are the newer versions with better vocabulary
and pre-processing. AraBERTv0.2-Twitter-base
consists of 136M parameters, it is pre-trained with
60M multi-dialect tweets besides the dataset used
for the other v0.2 models. AraBERTv2-base is pre-

trained on 420M examples that have a sequence
length of 128 and on 207M examples that have a
sequence length of 512.

To pre-train MARBERT (Abdul-Mageed et al.,
2021), 1B Arabic tweets were selected at random
from a sizable internal dataset of roughly 6B tweets.
Unlike AraBERT, the MARBERT model is trained
on Twitter data, which involves both MSA and di-
verse dialects. It is trained using 163M parameters.
This model is trained with a batch size of 256 and a
maximum sequence length of 128. It is fine-tuned
on several downstream tasks such as social mean-
ing and sentiment analysis.

4.2 ELECTRA

Although, Masked Language Modeling pre-
training for BERT-based models has given impres-
sive results, the "Efficiently Learning an Encoder
that Classifies Token Replacements Accurately"
(ELECTRA) approach has yielded better results
whilst being more efficient in terms of model size
and compute needed for pre-training. AraELEC-
TRA is the discriminator model (araelectra-base-
discriminator) and the generator is a BERT model
(araelectra-base-generator).

The data used for pre-training consists of mostly
news articles and the size of the dataset is 77GB
which consists of 8.8 billion words. The model is
pre-trained for 2 million steps with a batch size of
256.

AraELECTRA is a BERT-based model with 12
encoding layers consisting of 12 attention heads.
Its hidden size is 768 and has a maximum input se-
quence length of 512. The total parameters in Ara-
ELECTRA are 136 million. The generator Model
(araelectra-base-generator) used in the ELECTRA
approach for pre-training is a BERT model of a
considerably smaller size with 60 million total
parameters. AraELECTRA is evaluated on three
NLP tasks namely, Question Answering, Sentiment
Analysis, and Named-Entity Recognition.

5 Ensembling

Ensembling is a technique that combines the re-
sults of various models to generate the eventual
intended result of the system. Statistical as well as
non-statistical methods are used for this purpose.
Ensembling is useful as it helps generate results
that are better than the results given by the individ-
ual models.

Amongst several methods leveraged for ensem-
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bling, we observed that the "hard voting" ensemble
technique proved to be the most efficient and ac-
curate. In hard voting, the majority vote or the
"mode" of all the predictions is selected as the final
prediction. It helps improve the robustness of the
system and minimizes the variance in the results.

6 Results

We discuss the results of our experiments for tasks
1-A and 2-A in this section. Table 2 and Table 4
contain our results for the models and the ensem-
bled score for the respective tasks. The micro F1
score serves as the official score metric for both
tasks 1-A and 2-A.

Model
Micro F1

Score
Araelectra-base-discriminator 0.872

AraBERTv0.2-Twitter-base 0.842

MARBERTv2 (Post-evaluation) 0.876
AraBERTv1-base 0.823

AraBERTv2-base 0.849

Ensemble - Hard Voting 0.865
Ensemble - Hard Voting 0.869

(Post-evaluation)

Table 1: Results for Task 1-A on Development dataset

Model
Micro F1

Score
Araelectra-base-discriminator 0.750

AraBERTv0.2-Twitter-base 0.746

MARBERTv2 (Post-evaluation) 0.732

AraBERTv1-base 0.702

AraBERTv2-base 0.728

Ensemble - Hard Voting 0.742
Ensemble - Hard Voting 0.751

(Post-evaluation)

Table 2: Results for Task 1-A on Test dataset

6.1 Task 1-A

Araelectra-base-discriminator performs best with a
micro F1 score of 0.872 on the development dataset
and 0.750 on the test dataset as seen in Table 1 and

Table 2 respectively. This performance is indica-
tive of the advantages of utilizing the ELECTRA
pre-training approach, where the Replaced Token
Detection (RTD) is the objective for pre-training.
It achieves a marginally better micro F1 score than
the hard voting-based ensembled result of the four
models. Despite this, we use the ensemble-based
system as our final approach because it generates
low-variance results and provides stable predic-
tions. Our system achieved a micro F1 score of
0.742 on the test dataset.

In the post-evaluation phase (after submis-
sion of the official scores), out of the vari-
ous models we experiment with for the given
task, MARBERTv2 outperforms Araelectra-base-
discriminator and emerges as the best model with
a micro F1 score of 0.876 on development dataset.
This can be attributed to the large size of the tweet-
based training corpus. It boosts the ensemble
scores to the 0.869 on development dataset and
the 0.751 on test dataset.

Model
Micro F1

Score
Araelectra-base-generator 0.893

AraBERTv0.2-Twitter-base 0.907
MARBERTv2 (Post-evaluation) 0.909

AraBERTv1-base 0.882

AraBERTv2-base 0.897

Ensemble - Hard Voting 0.909
Ensemble - Hard Voting 0.914

(Post-evaluation)

Table 3: Results for Task 2-A on Development dataset

6.2 Task 2-A
AraBERTv0.2-Twitter-base achieves the best re-
sults with a micro F1 score of 0.907 on the develop-
ment dataset and 0.900 on the test dataset as seen
in Table 3 and Table 4 respectively among the four
models. This is suggestive of the benefits of the
model being pre-trained on a dataset consisting of
tweets. The hard voting-based ensemble provides
the best results as mentioned in Table 4. In addition
to achieving the best performance, ensembling also
generates results with greater generalizability and
stable predictions and is therefore chosen as the
final approach for the system. Our system achieved
a micro F1 score of 0.901 and a macro of F1 score
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Model
Micro F1

Score
Araelectra-base-generator 0.882

AraBERTv0.2-Twitter-base 0.900
MARBERTv2 (Post-evaluation) 0.903

AraBERTv1-base 0.882

AraBERTv2-base 0.894

Ensemble - Hard Voting 0.901
Ensemble - Hard Voting 0.905

(Post-evaluation)

Table 4: Results for Task 2-A on Test dataset

0.861 on the test dataset.

In the post-evaluation phase (after submission of
the official scores), out of the various models we ex-
periment with for the given task, MARBERTv2 out-
performs AraBERTv0.2-Twitter-base and emerges
as the best model with a micro F1 score of 0.909 on
development dataset and 0.903 on test dataset. This
can be attributed to the large size of the tweet-based
training corpus. It boosts the ensemble scores to
0.914 on the development dataset and 0.905 on the
test dataset.

7 Conclusion

In this paper, we compared the performance of
several transformer-based models on the tasks of
Persuasion technique detection and Disinformation
detection. For the final submission, amongst the
individual models, it is observed that the Araelectra-
base-discriminator achieved the best performance
for Task 1-A. This model was able to achieve a
micro F1 score of 0.742. Likewise, AraBERTv0.2-
Twitter-base achieved the best results for Task 2-A
and the final system yielded a micro F1 score of
0.901. Hard voting-based ensembling is used for
our final systems to improve performance whilst
also generating stable predictions. In the future,
with the availability of better computational re-
sources, we can enhance the system’s performance
by training it for longer and by using larger models.
Moreover, we can experiment with other suitable
ensembling techniques to gauge their effectiveness.

8 Limitations

Language Models used here are compute-intensive
and thus may not always be suitable for applica-
tion in real-world and real-time systems that have
constraints on computational resources. The pre-
training datasets may have certain biases in them,
even though they might be rich in information.
They may thus not represent the real-world picture
accurately.
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Application of the bert-based architecture in fake
news detection. In 13th International Conference
on Computational Intelligence in Security for Infor-
mation Systems (CISIS 2020) 12, pages 239–249.
Springer.

Sachin Kumar, Rohan Asthana, Shashwat Upadhyay,
Nidhi Upreti, and Mohammad Akbar. 2020. Fake
news detection using deep learning models: A novel
approach. Transactions on Emerging Telecommuni-
cations Technologies, 31(2):e3767.

Syed Ishfaq Manzoor, Jimmy Singla, et al. 2019. Fake
news detection using machine learning approaches:
A systematic review. In 2019 3rd international
conference on trends in electronics and informatics
(ICOEI), pages 230–234. IEEE.

Hamdy Mubarak, Samir Abdaljalil, Azza Nassar, and
Firoj Alam. 2023. Detecting and reasoning of
deleted tweets before they are posted. arXiv preprint
arXiv:2305.04927.

Verónica Pérez-Rosas, Bennett Kleinberg, Alexandra
Lefevre, and Rada Mihalcea. 2017. Automatic detec-
tion of fake news. arXiv preprint arXiv:1708.07104.

Rukhma Qasim, Waqas Haider Bangyal, Mohammed A
Alqarni, Abdulwahab Ali Almazroi, et al. 2022. A
fine-tuned bert-based transfer learning approach for
text classification. Journal of healthcare engineering,
2022.

Julio CS Reis, André Correia, Fabrício Murai, Adriano
Veloso, and Fabrício Benevenuto. 2019. Supervised
learning for fake news detection. IEEE Intelligent
Systems, 34(2):76–81.

Victoria L Rubin, Niall J Conroy, and Yimin Chen. 2015.
Towards news verification: Deception detection meth-
ods for news discourse. In Hawaii international con-
ference on system sciences, pages 5–8.

Kai Shu, H Russell Bernard, and Huan Liu. 2019. Study-
ing fake news via network analysis: detection and
mitigation. Emerging research challenges and op-
portunities in computational social network analysis
and mining, pages 43–65.

Nikolaos Tsinganos, Ioannis Mavridis, and Dimitris
Gritzalis. 2022. Utilizing convolutional neural net-
works and word embeddings for early-stage recogni-
tion of persuasion in chat-based social engineering
attacks. IEEE Access, 10:108517–108529.

Claire Wardle and Hossein Derakhshan. 2017. Informa-
tion disorder: Toward an interdisciplinary framework
for research and policymaking, volume 27. Council
of Europe Strasbourg.

518



Proceedings of the The First Arabic Natural Language Processing Conference (ArabicNLP 2023), pages 519–524
December 7, 2023 ©2023 Association for Computational Linguistics

KnowTellConvince at ArAIEval Shared Task: Disinformation
and Persuasion Detection in Arabic using Similar and

Contrastive Representation Alignment
Hariram Veeramani

Department of Electrical
and Computer Engineering,

UCLA, USA
hariram@ucla.edu

Surendrabikram Thapa
Department of Computer
Science, Virginia Tech,

Blacksburg, USA
sbt@vt.edu

Usman Naseem
College of Science and

Engineering, James Cook
University, Australia

usman.naseem@jcu.edu.au

Abstract

In an era of widespread digital communication,
the challenge of identifying and countering
disinformation has become increasingly crit-
ical. However, compared to the solutions avail-
able in the English language, the resources and
strategies for tackling this multifaceted prob-
lem in Arabic are relatively scarce. To address
this issue, this paper presents our solutions to
tasks in ArAIEval 2023. Task 1 focuses on
detecting persuasion techniques, while Task
2 centers on disinformation detection within
Arabic text. Leveraging a multi-head model
architecture, fine-tuning techniques, sequential
learning, and innovative activation functions,
our contributions significantly enhance persua-
sion techniques and disinformation detection
accuracy. Beyond improving performance, our
work fills a critical research gap in content
analysis for Arabic, empowering individuals,
communities, and digital platforms to combat
deceptive content effectively and preserve the
credibility of information sources within the
Arabic-speaking world.

1 Introduction

In today’s information age, the rapid dissemination
of digital content across various platforms has revo-
lutionized the way information is produced, shared,
and consumed. This unprecedented accessibility to
information has brought numerous benefits, but it
has also given rise to new challenges, particularly
in the realms of misinformation, propaganda, and
disinformation (Alam et al., 2022a). Identifying
and addressing these issues is paramount for en-
suring the integrity and credibility of information
sources.

While the English language has garnered sub-
stantial attention in the realm of misinformation,
persuasion, and disinformation detection, it is im-
perative that we recognize the equal, if not greater,
significance of these endeavors in the Arabic lan-
guage. Less research on these areas will leave the

Arabic-speaking world vulnerable to the harmful
effects of deceptive content. Arabic’s linguistic
and cultural nuances demand tailored approaches
to combat these issues effectively (Sheikh Ali et al.,
2023; Alyoubi et al., 2023; Fouad et al., 2022).

Disinformation, encompassing hate speech, of-
fensive content, rumors, spam, and propaganda,
presents formidable challenges in the Arabic-
speaking world, shaped by linguistic diversity and
cultural nuances (Nakov et al., 2022; Alam et al.,
2022b). Hate speech and offensive content, inten-
sified by cultural sensitivities, demand effective
detection and mitigation to avert real-world reper-
cussions (Albadi et al., 2018; Al-Hassan and Al-
Dossari, 2022; Chowdhury et al., 2019). Rumors,
highly contagious within tight-knit Arabic commu-
nities, necessitate vigilant monitoring to counteract
panic and misinformation, exploiting cultural con-
texts for added complexity (Nakov et al., 2021;
Harrag and Djahli, 2022). Spam, spanning fraud-
ulent ads and misleading claims, pervades digital
spaces in all languages, underlining the need to dis-
tinguish it from credible content for online source
credibility (Kaddoura et al., 2023; Alkadri et al.,
2022). Propaganda, a pivotal element of disinfor-
mation campaigns, influences public opinion and
necessitates understanding and countering within
the Arabic-speaking context to protect individuals
and communities from manipulation by mislead-
ing narratives (Sharara et al., 2022; Feldman et al.,
2021). Addressing these multifaceted challenges
requires comprehensive research efforts and robust
detection models that account for linguistic and cul-
tural intricacies, preserving the credibility of infor-
mation sources, online discourse, and public opin-
ion in the diverse and dynamic Arabic-speaking
linguistic landscape.

In order to address the problems mentioned
above and to extend the previous related works
(Habernal et al., 2017, 2018; Da San Martino et al.,
2019; Barrón-Cedeno et al., 2019), in this paper, we
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present a multi-faceted approach that combines in-
novative model architectures, fine-tuning strategies,
and sequential learning techniques to effectively
address subtask 1A of Task 1 (persuasion or propa-
ganda detection) and both subtasks of Task 2 (disin-
formation detection) in ArAIEval 2023 (Hasanain
et al., 2023). Our incorporation of contrastive learn-
ing, renormalization, sentence embedding, cosine
similarity checks, and GELU activation functions
within the Arabic BERT framework demonstrates
a comprehensive strategy for detecting disinfor-
mation subtleties, including hate speech, offensive
content, rumors, spam, and propaganda. Our contri-
butions not only enhance disinformation detection
accuracy but also bridge the research gap in content
analysis for the Arabic language.

2 Task Description

Task 1: This task mainly deals with persuasion
techniques (propagandistic content) and has two
subtasks. Our participation is focused on sub-
task 1A, which involves analyzing individual para-
graphs of text from various genres to determine
whether they contain persuasive content, with a bi-
nary classification of “Yes” or “No” as the output.

Task 2: This task centers on disinformation de-
tection with two subtasks: subtask 2A for binary
classification to identify disinformation in tweets
and subtask 2B for multi-class classification, cate-
gorizing tweets into hate speech, offensive content,
rumors, or spam categories.

3 Dataset

Task 1: The dataset comprises tweets and news
paragraphs that have been annotated to identify
the use of persuasion techniques. These annota-
tions are provided in binary and multilabel settings,
allowing for the classification of the presence or
absence of persuasion techniques and, in the mul-
tilabel setting, the identification of multiple propa-
ganda techniques within the same text. Since we
only participate in subtask 1A, we only use binary
annotation data. The development set contains ap-
proximately 78% of the data without propaganda
and 22% of the data with propaganda. Similarly,
the test set comprises roughly 34.2% of the data
without propaganda and 65.8% of the data with
propaganda.

Task 2: Similar to Task 1, this task also contains
tweets annotated for binary and multiclass labels

for subtask 2A and subtask 2B, respectively.

4 System Descriptions

Our system is an ensemble of four models, as
shown in Figure 1. Below, we explain every com-
ponent in detail.

Model A - Supervised Contrastive Learning
with Arabic BERT: In Model A, we employ
contrastive learning to enhance Arabic text rep-
resentations. The motivation is to empower the
model for binary classification tasks by improving
its ability to distinguish between positive and neg-
ative examples in Arabic text (Alam et al., 2022b;
Veeramani et al., 2023b,d,c). Contrastive learning
encourages the model to capture semantic relation-
ships effectively, benefiting applications like sen-
timent analysis. We fine-tune BERT Arabic Base
(Safaya et al., 2020) with a contrastive loss func-
tion, pushing the model to generate embeddings
emphasizing semantic similarity and dissimilarity.
During training, it promotes similar representations
for similar sentences and different representations
for dissimilar sentences, enhancing the model’s
semantic understanding.

Model B - Sequential Learning with Ara-
bicBERT: Model B adopts a sequential learn-
ing approach, fine-tuning ArabicBERT on task-
specific data to adapt to various Arabic NLP tasks.
The motivation is to enable the model to compre-
hend sequential relationships and context in textual
data, which is crucial for tasks like text generation
and named entity recognition. Rationally, sequen-
tial learning involves taking the pretrained BERT
model and fine-tuning it on specific tasks, trans-
ferring knowledge from its general language un-
derstanding capabilities to task-specific nuances.
We adjust learning rates and batch sizes for differ-
ent tasks and employ task-specific loss functions
during fine-tuning.

Model C - Fine-Tuned Arabic BERT with Renor-
malized XNLI Data and Sequential Learning:
This process entails taking the pretrained Arabic
BERT model and fine-tuning it on the renormal-
ized XNLI dataset. During this phase, the labels in
the dataset are adjusted to reflect the sentiment per-
spective, where neutral and entailment labels are
unified into one class, and contradiction remains
as a separate class. Subsequently, applying sequen-
tial learning further enhances the model’s adapta-
tion to the task-specific nuances (Gururangan et al.,
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Figure 1: Overall framework of our proposed methodology.

2020; Da San Martino et al., 2019; Veeramani et al.,
2023e,a,f). During sequential learning, the model
adjusts its internal representations based on the
fine-tuned XNLI data, further refining its under-
standing of sentiment-related features and patterns
unique to Arabic text. This sequential fine-tuning
ensures that the model aligns precisely with the pro-
paganda/disinformation analysis and classification
requirements.

Model D - Sentence Embeddings with GELU
Activation: The process begins with calculating
semantic similarity between sentences in Arabic
text, serving as a foundational step for tasks de-
manding an understanding how closely related or
similar two sentences are. The primary motivation
behind this approach is to excel in applications that
rely on measuring the semantic similarity between
sentences in Arabic, such as persuasion detection,
disinformation detection, and multiclass classifica-
tion (Kanagasabai et al., 2023). The model extracts
sentence embeddings from Arabic BERT represen-
tations to capture the essential features and seman-
tics of each sentence. Subsequently, it calculates
the cosine similarity between pairs of sentences,
providing a quantitative measure of their semantic
relatedness. To capture complex and non-linear
relationships within the sentence embeddings, the
model then applies the GELU (Gaussian Error Lin-
ear Unit) activation function. This step enhances
the model’s ability to discern intricate semantic nu-
ances. Ultimately, the GELU-activated cosine sim-
ilarity scores enable the model to assess the degree
of semantic similarity between sentences, making
Model D a valuable asset for tasks like persuasion

and disinformation detection, which requires se-
mantic understanding and similarity assessment in
Arabic text processing.

5 Results and Discussion

This section discusses the results of our runs. Apart
from the above mentioned, we also tested to ArSAS
BERT1. We perform a detailed ablation of what
factors contribute to the better performance of the
system.

5.1 Task 1A (Persuasion Detection)

In the context of persuasion detection, the pre-
sented Table 1 reveals a comprehensive evaluation
of various models designed to excel in this task.
Arabic-BERT demonstrated commendable effec-
tiveness with a micro-averaged F1-score of 72.23,
emphasizing its proficiency in classifying instances.
ArSAS BERT slightly outperformed Arabic-BERT
with a micro-averaged F1-score of 73.4, highlight-
ing its capabilities in persuasion detection. How-
ever, the combination of components B and D no-
tably improved model performance, resulting in
Model (B + D) achieving a micro-averaged F1-
score of 74.44. Model (A + B) further enhanced
performance to a micro-averaged F1-score of 74.75
by combining components A and B, showcasing
the value of ensemble models. Nevertheless, the
Model (A + D) also boasted a micro-averaged F1-
score of 75.77, emphasizing the effectiveness of
combining components A and D. The most com-
prehensive approach, Model (A + B + C + D),

1https://huggingface.co/Osaleh/
sagemaker-bert-base-arabic-ArSAS
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Models F1mic Premac Recmac F1mac

Arabic-BERT 72.23 73.51 72.06 71.0
ArSAS BERT 73.4 73.17 74.8 73.2
Model (B + D) 74.44 75.09 74.58 74.67
Model (A + B) 74.75 75.48 74.75 75.05
Model (A + D) 75.77 76.9 75.26 76.05

Model (A+B+C+D) 76.14 78.11 76.14 76.82

Table 1: Results for task 1A (persuasion detection). The
F1mic stands for micro-averaged F1-score. Similarly,
Premac, Recmac, and F1mac represents macro-averaged
precision, recall and F1-score.

achieved the highest micro-averaged F1-score at
76.14, reaffirming the synergy of all four compo-
nents in tackling persuasion detection effectively.
These results underscore the significance of model
combinations and component choices in optimizing
performance for this task.

5.2 Task 2A (Disinformation Detection)

In disinformation detection, the provided Table 2
showcases a comprehensive evaluation of diverse
models. Arabic-BERT demonstrated strong per-
formance with a micro-averaged F1-score of 86.4,
underscoring its effectiveness in identifying dis-
information. ArSAS BERT improved upon this,
achieving a micro-averaged F1-score of 87.26, sig-
nifying its proficiency in detecting false informa-
tion. However, the strategic combination of com-
ponents B and D notably enhanced model perfor-
mance, resulting in Model (B + D) achieving a
micro-averaged F1-score of 88.5. Model (A + B)
excelled further with an impressive micro-averaged
F1-score of 89.05, indicating its strength in dis-
information detection. However, Model (A + D)
emerged as a better performer, boasting a micro-
averaged F1-score of 89.38 and demonstrating its
exceptional capability in detecting disinformation.
The most encompassing approach, Model (A + B +
C + D), outshone the rest with the highest micro-
averaged F1-score at 89.67, reaffirming the synergy
of all four components in effectively combatting
disinformation.

Models F1mic Premac Recmac F1mac

Arabic-BERT 86.4 87 86.22 86.32
ArSAS BERT 87.26 88.5 87.15 87.2
Model (B + D) 88.5 89.02 88.46 88.9
Model (A + B) 89.05 89.88 89.06 89.35
Model (A + D) 89.38 90 89.38 89.61

Model (A+B+C+D) 89.67 90.39 89.68 89.93

Table 2: Results for task 2A (disinformation detection).

5.3 Task 2B (Disinformation Class Detection)

In disinformation class detection, as shown in Table
3, Model B achieved a micro-averaged F1-score
of 80.36, while Model (B + D) improved perfor-
mance slightly with a micro-averaged F1-score of
80.71. This shows that combining components B
and D enhanced disinformation class detection, em-
phasizing the value of collaboration between these
elements for improved accuracy in identifying spe-
cific disinformation classes.

Models F1mic Premac Recmac F1mac

Model B 80.36 83.42 80.51 80.36
Model (B + D) 80.71 83.85 80.71 81.81

Table 3: Results for task 2B (disinformation class detec-
tion).

In summary, these performance tables demon-
strate the power of ensemble models and collabora-
tive approaches in improving the accuracy of per-
suasion and disinformation detection tasks. Com-
bining different components and models enhanced
overall performance, with micro and macro F1-
scores consistently rising.

6 Conclusion

In summary, our study emphasizes the power of en-
semble models and collaborative approaches in im-
proving the accuracy of persuasion and disinforma-
tion detection tasks in Arabic text. We consistently
observed enhanced performance through rigorous
experimentation, as evidenced by rising micro and
macro F1-scores across various model combina-
tions. These results underscore the importance of
adaptability and synergy in addressing the nuanced
challenges of natural language understanding tasks.
Whether it is fine-tuning sentiment semantics, lever-
aging sentence embeddings, or combining all com-
ponents, ensemble models consistently outperform
individual approaches. These findings offer valu-
able insights for Arabic text processing and as a
model for tackling similar challenges across lan-
guages and domains. In an ever-evolving landscape
of language processing, our study highlights the
significance of diverse techniques and collaborative
strategies to effectively meet the complexity of nat-
ural language understanding tasks. Ultimately, our
research contributes to more accurate solutions and
a deeper understanding of persuasive and deceptive
language in the digital age.
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Limitations

This study, while providing valuable insights into
ensemble models for persuasion and disinforma-
tion detection in Arabic text, is subject to certain
limitations. Using data from limited sources may
have restricted the comprehensiveness and gener-
alizability of our findings. Additionally, the com-
plexity and computational demands associated with
ensemble models could pose practical constraints
in real-world applications, warranting further in-
vestigation into model efficiency. Furthermore, the
domain-specific focus of our work on persuasion
and disinformation detection might limit its direct
applicability to other natural language processing
tasks or domains. Finally, the interpretability of
ensemble models and the potential influence of
temporal dynamics in text data represent additional
aspects for future research to explore.

Ethics Statement

This research adheres to ethical guidelines and prin-
ciples in all aspects of data analysis and reporting.
The datasets used in this study were sourced from
authorized sources, and no personally identifiable
information or sensitive data was utilized.
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Abstract

Disinformation involves the dissemination of
incomplete, inaccurate, or misleading informa-
tion; it has the objective, goal, or purpose of de-
liberately or intentionally lying to others about
the truth. The spread of disinformative infor-
mation on social media has serious implica-
tions, and it causes concern among internet
users in different aspects. Automatic classifi-
cation models are required to detect disinfor-
mative posts on social media, especially on
Twitter. In this article, DistilBERT multilin-
gual model was fine-tuned to classify tweets
either as dis-informative or not dis-informative
in Subtask 2A of the ArAIEval shared task.
The system outperformed the baseline and
achieved F1 micro 87% and F1 macro 80%.
Our system ranked 11 compared with all par-
ticipants.

1 Introduction

Nowadays, social media has advanced to the point
that it can compete with traditional media. The
freedom of user participation could have negative
consequences Dhiman (2023). Disinformation is
one of the side effects of this intentionally aiming
to mislead the truth that could affect negatively
people in many fields like politics, and health,
among others.

Spreading fake news can lead to misunderstand-
ing, harm individuals or groups, damage reputa-
tion, or even influence public opinion and decision-
making, Nasery et al. (2023). Thus, automatic de-
tection of these kinds of data is a very important is-
sue. For a while, it seemed so easy to detect disin-
formation data by domain experts or fact-checkers,
but with daily huge propagation data in social me-
dia, more resources are needed to automate and
speed up the process of detection of this kind of
information.

Arabic language is one of the languages spoken
in the world, with 422 million people including na-

tive and non-native speakers. It is the official lan-
guage in 22 countries with at least 30 distinct di-
alects. However, there are three categories: Classi-
cal Arabic (CA), Modern Standard Arabic (MSA),
and Dialectal Arabic (DA) Kadaoui et al. (2023).
CA is the original Arabic language that has been
used for over 1,500 years, and it is usually used
in most Arabic religious texts. MSA is one of
the official languages of the United Nations and
is widely used in todays Arabic newspapers, let-
ters, and formal meetings, which are also focused
on by researchers. DA is spoken Arabic used in
informal daily communication.

With the recent advanced improvements in the
natural language processing (NLP) field and the
evolution of large language modeling which is
based on transformers architecture Wolf et al.
(2020) the development of Arabic language solu-
tions in the NLP field has evolved. To mention
some previous efforts devoted to creating Arabic
datasets to train and test systems, the Arabic fact-
checking and stance detection corpus Baly et al.
(2018) contains 422 claims: 219 false claims from
Verify 1, and 203 true claims from Reuters. All
these claims were made about the war in Syria and
related Middle East political issues. Alkhair et al.
(2019) describes an Arabic corpus of 342 rumors
and 3,000 no rumors about death personalities.

Automatic disinformation classification is the
most straightforward way of disinformation anal-
ysis. Some previous work has been developed in
the Arabic language such as Harrag and Djahli
(2022) that explored convolutional neural net-
works (CNNs) for fact-checking using Baly et al.
(2018) to evaluate the proposal obtaining an accu-
racy averaged from 0.886 to 0.898. A more recent
work Nassif et al. (2022) evaluated a transformer-
based classifier to recognize fake news using Ara-
bic word embeddings. Authors reported a per-
formance accuracy of 98% using models such as

1https://verify-sy.com/
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QuariBert-Bse and Arabic-BERT among others.
The remainder of this article is organized as fol-

lows: The task definition is described in Section 2.
Section 3 describes the data set that was used, then
an explanation of the baselines and the proposed
system are given in Section 4. System evaluation
is introduced in Section 5. Finally, conclusions are
given in Section 7.

2 Task Definition

Text classification is a machine-learning process
that assigns a document to one or more predeter-
mined categories based on its content Abdulghani
and Abdullah (2022). It is a key problem in NLP,
with applications ranging from sentiment analysis
to email routing to offensive language detection,
spam filtering, and language identification.

Disinformation classification is a form of text
classification that is normally identified as binary
classification Mu et al. (2022). Given a set of la-
beled contexts that will be modeled as a feature f,
the task aims to predict whether f is disinformative
or not.

g(f) =

{
1, if f is dis-informative text
0, if f is not dis-informative text

where g is the function we want to learn from the
available data. The combination of the features to
obtain g can be done manually or automatically.

3 Data

The organizers of the ArAIEval shared task
Hasanain et al. (2023) released a data set that aims
to categorize a tweet whether it is a disinforma-
tive or not. These shared tasks represent continu-
ous works on the Arabic language after Alam et al.
(2022).

The data set is extracted from the Twitter web-
site by Twarc package Mubarak et al. (2023).
These tweets were extracted by using the word
corona in Arabic in February and March 2020.
Each sample in the data sets is composed of three
fields, the ID which represents the sample identi-
fier, the text field which includes the tweet text,
and the label which represents the annotated label
for the text either "disinfo" or "no-disinfo". Table
1 illustrates a set of examples of the provided data.

Three separate data sets were released in two
phases. The training and the developing data set
were released in the first phase, containing 14,147

and 2,115 samples respectively. Then the test data
set was released in the second phase with 3729
samples. Table 2 shows the stats of the data pro-
vided by the organizers and it is clear that the data
sets are imbalanced.

4 System

Baseline: In order to familiarize the participants
with the task, the organizers provided two base-
lines in the code repository, random and majority
baselines.

Proposed System: Pre-trained transformer-
based architectures have recently proven to be par-
ticularly efficient at language modeling and un-
derstanding when trained on a large enough cor-
pus. Bidirectional Encoder Representations from
Transformers (BERT) Vaswani et al. (2017) is one
of these models that gains the attention of the re-
searchers due to its ability to predict words consid-
ering left and right context sides.

Two model sizes are released for BERT as mod-
eling language goals, both of them depend on en-
coder architecture, BERTlarge and BERTbase. The
main difference between them is the number of
encoders. BERTbase consists of a stack of 12 en-
coders, on the other hand, BERTlarge consists of a
stack of 24 encoders. In addition, they differ in the
number of hidden units (768, 1,024) and attention
heads (12,16).

Despite the notable results of pre-trained BERT
models, it has a drawback which makes it very
slow due to its parameter numbers Han et al.
(2021). So, the distillation process, which is
known as a compression technique in which a
small model (the student) is trained to mimic the
behavior of a bigger model (the teacher) or an en-
semble of models Gou et al. (2021) is produced to
deal with this issue.

Based on the current resources for NLP, 90%
of the worlds population speaks languages that do
not benefit from recent language technologies due
to the lack of resources Joshi et al. (2020). Arabic
NLP is among these languages that still need more
interest to make it mature Bourahouat et al. (2023).

Cross-language transfer is considered the main
technique used for addressing the lack of resources
in the target language, in which higher resource
language models are adapted to the low resource
language. The cross-lingual transfer could be
achieved in two ways, the first one is by using a
trained single high-resource language model, or
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ID Text Label
0 يعرفونها والبدو الطعوس الا ماناقص بالله اقسم كورونا فيها عرفنا اللي الساعة ابو يلعن "الله no-disinfo
1 كورونا لفيروس الجلطة بجيب اللي هو المصري ٠٠٠الشعب القاهرة في زفاف حفل disinfo
2 كلنامسؤول شر كل من بلادنا الله حفظ كورونا من يقينا المنزل في البقاء no-disinfo

Table 1: Examples of the ArAIEval dataset.

Data set Disinfo No-disinfo Total
Training 2,656 11,491 14,147
Development 397 1,718 2,115
Test 876 2,853 3,729

Table 2: Description of training, development, and test
data sets.

the second way is by using multiple languages
with varying amounts of resources. The idea be-
hind these strategies is that the lower-resource lan-
guage benefits from the model’s learning of lan-
guage invariant features from a huge amount of
data in the high-resource language.

Thus, to overcome the low resources problems
for the Arabic language and the slowness of the
BERT model, in our proposed model we used a
distilled multilingual version of BERT which was
released by Sanh et al. (2019).

DistilBERT is a multilingual model that is
trained in 104 different languages including the
Arabic language from the Wikipedia website.
Thus, the Distilbert model has 6 layers, 768 di-
mensions, and 12 heads, totalizing 134M param-
eters. Table 3 illustrates the main differences be-
tween BERT_base and DistilBERT. As shown, the
model was able to reduce the size of a BERT
model by 40% while retraining 97% of its lan-
guage understanding capabilities and being 60%
faster.

In the following sub-sections, the description of
two phases, Development, and evaluation, will be
described in detail.

4.1 System Development Phase

In this phase, the organizers of the ArAIEval
shared task Hasanain et al. (2023) released train-
ing and development datasets. First, fundamen-
tal cleaning and preprocessing were performed on
both data sets to improve their quality. Hence,
white spaces, punctuation marks, hashtags, URLs,
special characters, and hyperlinks were removed
from the texts, and the null values were dropped.
Therefore, the final samples for the experiments

were 14126, and 2110 for the training and devel-
oping data sets respectively.

For each sample, the labeling is converted to ei-
ther 1 to represent "no-disinfo" or 0 to represent
"disinfo".

As known, input IDs’ (which encode the words
of the text to sequences of numbers) and atten-
tion mask (to tell the model which numbers of
input_ids to pay attention to or to ignore) vec-
tors should be generated from the DistilBERT to-
kenizer for each sample. During the fine-tuning,
the training data set was used for optimization and
model parameters. On the other hand, the develop-
ing data set was used as an evaluation data set to
validate the results of the model updates indepen-
dent of the data it is trained on.

The training arguments were adjusted before
running the experiment, the learning rate was 2e-5,
and the number of epochs was 2.

4.2 Final Evaluation Phase

When the testing data set was released by the orga-
nizers, the same preprocessing and cleaning pro-
cesses were done on the test samples. Then, the
data set was fed to the generated model after con-
verted it into real numbers from the previous phase
to get the predictions and submitted to the task por-
tal. After the submission was closed, the organiz-
ers published the golden standard for the test data
set for analysis of the errors. Figure 1 shows the
whole pipeline during the two phases.

5 Results

The system performance was evaluated by using
F1 macro, and F1 micro; micro and macro aver-
ages are aggregation methods for the F1 score, a
metric that is used to measure the performance of
classification machine learning models.

F1 score is calculated per class, which means
that if you want to calculate the overall F1 score
for a dataset with more than one class you will
need to aggregate in some way. Micro F1 score is
the normal F1 formula but calculated using the to-
tal number of True Positives (TP), False Positives
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BERT DistilBERT
Parameters (millions) base: 110 base:66
Training Time (days) 8 X V100 X 12 4 times less than BERT
Performance Outperforms state-of-the-art 3% degradation from BERT

Table 3: Comparison between BERT_base and distilBERT

Figure 1: Overview of the proposed approach to predict
the dis-informative tweets.

(FP), and False Negatives (FN), instead of individ-
ually for each class.

The formula for the micro F1 score is therefore:

MicroF1 =
TP

TP + 1
2 × (FP + FN)

(1)

The Macro F1 score is the unweighted mean of the
F1 scores calculated per class. It is the simplest
aggregation for the F1 score. The formula for the
macro F1 score is therefore:

MacroF1 =
sum(F1 scores)

number of classes
(2)

In the training phase, the system achieved 81%
F1 micro and 72% F1 macro. The system achieved
87% F1 micro and 80% F1 macro on the testing
data set. To get further, the F1 score was com-
puted per class; for the "disinfo" class the system
achieved 68% , and "no-disinfo" class, the pro-
posed model achieved 92% f1 score.

6 Discussion

In this work, a distilled multilingual version of
BERT was fine-tuned to predict disinformative
tweets that are extracted from the social media

Data set F1 micro F1 macro
our result (testing) 0.8675 0.7992
majority-baseline 0.7651 0.4335
random-baseline 0.5154 0.4764

Table 4: The performance of the proposed system com-
pared with the baselines.

website Twitter. As shown in Table 4, the sys-
tem outperformed the baselines in the two phases,
training and evaluating phases.

The data set which are provided by the orga-
nizers is imbalanced and this affects the results as
shown in the result section. The proposed system
failed to predict 494 samples in total, 346 sam-
ples related to "disinfo" class which is the minor-
ity class in the data set. On the other hand, 148
samples that were labeled with "no-disinfo" were
predicted false from the data set.

Based on our in-depth failure analysis, we
found that the system failed to predict correctly
the examples containing English words in Arabic
letters such as " "فولو which means "follow" in En-
glish. Another reason of failure is that some users
repeat some characters in some words to express
their emotions such as ."طفلللل"

7 Conclusion

In this work, we described our proposed system
to classify Arabic tweets as either disinformative
or not. Distilbert’s multilingual model was fine-
tuned on the task dataset. The system overcomes
the baselines and achieves F1 micro 87% and F1
macro 80% on the testing data set.

The Arabic language is the official language of
22 countries and it is spoken by over 422 million
people, but more efforts are needed to get benefits
of the recent NLP technologies. Writing a foreign
language in Arabic letter should be taken into ac-
count to improve the proposed model, in addition
to using repeated characters to express emotions.
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Abstract

The rapid proliferation of disinformation
through social media has become one of the
most dangerous means to deceive and influ-
ence people’s thoughts, viewpoints, or behav-
iors due to social media’s facilities, such as
rapid access, lower cost, and ease of use. Dis-
information can spread through social media
in different ways, such as fake news stories,
doctored images or videos, deceptive data, and
even conspiracy theories, thus making detect-
ing disinformation challenging. This paper is
a part of participation in the ArAIEval com-
petition that relate to disinformation detection.
This work evaluated four models: MARBERT,
the proposed ensemble model, and two tests
over GPT-4 (zero-shot and Few-shot). GPT-4
achieved micro-F1 79.01% while the ensemble
method obtained 76.83%. Despite no improve-
ment in the micro-F1 score on the dev dataset
using the ensemble approach, we still used it for
the test dataset predictions. We believed that
merging different classifiers might enhance the
system’s prediction accuracy.

1 Introduction

Approximately 66% 1of individuals in the Middle
East utilize social media to seek out daily news.
The rise of rapid development in social media
and online communication, such as chat platforms
(WhatsApp, Facebook Messenger, Snapchat, and
LINE), have emerged as prevalent means to fa-
cilitate the widespread dissemination of disinfor-
mation at an unprecedented pace. Disinformation
is the phenomenon that refers to how individu-
als or groups can be deceived or manipulated by
false or misleading information. As disinforma-
tion spreads gradually, it can boost existing biases,

1https://www.mideastmedia.org/survey/2017/
chapter/social-media/#s225

polarize viewpoints, and hinder constructive dia-
logue, compromising the collaborative spirit es-
sential for a healthy democracy. This far-reaching
phenomenon can affect opinion decision-making
and can threaten different foundations of demo-
cratic societies by eroding public trust in different
institutions and planting seeds of divisions among
communities (Himdi et al., 2022; Shu et al., 2020;
Freelon and Wells, 2020). To detect disinformation
and prevent it from spreading, modern methods
use transformer-based architectures that are trained
specifically on Arabic text and are available in pub-
lic, such as AraBERT (Antoun et al., 2020) and
MARBERT (Abdul-Mageed et al., 2021).

This paper outlines our participation in the dis-
information detection (Task 2) of the ArAIEval
Shared Task (Hasanain et al., 2023). We introduce a
method incorporating three distinct classifiers: the
MARBERT Pre-trained Language Model (PLM)
and both zero-shot and few-shot models. Our ob-
jective is to improve the accuracy of disinformation
identification in tweets by adopting a majority vot-
ing ensemble strategy. The subsequent sections
are structured as follows: Section 2 reviews prior
studies; Section 3 describes our proposed method;
Section 4 details our experimental result; and fi-
nally, we conclude with a summarisation of our
main findings.

2 Related Work

Nowadays, various types of disinformation have
swiftly disseminated across social media platforms
and digital news outlets, Each possessing distinct
attributes and objectives to deceive and influence
people. Due to the simplicity of sharing data online,
it has become challenging to differentiate between
trustworthy information and fake ones (Aïmeur
et al., 2023). Many research studies have been con-
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ducted to detect disinformation. In this section, we
provide a concise overview of the recent research
on disinformation. In Their Study ABOUT DIS-
INFORMATION DETECTION, Bahurmuz N. et
al. 2017 used two transformers, AraBERT and
MARABERT. The proposed paradigm removes
all the non-textual, non-linguistic URL features
to get a real dataset. Two sampling techniques
have been used to solve the unbalanced dataset.
Transformers models were trained by fine-tuning
the hyper-parameters using freezing model tech-
niques. MARABERT shows better performance
results (Bahurmuz et al., 2022). In 2021, Al-Yahya
M et al. examined various neural networks and
transformer models for Arabic fake news detection.
The experiments were conducted by using docu-
ment and word embedding to test multiple neural
network models like CNN, RNN, and GRU, then
compared to the transformers like (ARABERT V1,
ARABERT V2, ArElectra, QARiB, Arbert, and
Marbert. QARiB obtained high accuracy scores
compared to the limitation of small data size, re-
peated tweets, and noisy tweets that do not belong
to any class (Al-Yahya et al., 2021).

ALbalawi. R. et al. 2022 proposed a model
that relies on textual visual features to detect disin-
formation. They used MRABERT for text feature
extraction, while RESNET-50 was used to extract
image features. The text and visual features were
combined and input into one multi-modal classifier
to detect rumors from non. Early fusion of features
achieved an accuracy of 0.85. The efficiency of
the proposed model could not outperform the text-
based models in accuracy. This is due to the size
of the dataset (R. M. Albalawi et al., 2023).

Obeidat R. et al. (2022) worked on collect-
ing a dataset related to COVID-19 disinformation
news from Twitter; this dataset was the first Arabic
COVID-19 dataset comprising about 6.7K tweets.
Word cloud has been used to obtain crucial words
to analyze both real and fake news. They also
prepared a version of ARaBert trained based on
COVID-19 tweets known as AraBERT-COV19. To
reach a more accurate result than previous mod-
els, authors have been dependent on preparing and
labeling the collected dataset manually. (Obeidat
et al., 2022).

Hate speech and fake news can work together as
a powerful weapon against society; for example, an
article claiming that a particular group of people is
planning to commit violence can justify hate speech

against that group. This can lead to real-world vio-
lence, as seen in cases such as the Rohingya geno-
cide in Myanmar (Doncel-Martín et al., 2023). A
study by researchers at the University of Southern
California’s Information Sciences Institute found
that 20 percent of tweets containing hate speech
were also fake (Zheng et al., 2020).; Therefore,
Ameur M. et al. (2021) used fine-tuned two pre-
trained models, AraBERT COV19" and "mBERT
COV19. The work aimed to build a model that can
detect fake news about COVID-19 and hate speech
simultaneously (Ameur and Aliane, 2021).

3 Methodology

The proposed system is composed of three dis-
tinct models. Raw tweets were prepared and pre-
processed as inputs to the models, as outlined in
Section 3.1. Sections 3.2, 3.3, and 3.4 explain the
three models incorporated using an ensemble tech-
nique, as clarified in Section 3.4.

3.1 Preprocessing

Pre-processing was conducted using a methodol-
ogy previously employed by various researchers
(Duwairi and El-Orfali, 2014; Abu Farha and
Magdy, 2019). The initial step involved eliminating
unfamiliar symbols and characters, such as letters
from different languages, punctuation, and diacrit-
ics. Emojis were retained because they may be
used to express hate, obscenity, and abusive con-
tent (Mubarak et al., 2023). Additionally, certain
letters that exhibited diverse forms within the orig-
inal tweets were standardized to a singular form.
For instance, characters like ’hamza’ { @
,



@} were

substituted with { @}, and the ’t marabout { �è} was
changed to è}.

3.2 Fine-tuning pre-trained Language Models

Due to the contextual nature of disinformation
textual content, contextualized language models
would be beneficial in addressing this task. Trans-
former architectures like BERT (Devlin et al., 2019)
have demonstrated exceptional success across di-
verse NLP tasks. Our study employed three Arabic
language models that have attained cutting-edge
performance in various Arabic NLP applications.
These models were fine-tuned for disinformation
detection, enabling us to conduct a comparative
analysis of their capabilities. The specific models
employed are as follows:
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AraBERT: Antoun et al. (2020) introduced a
BERT-based model explicitly trained for the Arabic
language. It emerged as the first Arabic-specific
BERT model to achieve competitive results across
most Arabic NLP tasks. This model was pre-
trained on an extensive dataset encompassing 24
GB of text sourced from Wikipedia and various
news outlets across the Arab region.

MARBERT: As presented by Abdul-Mageed
et al. (2021), this model was designed for trans-
fer learning in Arabic dialects. MARBERT’s pre-
training involved a massive dataset comprising 6
billion tweets, leading to state-of-the-art perfor-
mance across multiple Arabic-language NLP tasks.

QARiB: Developed by Abdelali et al. (2021),
this model underwent training using a mix of Mod-
ern Standard Arabic (MSA) and dialectal sources.
The training dataset encompassed approximately
420 million tweets and 180 million sentences from
news articles. Notably, the utilization of this com-
bination of sources, comprising MSA and dialec-
tal content for language model pre-training, is ob-
served to enhance performance in classification
tasks, according to the author’s observations.

3.3 Large Language Models (LLMs)

Large Language Models (LLMs) have recently be-
come essential in Natural Language Processing
(NLP). They effectively utilize vast knowledge
sources and deeply comprehend complex language
details (Alyafeai et al., 2023; Zhang et al., 2023).
One significant model in this area is OpenAI’s GPT-
4, an advanced language model supported by a
transformer architecture and a massive 1.76 trillion
parameters (OpenAI, 2023). While its effective-
ness can vary by task, its strengths in sentiment
analysis and emotion detection highlight its utility
(Wang et al., 2023). Thus, the exploration of such
models is essential for other NLP studies.

Zero-shot: We use GPT 4 as a zero-shot classi-
fier; the model was never trained explicitly on our
task. The key to our approach lies in the prompting
strategy. Constructing effective prompts is vital;
it is an implicit instruction to guide the model to
understand and perform the desired classification,
ensuring accurate and reliable outputs. Figure 1
illustrates an example of a zero-shot prompt, high-
lighting instructions for data and categorization.
Considering GPT-4’s potential, we designate its
role as an "annotator expert." We introduce labels
to steer the LLMs alongside the primary directive.

The guidance specifies the format of the LLMs’
responses, seeking to make any other adjustments.

Few-shot: The foundational research from
Brown et al. (2020) highlighted the enhanced out-
comes of few-shot learning relative to zero-shot
configurations. In our work, we used a few-shot
setting leveraging GPT-4. We selected nine exam-
ples from the available training data rather than
selecting samples at random. To achieve this, we
used the "sentence-transformers" library to obtain
embeddings for Arabic tweets. It starts by choos-
ing a random tweet from the training set and then
iteratively picks the most dissimilar tweet based
on cosine distance from the already selected ones.
Specifically, each addition computes the sum of
lengths to all previously selected tweets, ensuring a
diverse selection. The "distiluse-base-multilingual-
cased-v2" model is used for multilingual support,
including Arabic. Since the proportion of the dis-
information class in the training data set is small,
we chose to increase the number of disinformation
tweets (6 examples) compared to (3 models) for
the class that does not contain misleading informa-
tion. For each category, we applied the dissimi-
larity above selected samples approach. Figure 3
illustrates the details of the utilized prompt.

3.4 Ensemble

At this step, we have three individual classifiers:
the best-performing Pre-trained Language Model
(PLM) MARBERT, zero-shot, and few-shot mod-
els. Each model’s output is a determination of
whether a tweet is disinformation or not. By us-
ing different classifiers together, we can reduce
their individual weaknesses and benefit from their
strengths. Using an ensemble method, we em-
ployed a majority voting approach to merge the
classifiers. We assume that combining multiple
classifiers might generalize predictions on unseen
tweets. This is based on the idea that multiple
models may capture different aspects or features
of the tweet, leading to a more comprehensive and
reliable decision when combined.

4 Result

Given the nature of the shared tasks, we con-
ducted our initial experiments on the develop-
ment dataset and accordingly selected the best-
performing method for delivering predictions on
the test dataset. The organizers of this shared task
have shared an annotated dataset sourced from

532



Figure 1: The confusion matrices for the three voter models: a) MARBERT, b) few-shot, c) zero-shot and d) our
proposed method.

Pre-proce
ssing

AraBERT QARiB MARBERT

No 68.16% 69.04% 68.27%
Yes 68.64% 69.22% 69.79%

Table 1: Performance results (micro-F1) for fine-tuning
three PLMs on the Disinformation Detection task.

Twitter (Hasanain et al., 2023). This dataset is
noteworthy for being one of the most extensive
publicly accessible Arabic datasets focused on dis-
information content 2. It contains 14126 tweets as
a training set and 2115 tweets as a development set.
Specifically, we compared three pre-trained mod-
els as well as the GPT models in Zero-Shot and
View-Shot settings. We used the official evaluation
measure adopted by the organizers (micro-F1).

We performed experiments to assess three PLMs
trained specifically for Arabic: AraBERT, QARiB,
and MARBERT. Each model was fine-tuned on the
provided training set, and their performances were
measured on the dev dataset using the official met-
ric (micro-F1). Table 1 presents the performance re-
sults for fine-tuning three PLMs on the dev dataset.
MARBERT showed the highest performance, se-
curing a micro-F1 of 0.698, while QARiB was a
close second at 0.693. When it comes to exam-
ining the pre-processing impact, the performance
of models with preprocessing is better than with-
out, with varying effects. MARABERT Results
improved relatively with the use of preprocessing
(1.52%), followed by an improvement of (0.68%),
compared to a slight improvement of (0.18%) for
QARiB model.

Additionally, we used two experimental settings:
zero-shot and few-shot prompting strategies. Due
to the cost of using such models, we used the pre-
processed text based on previous experiments’ find-
ings. In future work, we will study the impact of

2https://gitlab.com/araieval/wanlp2023_
araieval/-/tree/main/task2

pre-processed text for GPT models on Arabic user-
generated text extracted from social media. Table 2
presents the performance of zero-shot and few-shot
classifiers and our proposed ensemble approach.
We observe that the performance of the zero-shot
setup is generally higher than the few-shot setting,
with a significant improvement of 15% (micro-F1).
However, we found that the few-shot setting ex-
celled when it came specifically to the disinforma-
tion class, as it predicted 337 tweets out of 397,
while the zero-shot setting only recognized 168
tweets. This shows the importance of providing
generalized examples, as we explained in Section
3.3. In future work, we will study the effect of the
number of examples in general and their proportion
for each class.

Finally, after studying and analyzing the perfor-
mance of the models, we decided to take advantage
of each one of them using a majority voting ap-
proach to merge three classifiers: MARBERT, few-
shot and zero-shot prompting strategies. Although
the micro-F1 score on the dev dataset was not im-
proved using the ensemble approach, we used it
to deliver predictions of the test dataset. We hy-
pothesized that the system’s ability to generalize
by combining different classifiers may balance out
better classification prediction. Table 2 presents the
performance of our proposed ensemble approach
on the test set, which is the official result for our
participant. Figure 1 presents the confusion ma-
trices for the three voter models and our proposed
method.

5 Conclusion

Disinformation on social media may be biased in
the society’s collective opinion. Consequently, this
may lead to social abuse action. Accordingly, so-
cial media needs an apparatus to help people reveal
false claims. This study used three Arabic trans-
formers for comparison (AraBERT, MARBERT,
QARIB). From the experiments, we conclude that
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Model
macro-F1

disinfo
macro-F1 micro-F1

Dev Dataset
MARBET 15.13% 48.84% 69.79%
Few-shot 41.86% 53.07% 55.74%
Zero-shot 43.08% 65.10% 79.01%
Ensemble 43.42% 64.43% 76.83%

Test Dataset - Formal submersion
Ensemble - 64.98% 74.87%

Table 2: Performance results for the three voter models:
(MARBERT,few-shot and zero-shot) and our proposed
method on the dev and test dataset.

there is an influence of pre-processing on model
performance. To reach a generalized approach, two
settings for the test were conducted depending on
GPT-4: few-shot and zero-shot and one proposed
ensemble learning. Zero-shot by GPT-4 achieves
the best performance. Even though the ensemble
approach did not boost the micro-F1 score on the
dev dataset, we employed it in the test dataset, as-
suming that integrating various classifiers might
improve prediction accuracy.
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Abstract

The rise of propaganda and disinformation in
the digital age has necessitated the develop-
ment of effective detection methods to combat
the spread of deceptive information. In this pa-
per, we present our approach proposed for the
ArAIEval shared task: propaganda and disin-
formation detection in Arabic text. Our system
utilized different pre-trained BERT based mod-
els, that make use of prompt-learning based
on knowledgeable expansion and prefix-tuning.
The proposed approach secured third place in
subtask-1A with a 0.7555 F1-micro score, and
second place in subtask-1B with a 0.5658 F1-
micro score. However, for subtask-2A & 2B,
the proposed system achieved fourth place with
an F1-micro score of 0.9040, and 0.8219 re-
spectively. Our findings suggest that prompt-
tuning-based & prefix-tuning based models per-
formed better than conventional fine-tuning.
Furthermore, using loss-aware class imbalance,
improved performance.

1 Introduction

With the growing popularity of social media in our
current society, platforms such as Twitter, and Red-
dit have become critical tools for influencing peo-
ple. People on social media prefer to express their
opinions, points of view more freely, and share in-
formation. However, these platforms can be used
to deceive and manipulate individuals. In addition
to spreading rumors, and fake news. This can be
done through propaganda techniques. Propaganda
refers to the systemic dissemination of information,
ideas, or opinions, often through biased or mis-
leading means, with the intention of influencing or
manipulating public perception, attitudes, behav-
iors, or beliefs. It is a persuasive communication
technique employed by individuals, organizations,
or governments to shape public opinion and ad-
vance specific agendas. The rise of propaganda
and disinformation has necessitated the develop-
ment of effective detection methods to combat the

spread of deceptive information. With the advent
of pre-trained language models, there has been a
significant advancement in the field of natural lan-
guage processing (NLP), offering promising oppor-
tunities for combating the dissemination of false
information. Several works have been proposed to
improve the identification of persuasion techniques
in text as the recent shared-task propaganda detec-
tion in Arabic (Alam et al., 2022). (Samir et al.,
2022) and (Laskar et al., 2022) utilized AraBERT
for this task. (Attieh and Hassan, 2022) utilized
A multi-Task learning model, which includes a
shared AraBERT encoder and task-specific binary
classification layers. This model has been trained
to learn one binary classification task per propa-
ganda approach jointly. In this paper, we present
our solution to the ArAIEval shared task (Hasanain
et al., 2023). The ArAIEval shared task is held
with the 1st Arabic Natural Language Processing
Conference co-located with the EMNLP 2023. The
goal of the task is to build models for identifying
propaganda and disinformation in Arabic content.
The shared task consists of two tasks. The first task
is persuasion technique detection in Arabic text.
The second task is disinformation detection in the
text.

This paper describes the system developed for
addressing propaganda and disinformation detec-
tion in text, for both subtasks. Given that a key
challenge in this task is the unbalanced distribu-
tion of the dataset. Additionally, the contextual
nature of language and the cultural nuances in-
volved in the text. We follow best practices from
recent work on enhancing model generalization and
robustness, by using different parameter-efficient
techniques (PEFT), contrastive loss, adversarial
training, and loss-aware class imbalance methods.
The Parameter-Efficient Fine Tuning (PEFT) is a
technique used to improve the performance of pre-
trained language models on specific downstream
tasks. PEFT methods freeze the pretrained model
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parameters during fine-tuning and put a few train-
able parameters (the adapters) on top of it. The
adapters are taught how to pick up knowledge ap-
propriate to a given task. PEFT of pre-trained
language models has recently demonstrated re-
markable results, effectively matching the perfor-
mance of full fine-tuning while utilizing signifi-
cantly fewer trainable parameters (Fu et al., 2023;
Liu et al., 2022; Wang et al., 2022), thereby ad-
dressing storage and communication constraints.
Such approaches include prefix-tuning (Li and
Liang, 2021), prompt-tuning (Hu et al., 2021b),
soft-prompting (Lester et al., 2021) and LoRa (Hu
et al., 2021a). Adversarial training (AT) (Good-
fellow et al., 2014) is a method to improve the
model’s resistance to adversarial examples and acts
as a regularizer. The key is to disturb the input
example using a gradient-based perturbation, and
then train the model on both clean and perturbed ex-
amples. Contrastive loss is one of the first training
objectives that was used for contrastive learning.
It takes as input a pair of samples that are either
similar or dissimilar, and it brings similar samples
closer and dissimilar samples far apart in embed-
ding space (Khosla et al., 2020). Such loss has
shown model performance improvement compared
to cross-entropy on multiple problems (Chi et al.,
2022; Chen et al., 2022; Pan et al., 2022).

The rest of the paper goes as follows: section 2
gives an overview of the dataset, section 3 discusses
the proposed methods, section 4 shows experimen-
tal results, and section 5 concludes the paper.

2 Data

The dataset used has been provided by the orga-
nizers for the ArAIEval shared task. Table 1 sum-
marizes the distribution of the provided dataset.
For subtask-1A the dataset consists of the text of
Arabic tweets, the type of the text whether it is a
tweet or text, and the label. The train, validation,
and consist of 2427, and 259 examples. The pro-
vided data is unbalanced as for the non-persuasion
class 509 is presented whilst, the other class 1918
example is presented. For subtask-2A&2B the pro-
vided dataset consists of the text and the label. In
subtask-2A, the distribution of labels in the train-
set goes as follows: 2656 examples for the disin-
formation class, and 11491 examples for the non-
disinformation text class. The distribution of labels
in subtask-2B in the train-set is as follows: hate
speech 1512 examples, 453 examples for the spam

Task Train-size Dev-size Test-
size

Subtask-1A 2427 259 503
Subtask-1B 2427 259 503
Subtask-2A 14147 2111 3729
Subtask-2B 2656 397 876

Table 1: Distribution of the provided dataset

class, 500 examples for the offensive class, and 191
examples for the rumor class. Accordingly, a major
issue in this dataset is the nature of the unbalance
of the class distribution, which poses a challenge.

3 Methodology

This section presents the various approaches used
while developing the final models: a weighted en-
semble of BERT-based models.

3.1 Task-1
Task-1 was composed of two subtasks, subtask-
1A and subtask-1B. The goal of subtask-1A is to
detect whether a given text contains content with
a persuasion technique. The goal of subtask-1B is
to identify which of the 24 propaganda techniques
is used in a given text. In order to address these
subtasks, we tried a variety of ways. The majority
of the models employed were BERT-based, such
as MARBERT (Abdul-Mageed et al., 2020) and
AraBERT (Antoun et al., 2020).

subtask-1A In subtask-1A two methods were
used: conventional fine-tuning and prefix-tuning.
In order to make the model more robust so that simi-
lar inputs derive semantically similar outcomes two
approaches were explored fast gradient methods
(FGM) (Wang et al., 2021) and supervised con-
trastive learning (Chen et al., 2022). In addition,
back-translation between Arabic and English lan-
guages was used as an augmentation, to upsample
the dataset for the lower class. Prefix tuning is an
additive technique that only attaches a continuous
set of task-specific vectors to the input’s beginning.
In each layer of the model, the hidden states are
only added and the prefix parameters are optimised.
The input sequence’s tokens can still serve as vir-
tual tokens to the prefix. Fast Gradient Method
(FGM), is a popular technique for generating adver-
sarial examples. It works by adding small, carefully
crafted perturbations to the input data, in our case,
the perturbations are added to the model’s embed-
ding, such that the model’s prediction changes to a
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wrong answer. The Fast Gradient Method is based
on the concept of a "fast gradient" - a gradient that
is calculated with respect to the input data, instead
of the model’s parameters.

subtask-1B The challenge of this subtask was to
correctly identify labels for each text, in a given
unbalanced dataset. To address these issues two
approaches have been investigated: 1) loss aware
class imbalance such as Asymmetric loss for multi-
label classification (Ridnik et al., 2021), and Distri-
bution Balanced Loss (Wu et al., 2020) 2) balanced
data-Sampler for multi-label problems. In this task
all models were trained using prefix-tuning.

3.2 Task-2

Task-2 was composed of two subtasks, subtask-
2A and subtask-2B. The goal in subtask-2A is to
classify whether a given text is disinformation or
not. However, in subtask-2B the goal was to predict
the disinformation class of a given text.

subtask-2A In this subtask, the same experi-
ments conducted in subtask-1A were used in this
subtask.

subtask-2B In this subtask, prompt-tuning was
utilized using openprompt library (Ding et al.,
2021). Prompt tuning is the process of feeding
front-end prompts into the model in the context
of a specific task. These prompts could be either
text related to the task or virtual tokens. Prompt
tuning is used to guide a model toward a particular
prediction. Prompts are only introduced into the
input embedding sequence and this embedding is
fed to the language model head and output to the
linear classification head, as shown in the figure 1.
One of the difficulties in promoting is the design of
the prompt and the model’s output. For the prompt,
we used [MASK] �é<Ê 	�ÖÏ @ �HAÓñÊªÖÏ @ �é
J 	̄ (“The disin-
formation class is [MASK]"), and For the output,
we have used label names translated into Arabic.
Two models were used: AraBERT and AraGPT.

Experimental Set-up for the fine-tuned models
the learning rate was set to 4e-5 or 4e-6, a cosine-
annealing learning rate scheduler was used, the
model’s weight decay was set to 1e-8 and the length
of the sentence for tokenization was set to 128 or
256. During training, batch size was set to 32, and
at the end of each epoch, the model was evaluated
on dev-set. The best-performing model in terms of
F1-micro is saved.

Figure 1: Prompt-tuning architecture.

4 Results and Discussion

In this section, The performance of the model is
reported based on the official metric during dev-
phase and test-phase. The official metric used for
all tasks is the micro average F1-score. Table 3
shows results for subtask-1A on dev-set and test-
set. In the dev-set, the outperforming model was
Arabert v2 with prefix-tuning, which comes in sec-
ond place with MARBERT with prefix-tuning and
contrastive learning. Surprisingly, the performance
of the model is switched in the test-set. It is noticed
that high performance in dev-set does not neces-
sarily mirror the test-set. The reason behind it is
the nature of the training. For instance, contrastive
loss and FGM make models robust so that simi-
lar inputs derive in semantically similar outcomes.
Table 4 shows results in subtask-1B. It could be
concluded that class-aware loss function with a bal-
anced sampler improves model performance over
simple binary cross-entropy loss with random sam-
plers. Table 9 and 2 show results in subtask-2A
and subtask-2B, similar to subtask-1A outperform-
ing models in dev-set are interleaved in test-set.
Tables 5,6,7, and 6 shows different teams run in
the shared task. For single models, in table 3 both
Arabert with Prefix-tuning and MARBERT with
Prefix-tuning contrastive loss with Cross entropy
loss show high competence with submitted models
on the leaderboard 5, as they could have secured
first and second places. For subtask-1B based on
tables 6,4, the ensemble model seems to be on par
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with single models. Since, Arabert with Asym-
metric Loss for a single model run, shows similar
results to the ensemble and would have secured the
same place in leaderboard. For subtask-2A&2B
based on tables 9,7, 2 and 8, the ensemble model
seems to be the best solution over single models.
Non of the single models could have secured a
higher place than the ensemble model.

4.1 Error Analysis
Further investigations have been carried out to an-
alyze the potential limitations of the system. For
subtask-1A, the model could not correctly identify
the following text into the correct class: persuasion
class.�éªÒm.Ì'@ ÐñJ
Ë @ , �éºÊÒÖÏ @ 	àYÓ 	áÓ �é«ñÒm.× �HYîD��
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Today, Friday (October 16), a group of cities in
the Kingdom witnessed the first Friday prayer in
the time of Corona, more than 7 months after it
was suspended by the authorities to limit the spread
of the new Coronavirus. The reason behind this
is that the model has no knowledge of previous
information about coronavirus lockdown, and its
consequences. Therefore, it is hard to assess the
facts in the text. Another miss-classification error,
where true class is non-persuasion is
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He admitted that a deep sadness began to cross his
heart the moment that migratory bird fell, which
was heading to that desert to rest on its pebbles for
a little while, and then quickly left the place for
the warmth he was looking for.. He found nothing
but treachery and my betrayal of the guest. The
model failed to understand that the provided text
is a poem rather than a piece of news. So it could
be concluded that some of the errors are related
are due to the model not able to handle different
domains and gain knowledge about them and their
differences.

Figure 2, shows model MARBERT performance
in subtask-2B. The model confuses between hate

Model
F1-micro
Dev-set

F1-micro
test set

Arabert v2 78 81
Aragpt 79 77

Final Model - 82.19

Table 2: Results on our dev-set and test-set for the
developed models in subtask-2b

speech class and the offensive class. As well as,
between the offensive class and the rumor class.

Figure 2: Confusion matrix of the predictions of the
submission-3 model in subtask 1 on the dev-set.

5 Conclusion

In this paper, the results and the main findings of
ArAIEval shared task were presented, in which
different experiments were carried out with MAR-
BERT, Arabert v2, and Aragpt models. Our models
secured third place in subtask-1A, second place in
subtask-1B, and Fourth place in subtask-2A&2B.
Our proposed solution is an ensemble of different
BERT-based models. These Models are developed
differently, some are trained using prefix-tuning,
and others are trained using fine-tuning and prompt-
tuning. leverages fine-tuned, per-trained models. In
addition, training tricks were utilized as FGM, con-
trastive learning, and balanced sampler. In future
efforts, we plan to further improve our model to
better handle data-imbalance constraints and world
knowledge needed to improve model performance.
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Model Technique
F1-micro
Dev-set

F1-micro
test set

Arabert v2 Prefix-tuning 84.8 75.8
Prefix-tuning

Back Translation
77 72.7

Prefix-tuning
FGM

85 74.2

Prefix-tuning
Type of text specificed

85.9 73.9

Prefix-tuning
Focal loss

83.8 75

Fine-tuning 83.6 72.2

MARBERT
Prefix-tuning

contrastive loss with Cross entropy loss
84.5 76.5

Final Model Ensemble - 75.55

Table 3: Results on our dev-set and test-set for the developed models in subtask-1A

Model Technique
F1-micro
Dev-set

F1-micro
Test-set

Arabert
V2

Resample
Loss

Sampler
66 54

Binary Cross
Entropy Loss

62 51

Asymmetric
Loss

Sampler
64.89 56

Final
Model

Ensemble - 56.58

Table 4: Results on our dev-set and test-set for the
developed models in subtask-1B

Team Micro F1
HTE 76.34

KnowTellConvince 75.75
rematchka 75.55

UL & UM6P 75.15

Table 5: Leaderboard results on test-set for subtask-1A

Team Micro F1
UL&UM6P 56.66
rematchka 56.58

AAST-NLP 55.22
Itri Amigos 55.06

Table 6: Leaderboard results on test-set for subtask-1B

Team Micro F1
DetectiveRedasers 90.48

AAST-NLP 90.43
UL&UM6P 90.40
rematchka 90.40

PD-AR 90.21

Table 7: Leaderboard results on test-set for subtask-2A

Team Micro F1
DetectiveRedasers 8356

UL&UM6P 83.33
AAST-NLP 82.53
rematchka 82.19
superMario 8.208

Table 8: Leaderboard results on test-set for subtask-2B

Model Technique
F1-micro
Dev-set

F1-micro
test set

Arabert
v2

Prefix-
tuning

88.3 89.2

Arabert
v2

Prefix-tuning
Back

Translation
90.01 89.5

Arabert
v2

Prefix-tuning
FGM

89.8 88

Final
Model

Ensemble - 90.40

Table 9: Results on our dev-set and test-set for the
developed models in subtask-2A
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Abstract

Social media has significantly amplified the
dissemination of misinformation. Researchers
have employed natural language processing
and machine learning techniques to identify
and categorize false information on these plat-
forms. While there is a well-established body
of research on detecting fake news in English
and Latin languages, the study of Arabic fake
news detection remains limited. This paper
describes the methods used to tackle the chal-
lenges of the ArAIEval shared Task 2023. We
conducted experiments with both monolingual
Arabic and multi-lingual pre-trained Language
Models (LM). We found that the monolingual
Arabic models outperformed in all four sub-
tasks. Additionally, we explored a novel loss-
less compression method, which, while not sur-
passing pretrained LM performance, presents
an intriguing avenue for future experimenta-
tion to achieve comparable results in a more
efficient and rapid manner.

1 Introduction

The growing presence of social media as a way
to quickly disseminate information to broad audi-
ences, has had an undeniable shaping the sphere
of public opinion. By their very nature, social me-
dia platforms have the associated peril of carrying
messages that are erroneous at best, or carefully
crafted to misinform and manipulate, at worst (e.g.
Ishmuradova, 2019, Iida et al., 2022).

The development of NLP tools to fact check
and explore persuasion techniques is a potential
approach to counteract the effect of misinformation
in social media. While this is an active area of
research that is well established for English and
other Latin languages, for Arabic news, there is
still much room to explore. This paper describes
the methodology used to tackle the classification
tasks presented by the ArAIREval shared 2023 task
(Hasanain et al., 2023), which builds upon WANLP

2022 (Alam et al., 2022). The tasks are described
in Section 3.

We have mainly focused our efforts on two dis-
tinct approaches: on the one hand, the use of pre-
trained Language Models (LMs), which has been
an established way to achieve state-of-the-art re-
sults in a range of NLP tasks (e.g. Devlin et al.,
2018, Radford et al., 2019). Pre-trained LMs are
advanced models, often based on Transformer ar-
chitectures, that are pre-trained on massive datasets.
On the other hand, we explore the approach pre-
sented by Jiang et al., 2023, which advocates for
the use of simpler models that are less resource
intensive and more interpretable. This method uses
lossless compression and a distance metric with a
k-nearest-neighbor classifier for text classification.
The inconsistencies detected in this implementation
will be detailed later on. The paper is organized as
follows: Section 2 briefly talks about related work,
Section 3 summarizes the datasets on each sub-task
and Section 4 the methodology. Finally, Sections
5 and 6 present the conclusions and limitations,
respectively.

All of the source code to reproduce the results is
available in a Github repository 1.

2 Related Work

Prior research in the field of automated Arabic fake
news detection predominantly relied on traditional
machine learning classifiers, focusing mainly on
binary classification scenarios. Mahlous and Al-
laith, 2021 applied NB, LR, SVM, RF, and XGB
methods to classify Arabic news tweets as either
fake or not. Among these, the Logistic Regres-
sion (LR) classifier achieved 87.8% accuracy using
TF-IDF features at the n-grams level. Recent re-
search has focused on assessing the performance of
Transformer-based models. For example, Antoun
et al., 2020 showed that AraBERT v02 achieved

1https://github.com/nouman-10/
ArAIEval-Shared-Task/
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high accuracy across various experimental scenar-
ios. Similarly, Nassif et al., 2022 achieved favor-
able results on a Covid-19 fake news dataset using
pre-trained models like RoBERTa-Base (Liu et al.,
2019), ARBERT (Abdul-Mageed et al., 2021) and
Arabic-BERT (Safaya et al., 2020). Alyoubi et al.,
2023 show the good performance of MARABERT
with CNNs for tweet classification.

While binary classification of news content has
been a traditional approach, there is an emerging
interest in multi-label classification scenarios. Sev-
eral studies have ventured into this realm. Argo-
tario, as introduced by Habernal et al., 2017, is
a game-based platform designed to accumulate a
dataset portraying a spectrum of fallacious argu-
ments, with labels like: ad hominem, appeal to
emotion, red herring, hasty generalization, irrele-
vant authority. In parallel Da San Martino et al.,
2019 extracted and analyzed 451 articles sourced
from 48 news outlets. These articles were anno-
tated to highlight 18 unique propaganda techniques.
These efforts emphasize the pivotal role of multi-
label classification in revealing the nuanced tactics
inherent in news narratives.

3 Sub-Tasks

Task 1, Persuasion Technique Detection, in-
volves identifying persuasive elements within text
snippets. Subtask A focuses on determining if a
given multigenre snippet (composed of tweets and
news paragraphs) contains content utilizing persua-
sion techniques, making it a binary classification
task. Subtask B expands this by requiring further
identification of specific propaganda techniques
employed in the same multigenre snippet, turning
the task into a multilabel classification.

Task 2, Disinformation Detection, centers
around identifying and categorizing disinforma-
tion within tweets. Subtask 2A involves a binary
classification task where the goal is to determine
whether a tweet contains disinformation. Subtask
2B further refines this by requiring the detection
of fine-grained disinformation classes, including
hate-speech, offensive content, rumors, and spam.

4 Methodology

In this section, we describe our approach to pro-
cessing the data, the models, and the experiments
we conducted for all tasks.

4.1 Data Preparation and Preprocessing

During data preparation, we identified that in Sub-
tasks 2A and 2B that a significant number of data
points in these subtasks had the “text” feature set
to the “NaN” (Not a Number) data type. Table
1 provides a breakdown of data points of all the
sub-tasks including that lack of data in the “text”
feature across the train and dev sets of Subtasks 2A
and 2B. To address these anomalies, we converted
“NaN” entries to strings. While we contemplated
removing these anomalies from the dataset, the
scoring system for the SharedTask mandated that
all data points in the Dev set remain present and
in their original sequence. Moreover, a clear class
imbalance was identified at this stage, which we
tried to tackle later by adding class weights to the
model training.

Upon loading the data, we structured our experi-
ments around three preprocessing settings: 1) Raw
Data Processing: in this approach, no alterations
were made. The text "feature" was used directly in
its original form. 2) AraBERT Preprocessing: this
method made use of the AraBERT preprocessing
function. Key steps involved removing Arabic di-
acritic marks, stripping elongation characters and
adding white spaces. Additionally, Hindi numer-
als were converted into their Arabic equivalents.
3) Link and Hashtag Removal: Building on the
AraBERT prepossessing setting, this configuration
further involved cleansing the text of "LINK" and
"#" references. In Subsection 4.2, we detail the
specific preprocessing configurations employed for
our models across the various sub-tasks.

4.2 Our Approach

Our primary objective was to evaluate the efficacy
of BERT-based models for persuasion and disinfor-
mation detection tasks. In this endeavor, we mainly
examined AraBERT (Antoun et al.) 2. AraBERT
is an Arabic pretrained language model based on
Google’s BERT architecture (Devlin et al., 2018)
with the BERT-Base configuration. The training
dataset for AraBERT was curated from a myriad
of sources, including OSCAR (Abadji et al., 2022),
Arabic Wikipedia dump 3, and the 1.5B words Ara-
bic Corpus (El-Khair, 2016) among others.

Beyond AraBERT, we experimented with mod-
els such as mBERT and XLM-RoBERTa (Conneau

2https://github.com/aub-mind/arabert/tree/
master#AraBERT

3https://archive.org/details/arwiki-20190201
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Sub-Task Split # Data Points # NaN Data Points Per Class Data Points

1A Train 2427 0 ’true’: 1918, ’false’: 509
1A Dev 259 0 ’true’: 202, ’false’: 57
1A Test 503 0 ’true’: 331, ’false’: 172
2A Train 14147 21 ’no-disinfo’: 11491, ’disinfo’: 2656
2A Dev 2115 4 ’no-disinfo’: 1718, ’disinfo’: 397
2A Test 3729 0 ’no-disinfo’: 2853, ’disinfo’: 876
2B Train 2656 8 ’HS’: 1512, ’OFF’: 500, ’SPAM’: 453, ’Rumor’: 191
2B Dev 397 1 ’HS’: 226, ’OFF’: 75, ’SPAM’: 68, ’Rumor’: 28
2B Test 876 0 ’HS’: 442, ’SPAM’: 241, ’OFF’: 160, ’Rumor’: 33

Table 1: Statistics of the data regarding all subtasks. Note that the number of data-points for sub-task 1B were the
same as 1A but the dataset has too many classes to include here.

et al., 2019), with the aim of discerning the impact
of multilingual data on our tasks. However, dur-
ing the development phase, AraBERT consistently
surpassed the performance of these multilingual
models, likely due to its training on a substantial
Arabic corpus. This observation aligns with studies
like that of Alammary, 2022, emphasizing the ef-
ficacy of monolingual models in specific contexts.
As a result, we opted for AraBERT.

Our secondary objective was to assess the per-
formance of the model introduced by Jiang et al.,
2023, who leveraged lossless compressors and the
k-nearest-neighbor (kNN) algorithm for classifica-
tion tasks. Their method is founded on the principle
that lossless compressors (e.g., gzip, z2, lzma, and
zstandard) are adept at representing regularities in
data and that textual data within the same category
share more similarities and regularities than those
from distinct categories. By measuring the Normal-
ized Compression Distance (NCD) between texts,
this method capitalizes on the compression lengths
to approximate the Kolmogorov complexity of data.
This subsequently serves as the foundation for a
distance metric used in kNN classification.

Substantial controversy has surfaced within the
online research community concerning the work
of Jiang et al., 2023. Prominent among these cri-
tiques are those from Sebastian Raschka4 and Ken
Schutte5. Both researchers highlighted potential
discrepancies in the original paper’s code and im-
plementation. Specifically, they pinpointed an error
in the kNN accuracy computation resulting from
a flawed tie-breaking strategy, which may have in-
flated the reported results. Despite the critiques,
Jiang et al.’s methodology offers a compelling ap-
proach to text classification. Seizing the opportu-

4https://magazine.sebastianraschka.com/p/
large-language-models-and-nearest

5https://kenschutte.com/gzip-knn-paper/

nity presented by this shared task, we undertake an
evaluation of the method through an independent
implementation of the compressor-based classifier,
adopting a different tie-breaking strategy for the
kNN classifier. Our aim is to assess its performance
on Arabic persuasion technique detection and dis-
information detection tasks, and subsequently, to
share these insights transparently with the research
community.

4.3 Evaluation
In this section, we describe the results we achieved
including the experimental setup.

4.3.1 Experimental Setup
In our experiments, we employed an updated ver-
sion of AraBERT, which was trained on a substan-
tially larger dataset, thus incorporating an expanded
lexicon. The authors of the original model pin-
pointed a flaw in AraBERTv1’s wordpiece vocab-
ulary. The issue came from punctuation and num-
bers that were still attached to words when they
trained the wordpiece vocab. They have since rec-
tified this by introducing spaces around numerical
digits and punctuation marks. To make sure this
is compatible with any new downstream task, they
have released a preprocessing function as well, that
we apply in all our tasks before fine-tuning.

For the models, we chose to experiment with
the three different versions of the base model. The
first two models are trained on the same dataset but
one (v2) uses pre-segmentation and the other (v02)
does not. The last model (v02-Twitter) is trained
on the combination of the same dataset plus 60M
multi-dialect tweets from twitter as well. For all
tasks, only the text data was used as a feature for
training. To address the issue of class imbalance,
class weights were computed and used during the
training process. In addition to this, we experi-
mented with removing hashtags and links, to see
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Preprocessing Task 1A Task 1B Task 2A Task 2B
Model + ++ Dev Test Dev Test Dev Test Dev Test
AraBERT-v0.2 Yes No 0.849 0.755 0.548 0.471 0.900 0.904 0.836 0.828
AraBERT-v2 Yes No 0.861 0.748 0.598 0.550* 0.901 0.902 0.823 0.816
AraBERT-Twitter Yes No 0.868 0.747 0.538 0.481 0.909 0.898 0.843 0.817

AraBERT-v0.2 Yes Yes 0.780 0.658 0.605 0.577 0.820 0.786 0.631 0.663
AraBERT-v2 Yes Yes 0.868 0.749* 0.606 0.537 0.812 0.765 0.646 0.683
AraBERT-Twitter Yes Yes 0.779 0.658 0.601 0.570 0.912 0.898* 0.841 0.814*

gzip+knn (lowest-label-index) No No 0.803 0.658 0.499 0.393 0.800 0.772 0.687 0.713
gzip+knn (closer-neighbor) No No 0.745 0.636 0.489 0.345 0.830 0.801 0.664 0.681
gzip+knn (random-selection) No No 0.752 0.616 0.455 0.326 0.818 0.798 0.636 0.688
gzip+knn (k=3) No No 0.764 0.654 0.471 0.334 0.848 0.825 0.634 0.687

Majority baseline 0.658 0.360 0.765 0.505

Table 2: Results of AraBERT experiments on all Sub-Tasks. + and ++ denotes preprocessing using AraBERT
preprocessor and removal of hashtags and LINKs respectively. Note that the results in bold are the models that
performed the best but the models with ∗ are the ones that were submitted which may not align with the best score
as some of the experiments were carried out after the deadline.

if they have a positive effect on the performance
as well. All the models are trained for 10 epochs
with the model performing best on validation set
chosen for test evaluation. The learning rate and
batch size was set to 2e − 5 and 16 respectively,
with the model evaluated on the dev set after every
epoch.

Alongside our submissions for the shared task us-
ing AraBERT pretrained models, we applied Jiang
et al., 2023 approach to this specific shared task
context. We utilized the gzip compressor for en-
coding the text data and calculated inter-textual dis-
tances using the Normalized Compression Distance
(NCD). The k-Nearest Neighbors (kNN) classifier
was employed with k = 2, mirroring the setup in
Jiang et al. 2023’s study.

For the kNN’s tie-breaking mechanism, we eval-
uated three strategies: 1) Lowest-label-index: this
method, which follows the convention employed
in the original study, selects the label with the low-
est index during a tie. 2) Random-selection: in
instances of ties, this strategy randomly selects
among the tied labels. 3) Closer-neighbor: this
method gives preference to the label of the nearest
tied neighbor. Furthermore, we conducted exper-
iments using k = 3 for the kNN classifier, where
tie-breaking mechanisms are inherently unneces-
sary due to the odd number of neighbors. In all
subtasks, we opted for no preprocessing of the data,
as our preliminary experiments revealed that pre-
processing adversely affected the performance of

the compression-based approach.

4.3.2 Results
Tasks 1A and 1B: Persuasion Technique De-
tection: Our submission with the AraBERT-v2
model recorded a Test score of 0.749 and 0.550,
achieving 5th and 4th position in the leaderboard
for the Task 1A and 1B respectively. Parallel to
our primary experiments, our exploration into the
methodology of Jiang et al., 2023 bore intriguing
results. The compressor-based approach with the
"lowest-label-index" tie-breaking strategy for the
kNN classifier achieved a Test score of 0.658 in
Task 1A, closely mirroring the majority baseline of
0.658. For Task 1B, the strategy performed above
the baseline, achieving a score of 0.393 compared
to the baseline of 0.360. It’s noteworthy to men-
tion that while the AraBERT models capitalized on
their training over an expansive Arabic corpus, the
gzip+knn approach showcased potential, particu-
larly when considering its resource-efficient nature.

Tasks 2A and 2B: Disinformation Detection:
The AraBERT-v02-Twitter displayed good perfor-
mance, with Test scores of 0.898 and 0.814 for
Tasks 2A and 2B respectively, achieving 8th and
7th position on the leaderboard. Meanwhile, the
compressor-based classifier showed its merits once
again. Using the "closer-neighbor" tie-breaking
strategy, the gzip+knn approach produced a Test
score of 0.801 for Task 2A, not far from the base-
line of 0.765. In Task 2B, the "lowest-label-index"
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strategy yielded a score of 0.713, surpassing the
baseline of 0.505.

5 Conclusions

In our participation in the ArAIEval Shared Task,
we predominantly employed Transformer-based
models for persuasion techniques and disinforma-
tion detection tasks, given their demonstrated profi-
ciency with Arabic textual data. Although our re-
sults highlighted the strengths of these models, we
simultaneously recognized the emerging potential
of the compression-based approach to text classi-
fication. While these compression-based methods
are in their infancy, they offer exciting opportuni-
ties for continued research. Future studies should
delve deeper into the applicability of lossless com-
pressors for text classification and seek to identify
non-parametric machine learning algorithms that
best align with these compressors. Importantly,
compressor-driven systems might be more advanta-
geous in situations where resource efficiency and
rapid processing take precedence over accuracy.

6 Limitations

While these experiments give us a promising av-
enue to explore in terms of detecting persuasion
techniques and disinformation in Arabic text, even
in a low-resource setting using compressors, there
are a lot of limitations to these approaches. One
thing to note is that although Pretrained LMs seem
to recognize disinformation in these texts, there is
no reliability to this score, as in order to fact-check
any news, you need consolidating evidence to see
if it is fake or not, rather than only looking at how
it is worded. It can be argued that those instances
in which the wording of a fake piece of news is
indistinguishable from a truthful one are even more
dangerous. To tackle this, ways to include other
sources of data would help improve results.
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Abstract

To enhance persuasion detection, we investi-
gate the use of multilingual systems on Arabic
data by conducting a total of 22 experiments
using baselines, multilingual, and monolingual
language transformers. Our aim is to provide
a comprehensive evaluation of the various sys-
tems employed throughout this task, with the
ultimate goal of comparing their performance
and identifying the most effective approach.
Our empirical analysis shows that ReDASPer-
suasion system performs best when combined
with multilingual “XLM-RoBERTa” and mono-
lingual pre-trained transformers on Arabic di-
alects like “CAMeLBERT-DA SA” depending
on the NLP classification task.

1 Introduction

In recent years, the detection of persuasion tech-
niques in text has gained a significant attention in
research. Persuasion techniques can be used for ei-
ther positive or negative ends. On one hand, persua-
sion can be used to convince people to support no-
ble causes, promote social justice, and bring about
positive change. However, these same techniques
can also be exploited by individuals with ill inten-
tions to manipulate and deceive others for personal
gain or to perpetuate harmful beliefs and behaviors.
Moreover, persuasion techniques can be employed
with malicious intent including : 1. phishing scams,
2. propagandistic content (Barrón-Cedeño et al.,
2019), 3. fallacy argumentation (Habernal et al.,
2017, 2018), and 4. coercive extortion tactics.

With the increasing use of Arabic language in
various forms of media, including social media,
and news articles, it has become crucial to develop
effective methods for identifying persuasive strate-
gies in Arabic text. This task is challenging due
to the complexities of the Arabic language, which
includes various dialects, nuances, and cultural ref-
erences (Glenn et al., 1977) that can affect the in-
terpretation of persuasive elements. Researchers

have employed various approaches, such as rhetoric
methods (Koch, 1983), and deep learning models
(Brahem et al., 2022), to automatically detect pro-
paganda and persuasion in Arabic text. These tech-
niques aim to identify specific linguistic features,
such as sentiment analysis, and lexical semantics
commonly used in persuasion.

Through this task, we have realized the impor-
tance of taking into consideration the different Ara-
bic nuances and dialects in Multi-label and binary
classification tasks. We also observe that Arabic
writing styles vary immensely depending on the
type of the data (paragraphs vs tweets) where para-
graphs mainly use Modern Standard Arabic (MSA)
or Classic Arabic (CA) while tweets contain a diver-
sity of Arabic dialects using code-switching with
other foreign languages and emojis.

We begin by providing an overview of the
ArAiEval Shared-Task in Section 2. Next, we
present a detailed description of the various sys-
tems utilized in our empirical study. We then delve
into the preprocessing methods employed in Sec-
tion 4, before presenting the results in Section 5.
An error analysis is provided in Section 6, followed
by a discussion section offering insights and per-
spectives on the task at hand. Finally, we summa-
rize our findings and outline potential avenues for
future research in Section 8.

2 Dataset and Tasks

Hasanain et al. (2023) organized the ArAIEval
2023 Shared-Task which includes two tasks in the
Arabic language. The first task introduces persua-
sion technique detection while the second task in-
troduces disinformation detection (Mubarak et al.,
2023). Previously, Alam et al. (2022) described 20
propaganda techniques in the WANLP 2022 Shared
Task adopting the same techniques as (Da San Mar-
tino et al., 2019) to Arabic news articles.

In this paper, we solely focus on the first task
to investigate existing systems and enhance its per-
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formance. For the persuasion technique detection
task, the organizers offered two subtasks : i) Task
1A, and ii) Task 1B. We will describe these two
subtasks in the following sections.

2.1 Task 1A : Binary Classification

This task involves classifying instances as either
“true” or “false”, where “true” indicates the pres-
ence of persuasion techniques in a given text, and
“false” implies their absence. We report the class
distribution in each subset (training, dev, and test)
in Table 4 in the supplementary material.

2.2 Task 1B: Multi-Label Classification

The task involves assigning one or more labels
from a predefined set, representing 23 types of per-
suasion techniques used in propaganda. Similarly,
Piskorski et al. (2023) provided shared-task on a
multilingual setting for multi-label classification.
They have mapped these 23 techniques to six major
categories (1. Justification, and 2. Simplification,
and 3. Distraction, and 4. Call, and 5. Manipula-
tive wording, and 6. Attack on reputation.). This
is a multi-label classification problem where mul-
tiple propaganda techniques might be present in
the same example. Samples with no persuasion
technique are labeled with “no technique”. We also
report all the persuasion techniques in Table 5 in
Appendix A.1.1.

3 Systems

We will describe thoroughly the different systems
we used during this task for an end of comparing
their performance and finding the best system.

3.1 Baseline Algorithms

For the baseline models, we implement a pipeline
object that extracts the TF-IDF features and vec-
torizes textual content using unigram and bigram
count vectorizer. We choose four traditional base-
line algorithms (LR (Wright, 1995), RF (Breiman,
2001), XGB (Chen et al., 2015), and SVM(Cortes
and Vapnik, 1995)).

We have defined a search space of hyperparam-
eters using distributed hyperparameter optimiza-
tion package “HyperOpt” 1 (Bergstra et al., 2013)
with 5 trials 2 cross-validation splits. The base-
line hyperparameter tuning include parameters like
regularization strength (C), number of maximum
iteration (max iter), and the number of estimators

1https://github.com/hyperopt/hyperopt

(n estimators). The best estimator is used to predict
the testing set. We include the best hyperparame-
ters in Appendix A.3

3.2 ReDASPersuasion System
Qachfar and Verma (2023) present a multilingual
system for persuasion detection on a total of five
languages (En, Fr, Ru, It, Po, Ge). This system
leverages the power of multilingual transformers
“XLM-RoBERTa” and language agnostic features
to perform persuasion detection across multiple
languages.

The initial structure of the ReDASPersuasion
system is composed of three main components:

• A multilingual transformer model that can pro-
cess input in various languages.

• A feature engineering module that extracts
language-agnostic features suitable for cross-
lingual classification of persuasion.

• A multi-label classification module that com-
bines the transformer output with persuasion
features using a dropout layer, a dense lin-
ear layer, and a sigmoid activation function to
produce multiple classification labels.

For task 1A, We modify this system to perform
a binary classification task by using the sigmoid
activation function with one output node while in
task 1B, we used the sigmoid activation function
with one node per persuasion class (23 techniques).
We also change the criterion loss function from
“BCEWithLogitsLoss” for Multilabel classification
in Task 1B to “CrossEntropy” loss for binary clas-
sification in Task 1A.

To prevent the model from predicting a com-
bination of “no technique” and other techniques,
we treat samples with the “no technique” label as
having no label at all.

4 Preprocessing

As illustrated in Figure 1, ArAiEval’s first task
persuasion dataset contains two data types:

1) Paragraph: a passage from news articles writ-
ten in Modern Standard Arabic (MSA) which
does not include code-switching or any spe-
cific keywords unlike tweets.

2) Tweet: a social media message written in di-
verse Arabic dialects mixed from different
regions containing code-switching, specific
Twitter keywords and emojis.
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Arabic Tweet RT @USER My message to Y’all!! A 	KðPñ»# Q�
	mÌ'@_ hAJ.�# LINK

Preprocessing
Steps

KT [ú

	GðQ��ºË@_ ©�̄ñÓ] My message to Y’all!! A 	KðPñ»# Q�
	mÌ'@_ hAJ.�# [ÐY 	j�J�Ó] [YK
Q 	ª�JË @_ �èXA«@
]

CS [ú

	GðQ��ºË@_ ©�̄ñÓ] A 	KðPñ»# Q�
	mÌ'@_ hAJ.�# !! AªJ
Ôg. ÕºË ú


�æËA�P [ÐY 	j�J�Ó] [YK
Q 	ª�JË @_ �èXA«@
]
EC [ú


	GðQ��ºË@_ ©�̄ñÓ] A 	KðPñ»# Q�
	mÌ'@_ hAJ.�# :hQ 	̄_ ¨ñÓYK._ ék. ð: !! AªJ
Ôg. ÕºË ú

�æËA�P [ÐY 	j�J�Ó] [YK
Q 	ª�JË @_ �èXA«@
]

KT :Keyword Translation. CS : Code Switching. EC : Emoji Conversion.

Table 1: Preprocessing Techniques Applied to Arabic Text

We describe three preprocessing techniques we
applied to the tweets to translate code-switched
text to Arabic. An example of these techniques are
shown in Table 1.

4.1 Keyword Translation (KT)

In the “tweet” data type, we have certain keywords
like retweet (RT), username (@USER), and web-
site (LINK). We replace these terms with Arabic
words using regular expressions, maintaining the
proper right-to-left alignment of Arabic words.

4.2 Code Switching (CS)

Arabic tweeters may use code-switching to express
themselves more effectively, or to communicate
with a diverse audience. For example, a user may
start a tweet in Arabic, switch to English in the mid-
dle, and then finish it off in French. For each tweet,
we automatically detect code-switching fragments
using “Lingua” 2 Python package, and we translate
it to Arabic using Google’s translation API.

4.3 Emoji Conversion (EC)

In tweets, emojis are typically used to convey emo-
tions or ideas. Mubarak et al. (2022) showed the
importance of emojis in the detection of Arabic
offensive language and hateful speech.

Instead of removing all emojis from tweets like
(Bennessir et al., 2022), we choose to convert them
to Arabic descriptive text since emojis might hold
meaning in the context of a short deceptive tweet
representing positive or negative sentiment. For
this we add Arabic language support to the “emoji”
3 Python package using normalized representations
from the latest release of Unicode Common Lo-
cale Data Repository (CLDR) 4 to avoid broken
Unicode. We create a dictionary of Arabic emoji
representations based on the emojiterra website.5

2https://github.com/pemistahl/lingua
3https://github.com/carpedm20/emoji/
4https://github.com/unicode-org/cldr/raw/

release-43/common/annotations/ar.xml
5https://emojiterra.com/copypaste/ar/

5 Experimental Results

We ran all classification experiments on a high per-
forming cluster machine with an Intel® Xeon®
Gold 6252 (3.70GHz) processor with 24 cores
and 48 threads running Linux Red Hat Enterprise
Server 8.6 with Nvidia® Volta V100 GPUs.

For task 1A, the initial structure of the
ReDASPersuasion system with “XLM-RoBERTa”
(Conneau et al., 2020) achieves the best F1-Micro
score of 0.7336 on the test set.

For task 1B, the ReDASPersuasion system with
“CAMeLBERT-DA SA” (Inoue et al., 2021) fine-
tuned on sentiment analysis for Dialect Arabic
(DA) achieves the best performance on the testing
set with a F1-Micro score of 0.5584.

According to Table 3, the combination of
ReDASPersuasion and “XLM-RoBERTa” yields
the highest F1-score macro weighted strategy, with
a value of 0.1449, for task 1B.

Our investigation reveals that during the develop-
ment process, the ReDASPersuasion system pow-
ered by “XLM-RoBERTa” shows the most promise,
with the ReDASPersuasion system using monolin-
gual “CAMeLBERT-DA SA” coming in a close
second. However, when it comes to the testing
phase, one method excels in the first task, while
the other method excels in the second task, as evi-
denced by their respective F1-Micro scores.

In Table 3 Task 1A, logistic regression, majority
class baseline, and ReDASPersuasion system with
“DistilBERT” all achieve an F1-score of 0.6581
which means these models fail to accurately predict
the test set, as they simply assign the majority class
“true” to all samples.

Due to the lack of visibility during the testing
phase evaluation, we accidentally submitted wrong
prediction results from the ReDASPersuasion sys-
tem using “DistilBERT” instead of the intended top-
performing ReDASPersuasion system using “XLM-
RoBERTa”. We have also encountered technical
difficulties on the ArAIEval competition’s hosting
platform, CodaLab, mostly stemming from their
HTTP backend server.

551

https://github.com/pemistahl/lingua
https://github.com/carpedm20/emoji/
https://github.com/unicode-org/cldr/raw/release-43/common/annotations/ar.xml
https://github.com/unicode-org/cldr/raw/release-43/common/annotations/ar.xml
https://emojiterra.com/copypaste/ar/


Models Task 1A Evaluation Task 1B Evaluation
F1-score
(Micro)

F1-score
(Macro)

F1-score
(Micro)

F1-score
(Macro)

Baselines

LR (Wright, 1995) 0.7799 0.4382 0.4701 0.0393
RF (Breiman, 2001) 0.7761 0.4687 0.4647 0.0582

XGB (Chen et al., 2015) 0.7452 0.5971 0.4417 0.0951
Linear SVM (Cortes and Vapnik, 1995) 0.7954 0.5076 0.5178 0.0699

Random-Guess Baseline 0.5405 0.4774 0.0938 0.0573
Majority-Class Baseline 0.7799 0.4382 0.4595 0.0337

ReDASPersuasion
with Multilingual

Transformers

mBERT (Devlin et al., 2019) 0.8263 0.6639 0.5922 0.1453
DistilBERT (Sanh et al., 2020) 0.7992 0.6306 0.5658 0.1295

XLM RoBERTa (Conneau et al., 2020) 0.8764 0.8017 0.6454 0.1884

ReDASPersuasion
with Monolingual

Transformers

AraBERT (Antoun et al.) 0.8340 0.7597 0.6064 0.1792
MarBERT (Abdul-Mageed et al., 2021) 0.8224 0.7059 0.6249 0.1194

CAMeLBERT-DA SA (Inoue et al., 2021) 0.7954 0.7001 0.6048 0.1594
CAMeLBERT-MIX SA (Inoue et al., 2021) 0.8340 0.7030 0.6215 0.1813

Table 2: Evaluation Results on the Development Set using ArAiEval Scorer

Models Task 1A Evaluation Task 1B Evaluation
F1-score
(Micro)

F1-score
(Macro)

F1-score
(Micro)

F1-score
(Macro)

Baselines

LR (Wright, 1995) 0.6581 0.3969 0.3629 0.0302
RF (Breiman, 2001) 0.6600 0.4190 0.3585 0.0378

XGB (Chen et al., 2015) 0.6640 0.5732 0.3275 0.0688
Linear SVM (Cortes and Vapnik, 1995) 0.6600 0.4031 0.3760 0.0412

Random-Guess Baseline 0.4771 0.4598 0.0868 0.0584
Majority-Class Baseline 0.6581 0.3969 0.3599 0.0279

ReDASPersuasion
with Multilingual

Transformers

mBERT (Devlin et al., 2019) 0.6899 0.5656 0.4923 0.1083
DistilBERT (Sanh et al., 2020) 0.6581 0.3969 0.4523 0.0568

XLM RoBERTa (Conneau et al., 2020) 0.7336 0.6684 0.5555 0.1449

ReDASPersuasion
with Monolingual

Transformers

AraBERT (Antoun et al.) 0.7117 0.6967 0.5154 0.1344
MarBERT (Abdul-Mageed et al., 2021) 0.7197 0.6826 0.5549 0.0988

CAMeLBERT-DA SA (Inoue et al., 2021) 0.7217 0.7007 0.5584 0.1313
CAMeLBERT-MIX SA (Inoue et al., 2021) 0.7217 0.6712 0.5565 0.1372

Table 3: Evaluation Results on the Testing Set using ArAiEval Scorer

6 Error Analysis

Another limitation we faced in this task is the im-
balanced nature of the data and the small number
of examples in certain persuasion techniques. For
example, “Appeal to Popularity” persuasive tech-
nique occurs only twice in the training set and once
in both the dev and test set as described in Table 5.
Thus, the system was unable to accurately predict
any of the labels for that particular class resulted in
a zero F1 score, which had a negative impact on the
overall performance in multi-label classification.

To provide a more detailed examination of the
prediction errors, we present the confusion matri-
ces for the top-performing models on both tasks
in Figure 3, and Figure 4 in the supplementary
material. As shown in Figure 4, “Name Calling-
Labeling” and “Loaded Language” had the highest
accuracy rates, whereas all other persuasive tech-
nique were inaccurately predicted. This can be
attributed to the limited quantity of training data
available for these categories.

7 Discussion

As shown in Figure 2, our Arabic dialect identi-
fication process reveals that the ArAiEval dataset
encompasses a diverse array of dialects, with the
most prominent languages being Saudi Arabian,
Egyptian, and Palestinian dialects.

Different dialects have different vocabularies,
and certain words or phrases might be interpreted
differently in another dialect or deemed offensive.
A concrete example would be the word “ �éJ
 	̄ AªË @” in
Egyptian dialect means “health” while the same
word means “fire” in Moroccan dialect. These dif-
ferences in Arabic dialects can significantly impact
persuasion strategies. An interesting take would be
to consider the unique features of each dialect.

8 Conclusion

We described our systems for the two subtasks of
the ArAiEval 2023 shared task on persuasion de-
tection in Arabic to detect a total of 23 persua-
sion techniques for multi-label classification. We
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experiment with different combinations of multi-
lingual and monolingual transformers. We have
proven that the ReDASPersuasion model can ben-
efit from both the multilingual “XLM-RoBERTa”
transformer and the monolingual Dialect Arabic
“CAMelBERT-DA SA” model depending on the
NLP task. This task was an opportunity to evaluate
the ReDASPersuasion model in depth and to con-
duct an error analysis to enhance our persuasion
detection model for future works.

Limitations

Each dialect has its own unique features, such as
vocabulary, grammar, and pronunciation, which
can impact the way messages are conveyed and
received by audiences. Therefore, one of the short-
comings of the ReDASPersuasion system is to de-
tect persuasive words in the various Arabic dialects
in classification.

Because of time constraints, we were unable
to apply training data augmentation; however, we
have translated the SemEval 2023 shared task
(Piskorski et al., 2023) into Arabic text, which we
will add to the imbalanced training dataset in fu-
ture work to further analyze the behavior of the
ReDASPersuasion system.
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A Appendix

A.1 Data Distribution
We will describe the class and type distribution of
the different subsets provided in Task 1 for persua-
sion detection.

A.1.1 Class Distribution
We observe that the binary class distribution is im-
balanced of an approximately 1 to 4 True to False
ratio.

Binary Class Distribution
Train Dev Test

True 1919 202 331
False 509 57 172

Table 4: Binary Labels in Arabic Task 1A

A.1.2 Data Type Distribution
As illustrated in Figure 1, most samples are catego-
rized as paragraph data type, accounting for over
65% of the total samples in each subset. This in-
troduces new challenges to the classification task
where the structure of tweets and article paragraph
news differ substantially.
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Total Number of Persuasion Techniques
Train Dev Test

Appeal to Authority 48 5 14
Appeal to Fear Prejudice 108 12 15
Appeal to Hypocrisy 56 7 17
Appeal to Popularity 2 1 1
Appeal to Time 10 2 2
Appeal to Values 37 4 29
Causal Oversimplification 128 15 12
Consequential
Oversimplification 33 3 3

Conversation Killer 28 3 7
Doubt 143 16 21
Exaggeration
Minimisation 292 33 40

False Dilemma
No choice 32 3 6

Flag Waving 63 7 25
Guilt by Association 13 1 1
Loaded Language 1574 176 253
Name Calling
Labeling 692 77 133

Obfuscation Vagueness
Confusion 240 28 25

Questioning
Reputation 383 43 89

Red Herring 8 1 3
Repetition 25 3 6
Slogans 70 8 25
Straw Man 6 1 2
Whataboutism 9 1 2

Table 5: Persuasion Techniques in Arabic Task 1B

A.2 Dialect Language Identification
For Arabic dialect language detection, we used the
bert-base-arabic model provided by CAMel (Com-
putational Approaches to Modeling Language) Lab-
oratory on the HuggingFace Hub 6 trained on
MADAR (Bouamor et al., 2018) Twitter dataset
which contains Arabic dialect tweets originating
from 25 regions. In Figure 2, we observe that the
top five Arabic dialects originate from Saudi Ara-
bia, Egypt, Kuwait, Palestine, and Jordan through-
out the training, dev, and test sets.

These different Arabic dialects from different re-
gions have distinct grammatical structures, vocabu-
laries, and idiomatic expressions that can be chal-
lenging to reconcile within one classification model.
In this manner, we fine-tune the CAMELBERT-
MIX SA model (Inoue et al., 2021) on our tasks
which shows significant performance in predicting
persuasive writing in Arabic text.

A.3 Model Hyperparameters
In this section, we report in Tables 6 , and 7 all
the hyperparameters used in optimization for trans-
former and baseline models respectively.

6https://huggingface.co/CAMeL-Lab/
bert-base-arabic-camelbert-msa-did-madar-twitter5

(a) Training Set

(b) Development Set

(c) Testing Set

Figure 1: Text Type Distribution in Task 1
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(a) Training Set

(b) Development Set

(c) Testing Set

Figure 2: Arabic Dialect Identification in Task 1

Hyperparameters Range Or Value
Batch Size 8

Random Seed 42
Learning Rate 2e-05

Number of Epochs 10
Max Length 512
Total Steps 600
Optimizer AdamW

Table 6: Hyperparameters for System Implementation

Fine-tuned SVM
Hyperparameter Value

C 1
max iter 1000

Fine-tuned RF
Hyperparameter Value

criterion gini
n estimators 200

Fine-tuned LR
Hyperparameter Value

C 100
penalty L2

Fine-tuned XGB
Hyperparameter Value

max depth 6
n estimators 200

Table 7: Hyperparameters for Baseline Models

A.4 Best Model Performance
After conducting a total of 22 experiments across
two subtasks using 11 models. We will focus on
the two best performing models in each subtask on
the testing subsets:

i. Best performing ReDASPersuasion with Mul-
tilingual Transformers: “XLM RoBERTa” on
Task 1A, and

ii. Best performing ReDASPersuasion with
Monolingual Transformers: “CAMeLBERT-
DA SA” on Task 1B.

We carefully examine the confusion matrix plots
to gain insights into the performance of our models.
By doing so, we can determine which classes posed
more difficulty for the classifiers.
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Figure 3: Confusion Matrix of ReDASPersuasion employing XLM RoBERTa for Binary Persuasion Classification
on Task 1A Testing Set.

Figure 4: Confusion Matrix of ReDASPersuasion employing CAMeLBERT-DA SA for Multi-Label Persuasion
Classification on Task 1B Testing Set.
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Abstract

In this paper, we introduce our participating
system to the ArAIEval Shared Task, address-
ing both the detection of persuasion techniques
and disinformation tasks. Our proposed system
employs a pre-trained transformer-based lan-
guage model for Arabic, alongside a classifier.
We have assessed the performance of three Ara-
bic Pre-trained Language Models (PLMs) for
sentence encoding. Additionally, to enhance
our model’s performance, we have explored
various training objectives, including Cross-
Entropy loss, regularized Mixup loss, asym-
metric multi-label loss, and Focal Tversky loss.
On the official test set, our system has achieved
micro-F1 scores of 0.7515, 0.5666, 0.904, and
0.8333 for Sub-Task 1A, Sub-Task 1B, Sub-
Task 2A, and Sub-Task 2B, respectively. Fur-
thermore, our system has secured the 4th, 1st,
3rd, and 2nd positions, respectively, among all
participating systems in sub-tasks 1A, 1B, 2A,
and 2B of the ArAIEval shared task.

1 Introduction

Social media platforms have transformed into sig-
nificant spaces where people communicate and col-
lect information from various sources. However,
along with this positive shift, a significant amount
of false, misleading, and harmful content has also
emerged. This includes various forms of problem-
atic content like misinformation, disinformation,
and malinformation in the form of spreading pro-
paganda, conspiracy theories, rumors, hoaxes, fake
news, false statements, hate speech, cyberbullying,
and among others (Oshikawa et al., 2020; Alam
et al., 2021; Sharara et al., 2022; Essefar et al.,
2021; Nakov et al., 2021a; Alam et al., 2022; Lam-
siyah et al., 2023; Mubarak et al., 2023).

Furthermore, the surge in online communication
platforms has also made it more important to under-
stand how people try to persuade each other. The
persuasion detection task involves the identification
and analysis of communication strategies aimed

at influencing individuals’ beliefs or actions. It
encompasses recognizing techniques such as emo-
tional appeals, logical reasoning, and rhetorical
devices in various forms of content (Dimitrov et al.,
2021). Propaganda, a subset of persuasive com-
munication, refers to the deliberate dissemination
of information, often with a biased or mislead-
ing intent, to manipulate opinions or behaviors.
It involves employing well-defined psychological
and rhetorical methods to sway audiences (Alam
et al., 2022). Several shared tasks have been orga-
nized for the detection of propaganda techniques in
text and memes. This includes the NLP4IF-2019
shared task on Fine-Grained Propaganda Detec-
tion (Da San Martino et al., 2019), SemEval-2020
task 11 on Detection of Persuasion Techniques in
News Articles (Da San Martino et al., 2020), and
SemEval-2021 task 6 on Detection of Persuasion
Techniques in Texts and Images (Dimitrov et al.,
2021). In addition to detecting propaganda tech-
niques, another intriguing task is to identify mis-
leading content within social media. This aims to
uncover various forms of disinformation, such as
hate speech, offensive language, rumors, and spam
(Barrón-Cedeno et al., 2020; Nakov et al., 2021b;
Shahi et al., 2021).

Most of the previously mentioned research
works have primarily focused on the English lan-
guage. Therefore, there is a noteworthy need to de-
velop such methods for the Arabic language, which
is spoken by a considerable number of people glob-
ally, with an estimated 372 to 446 million speakers
worldwide. With the aim of bridging this language
gap, Hasanain et al. (2020) have presented a de-
scription of three Arabic tasks that were offered
as part of the third edition of the CheckThat! lab
at CLEF 2020. It focused on false information
propagated on Arabic social media, particularly on
Twitter. Furthermore, Alam et al. (2022) have run
a shared task on detecting propaganda techniques
in Arabic tweets as part of the WANLP 2022 work-
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shop. More recently, Hasanain et al. (2023) have
introduced the ArAIEval shared task that includes
two tasks: (i) persuasion techniques detection (Sub-
Task 1A and Sub-Task 1B), and (ii) disinformation
detection (Sub-Task 2A and Sub-Task 2B) in the
Arabic Language.

In this paper, we present our submitted sys-
tem for the ArAIEval shared task (Hasanain et al.,
2023), where we tackle both the tasks of detect-
ing persuasion techniques and identifying disin-
formation. Our system utilizes a deep learning
model that comprises a transformer-based Pre-
trained Language Model (PLM) encoder designed
for the Arabic language, coupled with a classifier.
The classifier consists of a dropout layer followed
by a linear layer. To encode text inputs, we have
evaluated the performance of three Arabic PLMs:
ARBERTv2, MARBERTv2, and AraBERT-large
(Abdul-Mageed et al., 2021; Elmadany et al., 2022;
Antoun et al., 2020). During the model training
process, we have explored the following training
objectives:

• Sub-Task 1A and Sub-Task 2A: We have
used the cross-entropy loss and the regularized
Mixup (RegMixup) loss (Pinto et al., 2023).

• Sub-Task 1B: We have evaluated the binary
cross-entropy loss, the asymmetric loss for
multi-label classification (Ben-Baruch et al.,
2020), and the RegMixup loss (Pinto et al.,
2023).

• Sub-Task 2B: We have employed the cross-
entropy loss and the Focal Tversky loss (Abra-
ham and Khan, 2018).

Our system is evaluated using the weighted-
average Precision and Recall as well as the mi-
cro and macro F1 score. It has achieved micro-F1
scores of 0.7515, 0.5666, 0.904, and 0.8333 on
the test sets of Sub-Task 1A, Sub-Task 1B, Sub-
Task 2A, and Sub-Task 2B, respectively. Further-
more, our system has secured the 4th, 1st, 3rd, and
2nd positions, respectively, among all participat-
ing systems in the corresponding Sub-Tasks of the
ArAIEval shared task. It is worth mentioning that
the best results have been obtained using the AR-
BERT sentence encoder for both Sub-Task 1B and
Sub-Task 2A. While, for Sub-Task 1A and Sub-
Task 2B, the best performance has been achieved
using the MARBERTv2 encoder.

2 Data

The ArAIEval shared task (Hasanain et al., 2023)
comprises two tasks: persuasion techniques detect-
ing (Sub-Task 1A and Sub-Task 1B), as well as
disinformation detection (Sub-Task 2A and Sub-
Task 2B) in Arabic. Table 1 describes the provided
data for each sub-task. For persuasion techniques
detection, the ArAIEval organizers propose the fol-
lowing two sub-tasks:

• Sub-Task 1A: is a binary classification task
that detects whether a given input tweet or
news paragraph contains a persuasion tech-
nique.

• Sub-Task 1B: is a multi-label classification
task that aims to identify the persuasion tech-
niques in a given tweet or news paragraph.
The label set of this sub-task contains 24 la-
bels.

For disinformation detection, the ArAIEval orga-
nizers provide data for the following two sub-tasks:

• Sub-Task 2A: is a binary classification task
that aims to detect whether a given input tweet
is disinformative.

• Sub-Task 2B: is a multi-class classification
task that aims to identify the disinformation
class of a given input tweet. The class la-
bels include hate-speech, offensive, rumor,
and spam.

Task Train Set Dev Set Test Set Num of classes Domain

Sub-Task 1A 2427 259 503 2 Twitter and News
Sub-Task 1B 2427 259 503 24 Twitter and News
Sub-Task 2A 14147 2115 3729 2 Twitter
Sub-Task 2B 2656 397 876 4 Twitter

Table 1: ArAIEval subtasks data description

3 System Overview

3.1 Model Architecture

The proposed system comprises a BERT-based Ara-
bic PLM encoder and a single classifier. The classi-
fier consists of a dropout layer followed by a linear
layer (feed-forward layer) with an activation func-
tion. The number of output units in the linear layer
matches the number of classes. For Sub-Task 1A,
2A, and 2B, we have employed the Softmax acti-
vation, while for Sub-Task 1B, we have used the
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Figure 1: Overall Model Architecture

Sigmoid activation. The overall model architecture
is depicted in Figure 1.

For the input texts encoding, we have explored
the performance of three existing BERT-based Ara-
bic PLMs, including ARBERTv2, MARBERTv2,
and AraBERT-large(Abdul-Mageed et al., 2021;
Elmadany et al., 2022; Antoun et al., 2020). These
PLMs have been trained on large Arabic textual
corpora, covering both Modern Standard Arabic
and Dialectal Arabic, using the masked language
modeling objective function.

As shown in Figure 1, given an input text
of length m, the PLM’s tokenizer split it into
n sub-words and append the [CLS] and [SEP ]
special tokens, representing the start and end
of the input sequence, to the tokenized text
([CLS], w1, w2, w3, ..., wn, [SEP ]). Then, the
BERT-based encoder is fed with the tokenized
text and outputs the contextualized word embed-
ding h[CLS], h1, h2, h3, ..., hn, h[SEP ]. Finally, the
pooled output of the [CLS] token is passed to the
classifier to predict the class label of the input text.

3.2 Training objectives

For model training, we have explored the following
training objectives:

• LCE denotes the Cross-Entropy (CE) loss;

• LBCE denotes the Binary Cross-Entropy
(BCE) loss;

• LASL denotes the Asymmetric Loss (ASL)
for multi-label classification (Ben-Baruch
et al., 2020). This loss function deals with
the negative-positive imbalance in multi-label
classification;

• LFT denotes the Focal Tversky (FT) loss
(Abraham and Khan, 2018). This loss func-
tion is a generalization of the focal loss and
employs the Tversky index. It deals with the
class imbalance problem.

• LRegMix denotes the Regularized Mixup
(RegMix) loss (Pinto et al., 2023). This loss
is employed as a regularizer to the cross-
entropy loss to improve the model’s gener-
alization. Formally, give two pair of examples
and their corresponding labels from the train-
ing dataset (xi, yi) and (xj , yj), the Mixup
is calculated as x̃i = λ · xi + (1 − λ) · xj
and ỹi = λ · yi + (1 − λ) · yj . Where
λ ∼ Beta(α, α) ∈ [0, 1] for α ∈ [0,∞[.
Then, the RegMix loss is calculated as fol-
lows:

L∗
RegMix = L∗(x, y) + p · L∗(x̃, ỹ) (1)

where ∗ and p denote a loss function like cross-
entropy loss and Mixup weighting hyper-
parameter. Since text mixup is not feasible,
we employ mixup of the pooled output (hi
and hj) of xi and xj .

For our models training on each sub-task, we
have investigated the following training objectives:

• Sub-Task 1A and Sub-Task 2A: LCE and
LCE
RegMix

• Sub-Task 1B: LBCE , LASL, and LASL
RegMix

• Sub-Task 2B: LCE and LFT

4 Experiments and Results

In this section, we present the experiment settings
and the obtained results for each sub-task.

4.1 Experiment Settings
All our models have been implemented using the
Pytorch deep learning framework, Pytorch Light-
ning, and Hugging Face Transformers library. We
have performed our experiments on a Dell Pow-
erEdge C4140 server, having 4 Nvidia V100 SXM2
32GB. For all sub-tasks, we have trained our mod-
els for a maximum of 10 epochs with a batch size
of 16 examples and a learning rate of 1 × 10−5.
Early stopping is configured to 3 epochs. Besides, a
weight decay of 1×10−3 is applied to all the layers
of the model weights except biases and Layer Nor-
malization (LayerNorm). In all our experiments,
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Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT
LCE

0.826 0.834 0.7432 0.834 0.7438 0.7416 0.7152 0.7416
ARBERTv2 0.8102 0.8147 0.723 0.8147 0.7494 0.7455 0.721 0.7455
MARBERTv2 0.8437 0.8494 0.7703 0.8494 0.7569 0.7495 0.7281 0.7495
AraBERT

LCE
RegMix

0.8452 0.8533 0.7489 0.8533 0.7409 0.7475 0.7085 0.7475
ARBERTv2 0.8122 0.8263 0.6833 0.8263 0.7259 0.7356 0.6847 0.7356
MARBERTv2 0.8622 0.8687 0.7893 0.8687 0.7476 0.7515 0.7186 0.7515†

Table 2: The obtained results of our system on Sub-Task 1A. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.

Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT

LBCE

0.5757 0.5286 0.1166 0.6175 0.5181 0.4574 0.1035 0.5427
ARBERTv2 0.5879 0.5207 0.1176 0.619 0.527 0.4695 0.1044 0.5546
MARBERTv2 0.5397 0.5247 0.1098 0.6011 0.4808 0.4585 0.0976 0.5401

AraBERT

LASL

0.6286 0.6864 0.3296 0.6622 0.5833 0.5415 0.2156 0.5666
ARBERTv2 0.592 0.6568 0.3315 0.6201 0.56 0.5526 0.2242 0.5538
MARBERTv2 0.6206 0.6844 0.2971 0.6438 0.5578 0.5604 0.1908 0.5766†
AraBERT

LASL
RegMix

0.6059 0.6726 0.3285 0.644 0.5747 0.5482 0.2286 0.5651
ARBERTv2 0.5819 0.6785 0.3168 0.6243 0.5555 0.5637 0.2064 0.5678
MARBERTv2 0.6124 0.6903 0.2966 0.6512 0.5809 0.5648 0.2082 0.5756

Table 3: The obtained results of our system on Sub-Task 1B. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.

Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT

LCE

0.9118 0.9144 0.8535 0.9144 0.9028 0.904 0.8645 0.904
ARBERTv2 0.8972 0.9012 0.8283 0.9012 0.895 0.8976 0.8521 0.8976
MARBERTv2 0.9064 0.9078 0.8463 0.9078 0.905 0.9067 0.8672 0.9067†
AraBERT

LCE
RegMix

0.9101 0.9125 0.8515 0.9125 0.9034 0.9037 0.8656 0.9037
ARBERTv2 0.9002 0.9045 0.8294 0.9045 0.8935 0.8965 0.8479 0.8965
MARBERTv2 0.9096 0.913 0.845 0.913 0.9016 0.904 0.8583 0.904

Table 4: The obtained results of our system on Sub-Task 2A. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.

Dev Test

Encoder Loss Precision Recall F1-macro F1-micro Precision Recall F1-macro F1-micro

AraBERT

LCE

0.8234 0.8262 0.7973 0.8262 0.8205 0.8242 0.724 0.8242
ARBERTv2 0.8261 0.8287 0.8109 0.8287 0.8174 0.8151 0.7336 0.8151
MARBERTv2 0.8327 0.8363 0.795 0.8363 0.8345 0.8379 0.7443 0.8379†
AraBERT

LFT

0.8182 0.8212 0.7898 0.8212 0.818 0.8208 0.7231 0.8208
ARBERTv2 0.835 0.8388 0.8 0.8388 0.8055 0.8071 0.7024 0.8071
MARBERTv2 0.8471 0.8514 0.8121 0.8514 0.8367 0.8333 0.7388 0.8333

Table 5: The obtained results of our system on Sub-Task 2B. Our official submission results are highlighted in bold
font. † is attached to the best obtained micro-F1 score.
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we have fixed the maximum sequence length to 128.
The hyper-parameters α (Beta distribution param-
eter) and p of the LRegMix are set to 20 and 0.2,
respectively. For LASL loss function, the hyper-
parameters γ− and γ+ are fixed to 4 and 1, re-
spectively. The hyper-parameter α of the Focal
Tversky loss (LFT ) is set to 0.5. It is worth men-
tioning that we have trained, validated, and evalu-
ated our models on the officially provided splits for
training, validation, and development, respectively.
For the evaluation purpose, we have employed the
weighted Recall and Precision as well as the micro
and macro F1 scores.

4.2 Results

4.2.1 Sub-Task 1A
Table 2 summarizes our obtained results for Sub-
Task 1A. The overall results show that employing
the MARBERTv2 encoder leads to better perfor-
mance using both the cross-entropy loss and the
RegMix loss. Although the RegMix training ob-
jective largely enhances the results on the dev set,
it achieves small performance improvements on
the test set when AraBERT and MARBERTv2 en-
coders are utilized. The best results are obtained
using the RegMix training objective in conjunc-
tion with the MARBERTv2 encoder. The latter
corresponds to our official submission.

4.2.2 Sub-Task 1B
Table 3 shows our system’s obtained results for Sub-
Task 1B. The overall results demonstrate that the
AraBERT and MARBERTv2 lead to better results
for most training objectives. The asymmetric loss
(LASL) improves the classification results of all the
used encoders and shows important performance
increments for the macro-F1 and micro-F1 scores.
Besides, the best micro-F1 score on the test set
is obtained using the asymmetric loss in conjunc-
tion with the MARBERTv2 encoder. The RegMix
training objective with the ASL loss (LASL

RegMix) en-
hances the results when the ARBERTv2 encoder is
employed. However, it negatively impacts the per-
formance when the other two encoders are utilized.
For the official evaluation, we have submitted our
model that uses an AraBERT encoder, trained using
the ASL loss.

4.2.3 Sub-Task 2A
Table 4 presents our obtained results for Sub-
Task 2A. The overall results show that AraBERT
and MARBERTv2 encoders yield better results

than ARBERTv2. The RegMix training objective
slightly degrades the F1 scores performance of our
systems. Our best micro-F1 score is obtained using
MARBERTv2 in conjunction with the CE training
objective. Whereas, our official submitted model is
trained using the CE loss and AraBERT encoder.

4.2.4 Sub-Task 2B
Table 5 summarizes our obtained results for Sub-
Task 2B. The overall results show that the MAR-
BERTv2 outperforms the other pre-trained models.
Although the Focal Tversky loss has been shown
to improve the results of ARBERTv2 and MAR-
BERTv2 on the dev set, it negatively impacts our
model performance on the test set. The best micro-
F1 score is achieved by using the MARBERTv2
encoder in conjunction with CE loss. Whereas, our
official submitted model is trained using the FT
loss and MARBERTv2 encoder.

5 Discussion

The obtained results have shown that the training
objective and the text encoder have a significant
impact on our models’ performance. The overall
results demonstrate the effectiveness of the PLMs
encoders that are pre-trained on large text corpora
from the same domain as the target downstream
tasks (MARBERTv2). A straightforward path of
future research work is to investigate the perfor-
mances of other state-of-the-art Arabic PLMs and
other training objectives that deal with the class
imbalance problem.

6 Conclusion

In this paper, we have introduced our submitted
system to the ArAIEval Shared Task for persuasion
techniques and disinformation detection in Arabic.
Our System uses a deep learning model that con-
sists of a transformer-based Pre-trained Language
Model (PLM) encoder for the Arabic language and
a classifier. For the model training, we have ex-
plored several training objectives and assessed the
performance of three Arabic PLMs. On the official
test set, our system has obtained micro-F1 scores
of 0.7515, 0.5666, 0.904, and 0.8333 for Sub-Task
1A, Sub-Task 1B, Sub-Task 2A, and Sub-Task 2B,
respectively. Besides, it has been ranked in the 4th,
1st, 3rd, and 2nd positions among all participating
systems in Sub-Task 1A, Sub-Task 1B, Sub-Task
2A, and Sub-Task 2B, respectively.
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Abstract

This paper presents the pipeline developed
by the AAST-NLP team to address both the
persuasion technique detection and disinfor-
mation detection shared tasks. The proposed
system for all the tasks’ sub-tasks consisted
of preprocessing the data and finetuning
AraBERT on the given datasets, in addition
to several procedures performed for each
subtask to adapt to the problems faced in it.
The previously described system was used
in addition to Dice loss as the loss function
for sub-task 1A, which consisted of a binary
classification problem. In that sub-task, the
system came in eleventh place. We trained
AraBERT for task 1B, which was a multi-
label problem with 24 distinct labels, using
binary cross-entropy to train a classifier for
each label. On that sub-task, the system came
in third place. We utilised AraBERT with
Dice loss on both subtasks 2A and 2B, rank-
ing second and third among the proposed
models for the respective subtasks.

1 Introduction

Social media has become part and parcel of our
everyday lives and a main source of information
for every individual. Unfortunately, due to the
nature of social media, the spread of disinfor-
mation (Alam et al., 2022a) is very relevant and
causes major troubles. For example back in the
COVID-19 pandemic, some researchers coined
the term "infodemic" to describe the spread of
false information among people during that pe-
riod (Geldsetzer, 2020). Many researchers have
proposed their systems to fight the spread of dis-
information on social media platforms, powered
by recent advances in NLP and the introduction
of Large Language models including BERT (De-
vlin et al., 2019) which revolutionized NLP and
was adapted to many tasks.

*. equally contributed

Persuasion is a type of social interaction that at-
tempts to influence and change attitudes in an
atmosphere of free choice (Perloff, 2017). Per-
suasion techniques are incredibly important lin-
guistic techniques that can have massive effects
on different fields and industries. An example
of this is the usage of these techniques in adver-
tising campaigns, which can lead to impressive
results when it comes to changing customers
attitudes and receiving their responses without
imposing on them (Romanova and Smirnova,
2019). This paper tackles the various systems our
team attempted for the ArAIEval 2023 shared
tasks (ove). The first step was to look at some
of the earlier publications from WANLP 2022
(Alam et al., 2022b), which provided a number
of crucial insights that served as a foundation
for our work. Related work includes the system
presented in (Mubarak et al., 2023) for the iden-
tification of disinformation through samples,
combined with many additional significant re-
sults as well as fine-grained disinformation labels
from those samples. The following sections of
the paper comprise a data section which describes
the data sources and preprocessing methods ap-
plied to the data. A system section describing
the pipeline, a results section, a discussion and a
summary.

2 Data

In this section, we will describe the data sources
and the preprocessing methods that we applied
to prepare the data. We will also provide some
descriptive statistics and visualizations of the
data to give an overview of its characteristics and
distribution.

2.1 Data Description
2.1.1 Persuasion Technique Detection
Task 1 consists of two subtasks, namely subtask
1A and 1B. The first is to determine whether the
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tweets and paragraphs contain any persuasive
techniques. The second sub-task expanded on
the first by identifying the various persuasive
strategies that were found in those samples.

Dataset Train Dev Test
Texts 2427 259 503

Table 1: Data distribution for task 1.

The training dataset includes 2427 samples la-
belled as True or False, with a distribution of
1918 to 509, respectively. This indicates that the
ratio of true to false cases is roughly 65.8% to
34.2%, as illustrated in Figure 1, demonstrating
that the dataset had a class imbalance. This per-
centage was matched in the development data,
which had a distribution of 202 to 57 respectively.

Figure 1: Data distribution for the training data for
subtask 1A.

Figure 2: Subtask 1B Training Class Distribution.
The data for subtask 1B consists of samples la-
belled from 24 different class labels which repre-
sents the different persuasive techniques.
Some of the common techniques found are
"Loaded Language", "Name calling/labelling"
and "Questioning the Reputation". We hypoth-
esize that there are underlying dependencies
between the techniques and correlations be-
tween different combinations which makes it
a very interesting task and worthy of further ex-
ploration. As shown in Figure 2 the class distri-
bution is severely unbalanced with underrepre-
sented classes including "Appeal to Popularity",
"Whataboutism" and several others.

2.1.2 Disinformation Detection
The objective of Task 2 comprises two subtasks.
The first is classifying the samples into informa-
tion and disinformation. The second involves
classifying the given samples into one of four
sub-classes: HS, OFF, Spam, and Rumour.

Dataset Train Dev Test
Tweets 14147 2115 3729

Table 2: Data distribution for task 2A.

Dataset Train Dev Test
Tweets 2648 396 876

Table 3: Data distribution for task 2B.

Figure 3: Data distribution for subtask 2B.
Task 2 suffers from a class imbalance problem.
Figure 3 demonstrates that the rumour class is
significantly underrepresented, but the HS class is
significantly overrepresented. The validation set
is distributed in a similar manner. Subtask 1A has
a similar problem, with a distribution of 11419
to 2656 for no-disinformation to disinformation.
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The validation set has a similar problem, with a
distribution of 1718 to 397 for no-disinformation
to disinformation.

2.2 Preprocessing
The preprocessing procedure of our data took the
following steps.

• Removing Arabic stop words.

• Removing tweet related tags like LINK , RT,
[ÐY 	j�J�Ó] and [ñK
YJ
 	̄ ].

• Applying AraBERT preprocessor, removing
tashkeel, tatweel and emojis.

• Removing ‘_’ as some tweets were ambigu-
ously written and formatted with ‘_’ be-
tween each letter.

3 System Description

3.1 Model Description
Our initial experiments on the conducted on the
development data consisted of comparing sev-
eral BERT-based models to choose from to build
upon, we experimented on AraBERT (Antoun
et al., 2021), MarBERT (Muhammad Abdul-
Mageed and Nagoudi), ArBERT and bert-base-
arabic (Safaya et al., 2020), AraBERT outper-
formed its peers on the 4 subtasks and was the
one chosen to further experiment upon.

3.2 Addressing Class Imbalance
After inspecting the data, it was clear that one of
the problems that would hinder our experiments
would be the severe case of class imbalance that
the provided datasets were suffering from. We
experiment with three methods to mitigate the
effects of imbalances in datasets. The follow-
ing sections give details of each method and its
corresponding effects on the results.

3.2.1 Re-Sampling
Re-sampling is the process of increasing the im-
portance of minority classes by altering the dis-
tribution of the training datasets (Kraiem et al.).
Random under sampling (RUS) consists of ran-
domly removing datapoints from the majority
class. Random oversampling (ROS) consists of
randomly duplicating minority class instances.
Both ROS and RUS were used to offset the data
imbalance in the dataset.

3.2.2 Data Augmentation
Synthetic data was created using the NLPAUG
package1. Contextual Word Embeddings Aug-
mentation was used based on AraBERT, and the
dataset distributions were altered to increase the
importance of classes underepresented in our
datasets, but one important remark was that the
data created was noisy and required filtering.
For example the sample shown below had it’s
meaning completely changed from the original
sentence.
Original Data:

. YÊJ. Ë @ Qå���J 	��Jk A 	KðPñ» 	¬AÓ ú
Í Èñ�®K. ú
æ�A�k@
Synthetic Data:
ú
Î« Qå���J 	��Jk A 	KðPñ» �HA�ðQ�
 	̄ é 	K @ Èñ�®K. ú
æ�A�k@.

. YÊJ. Ë @ ø
 Aë
The augmented data was filtered and revised
manually to check if the meaning of the new
synthetic sentence matches the original sentence.
Synthetic data created using this method resulted
in a huge decrease in our micro-F1 score.

3.2.3 Custom Loss Functions
Several loss functions were experimented upon,
initially we used Weighted Cross-Entropy loss
(Ozdemir and Sonmez, 2020) for our subtasks
with weights calculated via scikit (Pedregosa
et al., 2011) class weight function it resulted
in a slight improvement on the binary classifi-
cation tasks. Although the adaptation of focal
loss appeared interesting at first, it was not ro-
bust in handling the imbalance difficulties and
led to overfitting. Ultimately, we conducted an
experiment using Dice Loss (Li et al., 2019), a
customized loss function tailored to NLP tasks
based on the Sørensen–Dice coefficient (Li et al.,
2019).

Diceloss(p, y) = 1− 2 ∗∑t
1 pi ∗ yi + smooth

∑t
1 pi +

∑t
1 yi + smooth

(1)
This particular loss function led to an improve-
ment in the F1 score for each of the correspond-
ing tasks.

3.3 Experiment Settings
The training procedure was conducted using
the Google Colab platform for training our
pipeline, which has 12.68 GB of RAM, a 14.75

1. https://github.com/makcedward/nlpaug
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GB NVIDIA Tesla T4 GPU, and Python lan-
guage. We used ktrain’s (Maiya, 2020) autofit,
which applies a triangular learning rate policy
(Smith, 2015). The learning rate was determined
via the lr_plot function, which experiments with
a range of learning rates and suggests multiple
possible learning rates. The parameters set for
our experiment are mentioned in the table below.

Parameter Value
Epochs 30
Learning Rate 1e-5
Batch Size 16
Max Length 128
Optimizer AdamW
Early Stopping Patience 5
Reduce on pleateau 2
Dice loss smoothing 1e-6

Table 4: Training parameters.

Modifications were made to adapt to the task re-
quiremets including changing the loss function to
Dice loss for binary and multiclass classification
task with smoothing set to 1e-6. For the multil-
abel task 1B, we used a binary cross entropy loss
to train 24 different classifiers each to one of the
labels found in the provided dataset.

4 Results

Task Validation Test
1A 0.5405 0.4771
1B 0.0938 0.0868
2A 0.5173 0.5154
2B 0.2191 0.2603

Table 5: Baseline micro-f1 scores for all subtasks.

Table 5 presents the random baseline micro-
f1 scores on all the respective subtasks. These
micro-f1 scores were obtained through the offi-
cial website of the shared task. These baselines
provide a point of reference for the obtained re-
sults. The system consistently outperformed these
baselines by a significant margin throughout the
development process and the outline of the results
of the given system is presented in the rest of this
section.

Task Training Validation Test
1A 0.9782 0.8301 0.7237
1B 0.8101 0.6295 0.5522
2A 0.9414 0.9031 0.9043
2B 0.9782 0.8301 0.8253

Table 6: Achieved micro-f1 scores for all subtasks.

The micro-f1 scores of the previously mentioned
system, which uses AraBERT paired with task
specific loss function; Dice loss for the first part
of the persuasion technique detection problem
and both tasks of the disinformation detection
problem, and Binary Cross Entropy for the sec-
ond task of persuasion technique detection label-
ing, are shown in Table 6. Micro-f1 was chosen
as the competition’s evaluation metric, and test-
ing results were obtained once the evaluation pro-
cess was completed. The results of the persuasion
technique detection ranked 11th and 3rd, respec-
tively, while the results of the misinformation
detection tasks ranked 2nd and 3rd, respectively.

5 Discussion

A diverse set of limitations were encountered
during the development of the aforementioned
systems. Another drawback stemmed from the
underlying dependencies among task 1B labels,
as attempting a direct approach did not lead to
optimal outcomes. The subjective labelling of
tasks 1B and 2B made it difficult to leverage ex-
ternal data sources to further train our model.
One strategy worth highlighting is the use of a
CNN-BILSTM and ARABERT hybrid model
(Hengle et al., 2021). However, this did not pro-
duce satisfactory results since the model appeared
to overfit the training instances.With few modifi-
cations, this strategy may be viable. Furthermore,
the unexpected decline in task 1A’s performance
necessitates further investigation and experimen-
tation to determine the cause.

6 Summary

The proposed system based on AraBERT was
detailed, and the experiments conducted were all
addressed. The adaptation of dice loss boosted
our performance on all of the tasks and partially
addressed the issue of class imbalance yet there is
a huge room for improvement. There are other in-
triguing future directions, like the development of
a data augmentation package that supports differ-
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ent data augmentation techniques. Furthering the
solution to the issue of class imbalance is another
intriguing path. Last but not least, the problem
of the underlying dependencies and ways of tack-
ling multilabel tasks should be inspected, and
new methods should be investigated and devel-
oped in the near future. We intend to invesigate
these various approaches in detail in the future
since we believe there is still room for improve-
ment in finetuning as well as experimenting with
other approaches such as different hybrid model
architectures and different data augmentation
methods. In the future, we plan to thoroughly
explore these diverse approaches because we are
convinced that there is further potential for en-
hancing fine-tuning. This includes experimenting
with alternative hybrid model architectures and
various data augmentation techniques.
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Abstract

This work explores Arabic disinformation iden-
tification, a crucial task in natural language
processing, using a state-of-the-art NLP model.
We highlight the performance of our system
model against baseline models, including multi-
lingual and Arabic-specific ones, and showcase
the effectiveness of domain-specific pre-trained
models. This work advocates for the adoption
of tailored pre-trained models in NLP, empha-
sizing their significance in understanding di-
verse languages. By merging advanced NLP
techniques with domain-specific pre-training, it
advances Arabic disinformation identification.

1 Introduction

Disinformation is the deliberate creation and
spreading of false or misleading information that
can cause public harm or generate profit for orga-
nizations that participate in such practices (Tan-
doc Jr et al., 2018; de Cock Buning, 2018). The
consequences of disinformation can be significant,
affecting political decisions (Allcott and Gentzkow,
2017), manipulating public opinion, or even in-
citing violence. Detecting disinformation can be
challenging because it can appear similar to real
information and spread very quickly. Addition-
ally, creators are constantly evolving their methods,
making it more difficult to detect their content.

While disinformation detection in English has
received much attention, the nuances, dialectical
variations, and morphological richness of Arabic
present unique challenges that have not been com-
prehensively addressed. The ArAlEval1 shared
Task 2: Disinformation Detection (Hasanain et al.,
2023) aims to encourage further exploration of dis-
information detection in Arabic content. It includes
two sub-tasks: (A) to categorize whether a given
tweet is disinformative, modelled as a binary clas-
sification task, and (B) detecting the fine-grained

1https://gitlab.com/araieval/wanlp2023_
araieval

disinformation class for a tweet, modelled as a mul-
ticlass classification task with labels indicating the
subtype of disinformation contained - hate speech,
offensive, rumour or spam.

BERT-based (Devlin et al., 2018) models have
been shown to be successful in understanding the
context behind language and benefit from being
able to transfer learned knowledge to various tasks.
Due to these advantages, such models are very
good in text classification tasks. We have, there-
fore, utilised BERT-based models for the shared
task which has been pre-trained over Arabic text.
We hypothesized that such pre-trained models will
better understand Arabic text than a BERT model
that has been pre-trained over English text. How-
ever, there are certain challenges when we are deal-
ing with text that is code-mixed. Tweets usually
contain texts that contain code-mixed text which
may prove to be difficult to work with.

2 Related Work

Techniques used for disinformation detection in-
clude manually or automatically analyzing the con-
tent of a piece of information to identify features
that are associated with disinformation, analyz-
ing the social media activity around a piece of
information to identify patterns that suggest it is
being spread as disinformation and verifying the
claims made in a piece of information using exter-
nal knowledge (Hu et al., 2022a). In the domain of
fake news detection, significant work has already
been done which are covered by many seminal sur-
vey works on fake news detection such as (Shu
et al., 2017; Oshikawa et al., 2018; Bondielli and
Marcelloni, 2019; Elhadad et al., 2019; Zhou and
Zafarani, 2020; Zhang and Ghorbani, 2020; Mridha
et al., 2021; Hu et al., 2022b). Given that the
surveys encompass research endeavors concerning
fake news, encompassing both misinformation and
disinformation detection, we shall employ these
terms interchangeably within this section.
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However, with the advent of transformer mod-
els (Vaswani et al., 2017), the prospect of train-
ing neural network models on languages beyond
English has become increasingly prominent. The
application of transformer models to Arabic text
is highly promising. These models, trained on ex-
tensive text data, can excel in Arabic NLP tasks.
They can grasp sentiment nuances, crucial for senti-
ment analysis, and enhance translation accuracy in
challenging Arabic-English translation tasks. For
information retrieval, understanding Arabic query
and document semantics is vital, where transform-
ers show exceptional performance. This advance-
ment has significantly improved Arabic NLP across
domains. Consequently, a plethora of research
studies focusing on Arabic fake news detection
has emerged, many of which have been reviewed
in prominent surveys like those by (Fouad et al.,
2022; Nassif et al., 2022; Harrag and Djahli, 2022;
Al-Yahya et al., 2021). Other related works also
include shared task results on propaganda (Alam
et al., 2022) and detection and reasoning of tweets
(Mubarak et al., 2023).

The Covid-19 pandemic also led to a range of
research works focusing on Arabic misinformation
regarding the pandemic. The work by (Haouari
et al., 2020) introduces a dataset for misinformation
detection, covering various topical categories influ-
enced by COVID-19, and presents benchmarking
results for tweet-level verification. (Al-Rawi et al.,
2022) examines the scale of Arabic COVID-19 dis-
information, identifying prominent topics related
to violations of civil liberties, vaccine-related con-
spiracies, and calls for action. (Ashraf et al., 2022)
presents a machine learning-based system for de-
tecting misinformation in Arabic tweets related to
COVID-19 vaccination, achieving promising per-
formance. The work by (Obeidat et al., 2022) in-
troduces a comprehensive dataset annotated with
fine-grained misinformation classes and situational
information, and presents baseline results using
various classifiers.

In contrast to the aforementioned work, this sys-
tem paper investigates the effectiveness of a fine-
tuned BERT model in binary and multi-class classi-
fication of disinformation work, thereby capturing
a broader aspect of disinformation regarding Ara-
bic Twitter data.

3 Data

For both the sub-tasks, we used the training and
development sets for the competition since the test
set labels were part of the competition. However,
after the competition the test set labels were also
released which is why in this paper we are includ-
ing the details of the whole dataset for both the
sub-tasks. For subtask 2A, the details of the dataset
are shown in Table 1.

Dataset Details disinfo no-disinfo
train 2656 11491
dev 397 1718
test 876 2853
Overall 3929 16062

Table 1: Dataset details for subtask 2A

The columns disinfo and no-disinfo are the la-
bels for the subtask where disinfo means having
disinformation and no-disinfo means having no dis-
information.

For the subtask 2B, the details of the dataset is
shown in Table 2.

Dataset Details HS SPAM OFF Rumor
train 1512 453 500 191
dev 226 68 75 28
test 442 241 160 33
Overall 2180 762 735 252

Table 2: Dataset details for subtask 2B

Before training, we performed some pre-
processing of the text using the Python RegEx2

library as well as removal of NaN entries. The pre-
processing steps include the removal of punctuation
including symbols that includes both English and
Arabic punctuation. We also normalized certain
Arabic symbols, removal of repeating characters
and hashtags, URLs and mentions.

4 System

In this section,we will first describe the system
architecture and then discuss the implementation
of the system.

4.1 System architecture

Our system is built upon the foundation of the
AraBERTv0.2-Twitter model3, which is an Ara-
bic language model pre-trained on Arabic twitter

2https://docs.python.org/3/library/re.html
3https://huggingface.co/aubmindlab/

bert-base-arabertv02-twitter
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specific text corpus, as described in (Antoun et al.,
2021). The base model is a BERT model which
has been pre-trained with Arabic text. To adapt
this model to our specific tasks, we employ the
model after extensive data preprocessing. All our
experiments are conducted using the Huggingface
framework (Wolf et al., 2020).

4.2 System implementation

Our workflow begins with text tokenization using
the model’s tokenizer. This crucial step breaks
down the input text into its constituent tokens, en-
suring compatibility with the model’s architecture.
Subsequently, we generate text embeddings using
the model, creating numerical representations of
the input text. For the training phase, we care-
fully select hyperparameters to optimize model
performance. These hyperparameters include a
maximum input length of 64 tokens, a batch size
of 16, and a training duration of 20 epochs. The
choice of a suitable learning rate is pivotal in fine-
tuning, and we set it at 2e-5. To optimize model
weights, we employ the Adam optimizer with an
epsilon value of 1e-08 and a weight decay of 0.01.
Throughout the training process, we periodically
save model checkpoints, specifically after every
200 steps. This strategy allows us to monitor the
model’s progress and select the best-performing
version based on accuracy for our subsequent tasks.
Importantly, these hyperparameter settings draw
inspiration from established works in the field, no-
tably the work by (Devlin et al., 2018) and (Antoun
et al., 2021). To effectively handle both subtask
tasks, we employ different loss functions. For sub-
task 2A, a binary cross-entropy loss is used, as it
aligns with the binary nature of this classification
problem. In contrast, subtask 2B involves multi-
class classification, thus necessitating the use of
categorical cross-entropy loss. These choices of
loss functions are made to suit the specific require-
ments and nature of each subtask.

5 Results

Since the test file with gold standard annotations
was available for both sub-tasks, we have evalu-
ated our model on this file. The results for both
the sub-tasks are shown below in Table 3 and Ta-
ble 4. For comparison, we have used the base-
line approaches provided for the task. We also
compared various other transformer based models
with our system model for a fair comaprison. The

baseline transformer models used are as follows:
BERT-base (Devlin et al., 2018), XLM-RoBERTa-
base (Conneau et al., 2019), RoBERTa-base (Liu
et al., 2019), multlingual-BERT-base (Devlin et al.,
2018) and CamelBERT (Inoue et al., 2021). To
provide context, it’s important to note that BERT-
base and RoBERTa-base are transformer models
pre-trained on English text. In contrast, XLM-
RoBERTa-base and mBERT have undergone train-
ing on multilingual text, making them suitable for
a broader range of languages. Lastly, the Camel-
BERT model has been pre-trained on Arabic text,
rendering it particularly well-suited for the specific
tasks this paper addresses. The performance com-
parison, as illustrated in the table, unequivocally
underscores the superior capabilities of our system.
Across both sub-tasks, our system consistently out-
performed the baseline approaches as well as the
other transformer-based models. We also report the
top performing team results for a fair comparison
with our results.

These results substantiate the efficacy of our ap-
proach, highlighting its robustness and suitability
for the given tasks. The superior performance of
our system showcases the importance of special-
ized pre-trained models, in enhancing the accuracy
and effectiveness of domain specific natural lan-
guage processing tasks.

Model Macro F-1 Micro F-1
BERT-base-uncased 0.7921 0.8278
RoBERTa-base 0.4939 0.7758
XLM-RoBERTa-base 0.7618 0.8404
BERT-base-multilingual-uncased 0.8013 0.8696
BERT-base-arabic-camelbert-mix 0.8428 0.8924
Task Baseline (Random) 0.4763 0.5154
Task Baseline (Majority) 0.4335 0.7651
Top Team (DetectiveRedasers) 0.8626 0.9048
Our system 0.8595 0.9021

Table 3: Macro and micro f-1 comparison for subtask
2A

Model Macro F-1 Micro F-1
BERT-base-uncased 0.4856 0.7271
RoBERTa-base 0.3905 0.6872
XLM-RoBERTa-base 0.4287 0.7431
BERT-base-multilingual-uncased 0.6303 0.7659
BERT-base-arabic-camelbert-mix 0.6809 0.8002
Task Baseline (Random) 0.2243 0.2603
Task Baseline (Majority) 0.1677 0.5046
Top Team (DetectiveRedasers) 0.7541 0.8356
Our system 0.7209 0.8174

Table 4: Macro and micro f-1 comparison for subtask
2B
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6 Discussion

In this section, we delve into the discussion of the
results obtained from our experiments with various
BERT-based models. Our results, as illustrated in
Table 3 and Table 4, offer valuable insights into the
effectiveness of different pre-trained BERT-based
models. Notably, we observed that BERT-based
models specifically pre-trained on Arabic text con-
sistently outperformed their generic and multilin-
gual counterparts. This observation underscores
the importance of leveraging language-specific pre-
trained models when working with Arabic lan-
guage data. Furthermore, our experiments revealed
an intriguing finding regarding the role of training
data sources. Specifically, we noted that a BERT
model pre-trained on Arabic Twitter data exhibited
superior performance compared to models trained
on more general Arabic text. This outcome sug-
gests that the unique characteristics of Twitter data,
such as the distinctive writing style shaped by the
platform’s character limitations, can be harnessed
to enhance the performance of NLP models for
tasks involving Twitter content. It is worth high-
lighting that while the CamelBERT model has been
trained on Arabic text, the Twitter-specific Arabic
BERT model that we opted for our work showed
better performance. This preference demonstrates
that, even within the domain of Arabic language,
domain-specific pre-trained models can offer ad-
vantages over more generalized alternatives. In
essence, our findings emphasize the significance of
tailoring pre-training data to the specific character-
istics and requirements of the target task.

6.1 Ablation Study

As part of our discussion, we also did an ablation
study wherein we experimented with our model
for the multi-class task by dropping some of the
classes. Based on the class instances, we first drop
the Rumor class since it has the least number of
instances across the train, dev and test sets. We
then proceeded with the same experiments whose
details are presented in the Table 5.

Comparing Table 5 with Table 4, we can see that
there is an increase in the macro as well as micro
f-1 scores across all the models. One reason for this
could be the class imbalance in the dataset. Across
the whole dataset, the rumor class has the lowest
number of instances. Therefore, removing those in-
stances may lead to a more balanced dataset thereby
increasing the model performance. However, in or-

Model Macro f-1 Micro f-1
BERT-base-uncased 0.6459 0.7663
RoBERTa-base 0.4963 0.6856
XLM-roBERTa-base 0.5811 0.7746
BERT-base-multilingual-uncased 0.7150 0.7781
BERT-base-arabic-camelbert-mix 0.7331 0.8173
Our system 0.7926 0.8505

Table 5: Results without the Rumor class

der to verify this, we experimented by keeping the
Rumor class and dropping a different class, SPAM
which has a higher number of instances than Ru-
mor and has a similar number of instances with the
OFF class. The results of this experiment is shown
in Table 6.

Model Macro f-1 Micro f-1
BERT-base-uncased 0.3237 0.6881
RoBERTa-base 0.2736 0.6960
XLM-roBERTa-base 0.2823 0.6992
BERT-base-multilingual-uncased 0.5424 0.7102
BERT-base-arabic-camelbert-mix 0.5604 0.7370
Our system 0.6373 0.7574

Table 6: Results without the SPAM class

We can see from Table 6 that dropping the SPAM
class and keeping the Rumor class leads to a de-
crease in model performance across all models for
both macro as well as micro f-1. This shows that
there is an imbalance in the dataset with the low in-
stances of the Rumor class. In order to mitigate this
issue, one way would be to increase the number of
instances while data collection and the other would
be to make use of data augmentation synthetically
and append the new synthetic data to the dataset.
However, although the data augmentation seems
like a viable option without having to collect new
data, further research is required in order to find
suitable augmentation methods that can improve
the performance of the model without generating
noise and bias.

7 Conclusion

In this study, we have presented a comprehensive
analysis of our system’s performance in addressing
the task of Arabic disinformation. The results of
our evaluation unequivocally illustrate the superior-
ity of our system over various baseline approaches,
including those based on generic and multilin-
gual transformer models. Notably, our system’s
outstanding performance in both sub-tasks under-
scores the significance of such language-specific
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pre-trained models in enhancing the precision and
utility of natural language processing applications.

Furthermore, the superiority of our system, even
when compared to CamelBERT, a model pre-
trained on Arabic text, highlights the importance
of considering the specific nuances of data sources.
In our case, a pre-trained model on Twitter-specific
Arabic text data proved to be an advantageous
choice, particularly for tasks involving Twitter data,
where the writing style is distinct due to character
limitations.
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Abstract

The spread of disinformation and propagandis-
tic content poses a threat to societal harmony,
undermining informed decision-making and
trust in reliable sources. Online platforms often
serve as breeding grounds for such content, and
malicious actors exploit the vulnerabilities of
audiences to shape public opinion. Although
there have been research efforts aimed at the
automatic identification of disinformation and
propaganda in social media content, there re-
main challenges in terms of performance. The
ArAIEval shared task aims to further research
on these particular issues within the context of
the Arabic language. In this paper, we discuss
our participation in these shared tasks. We com-
peted in subtasks 1A and 2A, where our sub-
mitted system secured positions 9th and 10th,
respectively. Our experiments consist of fine-
tuning transformer models and using zero- and
few-shot learning with GPT-4.

1 Introduction

In various communication channels, propaganda,
also known as persuasive techniques, is dissem-
inated through a wide set of methods. These
techniques can range from appealing to the audi-
ence’s emotions—known as the “emotional tech-
nique” — to employing logical fallacies. Examples
of such fallacies include “straw man” arguments,
which misrepresent someone’s opinion; covert “ad
hominem” attacks; and “red herrings”, which in-
troduce irrelevant data to divert attention from the
issue at hand (Miller, 1939).

Previous research in this area has taken vari-
ous approaches to identify propagandistic content.
These include assessing content based on writing
style and readability levels in articles (Rashkin
et al., 2017; Barrón-Cedeno et al., 2019), exam-
ining sentences and specific fragments within news
articles using fine-grained techniques (Da San Mar-
tino et al., 2019), as well as evaluating memes for
propagandistic elements (Dimitrov et al., 2021a).

Figure 1: Examples of propagandistic and disinforma-
tive text.

Moreover, malicious actors manipulate media
platforms to shape public opinion, disseminate hate
speech, target individuals’ subconscious minds,
spread offensive content, and fabricate falsehoods,
among other. These efforts are part of broader
strategies to influence people’s thoughts and ac-
tions (Zhou et al., 2016; Alam et al., 2022a; Sharma
et al., 2022).

In a broader context, the proliferation of such
disinformation can pose significant threats to soci-
etal harmony and undermine the trust individuals
have in reliable sources (Mubarak et al., 2023). Cur-
rently, these manipulative strategies are widespread
across various online platforms, where they are
employed to influence public opinion and distort
perceptions, taking advantage of the vulnerabilities
of unsuspecting audiences (Oshikawa et al., 2018,
2020).

The far-reaching consequences of misinforma-
tion and propaganda include the incitement of prej-
udices and discriminatory behaviors, as well as the
exacerbation of social divisions and polarization
(Fortuna and Nunes, 2018; Zampieri et al., 2019,
2020; Da San Martino et al., 2019). In extreme
cases, such false narratives can even fuel radicaliza-
tion, threatening societal stability. Ultimately, the
spread of misinformation undermines democracy
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by depriving citizens of the accurate information
needed for informed decision-making (Li et al.,
2016). The digital age has expanded the reach
of propaganda, subtly influencing individuals’ per-
spectives even in their most private spheres.

Since propaganda can manifest in a variety of
forms, detecting it and other types of misinfor-
mation has always been a challenging task. This
task necessitates a deeper analysis of the context
in which the content is presented. Therefore, the
goal of the shared task is to advance research by
developing methods and algorithms for identify-
ing disinformation and propagandistic content. In
Figure 1, we provide examples that depict such
content.

In the ArAIEval shared task at ArabicNLP
2023 (Hasanain et al., 2023a), there are two tasks
with two subtasks each: (i) Task 1 Persuasion
Technique Detection and (ii) Task 2: Disinforma-
tion Detection. Each has two subtasks. We used
pre-trained transformer-based models to fine-tune
them on the task specific datasets.

We participated in subtasks 1A and 2A, where
we fine-tuned pretrained models to predict whether
the texts contain persuasion techniques (1A) or are
disinformative (2A). We also explored zero-shot
and few-shot learning using GPT-4 to understand
its performance for these tasks. Both subtasks in
which we participated fall under binary classifica-
tion settings.

2 Related Work

In this section, we discuss the research related to
the automatic detection of persuasion techniques
and disinformation.

Over the past few decades, the use of persua-
sion techniques, often in the form of propaganda,
has proliferated on social media platforms, aim-
ing to influence or mislead audiences. This has
become a major concern for a wide range of stake-
holders, including social media companies and
government agencies. In response to this grow-
ing issue, the emerging field of "computational
propaganda" aims to automatically identify such
manipulative techniques across various forms of
content—textual, visual, and multimodal (e.g.,
memes).

Recently, the study by (Da San Martino et al.,
2019) curated a variety of persuasive techniques.
These range from emotional manipulations, such
as using Loaded Language and Appeal to Fear, to

logical fallacies like Straw Man (misrepresenting
someone’s opinion) and Red Herring (introducing
irrelevant data). The study primarily focused on
textual content, such as newspaper articles. In a
similar vein, (Da San Martino et al., 2020) orga-
nized a shared task on the "Detection of Propa-
ganda Techniques in News Articles." Building on
these previous efforts, (Dimitrov et al., 2021b)1

orchestrated the SemEval-2021 Shared Task 6 on
Detection of Propaganda Techniques in Memes in
2021. This task had a multimodal setup, integrating
both text and images, and challenged participants
to construct systems capable of identifying the pro-
paganda techniques employed in specific memes.
Efforts have also been made towards multilingual
propaganda detection. (Hasanain et al., 2023b)
demonstrates that multilingual models significantly
outperform monolingual ones, even in languages
that are unseen.

While most of these efforts have focused primar-
ily on English, Alam et al. (2022b) organized a
shared task on fine-grained propaganda techniques
in Arabic to enrich the field of Arabic AI research.
This event attracted numerous participants.

In addition to the use of propaganda, malicious
social media users frequently disseminate disin-
formative content—including hate speech, offen-
sive material, rumors, and spam—to advance so-
cial and political agendas or to harm individuals,
entities, and organizations. To address this issue,
the current literature has explored automated tech-
niques for detecting disinformation on social me-
dia platforms. For example, the study by Demilie
and Salau (2022) investigated the detection of fake
news and hate speech in Ethiopian social media.
The researchers found that a hybrid approach, com-
bining both deep learning and traditional machine
learning techniques, proved to be the most effective
in identifying disinformation in that context.

In the field of Arabic social media, numerous
researchers have used various approaches for dis-
information detection. For example, the study by
Boulouard et al. (2022) focused on identifying hate
speech and offensive content in Arabic social me-
dia platforms. By employing transfer learning tech-
niques, they found that BERT (Devlin et al., 2018)
and AraBERT (Antoun et al., 2020) yielded the
highest accuracy rates, at 98% and 96%, respec-
tively. Other significant contributions to the area

1http://propaganda.math.unipd.it/
semeval2021task6/

577

http://propaganda.math.unipd.it/semeval2021task6/
http://propaganda.math.unipd.it/semeval2021task6/


of Arabic hate speech and offensive content detec-
tion include works by Zampieri et al. (2020) and
Mubarak et al. (2020).

3 Task and Dataset

As discussed earlier we used the datasets released
as a part of the ArAIEval shared task (Hasanain
et al., 2023a). We participated in subtask 1A and
2A. They are defined as follows.

Subtask 1A: Given a multigenre (tweet and news
paragraphs of the news articles) snippet, identify
whether it contains content with persuasion tech-
nique. This is a binary classification task.

The data for Subtask 1A is composed of IDs, text,
and labels. These labels are either ‘true’ or ‘false’,
indicating whether the content contains a propagan-
distic technique. As observed in our analysis, there
is a significant skew in the label distribution. As
shown in Table 1, only 21% of the data is labeled
as ‘false,’ while the remaining 79% carries a ‘true’
label. This imbalance in classes could introduce
challenges during the training phase. Furthermore,
we found that 64.9% of the data originates from
paragraphs, while the remaining 35.1% is sourced
from tweets.

Subtask 2A: Given a tweet, categorize whether
it is disinformative. This is a binary classification
task.

The data format for Subtask 2A is identical to
that of Subtask 1A. Similar to Subtask 1A, this sub-
task also shows a skewed label distribution. Specif-
ically, only 18.8% of the data is tagged as disinfo,
while the remaining 79% carries the no-disinfo
tag, as can be seen in Table 1. This imbalance in
class distribution could present challenges during
the model training process.

For our experiments, we used the same training,
development, and test datasets as provided by the
organizers. Details on the data distribution can be
found in Table 1.

Evaluation Measures: The official evaluation
metric for Subtask A is Micro-F1, while for Sub-
task B, it is Macro-F1.

4 Methodology

4.1 Pre-trained Models

Given that large-scale pre-trained Transformer
models have achieved state-of-the-art performance

Figure 2: Loss per epoch with different dropout rate.

for several NLP tasks. Therefore, as deep learn-
ing algorithms, we used deep contextualized text
representations based on such pre-trained trans-
former models. We used AraBERT (Antoun et al.,
2020), MarBERT (Abdul-Mageed et al., 2021) and
Qarib (Abdelali et al., 2021) due to their promising
performance in other Arabic NLP tasks.

Consequently, text preprocessing was done us-
ing the AraBERT preprocessor with the default
configuration. Hyperparameters were tuned and op-
timized through the use of randomized grid search.
The chosen configuration for the task involved a
maximum tokenization length of 128, a batch size
of 16, running for a total of 3 epochs during train-
ing, with a learning rate set at 4e-5, and utilizing
the AdamW optimizer. As a loss function, we used
cross-entropy loss:

CrossEntropyLoss = −
N∑

i=1

C∑

j=1

yij · log(pij)

where, N is the number of samples, C is the num-
ber of classes, yij is the ground truth label (1 if the
sample i belongs to class j, 0 otherwise), and pij
is the predicted probability of sample i belonging
to class j.

After closely examining the weights in the cross-
entropy loss function, we chose to assign four times
the weight to the ‘false’ tag compared to the ‘true’
tag, resulting in a weight array of [1.0, 4.0] for the
cross-entropy loss.

Additionally, we observed that the dataset is
highly imbalanced. Incorporating a dropout layer
improved the model’s performance. To optimize
this, we experimented with varying dropout rates
and monitored the corresponding loss across differ-
ent epochs, as illustrated in Figure 2.

Surprisingly, the models with lower dropout
rates, which exhibited lower loss in the final epoch,
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Task 1A Task 2A

Prop Non-Prop Disinfo No-Disinfo
Train 1,918 (79%) 509 (21%) 2,656 (19.8%) 11,491 (81.2%)
Dev 202 (78%) 57 (22%) 397 (18.8%) 1,718 (81.2%)
Test 331 (65.8%) 172 (34.2%) 876 (23.8%) 2,853 (76.2%)
Total 2451 733 3929 15062

Table 1: Class label distribution for task 1A and 2A. Prop. – Contains propagandistic technique; Non-Prop – does
not contain any propagandistic technique.

performed worse than those with slightly higher
dropout rates. We suspect that the models may
have overfitted when using lower dropout rates,
resulting in subpar performance on the test set.

4.2 Large Language Models (LLMs)

For the LLMs, we investigate their performance in
both in-context zero-shot and few-shot learning set-
tings. This involves prompting and post-processing
the output to extract the expected content. We uti-
lized GPT-4 (OpenAI, 2023) in both zero-shot and
few-shot settings for both subtasks. To ensure re-
producibility, we set the temperature to zero for
all settings. Note that for GPT-4, we used version
0314, which was released in June 2023. Our choice
of this model was based on its accessibility. For the
experiments, we employed the LLMeBench frame-
work (Dalvi et al., 2023), following the prompts
and instructions previously studied for Arabic in
(Abdelali et al., 2023).

Model Dropout Micro F1 Macro F1
Dev Test Dev Test

Submission 0.740 0.693

AraBERT

0 0.656 0.625 0.723 0.712
0.1 0.772 0.704 0.725 0.714
0.2 0.772 0.692 0.739 0.740
0.3 n/a n/a 0.743 0.713

MarBERT

0 0.810 0.756 0.707 0.696
0.1 0.841 0.731 0.745 0.718
0.2 0.818 0.746 0.769 0.731
0.3 n/a n/a 0.737 0.708

Table 2: Results with different dropout rates and sub-
mitted system for subtask 1A. n/a refers to the number
was not ready at time of preparing the paper.

Model Dropout
Test

Micro Macro
F1 F1

Submission 0.2 0.893 0.845

Qarib 0 0.889 0.822
0.1 0.898 0.844
0.2 0.903 0.869
0.3 0.897 0.849

MarBERT 0.1 0.898 0.843
0.2 0.898 0.846
0.3 0.899 0.849

AraBERT 0 0.802 0.794
0.1 0.846 0.813
0.2 0.893 0.846

Table 3: Model performance with different dropout rates
and submitted system for subtask 2A (disinformative vs.
not-disinformative).

5 Results and Discussion

5.1 Subtask 1A

For this shared task, we were given a dataset con-
taining 504 text entries. We employed the model
described in the previous section to predict various
labels for each tweet. The final results released
by the task organizers indicated that our model
achieved a Micro F1 of 0.740 and a Macro F1 of
0.693. In Table 2, we present the performance met-
rics for our submitted system, comparing them with
other models and various dropout rates.

Through our discovery, we realize that Mar-
BERT performed extremely well compared to
Arabert. This is expected as MarBERT is trained on
tweets, which is very similar to the data provided.
Nevertheless, we found it even more surprising that
MarBERT’s performance dropped after applying
the dropout layer. This potentially indicates that the
model might be undertrained and we might need to
run a few more epochs.
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Shot Micro F1 Macro F1

Task 1A 0-shot 0.600 0.600
5-shot 0.614 0.614

Task 2A 0-shot 0.759 0.707
5-shot 0.852 0.804

Table 4: Results on the test set with zero- and few-shot
learning using GPT-4.

5.2 Subtask 2A

For this shared task, we are provided with 3729
entries of text. The model described in the previ-
ous section was used to predict various labels for
each tweet. The final results released by the task
organizers have shown that the model that we have
scored 0.7396 in Micro F1 and 0.74 in Macro F1.
In Table 3 we have displayed some of our attempts,
and after more experiments we are able to achieve
higher result.

We noticed that in task2A that qarib outper-
formed MarBERT, despite both trained using a
variety of tweets. This could be the result of bet-
ter/bigger training set or the result of longer train-
ing duration. To discover why, further investigation
and experimentation have to be made.

In Table 4, we report the results on the test sets
for both tasks with zero and 5-shots learning us-
ing GPT-4. It appears that the performances are
significantly lower than fine-tuned models. We
see an improvement with 5-shots, which was also
observed in prior studies (Abdelali et al., 2023).
However, such performances are still lower than
fine-tuned models. Further studies are required to
understand their capabilities as prompt engineering
is the key factor to achive a desired results with
LLMs.

6 Conclusion and Future work

In this paper, we report on our participation in the
ArAIEval 2023 shared task, which focuses on pro-
paganda and disinformation detection. We experi-
mented with various transformer-based models and
fine-tuned them for our specific tasks. Despite chal-
lenges such as imbalanced data, we optimized our
models and achieved commendable results. Our
submitted system ranked 9th and 10th in subtasks
1A and 2A, respectively, on the leaderboard. In the
future, our research will take advantage of the latest
Large Language Models (LLMs) such as Llama,
Alpaca, Bloom and more. We plan to do more
experiment with data augmentation.

Limitations

Our study primarily focused on fine-tuned
transformer-based models and zero-shot and few-
shot learning with GPT-4. Given that the dataset is
heavily skewed towards certain classes, our study
did not address these aspects. However, this will
be the focus of a future study.
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Abstract

In this work, we present our systems developed
for “ARAIEVAL” shared task of ArabicNLP
2023 (Hasanain et al., 2023a). We used an
mBERT transformer for Subtask 1A, which tar-
gets persuasion in Arabic tweets, and we used
the MARBERT transformer for Subtask 2A to
identify disinformation in Arabic tweets. Our
persuasion detection system achieved micro-F1
of 0.745 by surpassing the baseline by 13.2%,
and registered a macro-F1 of 0.717 based on
leaderboard scores. Similarly, our disinforma-
tion system recorded a micro-F1 of 0.816, best-
ing the naïve majority by 6.7%, with a macro-
F1 of 0.637. Furthermore, we present our pre-
liminary results on a variety of pre-trained mod-
els. In terms of overall ranking, our systems
placed 7th out of 16 and 12th out of 17 teams
for Subtasks 1A and 2A, respectively.

1 Introduction

The digital communication landscape, vast in its
dynamism, constantly evolves, presenting unique
challenges in diverse cultural and linguistic con-
texts. Arabic, with its rich historical and poetic
traditions, spoken by more than 420 million peo-
ple, is no exception (Qu et al., 2023). In the age
of digital connectivity, platforms like Twitter have
become a boon and a bane. They enable rapid
dissemination of information, but also disinforma-
tion spread, which can manipulate public percep-
tions and cause socio-political instability (Raj and
Goswami, 2020). Because tweets are so brief, ac-
curacy is essential. This requires the use of strong
rhetorical elements, making them an ideal envi-
ronment for disinformation and persuasive strate-
gies (Hasanain et al., 2023b; Hardalov et al., 2021;
Nakov and Da San Martino, 2021).

Taking into account the vast diversity of Ara-
bic dialects and cultural nuances, identifying these
strategies is challenging, especially with the rise in
misinformation campaigns (Dimitrov et al., 2021).

The importance of addressing this issue is am-
plified by the geopolitical significance of Arabic-
speaking regions, where digital narratives can influ-
ence diplomacy, policy decisions, and public sen-
timent (Al-Rawi et al., 2022; Guellil et al., 2021;
Cheng et al., 2021).

In response, the ARAIEVAL shared task of Ara-
bicNLP 2023 focuses on two critical areas:

Subtask 1A: Given a multigenre (tweet and
news paragraphs of the news articles) snippet, iden-
tify whether it contains content with persuasion
technique.

Subtask 2A: Given a tweet, categorize whether
it is disinformative (Hasanain et al., 2023a).

Our paper offers the following contributions:

• We propose systems that use mBERT (De-
vlin et al., 2018) for persusaion detection and
MARBERT (Abdul-Mageed et al., 2020) for
disinfromation identification.

• We compare the performance of mBERT vs.
XLM-RoBERTa (Liu et al., 2019) and MAR-
BERT for subtask 1A. In Subtask 2A, we com-
pare MARBERT vs. AraBERT(Antoun et al.,
2020), and ALBERT (Lan et al., 2019).

In Section 2, we outline previous and more recent
studies on the identification of persuasion and dis-
information. In Section 3, we illustrate a thorough
examination of the dataset. In Section 4 we de-
scribe the systems and the results. Finally, Section
5 presents our conclusion and suggests directions
for future exploration.

2 Related Work

In recent years, Natural Language Processing
(NLP) has experienced significant advances, partic-
ularly in detecting persuasive techniques and mis-
information across various languages. Historically,
English-centric models have been at the forefront,
showcasing breakthroughs in understanding and
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Train Dev Test Total

Subtask 1A 2,120 566 503 3,189
Subtask 2A 14,147 2,115 3,739 20,002

Table 1: Statistics about distributon of tweets in train/dev/test of Subtasks 1A and 2A

auto-detecting persuasion (Haouari et al., 2020;
Piskorski et al., 2023). On the contrary, Arabic,
characterized by its linguistic diversity and cultural
richness, has seen relatively limited focus in the
domain of persuasion detection. While the foun-
dational research of Arabic NLP revolved around
sentiment analysis (Abdulla et al., 2013) and stance
detection (Almiman et al., 2020; Hardalov et al.,
2021), the nuanced domain of detecting persuasion
techniques in Arabic remained underexplored due
to the complex morphology of the language and
the diverse dialects (Alam et al., 2022).

Furthermore, recent studies, such as Al-Sallab
et al. (2017), have emphasized the need for ad-
vanced embeddings and specialized datasets tai-
lored to Arabic peculiarities. An emerging trend
marries traditional Arabic linguistic studies with
contemporary machine learning, targeting the pre-
cise detection of persuasive techniques in Arabic
content (Alam et al., 2022).

The rapid proliferation of disinformation in the
digital age, especially via social media platforms,
requires the inter-related studies on persuasion and
misinformation studies (Peng et al., 2023). In par-
ticular, CheckThat! lab at CLEF has embarked on
multifaceted research on misinformation in differ-
ent languages, encompassing fact-checking, check-
worthiness, bias identification, and source credi-
bility assessment (Da San Martino et al., 2023;
Azizov et al., 2023; Nakov et al., 2023; Barrón-
Cedeño et al., 2023; Barrón-Cedeño et al., 2023;
Elsayed et al., 2019a,b; Hasanain et al.; Barrón-
Cedeño et al.; Nakov et al., 2021a,b). This is con-
sistent with the contemporary research trends that
have changed from analyzing only news articles
to scrutinizing social media for propaganda detec-
tion (Woolley and Howard, 2018; Martino et al.,
2020b). Interestingly, another study by (Zhang
et al., 2019) proposes a Bayesian deep learning
model for misinformation detection, incorporating
claim responses and quantifying prediction uncer-
tainty, achieving superior performance in public
datasets.

Moreover, Da San Martino et al. (2019) delved

deeply into persuasive techniques, highlighting the
emotional signals that resonate with readers. This
foundational work paved the way for subsequent
endeavors, notably the "Detection of Propaganda
Techniques in News Articles" challenge posited
by (Martino et al., 2020a). Building on this mo-
mentum, a recent investigation by (Mubarak et al.,
2023) sought to discern and categorize the underly-
ing reasons for the deletion of Arabic tweets, and
later designed predictive models for potential dele-
tions. In the multimedia realm, Dimitrov et al.
(2021) emphasized the importance of detecting
propaganda within memes, thus underscoring the
convergence of text and imagery in disinformation
campaigns.

3 Data

In this section, a detailed description of the dataset
released by the ARAIEVAL shared task organizers
is provided. Our primary focus is on the binary
classification challenge subtasks 1A and 2A per-
suasion and disinformation detection dataset.

Data Attributes: Both subtasks consist of a
dataset with the same structure, comprising an ID,
text, and label. However, the labels differentiate
between the subtasks

• ID: Numerical index of the data point.

• Tweet for Subtask 1A: Arabic tweet poten-
tially containing persuasion.

• Tweet for Subtask 2A: Arabic tweet poten-
tially containing disinformation .

• Label for Subtask 1A: “True” (indicating the
presence of persuasion) and “False” (indicat-
ing the absence of persuaion).

• Label for Subtask 2A: “Disinfo” (denoting
the text as a rumor) and “No-Disinfo” (indi-
cating the absence of disinformation).

Dataset Size:
The dataset from ARAIEVAL is detailed in Ta-

ble 1. Subtask 1A consists of less than 3.2k tweets,
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Subtask 1A Subtask 2A
True False Disinfo No-Disinfo

Train 1,918 509 2,656 11,491
Dev 202 57 397 1,718

Table 2: Labels distribution over the train and development set in Subtasks 1A and Subtask 2A.

while Subtask 2A contains slightly more than 20k
tweets. The distribution of labels within the train-
ing and development sets can be seen in Table 2.
In particular, both subtasks have an imbalance dis-
tribution of the datasets.

4 System Descriptions and Results

4.1 System Descriptions

For the assessment, we used the official evaluation
tools designated for the shared task. The official
measure for both subtasks is micro-F1, although the
macro-F1 measure is also generated by the evalua-
tion tools. Our models training was carried out us-
ing two NVIDIA Tesla T4 GPUs, each with 16GB
memory.

Subtask 1A
mBERT. We used the mBERT base architecture.

Our configuration involved a batch size of 16 and
a training duration of 5 epochs with a learning
rate of 5e-5. Measures were logged every 500
steps. Gradient norms were reduced to a maximum
value of 1.0. ADAMW optimizer was used with a
weight decay of 0.01 to mitigate overfitting. Model
checkpoints were saved every 500 steps and after
the end of each epoch. Both the warm-up ratio and
the warm-up steps were set to zero.

Subtask 2A
MARBERT. For our binary classification task,

we utilized the MARBERT base architecture,
which is equipped with 12 self-attention heads, has
163M parameters and an embedding dimension-
ality of 768. We use the Adam optimizer with a
learning rate set at 5e-5. To balance computational
efficiency with model convergence, we settled on a
batch size of 32. Labels “no-disinfo” and “disinfo”
were encoded in 0 and 1, respectively, using a la-
bel2id dictionary, and decoded with a id2label dic-
tionary for predictions. The training was conducted
over five epochs, after which the model achieved
convergence without evident signs of overfitting.

Note: For both subtasks, the data set was pre-
processed using the AraBERT pre-processor and

tokenizer. Text inputs were standardized to a se-
quence length of 512 tokens through truncation and
padding.

4.2 Results

In the initial stages, we experimented with the de-
velopment set, as we used it as a test set, and from
the train set we cut 10% out of the total tweets
for the development set. All models have been
trained on 3 epochs, the rest of the hyperparam-
eters have been used as default. Below, we dive
deeper into each model’s performance and postu-
late the reasons behind their relative successes and
shortcomings.

Subtask 1A. mBERT exhibits exemplary per-
formance in this subtask, registering the highest
micro-F1 score of 0.889. Its efficiency in maintain-
ing a balance between precision and recall is evi-
dent in its scores of 0.855 and 0.887, respectively.
MARBERT closely follows with a commendable
micro-F1 score of 0.881, and its precision and re-
call stand at 0.847 and 0.877, respectively. This
suggests that while mBERT slightly edges out in
terms of overall performance, MARBERT remains
a strong contender. XLM-RoBERTa, although com-
petitive, falls slightly behind with a micro-F1 score
of 0.876. It has a precision score of 0.780 and a
recall of 0.870, indicating that it can be more con-
servative in its predictions compared to the other
models.

Subtask 2A. MARBERT secures the top po-
sition for this subtask with a micro-F1 score of
0.866. Its precision and recall scores are 0.856 and
0.878, respectively, indicating a balanced perfor-
mance. ALBERT, with a micro-F1 score of 0.846,
also shows commendable results. Its precision is
slightly lower than that of MARBERT at 0.842, but
it manages a recall of 0.871. mBERT has a micro-
F1 score of 0.840 and exhibits similar precision and
recall values of 0.840 and 0.862, respectively. This
demonstrates that while MARBERT is leading in
this subtask, ALBERT and mBERT remain closely
competitive.
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Subtask 1A Subtask 2A
Micro F1 Accuracy Precision Recall Micro F1 Accuracy Precision Recall

mBERT 0.889 0.853 0.855 0.887 MARBERT 0.866 0.854 0.856 0.878
XLM-RoBERTa 0.876 0.781 0.780 0.870 mBERT 0.840 0.841 0.840 0.862

MARBERT 0.881 0.838 0.847 0.877 ALBERT 0.846 0.843 0.842 0.871

Table 3: The experimental results of various frameworks on the development sets of Subtasks 1A and 2A.

For the tasks at hand, our described configura-
tion yielded notable results. In Subtask 1A, our
model recorded a micro-F1 of 0.745 and a macro-
F1 of 0.717. Meanwhile, for Subtask 2A, the corre-
sponding scores were 0.816 and 0.637. The signif-
icant performance of the system can be attributed
to judicious choice of models and meticulous fine-
tuning. Such efforts positioned us competitively in
the leaderboard rankings.

4.3 Analysis

Delving into the observed differences:
MARBERT: Continues it’s impressive streak

across both subtasks. It’s architecture demonstrates
finely tuned for classification tasks, but with the
close competition in Subtask 2A, it shows that it
can have specific strengths for different types of
data.

mBERT: While shining brightly in Subtask 1A,
it faces closer competition in Subtask 2A. Its strong
recall figures hint at its efficiency in capturing most
positive instances.

XLM-RoBERTa: Although trailing behind
mBERT and MARBERT in Subtask 1A, its compet-
itive scores show its capabilities. The drop in recall
could suggest specific challenges in capturing all
positive instances.

ALBERT: In Subtask 2A, its scores are quite
competitive, especially given the close figures in
the recall. This suggests that, while it may have
precision challenges, it is quite adept at capturing
positive instances.

Finally, after a comprehensive comparison anal-
ysis, we opt to integrate mBERT for the persuasion
detection system and MARBERT for the disinfor-
mation system.

5 Conclusion and Future Work

In this paper, we discussed our approaches for the
subtasks 1A and 2A of the shared task ARAIEVAL

2023 on persuasion and disinformation detection
in Arabic. We employed the mBERT model for
Subtask 1A and the MARBERT framework for

Subtask 2A, and according to the official leader-
board results, our system achieved a micro-F1 of
0.745 and a macro-F1 of 0.717 for Subtask 1A,
and a micro-F1 of 0.816 and macro-F1 of 0.637.
We also detailed a series of experiments and made
initial comparisons of our systems with various
state-of-the-art frameworks.

In future work, we plan to delve into feature
engineering, potentially integrating meta-features
associated with the text, such as text length, unique
word count, and sentiment analysis.
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Abstract

The widespread dissemination of propaganda
and disinformation on both social media and
mainstream media platforms has become an ur-
gent concern, attracting the interest of various
stakeholders such as government bodies and
social media companies. The challenge intensi-
fies when dealing with understudied languages
like Arabic. In this paper, we outline our ap-
proach for detecting persuasion techniques in
Arabic tweets and news article paragraphs. We
submitted our system to ArAIEval 2023 Shared
Task 1, covering both subtasks. Our main con-
tributions include utilizing GPT-3 to discern
tone and potential persuasion techniques in text,
exploring various base language models, and
employing a multi-task learning approach for
the specified subtasks.

1 Introduction

In today’s world, an average person encounters a
plethora of information via social media platforms
and online news resources. While this accessibility
to up-to-date news and opinions is convenient and
keeps individuals informed, it also raises concerns
about disinformation, propaganda, hate speech, and
political bias. Over the past decade, various efforts
have been made to detect disinformation and fake
news through the analysis of textual content in ar-
ticles (Wang, 2017), social media content (Lu and
Li, 2020), website metrics (Panayotov et al., 2022),
and images (Zlatkova et al., 2019).

While significant progress has been made in the
detection of disinformation, bias, and hate speech,
the automated detection of propaganda and persua-
sion is a relatively newer domain. Propaganda and
persuasion serve as instruments to influence pub-
lic opinion or evoke emotional responses and has
proved to be very harmful for society in last decade.
Although there is substantial work in propaganda
detection in English (Da San Martino et al., 2021),

Arabic remain understudied for this problem. Col-
lecting datasets and training models for Arabic be-
comes more challenging because of its numerous
dialects spoken all around the world.

The ArAIEval 2023 Task 1 (Hasanain et al.,
2023) is a collaborative effort that aims to address
this gap by detecting persuasion techniques in Ara-
bic. Task 1 is divided into two subtasks: Subtask
1A is a binary classification task that detects the
presence of a persuasion technique in a given Ara-
bic text, while Subtask 1B is a multi-label classifi-
cation problem that identifies which of the 24 pos-
sible persuasion techniques are present. In our ex-
periments, we designed and implemented multiple
systems for both subtasks. We found that leverag-
ing outputs from large language models (LLMs) for
supervised training led to significant performance
gains. Our systems ranked 4th and 3rd in Subtasks
1A and 1B respectively on development sets and
5th and 6th in Subtasks 1A and 1B, respectively
on test sets. In the following sections, we discuss
related work and elaborate on our experiments and
submissions. We have made our code, prompts,
and GPT-3.5 outputs publicly available for future
reproducibility 1.

2 Related Work

Disinformation and fake news detection is a vibrant
area of research within the NLP community, with
methodologies ranging from text-based approaches
to multimodal analyses that incorporate images and
graphs. Propaganda detection has also garnered at-
tention; (Da San Martino et al., 2020) introduced a
shared task that identifies both the span and type of
propaganda technique present. This was extended
by (Dimitrov et al., 2021), who added a sub-task
focused on recognizing persuasion techniques in
memes, thus incorporating image modality.

To the best of our knowledge, apart from

1github.com/us241098/araieval_submission

589



Label Training Development
true 1918 202
false 519 517

Table 1: Label distribution for subtask 1A

Label Training Development
Loaded Language 1574 176
Name Calling Labeling 692 77
No Technique 509 57
Questioning the Reputation 383 43
Exaggeration Minimisation 292 33
Obfuscation Vagueness Confusion 240 28
Doubt 143 16
Causal Oversimplification 128 15
Appeal to Fear Prejudice 108 12
Slogans 70 8
Flag Waving 63 7
Appeal to Hypocrisy 56 7
Appeal to Authority 48 5
Appeal to Values 37 4
Consequential Oversimplification 33 3
False Dilemma No Choice 32 3
Conversation Killer 28 3
Repetition 25 3
Guilt by Association 13 1
Appeal to Time 10 2
Whataboutism 9 1
Red Herring 8 1
Straw Man 6 1
Appeal to Popularity 2 1

Table 2: Label distribution for subtask 1B

ArAIEval 2023 (Hasanain et al., 2023), (Alam et al.,
2022) is the only other work that specifically fo-
cuses on the detection of propaganda/persuasion
techniques in the Arabic language.

3 Data

Our submitted system relies solely on the dataset
provided by the organizers, without any additional
data or augmentations. Subtask 1A is a binary
classification task featuring two labels: ’true’ and
’false,’ which signify the presence or absence of
persuasion techniques in the text. Subtask 1B, a
multi-label classification problem, involves 24 la-
bels representing various potential persuasion tech-
niques. The data for these tasks come from two
sources: tweets and paragraphs from news articles.
During data preprocessing, we removed emojis and
the text string "LINK" from all entries. Table 1
and Table 2 describe the label distribution of both
subtasks.

4 System

For both subtasks, we conducted multiple exper-
iments that included using various base models,
employing large language models (LLMs) for rea-
soning, and adjusting both the architecture and loss

functions. We discuss these major components and
their applications in the subsequent sub-sections.

4.1 MARBERT

We leverage MARBERT, a state-of-the-art BERT-
based model specifically pretrained on a large
corpus of Arabic text, encompassing both Mod-
ern Standard Arabic and various dialects (Abdul-
Mageed et al., 2021). The utilization of MARBERT
allows us to capture intricate language features that
are particularly pertinent to Arabic text.

Upon passing an arabic input text through the
MARBERT encoder, the resulting contextual em-
beddings are generated. We specifically extract
the embedding corresponding to the [CLS] token.
This [CLS] token’s embedding is then forwarded
to binary classification head and multi label classi-
fication heads for subtask 1A and 1B respectively.

4.2 GPT 3.5

We utilize the Generative Pre-trained Transformer
3.5 (Brown et al., 2020) (GPT-3.5) for the task of
generating description of Arabic texts in English
and conducting tone and emotional analysis. The
resultant English text and tone descriptions are sub-
sequently encoded using either BERT (Devlin et al.,
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Methodology Micro F1 Macro F1
MARBERT 0.8145 0.7192
MARBERT+GPT 3.5(BERT) 0.8412 0.7490
MARBERT+GPT 3.5(RoBERTa) 0.8427 0.7571
MARBERT+GPT 3.5(RoBERTa)+Source as Feature Gate 0.8610 0.7922
MultiTask 0.8509 0.7698

Table 3: Results of our different systems on subtask 1A dev set

Methodology Micro F1 Macro F1
MARBERT 0.6088 0.1996
MARBERT+GPT 3.5 (BERT) 0.6227 0.2056
MARBERT+GPT 3.5 (RoBERTa) 0.6399 0.2365
MARBERT+GPT 3.5 (RoBERTa)+Source as Feature Gate 0.6304 0.2287
MultiTask 0.5694 0.1602

Table 4: Results of our different systems on subtask 1B dev set

Task Micro F1 Macro F1
Subtask 1A (Ours) 0.7475 0.7221
Subtask 1A (Best) 0.7634 0.7321
Subtask 1B (Ours) 0.5347 0.1772
Subtask 1B (Best) 0.5666 0.2156

Table 5: Our Submission to Subtask 1A and Subtask 1B compared to best performing systems

2019) or RoBERTa (Liu et al., 2019). When these
encodings are concatenated with MARBERT en-
codings of original arabic texts before feeding them
to respective classification heads, we observe a sig-
nificant improvement over our MARBERT baseline
performance.

4.3 MultiTask Training

Subtask 1A and 1B being on the same features al-
low us to formulate a multi task learning objective.
During the forward pass [CLS] token encodings
are passed through two separate fully-connected
layers to produce logits for binary and multi-label
classification. During backpropagation, the loss
is calculated for both sub-tasks and weighted ac-
cording to a learned parameter. The gradient of
this total loss is then computed with respect to the
model parameters. This dual-task learning enables
the model to simultaneously optimize for binary
and multi-label classification.

4.4 Source as Feature Gate

We use the Source provided in the datasets (Tweet
or Paragraph) as feature gate for our concatenated
encodings (MARBERT+BERT/RoBERTa). We
have found the using the source as feature gate

performs better in comparison to just concatenat-
ing the source vector to the embeddings.

5 Experiment Setting

All our experiments are done on single 12 GB GPU
and our models take 5-15 minutes to be trained. We
use "bert-base-cased", "roberta-base" and "MAR-
BERTv2" variants from HuggingFace (Wolf et al.,
2020) as our base models. We train our models
upto 7 epochs and use AdamW optimizer (Andrew
and Gao, 2007) with learning rate being set to 2e-5,
and epsilon set to 1e-8.

6 Results

Table 3 and Table 4 shows our performance on
subtask 1A and 1B development sets respectively.
We observe that when GPT 3.5 outputs are used in
training and inference we get significant gains over
our MARBERT baseline in both sub-task 1A and
1B. For encoding the English outputs from GPT
3.5, RoBERTa is found to be better than BERT.
We also observe that using source as feature gate
give us gains in subtask 1A but not in subtask 1B.
MARBERT+GPT 3.5(RoBERTa)+Source as Fea-
ture Gate is our submitted system for subtask 1A
and MARBERT+GPT 3.5 (RoBERTa) is our sub-
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mitted system for subtask 1B for both development
and test sets. On development sets our systems
ranked 4th and 3rd on subtask 1A and 1B respec-
tively.

Table 5 shows our performance on test set. Here
our submitted system in subtask 1A ranked 5th
in terms of both macro and micro F1. While in
subtask 1B we ranked 6th in terms of micro F1 and
4th in terms of macro F1.

7 Discussions and Limitations

Our experiments indicate that using prompts with
large language models (LLMs) and leveraging their
outputs as features in supervised training environ-
ments show promise, especially for understudied
languages like Arabic. In the future, we plan to
explore additional LLMs, with a preference for
open-source options. Another exciting avenue we
aim to investigate is fine-tuning these LLMs on
Arabic-specific data to enhance performance. We
also aim to Benchmark the only LLM performance
without using their outputs for supervised models.

One limitation we’ve identified is the high com-
putational/financial cost associated with closed
LLM inference. However, this challenge may be
mitigated as more open-source LLMs become avail-
able and as optimization techniques such as PEFT
(Liu et al., 2022), QLoRA (Dettmers et al., 2023),
and quantization continue to evolve.

8 Conclusion

The widespread dissemination of propaganda and
misinformation through various media channels,
including social media and mainstream outlets, has
garnered considerable attention from key players
like government agencies and social media compa-
nies. In this study, we outline our methodology for
identifying persuasive tactics employed in Arabic-
language tweets and text segments. For the 2023
ArAIEval shared task 1, we have used GPT-3.5
as the cornerstone of our system to analyze the
tone and potential persuasion strategies in the text.
We have also discussed the limitations of the sys-
tem proposed and suggested to incorporate Open
Source LLMs and multiple optimization techniques
in our future work.
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Abstract

In this paper, we share our best performing
submission to the Arabic AI Tasks Evaluation
Challenge (ArAIEval) at ArabicNLP 2023. Our
focus was on Task 1, which involves identifying
persuasion techniques in excerpts from tweets
and news articles. The persuasion technique in
Arabic texts was detected using a training loop
with XLM-RoBERTa, a language-agnostic text
representation model. This approach proved to
be potent, leveraging fine-tuning of a multilin-
gual language model. In our evaluation of the
test set, we achieved a micro F1 score of 0.64
for subtask A of the competition.

1 Introduction

In an era defined by the rapid dissemination of
information through digital channels, the task of
recognizing persuasion techniques in text is now
more crucial than ever (Hasanain et al., 2023; Hos-
sain et al., 2021; Gupta et al., 2021; Sadeghi et al.,
2023; Alam et al., 2022; Abujaber et al., 2021). The
advent of the Internet and social media has created
new avenues for influence and manipulation (Dho-
lakia et al., 2023; Ruffo et al., 2023; Botes, 2023).
Although these technological advances have un-
doubtedly given people unparalleled access to in-
formation and a platform to express their thoughts,
they have also introduced new avenues for persua-
sion, influence, and even propaganda. At the heart
of this shift in our way of life is the fundamental
challenge of distinguishing between genuinely in-
formative and impartial content and content subtly
crafted to promote a specific agenda or ideology.
A critical component of the fight against spread-
ing misinformation is the development of tools and
resources in NLP that can detect persuasion tech-
nique in news articles and posts on social media.

Arabic language is among the most spoken lan-
guages in the world (Ghazzawi, 1992). The Arabic
speaking world stands out in importance due to

its intricate mix of language, culture, and geog-
raphy. The diversity of linguistic expressions in
Arabic extends beyond the spoken word and per-
meates every aspect of life, including digital text.
Arabic connects a vast and diverse population of
native speakers and foreigners with its rich heritage
and multiple dialects. Its influence extends over
a wide territory, from Arab nations in the south-
ern part of the Arabian Peninsula, to Asia, and to
the Maghreb in North Africa and the heart of the
Arabian Peninsula (Huafeng et al., 2019). In this
digital age, the importance and extensive use of
Arabic in various forms reflects the profound im-
pact of technology on this linguistic community. It
has provided a platform for Arabic speakers around
the world to engage in dialogue, share ideas, and
express their thoughts in a global context. The
diverse Arab-speaking populations foster a rich
and dynamic environment where individuals can
connect, collaborate, and debate issues of global
significance. However, the proliferation of digital
media in Arabic also presents challenges. Digital
media have become a fertile ground for the dissemi-
nation of persuasive content, including propaganda,
misinformation, and various forms of manipula-
tion (Aleroud et al., 2023; Abd Elaziz et al., 2023).
The use of technology in preserving the integrity of
the Arabic language and ensuring responsible use
of digital media is of utmost importance.

In today’s world, we are surrounded by informa-
tion, especially on the Internet and social media.
Text classification can serve as a foundational step
for the detection of the persuasion technique in text
on social media and the Internet. These texts can
be classified according to their emotional tone us-
ing sentiment analysis techniques (Nikolaidis et al.,
2023; Ojo et al., 2022b, 2021, 2020, 2023, 2022a;
Piskorski et al., 2023; Hromadka et al., 2023). Per-
suasion techniques can be tricky to spot because
they come in many forms, such as stories, logi-
cal arguments, or even subtle language tricks to
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sway our thinking. These techniques are power-
ful and are not always used for good reasons. To
deal with this, researchers and experts are work-
ing on ways to detect when someone is trying to
persuade people through text. In this way, we will
be able to recognize when we are influenced and
when people are spreading false or misleading in-
formation, which can be harmful. In this paper, we
develop a methodology to automatically identify
and analyze persuasion techniques in text using the
XLM-RoBERTa model. Using the power of NLP,
we can harness the capabilities of state-of-the-art
models and unravel the persuasion techniques em-
bedded within Arabic text, contributing to both
media ethics and the combating of misinformation.
The intricacies of persuasion technique detection in
Arabic are discussed in detail, along with the possi-
bility of applying this knowledge across different
languages.

2 Related Work

A significant amount of research has been con-
ducted on the detection of persuasion techniques
in text (Hasanain et al., 2023; Modzelewski et al.,
2023; Hossain et al., 2021; Sadeghi et al., 2023;
Abujaber et al., 2021). Researchers have explored
binary and multilabel approaches to detecting per-
suasion techniques.

In their article, the authors in (Modzelewski
et al., 2023) focused on detecting genres and per-
suasion techniques in multiple languages using var-
ious data augmentation techniques to enhance their
models. For genre detection, they created synthetic
texts using the GPT-3 Davinci language model,
while for persuasion technique detection, they aug-
mented the dataset using text translation with the
DeepL translator. Their fine-tuned models achieved
top ten rankings in all languages, demonstrating
the effectiveness of their approach. They also ex-
celled in genre detection, securing top positions
in Spanish, German, and Italian. They presented
a single multilingual system using the RoBERTa
model to classify online news genres and improved
this system by adding texts generated by the GPT3-
Davinci model to the training dataset.

(Maram et al., 2023) addressed misinformation
in mainstream and social media and the challenges
faced by manual detection and verification efforts
by journalists and fact checkers in the SemEval-
2023 task (Piskorski et al., 2023). The task in-
cluded three subtasks, six languages, and three

surprise test languages, totaling 27 different test
scenarios. The authors successfully submitted en-
tries for all 27 test setups and the official results
placed their system among the top three for 10 of
these setups. They fine-tuned transformer models
in the multiclass and multilabel classification set-
tings, experimenting with both monolingual and
multilingual pre-trained models, as well as data
augmentation. Their multilingual model based
on XLM-RoBERTa demonstrated superior perfor-
mance in all tasks, even for languages not seen
during training.

The most effective solution in the detection of
persuasion techniques for Subtask 3 of SemEval
2023 Task 3 by (Hromadka et al., 2023) delivered
promising performance, with micro-F1 scores rang-
ing from 36 to 55% for languages seen during train-
ing and 26 to 45% for languages unseen. Given
the multilingual nature of the data and the presence
of 23 labels (resulting in limited labeled data for
some language-label combinations), the authors
chose to fine-tune pre-trained transformer-based
language models. Through extensive experimenta-
tion, they identified the optimal configuration, fea-
turing a large multilingual model (XLM-RoBERTa)
trained on all input data, with carefully calibrated
confidence thresholds for known and surprise lan-
guages separately. Their final system demonstrated
superior performance, ranking first in six of nine
languages, including two surprise languages, and
achieving highly competitive results in the remain-
ing three languages.

The experiments of (Nikolaidis et al., 2023) fo-
cused on the detection of persuasion techniques in
online news articles in Polish and Russian. These
experiments used a taxonomy comprising 23 dis-
tinct persuasion techniques. Persuasion techniques
were evaluated in several ways, including the gran-
ularity of the classification (coarse with six labels
or fine with 23 labels) and the level of location
of the labels (subword, sentence, paragraph). The
study compared the performance of state-of-the-
art transformer-based models trained both mono-
lingually and multilingually. The findings indi-
cate that multilingual models generally outperform
monolingual models in various evaluation scenar-
ios. However, due to the complexity of the task,
there remains substantial room for improvement in
the field of persuasion technique detection within
online news articles.

Inspired by (Maram et al., 2023; Hromadka et al.,
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2023), our research focus is to determine whether
a multi-genre snippet (tweets and news paragraphs
of news articles) contains a persuasion technique
or not. This is a binary classification task, and we
are categorizing Arabic text either as containing a
persuasion technique or as lacking persuasion tech-
nique. Our approach involves fine-tuning a large
pre-trained language model based on transformers.
We conducted experiments with different language
models and concluded with XLM-RoBERTa due
to its superior performance. Furthermore, we fine-
tuned our system by tweaking hyperparameters
and conducting multiple iterations. This process
involved calculating cross-entropy loss, perform-
ing backpropagation, and updating the model’s
weights.

3 Persuation Technique Detection

3.1 Dataset Analysis

Datasets provided by the organizers consist of a di-
verse collection of Arabic text samples, each asso-
ciated with a label. These texts have been carefully
selected to represent where persuasion techniques
are present or not. The dataset were labeled as
’true’ or ’false’, where the true class represents
texts where persuasion techniques are used to in-
fluence the reader’s opinion, and the false class
consists of texts that do not use persuasion tech-
niques. The method involves binary classification
to determine the presence of a persuasion technique
within the document.

The dataset comprises 2,427 samples in the train-
ing set and 503 in the test set. Within the training
data, there is an imbalance in the label distribution,
with 1,918 samples labeled as "true" and 509 la-
beled as "false". An example of text that represents
the persuasion technique in the dataset is shown in
Figure 1.

Figure 1: Persuation technique in the Arabic text

3.2 Application of XLM-RoBERTa

Leveraging the Hugging Face Transformers library,
we prepared and formatted the data so that it could
be seamlessly incorporated into our model. In line

with the methodology outlined in Section 4, we
designed a custom model architecture and then
proceeded to encode and load the data for fur-
ther processing. During training, we optimized
the model’s classification head to minimize cross-
entropy loss, and predictions are made on unseen
text, followed by post-processing. This approach
demonstrates the adaptability and effectiveness of
XLM-RoBERTa in diverse linguistic contexts, of-
fering practical solutions to automate the detection
of persuasion techniques across languages.

4 System Setup and Experiments

4.1 Training Strategy

Our training strategy involves fine-tuning the XLM-
RoBERTa model using the provided dataset. To
optimize the performance of the model, we incorpo-
rate several key components and hyperparameters,
which are summarized in Table 1.

4.2 Model Fine-Tuning

During model fine-tuning, we added a classification
layer at the end of the pre-trained XLM-RoBERTa
model. This additional layer allows the model to
perform the specific classification task required. To
prevent overfitting, a dropout layer was incorpo-
rated.

4.3 Class Weights

To address the class imbalance in the dataset, we
adjusted the learning process using class weights.
This ensures that the model effectively learns from
all classes and is not biased by data imbalance.

4.4 Evaluation Metric

The model’s performance was evaluated using the
micro-score F1, the default metric for this subtask.
This metric provides a comprehensive measure of
the model’s classification performance.

4.5 Training Process

The training process involved conducting a total of
6 epochs, where each epoch represents a complete
pass through the entire training dataset. To avoid
overfitting, early stopping was employed on the
basis of cross-entropy loss.

4.6 Learning Rate Scheduler

A learning rate scheduler was implemented to dy-
namically adjust the learning rate during training.
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Hyperparameter Value

Learning rate 5× 10−5

Batch size 16
Epochs 6
Optimizer ADAM
Early stopping Cross-entropy loss
Learning rate scheduler StepLR (factor=0.85, step size=2)

Table 1: Model Hyperparameters

Specifically, we used a StepLR scheduler with a re-
duction factor of 0.85 applied every 2 epochs. This
scheduling strategy contributes to training stability
and controlled convergence.

4.7 Optimization Process

To initiate the optimization process, we reset the
gradients (setting them to zero). Subsequently, we
conducted backpropagation to calculate gradients
for all model parameters and, lastly, update the
model’s parameters using the computed gradients.

Our approach leverages these components and
hyperparameters to fine-tune the model effectively,
ensuring robust and controlled training.

5 Results

The evolution of pre-trained language models has
ushered in significant advancements across differ-
ent NLP tasks. In this section, we present the re-
sults of our experiments on persuasion technique
detection in Arabic text. Our findings revealed the
versatility of XLM-RoBERTa in effectively han-
dling multilingual data. We evaluated the model
using the micro-F1 score and an overview of the re-
sults achieved by our model on the dataset is shown
in Table 2.

Model F1-Score

Baseline model 0.4771
XLM-RoBERTa 0.6402

Table 2: Performance Comparison of Models for Per-
suasion Technique Detection in Arabic Text

From Table 1, our findings reveal the effective-
ness of XLM-RoBERTa in identifying persuasion
techniques within the Arabic text. The model’s
pre-trained knowledge, combined with its cross-
lingual capabilities, makes it a promising tool for
similar tasks in other languages as well. As Arabic

is a morphologically rich language with various
dialects, the success of XLM-RoBERTa in this task
is a testament to its robustness and versatility.

6 Conclusion

The application of XLM-RoBERTa, a language-
agnostic text representation model, for the detec-
tion of the persuasion technique in Arabic text
illustrates the growing potential of cross-lingual
models in specialized NLP tasks. Arabic, with
its rich morphology and diverse dialects, presents
unique challenges for text analysis. Our proposed
model has the ability to capture the underlying
structure and semantics of persuasion technique in
text, regardless of language. The results obtained
in our analysis demonstrate that XLM-RoBERTa
can adapt effectively and perform well on such in-
tricate tasks, even in languages that are structurally
different from the ones they were originally trained
on. This not only underscores the versatility of
XLM-RoBERTa but also sets a promising direction
for further research in detecting persuasion tech-
niques across various languages. In future work,
we plan to accommodate more languages in the
dataset, and fine-tune other multilingual models for
this task.
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Abstract

We describe the findings of the fourth Nu-
anced Arabic Dialect Identification Shared Task
(NADI 2023). The objective of NADI is to
help advance state-of-the-art Arabic NLP by
creating opportunities for teams of researchers
to collaboratively compete under standardized
conditions. It does so with a focus on Arabic
dialects, offering novel datasets and defining
subtasks that allow for meaningful comparisons
between different approaches. NADI 2023 tar-
geted both dialect identification (Subtask 1) and
dialect-to-MSA machine translation (Subtask 2
and Subtask 3). A total of 58 unique teams reg-
istered for the shared task, of whom 18 teams
have participated (with 76 valid submissions
during test phase). Among these, 16 teams
participated in Subtask 1, 5 participated in Sub-
task 2, and 3 participated in Subtask 3. The
winning teams achieved 87.27 F1 on Subtask 1,
14.76 Bleu in Subtask 2, and 21.10 Bleu in Sub-
task 3, respectively. Results show that all three
subtasks remain challenging, thereby motivat-
ing future work in this area. We describe the
methods employed by the participating teams
and briefly offer an outlook for NADI.

1 Introduction

Arabic is a term usually used to collectively re-
fer to a host of languages and language varieties,
rather than a single language. While most of these
languages and varieties are similar to one another,
there can be significant differences between some
of them. For example, Egyptian Arabic and Mo-
roccan Arabic are not mutually intelligible. Arabic
can also be classified into three broad categories,
classical, modern standard, and dialectal. Of these,
Classical Arabic (CA) represents the variety used
in old forms of literature such as poetry and the
Qur’an, the Holy Book of Islam. Association with
religion and literary expression endows CA with
prestige, and it continues to be used to date side by
side with other varieties. Modern Standard Arabic

Figure 1: A map of the Arab World showing the 18
countries in the Subtask 1 dataset and the 4 countries in
the Subtask 2 and Subtask 3 datasets. Each country is
coded in a color different from neighboring countries.
Subtasks 2 and 3 countries are coded as red pins.

(MSA) (Badawi, 1973; Abdul-Mageed et al., 2020b)
is a modern-day variety that is more familiar to na-
tive speakers and is usually employed by pan-Arab
media organizations, government, and in educa-
tion. The third category, Dialectal Arabic (DA), is
itself a superclass that is collectively assigned to a
host of varieties that are sometimes defined region-
ally (e.g., Gulf, Levantine, Nile Basin, and North
African (Habash, 2010; Abdul-Mageed, 2015)), but
are increasingly recognized at the more nuanced
levels of country or even sub-country (Bouamor
et al., 2018; Abdul-Mageed et al., 2020b)). NLP
treatment of Arabic dialects has thus far focused
more on dialect identification (Abdul-Mageed et al.,
2020b; Bouamor et al., 2019; Darwish et al., 2018),
machine translation (MT) (Zbib et al., 2012), mor-
phosyntax (Obeid et al., 2020).

Dialect identification is the task of automati-
cally detecting the source variety of a given text
or speech segment, and is the main focus of the
current work where we introduce the findings and
results of the fourth Nuanced Arabic Dialect Iden-
tification Shared Task (NADI 2024). The main
objective of NADI is to encourage research on Ara-
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bic dialect processing by offering datasets and fa-
cilitating diverse modeling opportunities under a
common evaluation setup. The first instance of
the shared task, NADI 2020 (Abdul-Mageed et al.,
2020a), focused on province-level dialects. NADI
2021 (Abdul-Mageed et al., 2021b), the second it-
eration of NADI, focused on distinguishing both
MSA and DA according to their geographical ori-
gin at the country level. The third instance, NADI
2022 (Abdul-Mageed et al., 2022), investigated
both Arabic dialect identification and dialectal sen-
timent analysis. NADI 2023, the current edition,
continues this tradition of extending to tasks be-
yond dialect identification. Namely, we propose
new subtasks focused at machine translation from
Arabic dialects into MSA.

More concretely, NADI 2023 shared task is com-
prised of three subtasks: Subtask 1 on dialect iden-
tification, while Subtask 2 and Subtask 3 are on
dialect MT. The difference between Subtask 2 and
Subtask 3 is that the former is a closed track where
participants are allowed to use only our provided
training data, whereas the latter is open track and so
allows participants to train their systems on any ad-
ditional datasets so long as these additional training
datasets are public at the time of submission. While
we invited participation in any of the three subtasks,
we encouraged teams to submit systems to all sub-
tasks. By offering three subtasks, our hope was
to receive systems that exploit different methods
and architectures. Many of the submitted systems
investigated diverse approaches, thus fulfilling our
objective. A total of 58 unique teams registered for
NADI 2023. Of these, 18 unique teams actually
made submissions to our leaderboard (n=76 valid
submissions during test phase). We received 14
papers from 14 teams, of which we accepted 13
for publication. Results from participating teams
show that both dialect identification at the country
level and dialectal MT remain challenging even to
complex neural methods. These findings clearly
motivate future work on all tasks.

The rest of the paper is organized as follows:
Section 2 provides a brief overview of Arabic di-
alect identification and sentiment analysis. We de-
scribe the two subtasks and NADI 2023 restric-
tions in Section 3. Section 4 introduces shared task
datasets and evaluation setup. We present partici-
pating teams and shared task results and provide
a high-level description of submitted systems in
Section 5. We conclude in Section 6.

2 Literature Review

2.1 Arabic Dialects
As stated earlier, Arabic can be broadly catego-
rized into CA, DA, and MSA. While CA and MSA
have been examined extensively (Harrell, 1962;
Cowell, 1964; Badawi, 1973; Brustad, 2000; Holes,
2004), DA became the center of attention only rel-
atively recently. A significant challenge in study-
ing DA has been the scarcity of resources. This
prompted researchers to create new DA datasets,
usually targeting a limited number of specific re-
gions or countries (Gadalla et al., 1997; Diab et al.,
2010; Al-Sabbagh and Girju, 2012; Sadat et al.,
2014; Harrat et al., 2014; Jarrar et al., 2016; Khal-
ifa et al., 2016; Al-Twairesh et al., 2018; Alsar-
sour et al., 2018; Kwaik et al., 2018; El-Haj, 2020).
This was followed by several works that introduced
multi-dialectal datasets and models for region-
level dialect identification (Zaidan and Callison-
Burch, 2011; Elfardy et al., 2014; Bouamor et al.,
2014; Meftouh et al., 2015). The initial Ara-
bic dialect identification shared tasks were part
of the VarDial workshop series, primarily utiliz-
ing transcriptions of speech broadcasts (Malmasi
et al., 2016). This was followed by creation of the
Multi-Arabic Dialects Application and Resources
project (MADAR), which provided finer-grained
data and a lexicon (Bouamor et al., 2018). Al-
though MADAR’s dataset was used for identifying
dialects at both the country and city levels (Salameh
et al., 2018; Obeid et al., 2019), the fact that it
is commissioned, rather than naturally occurring,
makes it not be optimal for dialect identification
especially in contexts such as social media.

Subsequently, larger datasets that cover between
10 to 21 countries were introduced (Mubarak and
Darwish, 2014; Abdul-Mageed et al., 2018; Za-
ghouani and Charfi, 2018; Abdelali et al., 2021;
Issa et al., 2021; Baimukan et al., 2022; Althobaiti,
2022). The majority of these datasets are com-
piled from social media posts, especially Twit-
ter. Other works collect data at a more granular
level. For instance, Abdul-Mageed et al. (2020b)
introduces a Twitter dataset along with several
models to identify variations in Arabic dialects at
the country, province, and city levels. Althobaiti
(2020) provides an overview of computational work
on Arabic dialects. More recently, benchmarks
such as ORCA (Elmadany et al., 2023) and DOL-
PHIN (Nagoudi et al., 2023) boast dialectal cov-
erage. The NADI shared task continues to lead
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efforts on providing datasets and common evalua-
tion settings for identifying Arabic dialects (Abdul-
Mageed et al., 2020a, 2021b, 2022).

2.2 Machine Translation of Arabic Dialects

Several studies focus on machine translation of Ara-
bic dialects. For example, Zbib et al. (2012) demon-
strate effects of using both MSA and DA data on
performance of Dialect/MSA to English MT. Saj-
jad et al. (2013) employs MSA as an intermediary
language for translating Arabic dialects into En-
glish. Salloum et al. (2014) examine the impact
of sentence-level dialect identification and various
linguistic features on Dialect/MSA to English trans-
lation. Guellil et al. (2017) propose a neural system
for translating Algerian Arabic written in Arabizi
and Arabic script into MSA, while Baniata et al.
(2018) introduce a system that translates Levan-
tine (Jordanian, Syrian, Palestinian) and Maghrebi
(Algerian, Moroccan, Tunisian) into MSA. Saj-
jad et al. (2020) propose an evaluation benchmark
for Dialectal Arabic to English MT, along with
several NMT systems using different training se-
tups such as fine-tuning, data augmentation, and
back-translation. Farhan et al. (2020) offer an un-
supervised dialectal system where the source di-
alect (zero-shot) is not represented in training data.
Nagoudi et al. (2021) propose a transformer-based
MT system for translating from code-mixed MSA
and Egyptian Arabic into English. More recently,
Kadaoui et al. (2023) present a comprehensive eval-
uation of large language models (LLMs), including
Bard and ChatGPT, on the machine translation of
ten Arabic varieties. To the best of our knowledge,
our work is the first shared task to enable investi-
gating MT in four Arabic dialects, namely Egyp-
tian, Emirati, Jordanian, and Palestinian. For our
MT subtasks, we also annotate and release a novel
dataset and facilitate comparisons in a standardized
experimental setting.

2.3 Previous NADI Shared Tasks

NADI 2020 The first NADI shared task, (Abdul-
Mageed et al., 2020a) was co-located with the fifth
Arabic Natural Language Processing Workshop
(WANLP 2020) (Zitouni et al., 2020). NADI 2020
targeted both country- and province-level dialects.
It covered a total of 100 provinces from 21 Arab
countries, with data collected from Twitter. It was
the first shared task to target naturally occurring
fine-grained dialectal text at the sub-country level.

NADI 2021 The second edition of the shared task
(Abdul-Mageed et al., 2021b) was co-located with
WANLP 2021 (Habash et al., 2021). It targeted
the same 21 Arab countries and 100 corresponding
provinces as NADI 2020, also exploiting Twitter
data. NADI 2021 improved over NADI 2020 in that
non-Arabic data were removed. In addition, NADI-
2021 teased apart the data into MSA and DA and
focused on classifying MSA and DA tweets into
the countries and provinces from which they are
collected. As such, NADI 2021 had four subtasks:
MSA-country, DA-country, MSA-province, and
DA-province.

NADI 2022 The third edition of the shared task
(Abdul-Mageed et al., 2022) was co-located with
WANLP 2021.1 It focused on studying Arabic
dialects at the country level as well as dialectal
sentiment (i.e., sentiment analysis of data tagged
with dialect labels). We discuss NADI 2023 in
more detail in the next section.

3 Task Description

In NADI-2023, we place our emphasis on two NLP
tasks, both crucial to processing of dialectal Arabic.
Dialect identification remains an important step
in any pipeline for processing dialects, for which
reason NADI-2023 Subtask 1 maintains the focus
on identification of Arabic dialects. In particular,
Subtask 1 targets dialect at the country level. An-
other important NLP task that has not particularly
witnessed accelerated progress over the past few
years is machine translation of Arabic dialects. For
this reason, we take as our second focal point MT
of dialects through Subtask 2 and Subtask 3. We
now describe each subtask in detail.

3.1 Subtask 1: Dialect Identification

Dialect identification has consistently been central
to the NADI shared task over the years (2020a;
2021b; 2022). In NADI-2023, we continue to focus
on dialect identification through Subtask 1.

Data For this purpose, we provide a new Twitter
dataset (i.e., TWT-2023), encompassing 18 distinct
dialects, totaling 23.4K tweets. We also provide
access to additional datasets for training. These
are NADI-2020 (Abdul-Mageed et al., 2020a),
NADI-2021 (Abdul-Mageed et al., 2021b), and
MADAR (Bouamor et al., 2018) training splits. We

1https://sites.google.com/view/wanlp2021

602

https://sites.google.com/view/wanlp2021


Country Content

Algeria
ú
æ


�®�K ©�K èPYîE. ÑîD
	̄ ú
Î
	j 	® 	JK
 ���
Ê 	�J
Ó ð ú


	æJ
»ñÊJ. K
 éJ
Ê« ÉJ
�®�K A 	K @ Yg@ð ©J
Ôg. ÑêÓ
¼Aë AÓñë ¼Aë ú


	« ½J
Ê« ñËñK
 ¼Aë ¼ñK. A� B ñ�KPñ� ¼AîE. ¼ñÊ�JºK
 ð ¼Aë ñËñK
 ¼Aë �IJ
Ëð ¼ñ 	̄ñ ���
 ¼Aë ¼AªÓ ñ	KñºK


Iraq
èñÊg �HC¿B@ É¿ �I�̄ð i. J
ë 	àB Y�®�J«@ AÓ ��.

éë ú
ÍX ù
 Òêë H. ð@ �I�
K. ú
æ.� é�K é 	K AK
 	P �IJ
 	̄ �Iî�E �îE. ú
æ
��ñ 	k ñK.

Jordan
Aë Aë Aë ÐñJ
Ë @ èñê�̄ ú


�æK. Qå�� ú

	æ�JËA� ú
×@ ú


�æmÌ ��̄ A 	K ú
æ
�� @ I. K
Q

	« ú
æ
�� @ ú


	̄ é�Ag �IJ
m�� AÖÏ 	áÓ
Q�
��
 	áºÜØ YÊJ. Ë AîE. ú
æ

�� @ É¿ é<Ë @ð 	áºÜØ éë

Saudi Arabia
éK. ñJ. J
 	ªK. ø
 PA

	m�'. Õæ�� 	k ÐAK
B@ ½K
 	X
éë ú
Î« ú
«Y

�K é�JÓQk ø
 YÖß
 éÖÞ� @ ��ð

Sudan
	à@Xñ�Ë@# ú


	̄ 	à@ 	Q�
ºË@_ 	ám×# �ð 
ðP ©¢�̄ AîD
Ë �IK. Ag. é�@ ¨ñÓX �I 	̄P 	X AK
 ¨ñ 	�ñÓ �HQº	J���@ AK
 éËA 	ª �� 	á�
 	J� 10 	áÓ Q��» @
ñîD
Ë Aê 	̄Qå�@ ú


	GA�JË @ 	PðA« Ð 	¬Q£ ú

	̄ ñË 	á�
�J» A� 	á�
 	̄Q¢Ë@ ú


	æªK
 é<Ë @ð é�̄CªË@ É�J�®K. ÉJ
�®�K ÉÔ«@ 	PðA« é�̄CªË@ ú

	̄ Èð 	P ø
 @
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Dialect Source (Dialect) Target (MSA)

E
gy

pt
ai

n ?ù�®K. A 	K


@ ù


�®k , AK
ñK. @ ��k èX ½�KQå	�k @ñK
@ ? 	à 	X@
 A 	K


@ ù


�®k 	áK



@ , ú
G.



@ ��k @ 	Yë ½�KQå	�k ø
 @


. èY 	J« ½Êª 	® ���
 PY�®J
k ��Ó é� 	® 	K ¼ñK. @ ú �æk . èY 	J« ½Ë © 	® ���
 PY�®K
 	áË é� 	® 	K ¼ñK.


@ð

. ��ñ 	̄ ��ñ 	̄ ú
æ
���J 	k@ èY» I. J
« ¼Q����
 é<Ë @ ½ 	J�
��̄ A 	K ��Ó A 	Jk@ Ñ« AK
 ! �� 	̄

�


@ ! �� 	̄

�


@ ! i

�
�J�@ ! I. J
« @ 	Yë , ¼Q����
 é<Ë @ , ÉJ
ºË@ A 	JK. 	�A 	̄ 	ám� 	' ! Ñ« AK


E
m

ir
at

i ? �é 	®ËA�Ë@ ñ �� ú

	GðQ�. 	g 	áK
 	P ? �é��®Ë@ AÓ , ú


	GðQ�. 	g


@ @ 	X @


��Qå� 	� @ YÒm× ñK. 	à@
 , l .�'
Q
	®Ë @ ú


	̄ ø
 PYK
 Yg AK. AÓ ��Qå� 	� @ YÒm× ñK.


@ 	à



@ , ú
m

Ì'@ ú

	̄ @ �Yg



@ ÕÎªK
 	à



@ YK
P



@ B

PAg ÉJ
J. m.�
	' 	P 	á�
 	J�K @ A 	JJ
 	ªK. , 	áK
 	Q 	K @ PAmÌ'@ ÉJ
J. m.�

	' 	QË @ 	áÓ 	á�
 	J�K @ YK
Q 	K , A 	J�k

Jo
rd

an
ia

n ú
ÍPA� ñ �� 	¬PA« ��Ó , ñ �� 	¬QªK. AÓ ��. ú
Í
�HYg AÓ ÕÎ«



@ B , @ 	XAÓ ÕÎ«



@ B 	áºË

é�̄ A 	J 	m�'. ½�AÓ ú

	æ�JJ
Ê 	gAÓ ���
Ë I. �.�Ë@ �I	K@ ½	JÓ éÊ¿ é�® 	JªK.

�
A¾�ÜØ ú


	æ«Y�K ÕË @ 	XAÖÏ I. �.�Ë@ �I	K


@ ½J.�.��. éÊ¿

¼QÔ« 	áÓ Q�
ºK. ¼QÔ« ú

	̄ é<Ë @ ¼PAK.

Pa
le

st
in

ia
n ? 	áK
ð I. «CÖÏ @ ø
 Aë ð I. J
£ ? 	áK




@ I. «CÖÏ @ è 	Yëð ,

�
A 	J�k

É�J�®Ë @ ú

	̄ XYî�E QK
A� �IªÖÞ� Qå�A 	K ñK.



@ AK
 ñ �� É�J�®ËAK. XYî�E �Ij�.�



@ ½	K



@ �IªÖÞ� ,Qå�A 	K ñK.



@ AK
 @ 	Yë AÓ

Ðñ�®Êg �IJ
» AK. ø
 Y
	J« ½Ë@
 , Q£A �� Ðñ�®ÊmÌ'@ øñÊg 	áÓ �éÊÓA¿ �éJ. ÊªK. ½
J 	̄ A¿



A� , 	­J
�k

Table 2: Random examples from MT-2023-DEV dataset spanning the four covered dialects.

refer to these datasets as NADI-2020-TWT, NADI-
2021-TWT, and MADAR-2018, respectively. We
provide further details about these datasets in Sec-
tion 4.1. Table 1 shows examples from tweets in
our NADI-2023 dataset for five countries.

Restrictions It is essential to note that Subtask 1
operates under a closed-track policy where par-
ticipants are allowed to use for system training
only datasets we provide. That is, no external data
sources can be used for training purposes in this
subtask.

3.2 Subtasks 2 and 3: Machine Translation

In this competition version, we introduce a new
theme to NADI centered around machine transla-
tion from four Arabic dialects to Modern Standard
Arabic (MSA) at the sentence level. We present
two versions of this competition, one is a closed

track (Subtask 2), and the other is an open track
(Subtask 3).

Dev and Test Data For both Subtask 2 and Sub-
task 3, we manually curate new development and
test datasets that each cover four Arabic dialects:
Egyptian, Emirati, Jordanian, and Palestinian. We
refer to these new datasets as MT-2023-DEV and
MT-2023-TEST, respectively. MT-2023-DEV com-
prises 400 sentences, with 100 sentences represent-
ing each of the four dialects; whereas MT-2023-
TEST has a total of 2, 000 sentences, 500 from each
dialect. Table 2 shows example sentences from MT-
2023-DEV for each of the four countries. During
the competition, we intentionally kept the source
domain of these datasets undisclosed. Since we typ-
ically keep a live leaderboard for post-competition
evaluation, we will not disclose the MT-2023* data
domain.
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Restrictions For the MT theme, restrictions on
use of training datasets depend on the type of track.
We offer two tracks, one closed and another open
each with its own subtask. We introduce these sub-
tasks now, detailing respective track information.

Subtask 2 – Closed-Track Dialect to MSA MT
For Subtask 2 training, we restrict to the MADAR
parallel dataset (Bouamor et al., 2019). More pre-
cisely, participants were allowed to use only the
training split of MADAR parallel corpus for this
subtask, and report on the development and test
sets we provide. This meant that use of MADAR
development and test datasets was not allowed for
Subtask 2.

Subtask 3 – Open-Track Dialect to MSA MT
For Subtask 3 training, participants were allowed
to train their systems on any additional datasets
of their choice so long as these additional training
datasets are public at the time of submission. For
example, participants were allowed to manually
create new parallel datasets. For transparency and
wider community benefits, we required researchers
participating in the open track subtask to submit
the datasets they create along with their Test set
submissions.

4 Shared Task Datasets and Evaluation

In this section, we describe the datasets we make
available to participants, introduce the chosen eval-
uation metrics, and outline the clear instructions
we provided for the submission process.

4.1 Datasets

• TWT-2023: Abdul-Mageed et al. (2020b) in-
troduce a vast dataset comprising ∼6B tweets
from 2.7M users. They systematically ex-
tract tweets that contain geographic informa-
tion and subsequently embark on a manual
annotation process for each user, classifying
their location at the city, state, and country
levels. This effort results in the identifica-
tion of ∼ 500M tweets coming from 233K
users spread across 319 cities within 21 Arab
countries. For Subtask 1, we randomly select
from this data 1, 000 training, 100 develop-
ment, and 200 testing tweets for each of the
18 covered countries. In total, this amounts
to 23, 400 tweets that we refer to as TWT-
2023. We split TWT-2023 into Train (18K),
Dev (1.8K), and Test (3.6K).

Country NADI-2020 NADI-2021 MADAR-18

Algeria 1, 491 1, 809 1, 600

Bahrain 210 215 −
Egypt 4, 473 4, 283 4, 800

Iraq 2, 556 2, 729 4, 800

Jordan 426 429 3, 200

Kuwait 420 429 −
Lebanon 639 644 1, 600

Libya 1, 070 1, 286 3, 200

Morocco 1, 070 858 3, 200

Oman 1, 098 1, 501 1, 600

Palestine 420 428 1, 600

Qatar 234 215 1, 600

Saudi Arabia 2, 312 2, 140 3, 200

Sudan 210 215 1, 600

Syria 1, 070 1, 287 3, 200

Tunisia 750 859 3, 200

UAE 1, 070 642 −
Yemen 851 429 1, 600

Total 20,370 20,398 40,000

Table 3: Distribution of Subtask-1 additional training
data. For NADI-2023, we also distribute a total of
18, 000 tweets for Train, 1, 800 for Dev, and 3, 600 for
Test (with 1, 000, 100, and 200 from each country for
18 countries listed in the table for Train, Dev, and Test,
respectively). For Subtask 2 and Subtask-3, we extract
MADAR-4-MT from Egyptian, Emirati, Jordanian, and
Palestinian data in MADAR-18 (see Section 4).

• NADI-202X-TWT. We also distribute NADI-
2020-TWT and NADI-2021-TWT datasets.
These datasets are similarly collected from
Twitter. For both of them, we use the Twitter
API to crawl data from 21 Arab countries for
a period of 10 months (Jan. to Oct., 2019).
For each case, we label tweets from each user
with the country from which they posted for
the whole of the 10 months period, thus ex-
ploiting consistent posting location as a proxy
for dialect labels. We use the same training
splits as both NADI-2020 and NADI-2021,
but only include data that cover the 18 Arab
countries we target in the current 2023 edi-
tion. It is also noteworthy that we do not
provide the NADI-2022 training dataset since
it is identical to the training set used in NADI
2021.

• MADAR-18: The MADAR corpus is a col-
lection of parallel sentences encompassing
the dialects of 25 cities from across the Arab
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world, along with English, French, and MSA.
Since this dataset does not originally have
country-level labels, we map the 25 cities to
their respective countries. As a result, we ac-
quire a customized version of MADAR that
we refer to as MADAR-18. We offer the di-
alectal side of MADAR-18 for optional use
for training systems for Subtask-1.

• MADAR-4-MT: We extract parallel dialectal-
to-MSA data of four dialects from MADAR-
18 for training MT systems for Subtask-2 and
Subtask-3. The four pairs involve Egyptian,
Emirati, Jordanian, and Palestinian at the di-
alectal side.

Table 3 present the statistics and characteristics
of NADI-2023’s Subtask-1 training, development,
and test datasets, along with the distribution of our
additional resources, i.e, NADI-2020-TWT, NADI-
2021-TWT, and MADAR-18.2

4.2 Evaluation Metrics
The official evaluation metric for Subtask-1 is the
macro-averaged F1 score. In addition to this met-
ric, we also report system performance in terms
of Precision, Recall, and Accuracy for submis-
sions to this Subtask 1. For both Subtask 2 and
Subtask 3, we use the Bleu score as the official
metric. The Bleu score is computed separately for
each of the four dialects (i.e., Egyptian, Emirati,
Jordanian, and Palestinian). We then use the av-
erage of these individual Bleu scores to rank the
submitted systems for Subtask 2 and Subtask 3.

4.3 Submission Roles
We allowed participant teams to submit up to five
runs for each test set, for each of the three subtasks.
In each case, we only retain the submission with
the highest score for each team. While the official
results were exclusively based on a blind test set,
we also requested participants to include their re-
sults on the development datasets (Dev) in their
papers.

To facilitate the evaluation of participant sys-
tems, we established a CodaLab competition for
scoring each subtask (i.e., a total of three Codal-
abs).3 Similar to previous NADI editions, we are
keeping the CodaLab for each subtask active even

2Recall that MADAR-4-MT is extracted from MADAR-
2018

3The different CodaLab competitions are available at the
following links: subtask-1, subtask-2, and subtask-3.

after official competition has concluded. This is to
encourage researchers interested in training models
and assessing systems using the shared task’s blind
test sets. Consequently, we will not disclose the
labels for the test sets of any of the subtasks.

5 Shared Task Teams & Results

5.1 Participating Teams

We received a total of 58 unique team registrations.
At the testing phase, a total of 76 valid entries were
submitted by 18 unique teams. The breakdown
across the subtasks is as follows: 49 submission
for Subtask 1 from 16 teams, 16 submissions for
Subtask 2 from 5 teams, and 11 submissions for
Subtask 3 from 3 teams. Table 4 lists the 18 teams.
A total of 14 teams submitted 14 description papers
from which we accepted 13 papers for publication.
Accepted papers are cited in Table 4.

5.2 Baselines

For comparison, we provide three baselines for
each of the three subtasks. For Subtask 1,
we finetune MARBERTv2 (Abdul-Mageed et al.,
2021a), AraBERTtwitter (Antoun et al., 2021), and
CAMeLBERTda (Obeid et al., 2020), on TWT-2023
training data (see Section 3.1). For Subtask 2 and
3,4 we finetune AraT5v2 (Nagoudi et al., 2022),
mT5 (Xue et al., 2020), and AraBART (Eddine
et al., 2022) on MADAR-4-MT (see Section 3.1).
In each subtask, we label these baselines as Base-
line I, II, and III, respectively.

For all the baselines in both tasks, we fine-
tune each model using the training data specific
to each subtask (i.e., TWT-2023 for Subtask 1 and
MADAR-4-MT for Subtask 2 and Subtask 3) for
10 epochs with a learning rate of 2e− 5 and batch
size of 32. The maximum length is set to 256 to-
kens and we set an early stopping patience to 5.
Following each epoch, we evaluate each model and
select the best the best-performing model on the
respective Dev set. Subsequently, we present the
performance metrics of this best-performing model
on the test datasets.

5.3 Shared Task Results

Table 5 presents the leaderboard of Subtask 1 and
is sorted by macro-F1. As Table 5 shows, for each
team, we take their best macro-F1 score to repre-
sent them. Team NLPeople (Elkaref et al., 2023)

4We use the same baseline models to both Subtask 2 and
Subtask 3.
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Team Affiliation Tasks

AIC Applied Innovation Center, Egypt 1

ANLP-RG (Derouich et al., 2023) University of Sfax, Tunisia 2

Arabitools STEAM Solutions, Palestine 1

Cordyceps University of Toronto, Canada 1

DialectNLU (Veeramani et al., 2023) UCLA, USA 1, 2

Exa Exa, Iran 1

Frank (Azizov et al., 2023) MBZUAI, UAE 1

Fraunhofer IAIS Fraunhofer IAIS, Germany 1, 2

Helsinki-NLP (Kuparinen et al., 2023) University of Helsinki, Finland 2, 3

ISL-AAST (El-sayed and Elmadany, 2023) Arab Academy for Science and Technology, Egypt 1

IUNADI (Hatekar and Abdo, 2023) Indiana University Bloomington, USA 1

Mavericks (Deshpande et al., 2023) Pune Institute of Computer Technology, India 1

NAYEL Benha University, Egypt 1

NLPeople (Elkaref et al., 2023) IBM Research Europe, UK 1

rematchka (Abdel-Salam, 2023) Cairo University, Egypt 1, 2, 3

SANA (Almarwani and Aloufi, 2023) Taibah University, KSA 1

UniManc (Khered et al., 2023) University of Manchester, UK 2, 3

UoT (Nwesri et al., 2023) University of Tripoli, Libya 1

usthb (Lichouri et al., 2023) USTHB, Alegria 1

Table 4: List of teams that participated in NADI-2023 shared task. Teams with accepted papers are cited.

Rank Team F1 Acc. Pre. Rec.

1 NLPeople 87.27 87.22 87.37 87.22

2 rematchka 86.18 86.17 86.29 86.17

3 Arabitools 85.86 85.81 86.10 85.81

4 SANA 85.43 85.39 85.60 85.39

5 Frank 84.76 84.75 84.95 84.75

6 ISL-AAST 83.73 83.67 83.87 83.67

7 UoT 82.87 82.86 83.17 82.86

8 AIC 82.37 82.42 82.57 82.42

9 Cordyceps 82.17 82.14 82.57 82.14

Baseline I MARBERTv2 81.44 81.36 81.68 81.36

10 DialectNLU 80.56 80.50 80.92 80.50

Baseline II AraBERTtwitter 77.02 76.97 77.54 76.97

11 Mavericks 76.65 76.47 77.43 76.47

Baseline III CAMeLBERTda 74.56 74.47 74.90 74.47

12 exa 70.72 71.03 72.26 71.03

13 IUNADI 70.22 70.78 71.32 70.78

14 NAYEL 63.09 63.39 63.30 63.39

15 usthb 62.51 62.17 63.07 62.17

16 Fraunhofer IAIS 29.91 33.14 38.47 31.39

Table 5: Results of Subtask 1 (Country-Level DA).

obtained the best performance on Subtask 1 with
87.27 macro-F1. We can observe that 9 teams out-
perform our strongest baseline, MARBAET (i.e,
Baseline I). Table 6 and Table 7 show the leader-
board of Subtask 2 and 3, respectively. Both are
sorted by their main metrics, the overall BLEU

Rk Team Overall Egy. Emi. Jor. Pal.

1 UniManc 14.76 16.04 14.30 12.55 13.55

2 Helsinki 14.28 12.22 23.13 11.15 13.42

3 DialectNLU 13.43 11.45 21.59 10.64 12.66

4 rematchka 11.37 11.18 11.99 10.47 10.86

5 ANLP-RG 10.02 10.25 8.50 10.26 9.33

Baseline I AraT5v2 7.70 5.50 10.45 9.51 6.48

6 Fraunhofer IAIS 5.85 8.08 3.90 4.96 6.01

Baseline II mT5 2.98 4.17 3.66 3.89 3.95

Baseline III AraBART 2.63 2.44 3.16 1.89 2.60

Table 6: Results of Subtask 2 (Closed AD to MSA MT)

Rank Team Overall Egy. Emi. Jor. Pal.

1 UniManc 21.10 17.65 28.46 22.03 17.29

2 Helsinki-NLP 17.69 16.11 25.81 15.60 15.91

3 rematchka 11.37 11.18 11.99 10.47 10.86

Baseline I AraT5v2 5.41 5.50 5.84 6.06 4.47

Baseline II mT5 2.98 4.17 3.66 3.89 3.95

Baseline III AraBART 1.12 0.00 0.00 1.17 1.10

Table 7: Results of Subtask 3 (Open DA to MSA MT).

score. Team UniManc (Khered et al., 2023) won
both subtasks, achieving the best BLEU scores of
14.76 and 21.10 on Subtask 2 and 3, respectively.
We observe that five teams outperform our Base-
line I on Subtask 2.

5.4 General Description of Submitted Systems

In Tables 8 and 9, we provide a high-level summary
of the submitted systems. For each team, we list
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NLPeople 5 87.27

rematchka 3 86.18

Arabitools 4 85.86

SANA 2 85.43

Frank 2 84.76

ISL-AAST 5 83.73

UoT 2 82.87

AIC 5 82.37

Cordyceps 4 82.17

DialectNLU 5 80.56

IUNADI 1 70.22

Mavericks 1 76.65

NAYEL 5 63.09

usthb 3 62.51

Table 8: Summary of approaches used by participating teams in Subtask 1. Teams are sorted by their performance
on the official metric, Macro-F1 score. Classical machine learning (ML) indicates any non-neural machine learning
methods such as naive Bayes and support vector machines. The term “neural nets" refers to any model based on
neural networks (e.g., FFNN, RNN, CNN, and Transformer) trained from scratch. PLM refers to neural networks
pretrained with unlabeled data such as MARBERT. (Hie. Cls, hierarchical classification approach); (Contrast. L,
contrastive learning); (Data Aug., data Augmentation).

Team # submit BLUE
Techniques

Classic ML NN PLM Ensemble Aug.

Subtask 2

UniManc 5 14.76

Helsinki 3 14.28

DialectNLU 5 13.43

rematchka 1 11.37

ANLP-RG 1 10.02

Subtask 3

UniManc 5 21.10

Helsinki-NLP 5 17.69

rematchka 1 11.37

Table 9: Summary of approaches used by participating
teams in Subtask 2 and 3. Teams are sorted by their per-
formance on BLEU score for both Subtasks. Classical
machine learning (ML) indicates any non-neural ma-
chine learning methods such as naive Bayes and support
vector machines. "NN" refers to any model based on
neural networks (e.g., FFNN, RNN, CNN, and Trans-
former) trained from scratch. PLM refers to neural
networks pretrained with unlabeled data such as AraT5.
(Aug., data augmentation).

the best score with the main metric of each sub-
task and the number of submissions made by the
team. As shown in these tables, most teams use pre-
trained language models (PLM), including Trans-

former encoder-based PLMs (e.g., AraBERT (An-
toun et al., 2020) and MARBERT (Abdul-Mageed
et al., 2021a)) for Subtask 1 and Transformer
encoder-decoder PLMs (e.g., ArabT5 (Nagoudi
et al., 2022)) for Subtask 2 and Subtask 3. En-
semble voting is also an effective approach most
teams employ in Subtask 1.

The top team of Subtask 1, i.e., NLPeople (Elka-
ref et al., 2023), exploits MARBERT, AraBERT,
and AraT5 with different finetuning strategies (e.g.,
staged finetuning). To enrich the learning con-
text, they use a retrieval method to find similar
texts from the training set for a given text and
then append the retrieved texts along with corre-
sponding labels as additional input. Their best
submission is an ensemble with ten models. Team
rematchka (Abdel-Salam, 2023), exploits MAR-
BERT, AraBERT, AraELECTRA (Antoun et al.,
2021), and CAMeLBERT (Obeid et al., 2020) with
different prompting techniques and add linguis-
tic features to their models. They also use super-
vised contrastive loss (Gunel et al., 2021) to en-
hance model finetuning. Teams SANA (Almarwani
and Aloufi, 2023) and Frank (Azizov et al., 2023)
both finetune PLMs and apply ensemble voting to
achieve their best performance.
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On Subtask 2 (closed track), the winning team,
Team UniManc (Khered et al., 2023), finetune
three variants of T5 models (i.e., mT5 (Xue et al.,
2021), mT0 (Muennighoff et al., 2023), and AraT5)
with the officially released dataset. For Subtask 3
(open track), Team UniManc collects four addi-
tional supervised datasets and uses GPT-3.5-turbo
to translate 2, 712 samples from Subtask 1. Team
Helsinki-NLP (Kuparinen et al., 2023) finetune
ByT5 (Xue et al., 2022) and AraT5 with the offi-
cially released dataset of Subtask 2. For Subtask 3,
they collect six monolingual MSA datasets and syn-
thesize a parallel dataset by exploiting character-
level statistical machine translation models to trans-
late the MSA to different dialects. They then fine-
tune PLMs with the supervised dataset from Sub-
task 2 and their synthetic dataset. Similarly, both
teams DialectNLU and rematchka finetune AraT5
with the training data of Subtask 2.

6 Conclusion

We presented findings and results of NADI-2023,
the fourth edition of the NADI shared task focused
on fine-grained Arabic dialect identification. This
edition also introduced two subtasks centered on
machine translation from four Arabic dialects into
MSA. Results acquired by participant teams show
that dialect identification remains a challenging
task but that various types of approaches, many
of which involve exploiting language models, can
be used to handle the task. Similarly, translating
Arabic dialects is unsurprisingly very challenging
due to lack of training data. In the future, we plan
to continue supporting both dialect identification
and machine translation through NADI.

7 Limitations

Our work has a number of limitations, as follows:

• Although we strive for widest coverage, this
edition of NADI focused on only 18 country-
level dialects. This is due to our inability to
develop high quality datasets for a few coun-
tries such as Comoros, Djibouti, Mauritania,
and Somalia.

• NADI continues to use short texts for the Ara-
bic dialects. Due to lack of dialectal data from
other sources, we depend on short posts from
Twitter. Although these data have thus far
empowered development of effective dialect
identification models, it is desirable to afford

data from other domains that have longer texts.
This will allow development of more widely
applicable models.

• Our MADAR-18 dataset is commissioned and,
although useful, should not be used to analyze
Arabic dialects as a replacement for naturally
occurring data.

• Our machine translation subtasks focus only
on four dialects and do not offer sizeable
datasets. Modern MT systems need much
larger data to perform well. Again, in spite
of our best efforts, parallel datasets involving
dialects remain limited.

8 Ethical Considerations

The NADI-2023 Subtask 1 dataset is sourced from
the public domain (i.e., X former Twitter), with
user personal information and identity carefully
concealed. Similarly, the NADI-2023 Subtask 2
and Subtask 3 datasets are manually created. Again,
we take meticulous measures to remove user identi-
ties and personal information from this dataset. As
a result, we have minimal concerns about the re-
trieval of personal information from our data. How-
ever, it is crucial to acknowledge that the datasets
we collect to construct NADI-2023 Subtask 1 may
contain potentially harmful content. Additionally,
during model evaluation, there is a possibility of ex-
posure to biases that could unintentionally generate
problematic content.
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2023. The Helsinki-NLP Submissions at NADI 2023
Shared Task: Walking the Baseline. In Proceedings
of The First Arabic Natural Language Processing
Conference (ArabicNLP 2023).

Kathrein Abu Kwaik, Motaz Saad, Stergios Chatzikyri-
akidis, and Simon Dobnik. 2018. Shami: A corpus
of levantine arabic dialects. In Proceedings of the
eleventh international conference on language re-
sources and evaluation (LREC 2018).

Mohamed Lichouri, Khaled Lounnas, Aicha Zi-
touni, Houda Latrache, and Rachida Djeradi. 2023.
USTHB at NADI 2023 shared task: Exploring Pre-
processing and Feature Engineering Strategies for
Arabic Dialect Identification. In Proceedings of The
First Arabic Natural Language Processing Confer-
ence (ArabicNLP 2023).

Shervin Malmasi, Marcos Zampieri, Nikola Ljubešić,
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Abstract
With approximately 400 million speakers
worldwide, Arabic ranks as the fifth most-
spoken language globally, necessitating ad-
vancements in natural language processing.
This paper describes the approaches employed
for the subtasks outlined in the Nuanced Arabic
Dialect Identification (NADI) task at EMNLP
2023. We employ an ensemble of two Ara-
bic language models for the first subtask in-
volving closed country-level dialect identifica-
tion classification. Similarly, for the second
subtask, focused on closed dialect to Modern
Standard Arabic (MSA) machine translation,
our approach combines sequence-to-sequence
models trained on an Arabic-specific dataset.
Our team ranks 10th and 3rd on subtask 1 and
subtask 2, respectively.

1 Introduction

The Arabic language, with approximately 400 mil-
lion speakers across the globe, stands as the fifth
most widely spoken language worldwide (Mo-
hammed Ameen et al., 2023). Its vast linguistic
diversity, rooted in rich historical and regional vari-
ations, necessitates continuous advancements in the
field of natural language processing (NLP) (Abdul-
Mageed et al., 2020). Within the scope of this lin-
guistic diversity, Modern Standard Arabic (MSA)
serves as the standardized form of the language,
fostering communication across Arabic-speaking
regions. However, coexisting with MSA are nu-
merous dialects, each bearing its unique linguistic
features and nuances (Abdul-Mageed et al., 2021b).

Arabic encompasses a wide array of languages
and language variations, with some of them lacking
mutual intelligibility (Abdul-Mageed et al., 2022a)
(Veeramani et al., 2023d,c,b). Despite this diver-
sity, Arabic is frequently misconceived as a single,
uniform language. Thus, identifying these different
dialects plays a pivotal role in the realm of Arabic
language understanding, primarily due to the con-
textual intricacies they introduce (Salameh et al.,

2018). Dialect identification serves as the bedrock
for a multitude of NLP applications, enabling ac-
curate language understanding, effective commu-
nication, sentiment analysis, and sociolinguistic
insights (Malmasi et al., 2015; Veeramani et al.,
2023e,a,f). Furthermore, dialect classification pre-
serves and celebrates the rich linguistic diversity
encapsulated within the Arabic language landscape
(Zaidan and Callison-Burch, 2014; Salameh et al.,
2018).

Similarly, machine translation, in particular,
holds profound significance within this rich Ara-
bic linguistic landscape (Kchaou et al., 2023).
Bridging the gap between dialects and the stan-
dardized form of the language, MSA, and ma-
chine translation facilitates seamless communi-
cation across Arabic-speaking communities (Al-
Ibrahim and Duwairi, 2020). In an interconnected
world where communication knows no borders, ma-
chine translation becomes the vital bridge that tran-
scends linguistic differences (Ameur et al., 2020).

In this paper, we address the pressing need for
advancements in Arabic dialect identification and
machine translation. Specifically, we present our
contributions to the Nuanced Arabic Dialect Identi-
fication (NADI) task (Abdul-Mageed et al., 2023)
at 1st ArabicNLP colacted with EMNLP 2023. Our
work centers on two crucial subtasks:

• Closed Country-Level Dialect Identifica-
tion: To tackle this subtask, we leverage an
ensemble of two Arabic language models, har-
nessing the power of natural language process-
ing to classify dialects at the country level.

• Closed Dialect to MSA Machine Transla-
tion: For this subtask, we employ a combi-
nation of sequence-to-sequence models, all
meticulously trained on an Arabic-specific
dataset. Our goal is to enhance the transla-
tion accuracy of Arabic dialects into the stan-
dardized MSA, thereby promoting effective
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cross-dialect communication.

This paper explains our systems in detail, offer-
ing comprehensive insights into our approach, the
rationale behind our methodology, a thorough anal-
ysis of our results, and valuable insights derived
from our findings.

2 Task Descriptions

We submitted results for the first two out of three
subtasks.

Subtask 1: This subtask involves identifying the
dialect of a given text, with a particular emphasis
on Arabic dialects that lack well-defined linguistic
conventions and structures. The evaluation metric
for this subtask is the macro-averaged F1-score.

Subtask 2: This subtask entails translating non-
MSA dialects into Modern Standard Arabic (MSA)
across four specified dialects. Evaluation is based
on the BLEU score.

3 Dataset

Subtask 1 focuses on informal Twitter discourse
featuring languages from Arabic-speaking nations,
including Qatar, Syria, Libya, Yemen, Kuwait, Mo-
rocco, UAE, Jordan, Palestine, Tunisia, Saudi Ara-
bia, Egypt, Iraq, Algeria, Bahrain, Sudan, Lebanon,
and Oman. The dataset, NADI-2023-TWT, con-
sists of 18,000 training tweets (1,000 per country),
1,800 tweets in the dev dataset (100 per country),
and 3,600 tweets in the test dataset. I

Subtask 2, on the other hand, provides a man-
ually curated dataset focusing on four urban di-
alects: Egyptian, Emirati, Jordanian, and Pales-
tinian. The training data primarily originates
from the MADAR-parallel corpus (Bouamor et al.,
2018), comprising 40,000 sentences. The test set
consists of 2,000 sentences (500 from each dialect),
while the dev set comprises 400 sentences (100
from each of the four dialects). It is important to
note that we did not use any external data or aug-
mentation.

4 System Description

4.1 Subtask 1

In addressing the classification problem of sub-
task 1, we employ a strategic combination of
ARBERT and MARBERT (Abdul-Mageed et al.,
2021a). ARBERT is trained on Modern Standard

Arabic (MSA) data, whereas MARBERT special-
izes in learning from the informal dialects com-
monly found in Twitter data. This selection is
grounded in the recognition that Arabic encom-
passes diverse language styles. ARBERT excels in
comprehending formal Arabic, particularly MSA
rules, making it proficient in handling general as-
pects of the language. On the other hand, MAR-
BERT, fine-tuned on Twitter’s informal dialects,
adeptly captures the nuances of day-to-day expres-
sions. We perform the combination with various
strategies.

4.1.1 Max-voting Ensemble
As a first strategy, at the logit level, we imple-
mented a weighted ensemble approach. ARBERT
was assigned a weight of 0.4, while MARBERT re-
ceived a weight of 0.6. This weighting strategy was
adopted to optimize the ensemble’s performance by
capitalizing on the unique strengths of each model.
The higher weight assigned to MARBERT reflects
its proficiency in capturing informal nuances from
Twitter data, ensuring robust and accurate dialect
classification across diverse Arabic language varia-
tions encountered in online contexts.

4.1.2 Fusion Representation Technique
In our second strategy, we fuse the hidden represen-
tations of both ARBERT and MARBERT models
to leverage their complementary strengths (Abdul-
Mageed et al., 2022b), enhancing the model’s abil-
ity to capture nuanced dialect features. Throughout
this paper, this representation of dimensions 2×768
will be referred to as fusion representation. Follow-
ing this, we incorporate a dropout layer (DO) to en-
hance the model’s performance. This approach has
proven to be the most effective model for subtask 1.
Additionally, we also experiment by incorporating
a label-aware technique (LAT) by appending the
respective label to the beginning of the text input.

4.2 Subtask 2

For the machine translation challenge of subtask
2, we applied various models, including AraBART,
AraT5 (base), and AraT5 (base-1024). We also
choose an ensemble approach that combines di-
alect classifier and AraBART in two settings. This
ensemble strategy was selected because each model
has unique strengths and weaknesses. By merging
them, we effectively mitigate these weaknesses,
resulting in more precise and robust translations.
The standalone models and ensemble approach are
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Model Dev Dataset Test Dataset (F1 score)F1-score Precision Recall Accuracy

ARBERT 75.5 76.1 75.34 75.38 73.16
MARBERT 76.3 76.9 76.0 76.0 73.25

Max-voting Ensemble 77.5 79.6 77.2 77.2 77.19
Fusion Representation 79.75 80.97 79.66 79.66 79.06

Fusion Representation + DO + LAT 79.83 79.81 79.75 79.81 79.06

Fusion Representation + DO 80.55 80.98 80.44 80.44 80.56

Table 1: Performance of various model combinations for task 1 on dev and test dataset. All scores reported are
macro-averaged scores. The abbreviations are introduced in section 4.1.2.

defined below.

4.2.1 Standalone Models
We use three different standalone models for our
machine translation task. The models and the moti-
vation for using them are explained below:

AraT5 (base): This sequence-to-sequence
model is pre-trained on a substantial Arabic text
corpus, encompassing Modern Standard Arabic
(MSA) and Arabic dialects. This extensive train-
ing gives AraT5 (base) a profound understand-
ing of Arabic grammar and vocabulary, prereq-
uisites for accurate translation. AraT5 (base)1 is
also trained using a denoising-based pre-training
methodology, which enhances its capacity to han-
dle noisy data—an invaluable trait for machine
translation, where source texts may contain errors
or typos.

AraBART: This is another powerful machine
translation model, albeit trained on a comparatively
smaller corpus of Arabic text (Kamal Eddine et al.,
2022). Because of its modeling architecture, AraT5
(base)2 may have a superior grasp of Arabic gram-
mar and vocabulary. Additionally, AraBART un-
dergoes training with a distinct denoising-based
pre-training method, potentially better suited for
processing noisy data compared to AraT5.

AraT5 (base-1024): This variant of AraT5 ben-
efits from training on an even larger corpus of
text and boasts a more extensive vocabulary com-
pared to AraT5 (base). Its broader lexicon and nu-
anced understanding of the Arabic language make
AraT5 (base-1024)3 particularly good at capturing
subtleties in translation. Moreover, AraT5 (base-
1024) features an extended sequence length and
faster convergence during fine-tuning, expediting
the training process.

1https://huggingface.co/UBC-NLP/AraT5-base
2https://huggingface.co/moussaKam/AraBART
3https://huggingface.co/UBC-NLP/

AraT5v2-base-1024

4.2.2 Ensemble Approach
In our ensemble approach for Subtask 2, we lever-
age AraBART, a sequence-to-sequence classifier,
in two distinct settings. In both settings, we initially
fine-tuned AraBART for the dialect classification
task. Subsequently, we remove the classifier head
and perform an additional fine-tuning phase, fo-
cusing on sequence-to-sequence translation. The
key difference between the two settings lies in the
learning scheduler employed for AraBART. One
setting utilizes a ‘linear’ learning scheduler, while
the other adopts a ‘cosine’ learning scheduler. This
variation in learning scheduler choice allows us to
explore different training dynamics. When deter-
mining which translation to use in the ensemble,
we opt for the model that excels in the specific task
(Kanagasabai et al., 2023), dialect classification.
This approach helps optimize the overall perfor-
mance of the ensemble in accurately translating
non-MSA dialects into Modern Standard Arabic.

5 Results

Table 1 presents a comprehensive evaluation of var-
ious models and model combinations used for Sub-
task 1, focusing on dialect classification. It includes
key metrics such as F1-score, precision, recall, and
accuracy for both the development (Dev) and Test
datasets. The Dev dataset serves as a validation set
for fine-tuning, while the Test dataset represents
the models’ expected performance in real-world
scenarios. Notably, ARBERT and MARBERT ex-
hibit strong dialect classification capabilities on the
Dev dataset, achieving scores of 75.5 and 76.3, re-
spectively. The Max-voting Ensemble strategy en-
hances performance, yielding an F1-score of 77.5.
Fusion Representation further elevates dialect iden-
tification with a score of 79.75. The Fusion Rep-
resentation model with Dropout and Label-aware
Training (LAT) attains an even higher performance
on the Dev dataset, registering an F1-score of 79.83.
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Figure 1: Confusion matrix for our best-performing model for country-wise dialect classification (task 1). We use
the dev set data for this analysis.

The Fusion Representation model with Dropout
stands out as the top-performing model, achieving
an impressive F1-score of 80.55. A similar trend
can be seen with the test dataset as well. Our fusion
representation model performs the best in the test
dataset with an F1-score of 80.56.

To provide deeper insights into our models’ per-
formance, Figure 1 presents confusion matrices for
all 18 dialects in Subtask 1. These matrices of-
fer a detailed breakdown of classification results,
shedding light on how well our models identify
each dialect. Notably, Sudanese and Moroccan di-
alects exhibit a strong classification, while some
challenges persist in accurately classifying Pales-
tinian and Kuwaiti dialects. The confusion matrix
serves as a valuable tool for understanding model
performance in specific dialects and identifying ar-
eas for improvement, further enriching our analysis
of dialect classification results.

Similarly, Table 2 comprehensively compare
model performance in Subtask 2, focusing on the

machine translation of non-Modern Standard Ara-
bic (MSA) dialects into MSA. The models as-
sessed include AraT5 (base), which achieves a
BLEU score of 0.54 on the evaluation dataset and
0.014 on the test dataset, indicating translation chal-
lenges. AraT5 (base-1024) exhibits improvement
with BLEU scores of 1.03 and 0.07 on the evalu-
ation and test datasets, respectively. Among stan-
dalone models, AraBART excels with high BLEU

Model Eval BLEU Test BLEU

AraT5 (base) 0.54 0.014
AraT5 (base-1024) 1.03 0.07

AraBART 12.01 13.42

Ensemble Approach 12.9 13.43

Table 2: Performance of various standalone models
along with our ensemble approach for machine trans-
lation subtask. Overall BLEU scores are presented for
both eval and test datasets.
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scores, achieving 12.01 on the evaluation dataset
and 13.42 on the test dataset, showcasing its pro-
ficiency in accurate dialect translation. Most no-
tably, our novel ensemble approach outperforms
individual standalone models, achieving the high-
est BLEU scores of 12.9 on the evaluation dataset
and 13.43 on the test dataset, highlighting the effi-
cacy of ensemble techniques in enhancing machine
translation quality for Arabic dialects.

In Subtask 1, focused on dialect identification
and Subtask 2, addressing machine translation, en-
semble techniques (fusion-level or decision-level)
have consistently demonstrated outstanding perfor-
mance. By strategically combining multiple mod-
els, we have harnessed the collective strengths of
various standalone models to achieve remarkable
results. This underscores the pivotal role of en-
semble methodologies in enhancing the accuracy
and robustness of Arabic dialect identification and
machine translation, reaffirming their effectiveness
across diverse linguistic challenges.

6 Conclusion

In conclusion, our participation in the Nuanced Ara-
bic Dialect Identification (NADI) task at EMNLP
2023 has demonstrated the effectiveness of inno-
vative approaches in addressing the intricate chal-
lenges posed by Arabic dialect identification and
machine translation. With its diverse linguistic
landscape, Arabic presents a unique and formidable
set of hurdles for natural language processing tasks.
The high performance of ensemble strategies that
involve carefully combining various models has
showcased remarkable achievements in dialect clas-
sification and machine translation, underlining the
power of ensemble techniques. Furthermore, our
contributions extend beyond performance metrics,
encompassing comprehensive system descriptions,
model rationale, and insights from experimentation.
These approaches pave the way for tackling the
multi-aspects challenges of Arabic NLP forward.

Ethics Statement

It is important to acknowledge that this research
does not include a comprehensive assessment of
potential bias in the models deployed. Before real-
world applications, models should undergo thor-
ough bias assessments to ensure fairness and equity
in their predictions. We encourage future research
and practitioners to consider bias assessments as
an integral part of deploying these models in prac-

tical settings, emphasizing ethical AI practices and
responsible AI development.

Limitations

While our approaches have shown promising re-
sults, several limitations are worth noting. First, our
ensemble strategies, while effective, are computa-
tionally intensive and require substantial resources.
Implementing these approaches at scale may pose
challenges in resource-constrained environments.
Second, our models’ performance may be influ-
enced by the availability and quality of training
data. The scarcity of annotated data for some Ara-
bic dialects could impact the generalization of our
models. Additionally, our current strategies primar-
ily focus on closed-track evaluations; extending
them to open-domain scenarios remains an avenue
for future exploration. Finally, as the field of nat-
ural language processing evolves rapidly, newer
models and techniques may offer even more robust
solutions in Arabic dialect identification and ma-
chine translation, necessitating ongoing research
and adaptation.
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Abstract

In this paper we present our approach towards
Arabic Dialect identification which was part of
the The Fourth Nuanced Arabic Dialect Identi-
fication Shared Task (NADI 2023). We tested
several techniques to identify Arabic dialects.
We obtained the best result by fine-tuning the
pre-trained MARBERTv2 model with a mod-
ified training dataset. The training set was
expanded by sorting tweets based on dialects,
concatenating every two adjacent tweets, and
adding them to the original dataset as new
tweets. We achieved 82.87 on F1 score and
we were at the seventh position among 16 par-
ticipants.

1 Introduction

Arabic dialects are different spoken versions of
Modern Standard Arabic (MSA) which become to
increasingly emerge in a written format recently.
Although Arabic dialects have common linguistic
features with MSA, they have different features
where NLP tools used for MSA fail to work prop-
erly. There are more than 27 Arabic dialects (El-
gabou and Kazakov, 2017) which need different
NLP techniques than those used for MSA. It was
proven that NLP tools for MSA is less efficient
with Arabic dialects (Khalifa et al., 2016). As such,
it is crucial to identify a dialect version in order to
properly apply proper NLP techniques on it.

Arabic dialect identification is very challenging
for several reasons. First, Arabic dialects are all
originating from MSA and share common features
and words. As MSA is the formal language of
writing across Arabic countries, writing dialectal
phrases are usually mixed with MSA complete
phrases. Furthermore, dialectal Arabic has no of-
ficial spelling standards and usually written differ-
ently by different people (Darwish et al., 2021).

Second, With the absence of short vowels (dia-
critics) in Arabic text, it is hard to know the phrase
dialect, for example, the word �I� 	K @
 /enti/ (you) in

Tunisian dialect is used to address both a Masculine
or a feminine third person, while

��I	K@
 /enta/ is used

to address a masculine and �I� 	K @
 /enti/ to address
a feminine third person in several other dialects,
while in MSA

��I	K


@ /anta/ and �I� 	K



@ /anti/ are used

respectively for the same purpose.
Third, tweets are usually short and in many cases

it is hard not only for a learning model, but for an
Arabic reader to guess the dialect of the tweet based
on its words.

Previous work on Arabic dialect identification
were mostly carried out through the Nuanced Ara-
bic Dialect Identification (NADI) shared tasks se-
ries (Abdul-Mageed et al., 2020, 2021b, 2022). The
goal of these shared tasks is to improve dialect iden-
tification and other dialect processing tasks such
as sentiment analysis and machine translation from
dialects to MSA. The organizers provide required
resources such as datasets to participants who carry
research on those tasks. The forth Nuanced Arabic
Dialect Identification (Abdul-Mageed et al., 2023)
has three subtasks:

• Subtask 1 (Closed Country-level Dialect ID):
dialect identification using provided datasets
only. No External datasets should be used.

• Subtask 2 (Closed Dialect to MSA MT):
Sentence-level machine translation from
Egyptian, Emirati, Jordanian, and Palestinian
dialects to MSA using only provided training
data.

• Subtask 3 (Open Dialect to MSA MT):
Sentence-level machine translation from
Egyptian, Emirati, Jordanian, and Palestinian
dialects to MSA using provided training data
and any publicly available datasets.

We participated in Subtask 1 only. We tested
several machine learning and deep learning models
which we report in this paper.
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Dataset Type Dialects Tweets
MADAR-2018 Imbalanced 15 40K
NADI-2020 Imbalanced 17 19.3K
NADI-2021 Imbalanced 17 19.7K
NADI-2023 balanced 18 18K

Table 1: Subtask 1 training datasets provided by NADI
2023.

The remaining part of this paper is structured
as follows: Section 2 describes the data used in
our experiments, Section 3 describes our experi-
ments and proposed systems, and in Section 4 we
present our results proceeded by our discussions
and conclusion.

2 Data

For Subtask 1, the organizers provided a 23.4k
tweets dataset that covers 18 dialects. the dataset is
split into 18k training set, 1.8k development set and
3.6k test set. Extra datasets was also provided and
can be used by participants. Particularly, data used
in previous NADI competitions plus the MADAR
dataset (Bouamor et al., 2018). As a closed-country
subtask, participants were not allowed to use other
external data to train their systems. Datasets and
their size are presented in Table 1.

3 Experiments

We run several experiments using both machine
learning and deep learning models. We determined
our baseline and officially submit the best three
outputs of our systems to be scored on the leader-
board.

3.1 Machine Learning Models
We tested several Machine Learning classifiers,
namely: Multi-layer perceptron classifier (MLP-
Classifier), Support Vector Machines (SVC), Naive
Bayes classifier for multivariate Bernoulli mod-
els (BernoulliNB), and Naive Bayes classifier for
multinomial models (MultinomialNB) (Pedregosa
et al., 2011). For each model, we calculate the
Accuracy (A), Precision (P), Recall (R), and the
normal F1-measure. We obtained best results on
the original training dataset after normalizing text
and removing non-Arabic characters. Results are
shown in Table 2.

We also removed a list of known stopwords in
Arabic and used the Snowball stemmer 1 on the

1https://pypi.org/project/snowballstemmer/

Classifier F1 A P R
SVC 0.60 0.61 0.61 0.60
MLPClassifier 0.62 0.63 0.62 0.62
MultinomialNB 0.63 0.64 0.64 0.64
BernoulliNB 0.58 0.56 0.67 0.56

Table 2: Results obtained using Machine Learning clas-
sifiers on the training datasets.

Classifier F1 A P R
SVC 0.59 0.58 0.60 0.58
MLPClassifier 0.61 0.61 0.61 0.61
MultinomialNB 0.62 0.62 0.63 |bf 0.62
BernoulliNB 0.55 0.53 0.66 0.53

Table 3: Results obtained using Machine Learning clas-
sifiers on the training datasets when removing stop-
words.

original datasets, but results dropped down in both
cases. Table 3 shows the results when using stop-
words and Table 4 shows results using both stop-
words and stemming.

3.2 Transformer Based Models

It was reported that deep learning techniques are
superior to machine learning models. The introduc-
tion of transformers based approaches have signifi-
cantly improved results of NLP tasks such as text
classification (Chang et al., 2020). Transformers al-
low building proficient language models that can be
fine-tuned for a specific task. The introduction of
Bidirectional Encoder Representations from Trans-
formers (BERT) model (Devlin et al., 2019) by
google AI Language resulted in the stat-of-the-art
results in a wide variety of NLP tasks. Several ver-
sions based on this model have been developed
for Arabic Language including AraBERT (An-
toun et al., 2021) and MARBERT (Abdul-Mageed
et al., 2021a). Results in (Abdul-Mageed et al.,
2021a) show that MARBERTv2 was superior to
ARBERT, and AraBERT in an Arabic dialect iden-

Classifier F1 A P R
SVC 0.57 0.56 0.58 0.56
MLPClassifier 0.55 0.55 0.56 0.55
MultinomialNB 0.59 0.59 0.60 0.59
BernoulliNB 0.55 0.53 0.62 0.53

Table 4: Results obtained using Machine Learning clas-
sifiers on the training datasets when removing stopwords
and using the Snowball stemmer.
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Model F1 A P R
MARBERTv2 84.47 84.39 84.87 80.39
arabertv02 79.31 79.22 79.62 79.22

Table 5: Baseline results by fine-tuning both MAR-
BERTv2 and bert-base-arabertv02-twitter models using
the training and the development datasets.

Model F1 A P R
MARBERTv2 80.12 80.00 80.60 80.00
arabertv02 76.44 76.44 76.75 76.44

Table 6: The effects of pre-processing tweets on the
Baseline results.

tification task. We decided to use MARBERTv2
and AraBERT as our baseline models since they
were trained on different datasets and were reported
to achieve better result than other models.

3.3 Baseline

We run the script provided by the organizers and
fine-tuned the "UBC-NLP/MARBERTv2" and the
"aubmindlab/bert-base-arabertv02-twitter" models
with the initial following parameters: maximum
sequence length is set to 256, training batch is set
to 32, learning rate is set to 1e-5 ,and number of
epochs is set to 3. We used the training dataset for
training and the development set for testing. Scores
are then calculated using Accuracy (A), macro av-
erage precision (P), macro average recall (R), and
macro average F1 (F1) using the provided script.
The identification scores is shown in Table 5.

We run several experiments using the baseline
models in order to obtain better results than the
baseline.

3.4 Pre-processing

We pre-processed the training and the development
datasets by removing any non-Arabic characters
including emojis, and URLs from tweets; reducing
repeated characters to two occurrences; and normal-
izing the different shapes of Arabic letters such as
"
�
@ @



@", "ø
 ", and " �è" to " @", "ø", and " è" respectively.
The pre-processed datasets are used to fine-tune

our baseline models. This step negatively affected
our baseline. Results are shown in Table 6.

3.5 Stop-words Removal

Based on the idea that dialects share the same
words originated from MSA, we calculated the fre-
quency of the top 50 words in the training dataset

Model F1 A P R
MARBERTv2 83.19 83.11 83.36 83.11
arabertv02 78.12 78.06 78.28 78.06

Table 7: The effects of stopwords removal on the Base-
line results.

and considered them as our stopwords list. Apply-
ing stopwords removal on our baseline decreased
our scores as shown in Table 7.

3.6 Tweets Expansion

Our officially reported results came by increasing
the tweets length. The idea comes from the fact
that a human who reads one sentence, might not
be able to recognize a writer’s dialect until reading
another one. As tweets are usually short with a
minimum of three words in the case of our dataset,
we made new longer tweets by sorting tweets based
on their dialect, and then combining every two
adjacent tweets belong to the same dialect together
adding the combination to the dataset. The new
dataset contains 35898 tweets with a maximum
tweet length of 540.

We fine-tuned the pre-trained "UBC-
NLP/MARBERTv2" model using the new
generated dataset. We set the maximum sequence
length to 512, the training batch to 32, and number
of epochs to 3. We used the default values for the
learning rate. The model was first fine-tuned on a
16GB RAM with core i5 processor. It took around
6 hours to complete. However, using the google
Colab T4 GPU (Bisong, 2019), it only took 30
minutes to finish. This technique achieved the best
score that was above our baseline. The results are
shown in Table 8 as UoT-1 (UoT stands for the
University of Tripoli, the name of our team).

We have also run the same experiment (labeled
UoT-2) on the same dataset, however, we applied
the above mentioned pre-processing technique on
the new dataset. This action caused scores to drop
below the baseline.

The third run we submitted (Uot-3) is similar to
UoT-1, however, the fine-tuning was done using
the "aubmindlab/bert-base-arabertv02-twitter" pre-
trained model.

We finally run the unlabeled testset against our
models and submitted our predictions to leader-
board. Table 9 shows the results of our system
using the testset as officially reported by the organ-
isers.
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Run F1 A P R
UoT-1 84.70 84.67 85.01 84.67
UoT-2 80.64 80.61 80.93 80.61
UoT-3 80.38 80.39 80.54 80.39

Table 8: Results obtained using tweet expansion using
the training and Development datasets.

Run F1 A P R
UoT-1 82.87 82.86 83.17 82.68
UoT-2 80.70 80.69 81.18 80.69
UoT-3 74.45 74.44 75.01 74.44

Table 9: Official results in the leaderboard using the
output of our systems with the unlabeled testset.

Table 10 shows our best result among the partic-
ipating teams.

4 Discussion

Dialect Identification of a written text is uneasy
task. By going through tweets in the development
dataset, We found a considerable overlap between
regional dialects which is natural, for example Gulf
dialects usually overlap and are miss judged by
language models. for example, Saudi-Arabian di-
alect overlaps with Qatar, UAE, and Omani dialects.
And Maghrebi dialects such as Tunisian are falsely
judged as Algeria and Libyan tweets only; and Lev-
antine dialects such as Syrian are falsely judged as
Lebanese, Jordanian, and Palestinian tweets. The
best judgement was achieved on Moroccan dialect
with only 3 tweets judged as Tunisian and one as
Palestinian. False predicted tweets are usually short
and are hard for a human to judge. For instance,
"¼@Pð H. AJ. Ë @ Qº�" meaning "close the door behind
you", is a Kuwaiti tweet which is falsely judged as
Egyptian. This tweet can also be Libyan and it is
hard to detect its origin dialect. That is why our
approach was beneficial in clarifying such tweets.
Expanding tweets should be explored further. for
instance expanding the dataset with a combination
of only shorter tweets within the same dialect.

We expected that pre-processing would improve
identification as it cleans text, however, for di-
alects it did not. After deep analysis of the training
dataset, we realized that removing none Arabic
characters and normalization should be handled
carefully as there are several Arabic tweets written
in Farsi characters which fall out of the range of
Arabic characters. For example removing charac-

Team F1 A P R
NLPeople 87.27 87.22 87.37 87.22
rematchka 86.18 86.17 86.29 86.17
Arabitools 85.86 85.81 86.10 85.81
SANA 85.43 85.39 85.60 85.39
Frank 84.76 84.75 84.95 84.75
ISL-AAST 83.73 83.67 83.87 83.67
UoT 82.87 82.86 83.17 82.86
AIC 82.37 82.42 82.57 82.42
Cordyceps 82.17 82.14 82.57 82.14
DialectNLU 80.56 80.50 80.92 80.50
Mavericks 76.65 76.47 77.43 76.47
exa 70.72 71.03 72.26 71.03
IUNADI 70.22 70.78 71.32 70.78
NAYEL 63.09 63.39 63.30 63.39
ustdb 62.51 62.17 63.07 62.17
Frau. IAIS 29.91 33.14 38.47 31.39

Table 10: The leaderboard showing our scores in the
seventh position (UoT) among participating teams.

ters such as "À" which is used to represent "¼" in

the word " �IÂÊÓ" would leave the word " �H ÉÓ"
in the tweet. Such mistake should be corrected by
normalizing the letter "À" to "¼" in the tweets.

5 Conclusions

We used several machine learning classifiers and
pre-trained language models to identify Arabic
dialects. We also showed the affects of pre-
processing, stemming and sotpwords removal on
the identification results. our best results are ob-
tained using two pre-trained Models namely: the
MARBERTv2 Model and the AraBERT model. We
fine-tuned those models with an expanded version
of the training dataset. This approach resulted in
improving our baseline and put us in the seventh
position among 16 participating teams in the Fourth
Nuanced Arabic Dialect Identification Shared Task.

6 Limitations

Identifying Arabic dialects is a hard task as dialects
follow no standards in their structure. They also
share MSA phrases due to the fact that MSA is
the formal written language in the Arabic world.
Our approach of extending tweets improves dialect
detection, however, long tweets on a large dataset
requires large memory and computing power. For
example, when changing the setting of the maxi-
mum sequence length to 512 and using the combi-
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nation of all datasets provided by the organizers for
training, our models crashed due to memory short-
age. This was overcome by limiting the tweets
length to 256 to allow the model to run without
crashing.
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Abstract

Our system, submitted to the Nuanced Ara-
bic Dialect Identification (NADI-23), tack-
les the first sub-task: Closed Country-level
dialect identification. In this work, we pro-
pose a model that is based on an ensemble
of layer-wise fine-tuned BERT-based mod-
els. The proposed model ranked fourth out
of sixteen submissions, with an F1-macro
score of 85.43.

1 Introduction
Arabic is the national language of 25 countries
spoken by more than 372 million speakers1.
While Modern Standard Arabic (MSA) is the
formal written language and is used in speech in
a formal contexts such as in academia, official
communications, and education (Althobaiti,
2020), each country has its own culturally-
based dialect that is used in daily communi-
cation and informal situations (Elnagar et al.,
2021). Nowadays, within the evolution of vir-
tual communication technologies and the in-
tense popularity of social media platforms, di-
alectal Arabic has replaced MSA as the pri-
mary written form of Arabic to generate online
informal content. For example, users on so-
cial media share news, comment on political
and social events, and express opinions con-
cerning various aspects of life using their own
dialect. Accordingly, social media is an invalu-
able resource for harvesting huge amounts of
dialectal Arabic data which can be utilized in
numerous computational linguistics and Nat-
ural Language Processing (NLP) applications.
Due to variations between dialects in term of
vocabulary usage, meaning, and sense of given
words or phrase, automatic identification be-
tween unique dialects is a crucial component

1https://lingua.edu/the-most-spoken-languages-in-
the-world/

for improving several downstream applications
such as sentiment analysis, speech recognition,
and machine translation.

In order to increase the efficiency of Arabic
NLP, the Nuanced Arabic Dialect Identifica-
tion (NADI) shared task series are dedicated
to developing solutions for Arabic dialects iden-
tification and other related dialectal processes
(Abdul-Mageed et al., 2020, 2021b, 2022, 2023).
The majority of the works submitted to the
NADI-22 employed pre-trained BERT-based
models that are specifically trained on Arabic
corpus, such as MARBERT (Abdul-Mageed
et al., 2021a), ArabBERT (Antoun et al., 2020),
and AraGPT2 (Antoun et al., 2021) using
various tuning and data augmentation tech-
niques (Abdel-Salam, 2022; Shammary et al.,
2022). Other researchers, such as (AlShenaifi
and Azmi, 2022) and (Sobhy et al., 2022), used
classical machine learning algorithms with TF-
IDF and word embeddings. In this paper, fol-
lowing the first line of work, we present our
system submitted to the NADI-2023 shared
task (Abdul-Mageed et al., 2023). Specifically,
to address the first shared sub-task, our ap-
proach is based on an ensemble of layer-wise
BERT-based models. Each model is trained
independently by accessing hidden states from
a designated BERT layer and averaging them
to generate the final text embeddings.

This paper is organized as follows: Section 2
presents the dataset utilized in our work, Sec-
tion 3 introduces the proposed system for Ara-
bic dialect identification, Section 4 provides de-
tails experimental results and evaluation, Sec-
tion 5 discusses the model’s results and analyze
its errors, and finally, Section 6 summarizes
findings and possible future work.
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Model Freeze Embed-
dings

Fine Tuned
layers

layer 1 0.760 0.736
layer 2 0.799 0.778
layer 3 0.807 0.795
layer 4 0.819 0.799
layer 5 0.824 0.799
layer 6 0.824 0.803
layer 7 0.835 0.827
layer 8 0.841 0.826
layer 9 0.844 0.830
layer 10 0.855 0.840
layer 11 0.844 0.839

Table 1: The F1-score macro metrics that were
computed independently for each layer-wise model
on the development set.

2 Dataset
The NADI-2023 Shared Task provided the
TWT-23 dataset for the Arabic dialects identi-
fication task. The dataset contained a total of
23,400 tweets that included 18 Arabic dialects.
The dataset was categorized into 18K tweets
for training, 1800 tweets for development, and
3600 samples for testing. The training set con-
tained 1000 samples for each dialect class, and
the development set included 100 samples for
each target class.

3 System Description
Interpretability of pre-trained language mod-
els is an outstanding and active research area
in NLP. Various studies have been proposed
including studies that investigate and analyze
the model’s implicit representations across in-
termediate layers (Kakouros and O’Mahony,
2023; Song et al., 2022). Motivated by this line
of work, in this paper, we explore the potential
of the MARBERTv2 model (Abdul-Mageed
et al., 2021a)2, on Country-level dialects iden-
tification task. It should be noted that we also
tested other Arabic pre-trained models, such
as AraBERT; however, we achieved the best
results using MARBERTv2.

Specifically, during the training phase, we
fine-tuned 12 independent models based on
MARBERTv2. For each model, we chose a

2Arabic-based pre-trained BERT model that is pub-
licly available in the HuggingFace library (Wolf et al.,
2020)

Ensemble
Model

Freeze Em-
beddings

Fine Tuned
layers

layers(1-11) 0.865 0.851
layers(2-11) 0.865 0.853
layers(3-11) 0.867 0.856
layers(4-11) 0.866 0.856
layers(5-11) 0.870 0.854
layers(6-11) 0.874 0.857
layers(7-11) 0.870 0.857
layers(8-11) 0.872 0.850
layers(9-11) 0.870 0.850
layers(10-11) 0.865 0.853
layer(11) 0.844 0.839

Table 2: The results of F1-score macro metrics on
the development set for our ablation study, which
is based on an ensemble of the layer-based models.

Rank Team F1-Score Accuracy
1 NLPeople 87.27 87.22
2 rematchka 86.18 86.17
3 Arabitools 85.86 85.81
4 Our team 85.43 85.39

Table 3: Performance of the submitted systems on
the leaderboard of sub-task1

specific layer and averaged its hidden states to
generate the text embeddings, which then fed
through task-specific linear classifier to make
the final prediction. Furthermore, we experi-
mented with the model parameters to identify
which one to freeze during the fine-tuning, in
which the optimal results were obtained by
freezing the embeddings layer. During the vali-
dation phase, we used a soft voting ensemble
method and an ablation study, which we will
detail in Section 4.1, to determine the best
model. Hence, our final submission was an
ensemble of models from layers 6 to 11.

Experimental setup We mainly followed
the same experimental setups used in (Abdel-
Salam, 2022) to fine-tune the model with the
exception of the learning rate, weight decay
and sentence length, which was set to 2e-5,
1e-2, and 512, respectively. We trained the
model with a batch size of 8, for 10 epochs.
After each epoch, the model was evaluated on
the development set, and the best performant
parameters were saved.
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Figure 1: Confusion Matrix Heat-map for develop-
ment set classification.

4 Results

We evaluated the performance of our pro-
posed method on the dialects identification
task through a set of experiments to investi-
gate the impact of each layer on classifying the
18 dialects. Table 1 demonstrates the perfor-
mance of the layer-wise-based models on the
development set. The performance improved
with the higher layers. Notably, freezing the
embeddings during the fine-tuning yielded a
better overall performance. Also, averaging the
corresponding hidden states of layer 10 while
freezing the embeddings achieved the best re-
sult with an F1-score of 85.5%. In addition to
exploring the layer-wise models’ performance
independently, we used a soft voting ensemble
technique along with an ablation study to select
the combination of independent models that
yield the best performance on the development
set.

4.1 Ablation Study Result
The goal of an ablation study is to examine
the impact of removing components of an Arti-
ficial intelligence-based system on the system’s
performance (Zschech, 2022). We examine the
impact of different layer-based models on the fi-
nal model’s performance using a soft voting en-
semble, as shown in Table 2. Combining mod-
els trained on layers 1-11 results in the worst

Class Precision Recall F1
Algeria 0.97 0.90 0.93
Bahrain 0.76 0.81 0.79
Egypt 0.91 0.96 0.93
Iraq 0.93 0.93 0.93
Jordan 0.80 0.84 0.82
Kuwait 0.81 0.83 0.82
Lebanon 0.89 0.89 0.89
Libya 0.94 0.89 0.91
Morocco 0.94 0.95 0.95
Oman 0.92 0.87 0.89
Palestine 0.82 0.78 0.80
Qatar 0.84 0.77 0.80
KSA 0.75 0.86 0.80
Sudan 0.99 0.95 0.97
Syria 0.87 0.85 0.86
Tunisia 0.95 0.94 0.94
UAE 0.76 0.78 0.77
Yemen 0.93 0.92 0.92

Table 4: F1-score, recall, and precision breakdown
of how well the model performs for each individual
class.

performance; however, removing lower-layer-
trained models improved the results. Also,
the performance slightly decreased when us-
ing models trained only on higher layers (8, 9,
10, and 11). The best results were obtained
with an ensemble of models that trained on
layers 6 through 11, with an F1-score of 0.874
when embeddings were frozen and 0.857 when
embeddings were included in the fine-tuning.

Testing Phase: Table 3 shows the perfor-
mance of our system submitted to the NADI-
2023 shared task: closed country-level dialect
identification compared to the top 3 systems.

5 Error Analysis and Discussion
Table 4 shows a detailed evaluation of the
model’s performance across the 18 distinct
classes. Precision values are relatively high
at 0.80 for most of the classes. This indicates
a strong overall performance, except for the
KSA and UAE dialects, where the precision
falls under 0.80. Conversely, recall values have
less variation. The Algeria, Egypt, Iraq, Mo-
rocco, Sudan, and Tunisia classes have high
recall rate, which reflects the models’ abilities
to capture instances from these classes. The
F1-score results show the model’s strong per-
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True
Label

Predicted
Label

Text English

Egypt KSA ههكسفنعميبحاصايلا No, my friend, with yourself
Egypt Libya هيفطيلجارهيفوكشورونيلجارهيف There is a man who lights up your face,

and there is a man who extinguishes it
Oman KSA هرمهوهقاهوطع Give her bitter coffee
Yemen KSA اهترشندقلااويطبكدنعتنلانكمي Maybe your internet is slow or else you

have already posted it
Pales-
tine

KSA ءامنمهطقنمكويموهردوبيطح
دعبوفشنيلكهجوعهيطحورهزلا
اركشوهرتافيمبهيلسغوهيتكفشنبام
اوفعياب

Apply some powder and water, and a few
drops of blossom water on your face. Let
it dry, and once it dries, peel it off and
wash with water. Thank you, bye, you’re
welcome

Qatar Kuwait ناحتملااهلوهسنممدصنااركببراي
لدعهلاحوهسناتسمعلطاو

Dear God, I hope that tomorrow I’ll be
surprised by how easy the exam is, and
I’ll come out happy and in a good mood.

Oman UAE ااذهيفاذهلخدوش What does this have to do with that
Libya Morocco سيفشمهاررتيوتهرياطيهواهمهفا

يتحارعبتكنشاب
I understand that this is Twitter not Face-
book to write my mind.

Syria Lebanon وبجاعادحاموودبريبكلاوودبريغصلا
ولاح

The young one wants, and the old one
wants, and no one is pleased.

Jordan Palestine ماودلاعهفيكميلاحلمعدبيط Alright, I’ll pretend to be cool at work.

Table 5: Examples of Incorrect Predictions from the Development Set.

formance, with most of the classes achieving
score of 0.80 or higher.

Figure 1 shows a heat-map of confusion ma-
trix for the development set to further analyze
the margin of error in the model’s predictions.
In general, with minor exceptions, the model
seems to perform well for most of the classes.
For example, the model preforms well at pre-
dicting instances for Egypt, Morocco, and Su-
dan classes, with true positive exceeding 95
instances. Conversely, the number of true pos-
itives are as low as 79 instances or less when
predicting instances for the Palestine, UAE,
and Qatar classes.

To further analyse, Table 5 shows examples
from the development set that our model failed
to predict correctly. We observed that the
errors of the models of False Positive (FP) and
False Negative (FN) fall in one of the following
categories:

Missing of diacritics: In Arabic, while
different Arabic dialects share common linguis-
tic features, differences remain in the usage
of the vocabulary and its meaning. Diacritics
plays a crucial role in disambiguate the senses,
meanings, and semantics of Arabic language

(Matrane et al., 2023; Almuqren and Cristea,
2016; Azmi and Almajed, 2015). We hypoth-
esize that adding diacritics may improve the
model’s performance in predicting the dialect
of a given text. To illustrate more, the first
two examples in Table 5 presents this case of
ambiguity which might be resolved by diacrit-
ics. As can be seen from the confusion matrix,
the Egypt class has the least number of FN.
We noted that correctly classifying these exam-
ples is challenging, even for humans, using the
written text only without any context. How-
ever, for example, adding diacritics to the word
” يبحاص SAHby”, which translate in English to
”My friend”, might help the model to identify
the correct class. In particular, in the Egyptian
dialect this word would be pronounced with the
following diacritics ” يِبَحَاص SAHabayi”, where
in the KSA dialect it would be pronounced
with the following diacritics ” يِبَحِاص SAHibayi”.
Including diacritics may also resolve the ambi-
guity in the second example, where the words
” لجار rAjl and روني ynwr” in the example, which
translate respectively to ”man” and ”lights up”,
pronounced differently in both Egyptian and
Libyan dialects.
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Regional Varieties: Among the 18 dialects
classes, the KSA class has the largest variety
of dialects due to the geographical diversity
and historical migration of people from differ-
ent linguistic backgrounds. Thus, the East
region of KSA tends to share a lot of linguis-
tic similarities with Egypt, while the Southern
region share similarities with Yemen, the North-
ern region is similar to the Levantine dialect
(this includes: Syria, Jordan, Palestine, and
Lebanon), and the Middle and Western regions
congruent with rest of Gulf countries (Bayazed
et al., 2020). Also, according to (Alruily, 2020),
the majority of most active twitter users are
from KSA. Hence, we believe that these factors
affected the performance of our model, as the
majority of the FP predictions were a result
of flawed prediction where other classes were
categorized as KSA, examples 3� 5 in Table 5.

Dialects Family: We noted that most of
the FP and FN between classes occur among
dialects that belong to the same family, or
regional varieties of a given dialect. For ex-
ample, many of the FP and FN occurred in
the Gulf dialects family, which includes UAE,
Qatar, Bahrain, Kuwait, Oman, Iraq, and cer-
tain parts of KSA. This also evident in ex-
amples from the Levantine and North African
dialects family, example 6 � 10 in Table 5.

6 Conclusion

This work describes our proposed system to au-
tomatically identifying dialectal Arabic, which
has been submitted to the NADI-2023 shared
task. The proposed system leveraged the inter-
mediate layers of the pre-trained MARBERTv2
in identifying the Arabic dialects instead of re-
lying on the final layer for text representation.
The proposed layer-wise BERT-based models
demonstrate a strong overall performance in
distinguishing 18 Arabic dialects, achieving an
F1 score of 87% on the development set and
85% on the test set. Furthermore, we analyzed
the performance of our model and discuss the
factors that caused FP and FN predictions.
Hence, further elaboration could be followed to
study the impact of using diacritics on model
performance.
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Abstract

Arabic dialects have extensive global usage
owing to their significance and the vast num-
ber of Arabic speakers. However, technolog-
ical progress and globalization are leading to
significant transformations within Arabic di-
alects. They are acquiring new characteris-
tics involving novel vocabulary and integrat-
ing linguistic elements from diverse dialects.
Consequently, sentiment analysis of these di-
alects is becoming more challenging. This
study categorizes dialects among 18 countries,
as introduced by the Nuanced Arabic Dialect
Identification (NADI) shared task competition.
The study approach incorporates the utilization
of the MARBERT and MARBERT v2 mod-
els with a fine tunning processes. The find-
ings reveal that the most effective model is
achieved by applying averaging and concate-
nation to the hidden layers of MARBERT v2,
followed by feeding the resulting output into
convolutional layers.Furthermore, employing
the ensemble method on various methods en-
hances the model’s performance. Our system
secures the 6th position among the top perform-
ers in the First subtask, achieving an F1 score
of 83.73%.

1 Introduction

The Arabic region encompasses numerous cul-
tures, each characterized by dialectal variations
influenced by historical, geographical, and
sociopolitical factors (Bouamor et al., 2014).
While this variety showcases the region’s cultural
wealth, it creates difficulties when analyzing
Arabic information, especially on social media
networks. Moreover, the rapid evolution of the
language in the digital age and the widespread use
of social media are presenting a new era for the
Arabic language. Modern communication tools
are enabling speakers of various Arabic dialects to
interact globally. This interaction is leading to a
dynamic evolution of the language, characterized

by the emergence of new vocabulary, slang, and
expressions (Darvin, 2016). The continuous
generation of new words and language adaptations
is presenting a unique challenge for linguistic
analysis. Therefore, Modern Standard Arabic has
a disequilibrium between preserving tradition and
adjusting to the demands of modern communi-
cation. Moreover, Arabic dialect identification
plays a pivotal role in understanding regional
language variations on social media. Improving
this task has implications for cultural preservation,
social analysis, and natural language processing
technology. However, the presence of diverse
Arabic dialects with distinct linguistic traits can
pose challenges in analyzing and interpreting
social media content (Salameh et al., 2018). People
from different regions might use completely
different words to express the same concepts.

Recent advancements in Arabic Dialect Identi-
fication research have been notable, with various
studies addressing the intricate nuances of Arabic
dialects. The MADAR shared task on fine-grained
dialect identification (Bouamor et al., 2019)
delved into sub-dialect distinctions, highlighting
the complexity of Arabic language variations.
Machine Translation of Arabic Dialects (Salloum,
2018) focused on adapting translation models to
handle dialect-specific expressions, facilitating
communication across dialect differences. More-
over, efforts in the Automatic Identification of
Arabic Dialects in Social Media (Sadat et al.,
2014) utilized natural language processing and
machine learning to automate dialect recognition,
revealing regional language trends online. Various
methods, including feature extraction and machine
learning algorithms (Zaidan and Callison-Burch,
2014), have contributed to improving automated
dialect identification accuracy and uncovering the
rich diversity of Arabic dialects. In the recent
NADI shared task series (Abdul-Mageed et al.,
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2020b, 2021, 2022), teams employed a range
of approaches, including traditional methods
like SVM with TF-IDF (Nayel et al., 2021),
customized Bert-based models (AlKhamissi et al.,
2021), and deep learning techniques with models
like MARBERT and AraBERT (Messaoudi et al.,
2022; Abdel-Salam, 2022; Attieh and Hassan,
2022). These efforts collectively contribute to
the advancement of Arabic dialect identification,
showcasing diverse methodologies and approaches
in the field.

In this research, we aim to enhance the F1 score
of Arabic dialect identification, provided by NADI
shared task 2023 (Abdul-Mageed et al., 2023),
by investigating the impact of various model
enhancements. our study conducts a series of
experiments using MARBERT and MARBERT v2
models (Abdul-Mageed et al., 2020a), involving
various techniques. This approach includes
concatenating hidden layers (Devlin et al., 2018)
and processing the resulting outputs using CNN
layers (Jacovi et al., 2018), BILSTM models
(Graves et al., 2005), or a combination of BILSTM
and CNN. Additionally, Experiments involve
adapters with the MARBERT model (Pfeiffer
et al., 2020). Finally, to maximize our results, our
work utilizes ensemble methods that combine the
outcomes of the majority of these experiments (Re
and Valentini, 2012).

The rest of the paper is organized as follows: pro-
viding the dataset and its preparation are presented
in Section 2. In Section 3, we explain the method-
ologies employed for Arabic Dialect Identification.
Subsequently, Section 4 presents the results of our
model’s performance, including an analysis of our
findings. In Section 6, we summarize and conclude
our findings.

Figure 1: Pre-processing steps on the dataset

2 Data

2.1 Dataset Description

The presented approach utilized the training and
validation data provided by the task organizers
(Abdul-Mageed et al., 2023). The training set
for Subtask 1 consists of around 18,000 tweets
with 18 different labels representing 18 country
dialects. While the development set consists of
1,800 labeled tweets. The submitted results were
evaluated on a test set consisting of 3,600 tweets
covering 18 country-level dialects.

2.2 Dataset Pre-processing

The dataset pre-processing is shown in Figure
1. The initial steps involved removing diacritics,
which are modifications to Arabic characters.
Subsequently, specific words were removed, such
as mentions of users, URLs, and numerical values.
Additionally, elongated characters were normal-
ized to a single occurrence of the represented
character. Emojis were also removed from the
text. To further enhance the text, a series of
processes were applied. Non-Arabic characters
and redundant spaces were eliminated. Stemming
or Lemmatization was not performed due to
the intricacies of the Arabic language. These
linguistic intricacies include the rich morphology
and variability in Arabic dialects, where words
may undergo significant changes in form and
structure. Applying stemming or lemmatization
involves reducing words to their root or base form.
By observation, it could potentially result in the
loss of valuable dialect-specific information and
hinder the accuracy of the classification process.
Finally, the text was tokenized by MARBERT and
MARBERTv2 tokenizer utilizing the Transformers
library.

3 System Description

This study conducted comprehensive experiments
to explore various modifications to our baseline
models, MARBERT and MARBERTv2 (Abdul-
Mageed et al., 2020a), as detailed in Table 1. We
maintained a constant batch size of 64 throughout
our experiments and conducted 15 epochs, saving
the epoch with the best F1 score by using early
stopping. The Adam optimizer (Jais et al., 2019)
and Cross Entropy Loss (Smith and Johnson, 2022)
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Experiment Description Test Dev
Accuracy(%) F1(%) Accuracy(%) F1(%)

Exp.1 MARBERT+ adapter
(LR=2e-5)

74.78 74.63 76.06 75.76

Exp.2 MARBERTv2+ adapter
(LR=2e-5)

73.58 73.35 75.20 75.01

Exp.3 MARBERT(LR=2e-5) 79.86 80.03 81.61 81.86
Exp.4 MARBERTV2(LR=2e-5) 79.06 79.14 81.11 81.18
Exp.5 MARBERT (last 4 Layers

Conc.)(LR=2e-5)
78.39 78.36 79.94 79.87

Exp.6 MARBERTv2( last 4 Lay-
ers Conc.) (LR=2e-5)

80.28 80.33 82.44 82.56

Exp.7 MARBERT (average lay-
ers 4-7 and conc. output
with last 4 layers)(LR=2e-
5)

79.86 80.03 80.61 80.72

Exp.8 MARBERTv2 ((average
layers 4-7 and conc. out-
put with last 4 layers)
(LR=2e-5)

80.83 80.94 81.61 81.86

Exp.9 Repeat Exp.7 + utilizing
1 Conv. Filter(kernel
size=5) + MP (LR=2e-5)

81.50 80.83 81.83 81.91

Exp.10 Repeat Exp.8+ utilizing
1 Conv. Filter(kernel
size=5)+ MP (LR=2e-5)

81.47 81.43 82.56 82.51

Exp.11 Repeat Exp.7 + BILSTM
as classifier (LR=2e-5)

77.72 77.84 78.44 78.33

Exp.12 Repeat Exp.7 +BILSTM
+ 1 Conv. Filter(kernel
size=5) + MP (LR=2e-5)

78.36 78.49 79.11 79.30

Exp.13 Repeat Exp.7 +3 Conv.
Filters: kernel sizes(5,4,3)
+ MP (LR=1e-5)

79.86 80.00 81.83 81.91

Exp.14 Repeat Exp.7 +3 Conv.
Filters:kernel sizes(10,8,6)
+ MP (LR=1e-5)

81.56 81.67 83.06 83.14

Exp.15 Repeat Exp.7 +3 Conv.
Filters: kernel sizes(7,7,7)
+ MP (LR=1e-5)

81.64 81.64 82.72 82.84

Exp.16 Repeat Exp.7 +3
Conv. Filters:kernel
sizes(12,10,8) + MP
(LR=1e-5)

80.72 80.83 81.61 81.86

Exp.17 Voting Ensemble(Exp 3-
16)

83.67 83.73 85.20 85.27

Exp.18 Average Ensemble(Exp 3-
16)

83.31 83.36 84.11 84.16

Table 1: Experimental Results for Different Models on Test and Dev Datasets(Abbreviations: F1 - F1-score, MP -
Maxpooling, Conc. - Concatenate, Conv. - Convolution)
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were utilized in all cases. Learning rates (LR) var-
ied by experimental setup between 1e-5 and 2e-5.
Let us delve into more details about each of the 18
different experiments (Exp.) and their significance
within this study:

Figure 2: Best Model architecture

3.1 Adapters for MARBERT and
MARBERTv2 (Exp.1 and Exp.2)

These experiments explored the impact of adding
adapters to the baseline models, MARBERT and
MARBERTv2. Adapters are specialized neural
network modules added to the models to fine-tune
their performance for specific tasks (Pfeiffer et al.,
2020) .

3.2 Layer Concatenation (Exp.5 and Exp.6)
In these experiments, the study investigated the
concatenation of the last four layers of BERT-Base
(Devlin et al., 2018), MARBERT and MARBERT
v2 (Abdul-Mageed et al., 2020a). This approach
aimed to capture and combine features from
different model layers, potentially improving its
representation learning capabilities.

3.3 Average Layer 4-7 and Concatenation
(Exp.7 and Exp.8)

Experiments 7 and 8 focused on taking an average
of layers 4-7 and concatenating it with the last
four layers of the models, MARBERT and
MARBERTv2, respectively. This approach aimed
to leverage layer stacking for enhanced model
performance. The results provide insights into the

combined impact of these modifications for each
model.

3.4 Convolutional Layers with Varying Kernel
Sizes (Exp.9 to Exp.16)

These experiments introduced leveraging a
series of convolutional layers with varying filter
sizes. The ReLU activation function was used
within these convolutional layers to introduce
non-linearity and enhance the model’s capacity
to learn complex representations. Following
the convolutional layers, max-pooling layers
(MaxPool1D) were utilized to reduce the spatial
dimensions of the feature maps. The size of the
pooling window was determined dynamically
based on the length of the convolutional filter.
Specifically, the filter size of the last convolutional
layer was subtracted from the sequence length, and
the result was then added to the stride value. The
outputs of these convolutional and max-pooling
layers were then flattened. Subsequently, a fully
connected dense layer was employed to process the
sentence embedding further. (Jacovi et al., 2018).

3.5 Bidirectional LSTM (Exp.11)

Experiment 11 involved adding Bidirectional
Long Short-Term Memory (BILSTM) layers as
a classifier layer for the MARBERTv2 model.
BILSTM layers process input sequences in both
forward and backward directions, potentially
capturing dependencies in the data more effectively
(Graves et al., 2005).

3.6 Ensemble Methods (Exp.17 and Exp.18)

These experiments leveraged ensemble methods
to enhance model performance further (Re and
Valentini, 2012). The Voting Ensemble (Exp.17)
and Average Ensemble (Exp.18) combine the
outputs of multiple experiments (Exp.3 to Exp.16)
to make predictions. The Voting Ensemble
considers the majority or weighted votes, while
the Average Ensemble computes the mean of
probabilities for predictions.

4 Results and discussion

We present a summary of our experimentation
and evaluation of various model enhancements, as
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Figure 3: Confusion Matrix for DEV set: voting Ensem-
ble method

reported in Table 1. With a particular emphasis on
the F1-score, each experiment assesses the perfor-
mance achieved by adapting and modifying the
baseline models, MARBERT and MARBERTv2.

In our extensive series of experiments, we
conduct an exploration of various model en-
hancements with a primary focus on optimizing
F1 scores. Among these experiments, Exp.14
showcases the best results as a standalone model.
As shown in Figure 2, this model is built upon
the foundation of Exp.7 with the addition of
three convolution filters (kernel sizes: 10, 8, 6),
followed by max-pooling, and also demonstrates
robustness with an impressive F1-score of 81.67%
on the test dataset. These results emphasize
the significance of spatial feature extraction in
text classification tasks. Regarding our method-
ological approach, Exp.17 represents the most
effective method. It serves as our submission and
leverages ensemble techniques to combine the
predictions of multiple models. This ensemble
method significantly outperforms individual mod-
els, achieving outstanding F1-scores of 85.27%
for the DEV dataset and 83.73% for the test dataset.

Notably, we observe instances of misclassifi-
cation between the two classes, notably between
Jordan and Palestine, as well as between Kuwait
and Bahrain, as illustrated in Figure 3. These
misclassifications can be attributed to several
factors, including historical, cultural, and linguistic
nuances that may pose challenges for natural
language processing models. The misclassification
of content related to Kuwait and Bahrain is a result
of shared geographical proximity and cultural ties,
leading to overlapping themes and terminology

in text data. These overlapping characteristics
can cause our models to occasionally struggle in
correctly differentiating between the two, resulting
in fluctuations in classification performance. These
observed misclassifications underscore the need
for continued research and model refinement,
especially when dealing with regions or topics
characterized by subtle distinctions. Addressing
such complexities will contribute to improving the
accuracy and robustness of models in handling
cases with inherent challenges like those presented
by Jordan vs. Palestine and Kuwait vs. Bahrain.

With more time available, we will delve into
training on larger datasets. Additionally, our study
will explore the use of different loss functions
for various hyperparameters and incorporate
additional ensemble methods such as stacking,
bagging, boosting, random forests, AdaBoost, and
gradient boosting.

5 Conclusion

Overall, This paper outlines our methods for
solving Nuanced Arabic Dialect Identification
(NADI) shared task 2023 subtask-1. The extensive
experimentation and analysis highlighted the
nuanced nature of model enhancements and adapta-
tions. Some modifications, like layer concatenation
and the addition of convolution layers, exhibited
clear benefits. On the other hand, adapters had
more limited impacts. Additionally, ensemble
methods emerged as a powerful tool for boosting
the score. These findings emphasize the need
for a thoughtful and data-driven approach when
fine-tuning models for specific tasks and domains
in natural language processing. Our system ranks
in the 6th best spots of the leaderboards of the
first subtask with an F1-score of 83.73%. Future
research directions include investigating the impact
of larger training datasets on model performance.

6 Limitations

We focused on MARBERT and MARBERTv2
models without comparing them to alternative mod-
els. Furthermore, we should have leveraged the ad-
vantages of more extensive datasets and various hy-
perparameters. However, a significant strength of
our study lies in exploring the integration of trans-
formers with deep-learning models and adapters.
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Abstract

We present our system designed for Subtask
1 in the shared task NADI on Arabic Dialect
Identification, which is part of ARABICNLP
2023. In our approach, we utilized models
such as: MARBERT, MARBERTv2 (A) and
MARBERTv2 (B). Subsequently, we created a
majority-voting ensemble of these models. We
used MARBERTv2 with different hyperparam-
eters, which significantly improved the overall
performance of the ensemble model. In terms
of performance, our system achieved a compet-
itive an F1 score of 84.76. Overall, our system
secured the 5th position out of 16 participating
teams.

1 Introduction

The Arabic language, with its vast and varied
tapestry of dialects, offers a mesmerizing blend
of history, culture and linguistic evolution. Each di-
alect, from the mellifluous notes of Levantine to the
rhythmic cadences of Maghrebi, narrates a unique
story of its people, their journeys, and their experi-
ences. However, such linguistic richness often goes
unnoticed, overshadowed by mainstream dialects
and a lack of comprehensive research tools. The
persistent gaps in our understanding, exacerbated
by limited resources, such as datasets, have made
the exploration of these dialects both a challenge
and a treasure hunt for researchers (Althobaiti,
2020).

In response to this, the series of nuanced Arabic
dialect identification (NADI) shared tasks, initi-
ated by (Abdul-Mageed et al., 2020b), emerged
as a beacon of hope, spotlighting lesser studied di-
alects. Over the years 2020 (Abdul-Mageed et al.,
2020b), 2021 (Abdul-Mageed et al., 2021), and
2022 (Abdul-Mageed et al., 2022), NADI provided
invaluable datasets and created a vibrant platform
where scholars and enthusiasts could exchange
insights, challenge conventional methodologies,
and ignite renewed interest in dialect identification.

This discipline, which is based on determining the
variety of sources of textual or spoken content, has
now become central to understanding the rich fab-
ric of the Arabic linguistic diversity.

The subtask can be formulated as follows:
Identify the specific country-level dialect of a

given Arabic tweet.
This task is armed with the novel TWT-

2023 dataset, which covers 18 mesmerizing di-
alects, and is supplemented by external datasets
such as NADI-2020-TWT, NADI-2021-TWT and
MADAR-2018 (Bouamor et al., 2018).

Our contributions are as follows:

• We propose an automated system based on
the majority-voting ensemble that uses MAR-
BERT (Abdul-Mageed et al., 2020a), MAR-
BERTv2 (A) and MARBERTv2 (B) for the
Dialect Identification.

• We compare the performance of MARBERT,
MARBERTv2 (A) and MARBERTv2 (B).

In Section 2, we outline previous and more re-
cent studies on dialect identification. In Section 3,
we illustrate a thorough examination of the dataset.
In Section 4 we describe the system and the re-
sults. Lastly, Section 5 presents our conclusion and
proposes potential avenues for future research.

2 Related Work

Arabic exists in three main forms: Classical Arabic
(CA), Modern Standard Arabic (MSA), and Di-
alectal Arabic (DA). Although CA and MSA have
been thoroughly explored in previous research, in-
terest in DA has recently risen due to limited re-
sources (Holes, 2004; Brustad, 2000).

The initial research on DA was regional (Gadalla
and ElMaraghy, 1997; Diab et al., 2010), later
expanding to multi-dialectal studies (Zaidan
and Callison-Burch, 2011; Elfardy et al., 2014;
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Figure 1: Statistics about tweets distribution in train and development sets.

Bouamor et al., 2014). The VarDial workshop high-
lighted the identification of dialects using acoustic
and phonetic traits (Zampieri et al., 2017).

MADAR (Bouamor et al., 2018) provided en-
riched dialect data, but faced authenticity questions
in online contexts. Recent work has taken advan-
tage of the vast Twitter datasets (Mubarak and Dar-
wish, 2014; Abdelali et al., 2021), with Althobaiti
(2022) introducing an unsupervised dialect-tagging
approach. Further, Abdul-Mageed et al. (2020b)
investigated city-specific dialect variations.

NADI’s initiatives produced notable datasets on
Arabic dialect identification, including a detailed
review by Althobaiti (2020). NADI 2020 collabo-
rated with WANLP 2020, leading to the categoriza-
tion of dialects from 21 Arab countries via Twitter.
NADI 2021, in association with WANLP 2021, im-
proved its dataset, distinguishing between MSA
and DA. This led to the development of four spe-
cific subtasks (Abdul-Mageed et al., 2021). In
NADI 2022, the focus had shifted to sentiment anal-
ysis of data tagged with dialects. In particular, Al-
sudais et al. (2022) integrated the MADAR and
NADI datasets into their research. Lastly, NADI
2023 introduced three subtasks: country-level di-
alect identification and closed- and open-speech
machine translation from four dialects to MSA.

3 Data

This section provides a detailed explanation of the
dataset made available by the NADI shared task
organizers.

Data Attributes:
• ID: A numerical index assigned to each data

point.

• Tweet: An Arabic tweet written in various
dialects.

• Label: Indicates the specific dialect corre-
sponding to one of the 18 countries (e.g., UAE,
Morocco, etc.).

Dataset Size:
The statistics of the dataset for this task are de-

tailed in Figure 2. In total we have slightly more
than 28K. We used an external dataset from the
set, which is provided by organizers (NADI-2021-
TWT). The distribution of labels within the training
and development sets can be seen in Figure 1. In
particular, the dataset has a balanced distribution.

4 System Description and Results

4.1 System Description
For evaluation, we use the official evaluation scor-
ers provided for the shared task. The primary mea-
sure for our subtask is an F1 score. Our model was
executed on 2 NVIDIA Tesla T4 (16GB) GPU.
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Figure 2: Statistics about tweets distribution in
train/development/test sets.

We take advantage of the majority vote technique
in ensemble learning as an alternative method (Di-
etterich et al., 2002; Sagi and Rokach, 2018; Zhu
et al., 2021). We opted for the majority-voting en-
semble due to our balanced dataset. This technique
aggregates predictions from multiple models for a
given input. The architecture is shown in Figure 3,
where the final prediction is derived from the class
or result that receives the majority vote from the en-
semble (Da San Martino et al., 2023; Azizov et al.,
2023; Barrón-Cedeño et al., 2023a,b).

Consider m classifiers, C1, C2, . . . , Cm, predict-
ing the class label for an input x as P1, P2, . . . , Pm.
The majority-voting classifier gives the final class
label, Pf , based on the most frequent prediction:

Pf = mode(P1, P2, . . . , Pm) (1)

For our task, we opt for hard voting, addressing
concerns of classifier calibration and avoiding po-
tential overconfidence in predictions. This ensures
that the majority consensus dictates the final pre-
diction. Although our method relies on the most
reliable framework in the case of varying model
predictions.

The following is the experimental setup for our
models:

MARBERT: This model was trained for 1 epoch
using a learning rate of 5e-5 and a weight decay of
0.001.

MARBERTv2 (A): MARBERTv2 was trained
for 2 epochs with a weight decay of 0.0.

MARBERTv2 (B): This version of MAR-
BERTv2 was trained for 2 epochs with a weight
decay of 0.001.

Figure 3: Majority voting architecture. Source:
www.researchgate.net

Unless specified otherwise, all other hyperpa-
rameters were kept at their default values.

All these mentioned models were combined us-
ing the architecture shown in Figure 3. In case of
differing predictions across all three models, we
prioritize the prediction MARBERTv2 (B) due to
its superior performance.

To maximize performance, we used a cus-
tomized training approach in our study with three
model versions (MARBERT, MARBERT A, and
MARBERT B). The models showed inherent simi-
larities, but different optimal training epochs were
identified: MARBERT peaked at the first epoch,
whereas both MARBERT A and MARBERT B per-
formed optimally in the second epoch. To avoid
overfitting, training was stopped in these instances.

4.2 Results

In this section, we discuss the results of our models.
We experimented with the development set,

since we used it as a test set, and from the train
set we cut 10% out of the total tweets for the devel-
opment set.

MARBERT vs. MARBERTv2 (A): A com-
parison between the original MARBERT model
and its first variant MARBERTv2 (A) shows no-
ticeable improvements in all measures in the lat-
ter. An F1 score sees an increase of 1.99 percent-
age points, moving from 82.40 in MARBERT to
84.39 in MARBERTv2 (A). Similarly, the preci-
sion in MARBERTv2 (A) is higher by 2.14 per-
centage points than the original MARBERT, which
is 84.73.

MARBERTv2 (A) vs. MARBERTv2 (B):
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F1 Score Accuracy Precision Recall

MARBERT 82.40 82.38 82.59 82.38
MARBERTv2 (A) 84.39 84.33 84.73 84.33
MARBERTv2 (B) 84.44 84.38 84.72 84.38
Majority voting 85.90 85.83 86.12 85.83

Table 1: Experimental results of our frameworks on development set.

When comparing the two versions of MAR-
BERTv2, the improvements in the (B) version, al-
though modest, are discernible. An F1 score is
marginally better by 0.05 percentage points in the
(B) version. The precision in MARBERTv2 (B) is
nearly the same as its counterpart (A), but sees a
tiny decrease of 0.01 percentage points. This sug-
gests that the adjustments made between the two
versions of MARBERTv2 led to slight improve-
ments in certain areas, but had a negligible impact
on precision.

MARBERTv2 (B) vs. Majority Voting: The
ensemble model, using a majority voting ap-
proach, clearly outshines the best performing
MARBERTv2 version. An F1 score in the ma-
jority voting approach is higher by a significant
1.46 percentage points compared to MARBERTv2
(B). The precision is also improved in the majority
voting method by 1.4 percentage points, making it
the most precise model among the ones evaluated.

Overall Observations: Across the board, each
subsequent version of the model or approach ap-
pears to bring about performance improvements,
with the majority-voting method standing out as
the most effective.

Based on the leaderboard results, we secured the
fifth rank. Our achieved an F1 score is 84.76. For
other evaluation measures, we recorded an accu-
racy of 84.75, a precision of 84.95, and a recall of
84.75.

5 Conclusion and Future Work

In this paper, we discussed our approach for sub-
task 1 of the shared task NADI in Arabic Dialect
Identification. We used the majority-voting ensem-
ble with the MARBERT and MARBERTv2 (A)
and MARBERTv2 (B) models and according to the
official leaderboard results, our system achieved an
F1 score of 84.76 outperforming two-thirds of the
participating teams. We also detailed a series of
experiments and made comparisons of our models
with a majority-voting ensemble.

In future work, we plan to enhance our ensemble
approach with advanced transformer architectures
(e.g., mBERT and XLM-RoBERTa) and data aug-
mentation specific to Arabic dialects (e.g., back-
translation or dialectical synonym replacement).
Moreover, we would like to investigate classifier
calibration and soft voting.
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Abstract

This paper presents the approach of the NLPeo-
ple team to the Nuanced Arabic Dialect Iden-
tification (NADI) 2023 shared task. Subtask 1
involves identifying the dialect of a source text
at the country level. Our approach to Subtask 1
makes use of language-specific language mod-
els, a clustering and retrieval method to pro-
vide additional context to a target sentence, a
fine-tuning strategy which makes use of the pro-
vided data from the 2020 and 2021 shared tasks,
and finally, ensembling over the predictions of
multiple models. Our submission achieves a
macro-averaged F1 score of 87.27, ranking 1st
among the other participants in the task.

1 Introduction

The task of dialect identification involves predict-
ing the source variety of a given text or speech
segment. Recently, there have been a number of
shared tasks that have focused on predicting the
nuanced dialects of Arabic (Abdul-Mageed et al.,
2020, 2021, 2022). Arabic can be broadly cate-
gorised into the following three languages: Classi-
cal Arabic (CA), Modern Standard Arabic (MSA),
and Dialectal Arabic (DA), where DA can be fur-
ther sub-categorised based on the geographic re-
gion where it is spoken.

Arabic dialect identification represents a chal-
lenging task for a number of reasons. Firstly,
Arabic languages exhibit rich morphology, where
words are highly-inflected, which can lead to issues
related to data sparsity. Another challenge present
in the NADI shared tasks, is that the text to be clas-
sified consists of tweets, a form of user-generated
content (UGC). As pointed out by Cassidy et al.
(2022), UGC contains features not typically found
in other forms of text data such as spoken language
and standardised written language. For instance,
UGC in the form of tweets tend to be short, ex-
hibit non-standard use of grammar, and contain
increased usage of emojis and abbreviated text.

This paper describes the NLPeople submission
to the 2023 NADI shared task (Abdul-Mageed
et al., 2023). In order to deal with the challenge of
Arabic dialect identification, we develop a system
which makes use of the following components:

• Language-specific language models: We
utilise language models trained on Arabic and
Arabic UGC.

• Additional context retrieval: We retrieve
similar texts from a reference set for a given
target text and append the retrieved text and
corresponding labels as additional input.

• Staged fine-tuning on additional data: We
first perform generic fine-tuning on the 2020
and 2021 data that was made available to par-
ticipants, followed by a final round of fine-
tuning on the 2023 data.

• Model ensembling: We combine the predic-
tions of numerous models.

We empirically show that each of these compo-
nents improves upon the metric of macro-averaged
F1 score over the included dialects. Overall, our
results rank 1st among 16 participants with a macro-
averaged F1 score of 87.27.

2 Dataset

The label distribution of the used datasets are given
in Figure 1. For the NADI-2023 data, a total of 18
country-level labels are present, and the training
and development data have an equal distribution of
1000 and 100 labels, respectively. Additionally, we
include the NADI-2020 and NADI-2021 datasets
that were released by the shared task organisers
as additional data for training our models. These
datasets exhibit an imbalanced label distribution
compared to the NADI-2023 data, with the UAE
label being absent, and certain dialects such as
Bahranian and Qatari being less represented than
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dialects such as Egyptian and Saudi Arabian. The
total number of unlabelled instances in the 2023
test set is 3600.

Figure 1: Number of instances per dialect across the
2023, 2021 and 2020 training data.

3 System Description

3.1 Initial System
In this section we discuss the NLPeople system.
At its core, our model relies on a Transformer en-
coder model (Vaswani et al., 2017) to encode a
sequence of words into a sequence of hidden states,
which are passed to a feedforward network to pre-
dict the label. More formally, given a sentence
X = x1, . . . , xn containing n words, a pre-trained
language model LM is used to extract features
[xlCLS , x

l
1, . . . , x

l
n] = LM l([CLS], x1, . . . , xn),

where l is the last layer of the encoder, and xli is the
layer-l vector corresponding to the first word-piece
in the word xi. We take the output vector corre-
sponding to the special [CLS] token xlCLS and pass
this vector into a two-layer feedforward network to
produce scores for all possible tags.

Model hyperparameters are given in Table 1.
The models were trained on an NVIDIA A100 GPU
with 80GB of VRAM. Training took around 1.5
hours for the 2023 training data.

Hyperparameter Value

Learning Rate 1e-5
Batch Size 8
Transformer embedding size (base) 768
Transformer embedding size (large) 1024
Feedforward Size 768
Num. Feedforward Layers 2
Feedforward activation (first-layer) ReLU
Dropout Rate 0.3
Epochs 10

Table 1: Model Hyperparameters

3.2 System Enhancements

Language-specific Language Models In
order to deal with the morphological complexity
of the Arabic dialects, we utilise pre-trained
language models trained on Arabic. In par-
ticular, we experiment with the MARBERTv21

and bert-large-arabertv02-twitter2

models. In the case of the
bert-large-arabertv02-twitter model,
it is trained on Twitter data which should be similar
to the domain of the shared task data.

Additional Context Retrieval Given that the
shared task data consists of short texts in the form
of tweets, we experiment with adding context to
the input data. For a given target item, which in
this case can be a text instance from the training,
development or test set, we retrieve the top-k most
similar texts from the training data. Specifically,
the fine-tuned MARBERTv2 model is employed to ob-
tain dense vectors for all instances in the training,
development and test data, and for a given target
item, instances from the train set with the k-nearest
Euclidean distances are appended after the target
text. In the additional context, the corresponding
labels of the retrieved items are also included as
special tokens. The augmented instances are shown
below where we refer to xi as a target text, yi as
the target label, and xtopj and ytopj represent the
top-jth retrieved item’s text and label, respectively:

xi, [ytop1 ]xtop1 , . . . , [ytopk ]xtopk = yi

Training and evaluation then proceeds as normal
using the augmented train, development and test
sets.

Staged Fine-tuning on Additional Data Along
with the 2023 training and development data, the
shared task organisers provided participants with
training data from the 2020 and 2021 shared tasks.
We conduct a number of experiments involving
the mixture of data to use for model training, and
also consider a staged fine-tuning approach where
the model is first fine-tuned on the data from the
previous years, and is then fine-tuned on the current
2023 data.

Model Ensembling We consider model ensem-
bling via two approaches: 1) score ensembling

1https://huggingface.co/UBC-NLP/MARBERTv2
2https://huggingface.co/aubmindlab/

bert-large-arabertv02-twitter
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Model Type Macro F1

arabertv02 MLM 76.62
arabertv02-twitter MLM 80.61
AraT5-base Gen 75.67
AraT5-tweet-base Gen 78.53
JABER MLM 78.95
MARBERT MLM 84.65
MARBERTv2 MLM 86.05

XLM-R MLM 68.44

Table 2: Development scores using different pre-trained
language models. MLM: masked language model, Gen:
generative model.

where we stack the raw score predictions from mul-
tiple models and select the highest-scoring label,
and 2) label ensembling where we perform majority
voting on the predicted label for each test instance.

4 Results and Discussion

4.1 Development Experiments

Choice of Language Model The first set of ex-
periments involve the choice of language model.
The results are reported in Table 2. We considered
two types of language models: masked language
models (MLMs) and generative language models
(Gen). In the former, the model is used to encode
an input sentence which is then fed to a classifier
component (Section 3.1). In the latter, the model
is tasked with generating the output label in an
auto-regressive manner given an input sentence.3

For the MLM models, when considering the
arabert models, we note that the version trained
on Twitter data performs better on the shared task
data (80.61 vs. 76.62 F1). The MARBERT models
perform the best among the Arabic language mod-
els, where the MARBERTv2 model has an F1 score of
86.05, the highest-scoring model overall. For the
generative modelling approach, we tried various
T5 variants, where the tweet content is fed as input
and the model is tasked with generating the label.
We also note that the variant of this model trained
on Twitter data performs better (78.53 vs 75.67 F1).
Finally, we consider a multilingual MLM baseline
in XLM-R which performs worse than the Arabic
language models with an F1 score of 68.44.

3To fine-tune the T5 models, we use the resources released
by Nagoudi et al. (2022).

Context size Macro F1

none 86.05
1 86.58
5 86.71
10 86.79

Table 3: Development scores using different counts for
the number of retrieved texts.

Figure 2: t-SNE visualisation of embeddings produced
by fine-tuned MARBERTv2. The left plot corresponds
to the training set, while the right plot corresponds to
the development set.

Additional Context Retrieval The results con-
cerning additional context retrieval are given in
Table 3. We use the best-performing language
model from the previous set of experiments, i.e.
the MARBERTv2 model. Firstly, using the stan-
dard 2023 training data provides an F1 score of
86.05. By retrieving the top-1 most similar context,
the score increases to 86.58. When retrieving the
top-5 and top-10 most similar contexts to a target
item, the score increases to 86.71 and 86.79 F1,
respectively. To demonstrate the effectiveness of
the retrieval, we present t-SNE plots depicting the
embeddings of the training and development sets in
Figure 2. Notably, distinct clusters form for each la-
bel, revealing that data points in proximity to target
sentences often belong to the same cluster.

Staged Fine-tuning on Additional Data We ex-
periment with using different variations of the pro-
vided data. The results are given in Table 4. We
find that adding the 2020 data to the 2023 data
harms performance when compared to training on
the 2023 data alone, where the F1 score decreases
from 86.05 to 83.51. The same is the case when
adding the 2021 data to the 2023 data and adding
both the 2020 and 2021 data to the 2023 data. In
a final experiment, we first trained a model on the
2020 data, which was further fine-tuned on the
2021 data, and finally fine-tuned on the 2023 data.
Interestingly, performing generic fine-tuning on the
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Additional Data Macro F1

2023 86.05
2023, 2020 83.51
2023, 2021 83.19
2023, 2021, 2020 83.01
Three-staged finetune 87.02

Table 4: Development scores using different sources of
data.

Ensemble type Count Macro F1

none 1 86.05

score 5 86.78
score 10 86.88

label 5 86.07
label 10 86.74

Table 5: Development scores using different ensemble
techniques.

noisier additional data followed by fine-tuning on
the task-specific data results in the best-performing
model with an F1 score of 87.02.

Model Ensembling To examine the effect of
model ensembling, we utilised a selection of mod-
els that were trained as part of a hyperparameter
sweep for the MARBERTv2 model. The models were
trained between 20-50 epochs, had a batch size
of either 8 or 16, and used the CLS representa-
tion for classification. We consider two types of
model ensembling: 1) score-ensembling where the
scores of multiple models are stacked, and 2) label-
ensembling where we perform majority voting on
the predicted labels. Results are given in Table 5.

We find that combining model predictions is
helpful in all cases. When considering score-based
ensembling, the ensemble with 10 predictions per-
forms best with a score of 86.88, which is the best
score overall for this experiment. When consider-
ing label-based ensembling, the ensemble with 10
predictions performs best with a score of 86.74.

4.2 Official Results

Submitted System We trained up to 10 mod-
els for each setting using different random seeds
through language model selection, additional con-
text retrieval, staged fine-tuning, and combinations
thereof. For the ensemble, from the pool of all
trained models, we randomly selected between

Language Model Additional Data Count Macro F1 (range)

arabertv02-twitter 2023 5 81.30 - 81.90
arabertv02-twitter Three-staged 3 81.47 - 81.49
MARBERTv2 2023 5 85.25 - 86.05
MARBERTv2 Three-staged 2 85.57 - 86.04

Table 6: 15 models used for the score ensemble which
achieved the highest performance.

Figure 3: Confusion matrix for the submitted system on
the development set.

2 and 20 models and recorded the development
set score from the particular ensemble. We re-
peated this process until the highest-scoring en-
semble was found. Details of the models used
for the highest-performing system are presented
in Table 6. This system employed MARBERTv2 and
arabertv02-twitter as language models, utilis-
ing both regular and staged fine-tuning techniques,
resulting in remarkable performance through score
ensembling. Unexpectedly, despite achieving high
individual scores, additional context models were
absent from this top ensemble. Individual model
F1 scores ranged from 81.30 to 86.05 and extended
to 89.56 through ensembling.

The confusion matrix for the submitted system
is shown in Fig 3. Among the 18 labels, it indicates
that predictions are accurate for 90% or more for
9 of these labels. Particularly, Morocco achieves a
remarkable accuracy by correctly predicting 99 out
of 100 instances. On the other hand, UAE exhibits
the highest error rate, with results falling below
80%. In the pair analysis, the most significant
misprediction was observed, where 12% of Kuwait
data was incorrectly labelled as Bahrain.

Results on the Test Set The official results on
the final test set for the top five teams are presented
in Table 7. Our system outperformed in not only
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Team Macro F1 Accuracy Precision Recall Rank

rematchka 86.18 86.17 86.29 86.17 2
Arabitools 85.86 85.81 86.10 85.81 3
SANA 85.43 85.39 85.60 85.39 4
Frank 84.76 84.75 84.95 84.75 5

NLPeople (ours) 87.27 87.22 87.37 87.22 1

Table 7: Top five results on the test set from the official leaderboard.

F1 score but also across all other metrics.

5 Conclusion

In this work, we described the NLPeople submis-
sion to the 2023 NADI shared task (Abdul-Mageed
et al., 2023). Our submission combines four dif-
ferent techniques: (1) language-specific language
models (2), similar context retrieval (3), a staged
fine-tuning approach over all available data, and
(4) model ensembling. We demonstrated that each
of the above components impacts our evaluation
scores positively, and our final submission which
uses the above techniques achieves a score of 87.27,
which ranks 1st among 16 participants. Further-
more, our system is less impacted by the short in-
put length due to our step of augmenting the input
sentence with retrieved similar contexts.

Limitations

In the context of this study, it is essential to consider
several limitations. Firstly, our retrieval method-
ology entails embedding the train, development,
and test sets separately for the additional context
retrieval method. This process imposes additional
computational demands. Secondly, our adoption
of staged fine-tuning introduces a similar computa-
tional overhead by training on more data. Further-
more, our findings have demonstrated that incor-
porating supplementary data adversely affects per-
formance. Therefore, future works in this domain
should carefully consider their data augmentation
strategy, as indiscriminate inclusion of additional
data may not yield improved results. Lastly, our en-
semble approach, while effective, is computation-
ally intensive. This technique may pose challenges
in resource-constrained or time-sensitive scenarios
where loading and maintaining multiple models
concurrently may be impractical.
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Abstract

In this research paper, we undertake a compre-
hensive examination of several pivotal factors
that impact the performance of Arabic Disinfor-
mation Detection in the ArAIEval’2023 shared
task. Our exploration encompasses the influ-
ence of surface preprocessing, morphological
preprocessing, the FastText vector model, and
the weighted fusion of TF-IDF features. To
carry out classification tasks, we employ the
Linear Support Vector Classification (LSVC)
model. In the evaluation phase, our system
showcases significant results, achieving an F1

micro score of 76.70% and 50.46% for binary
and multiclass classification scenarios, respec-
tively. These accomplishments closely corre-
spond to the average F1 micro scores achieved
by other systems submitted for the second sub-
task, standing at 77.96% and 64.85% for binary
and multiclass classification scenarios, respec-
tively.

1 Introduction

In recent years, the detection of disinformation
in digital content has become a critical challenge
at the intersection of natural language processing
and information security, spurred by the growing
influence of online platforms (Shu et al., 2020).
The Arabic-speaking digital landscape, in particu-
lar, has witnessed an alarming increase in suscep-
tibility to the dissemination of false or misleading
information, a phenomenon well-documented in
recent research (Harrag and Djahli, 2022). The
ramifications of disinformation extend beyond indi-
vidual deception; they cover broader societal conse-
quences, affecting public opinion, social cohesion,
and even national security.

Recognizing the gravity of this issue, we actively
participate in the inaugural shared task organized
by ArAIEval’2023, which focuses on disinforma-
tion detection in Arabic text (Hasanain et al., 2023).

Our engagement in this task reflects our commit-
ment to addressing this pressing challenge. By
harnessing advanced natural language processing
techniques and machine learning models, we en-
deavor to contribute to the development of effective
disinformation detection systems tailored to the nu-
ances of the Arabic language. Through rigorous
experimentation and evaluation, we aim to enhance
our understanding of the complexities involved and
offer practical solutions to safeguard the integrity
of digital discourse and information dissemination
in the Arabic-speaking world.

To combat the proliferation of disinformation in
Arabic text, a growing number of research has been
dedicated to developing robust and effective detec-
tion systems (Alam et al., 2022; Mubarak et al.,
2023). Much like the endeavors undertaken in the
field of Arabic dialect identification (Lichouri et al.,
2021b), disinformation detection in Arabic requires
a nuanced understanding of the language’s intrica-
cies (Nagoudi et al., 2020), as well as the ability
to sift through vast amounts of textual data (Himdi
et al., 2022) to identify instances of deceptive or
misleading content.

In this paper, we embark on an extensive ex-
ploration of disinformation detection in Arabic,
drawing inspiration from the methodologies and
techniques employed in previous shared tasks (Li-
chouri et al., 2020). Leveraging these insights, we
aim to build upon existing research and contribute
to the ongoing efforts to enhance the accuracy and
effectiveness of disinformation detection systems
in Arabic text.

Our study encompasses a comprehensive analy-
sis of various factors influencing the performance
of Arabic disinformation detection, including sur-
face and morphological preprocessing techniques
(Lichouri et al., 2021a), feature engineering strate-
gies (Fouad et al., 2022), and the implementation of
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state-of-the-art machine learning models. Through
rigorous experimentation and evaluation, we seek
to provide valuable insights and practical solutions
that can aid in the identification and mitigation of
disinformation.

This paper is organized as follows: Section 2
offers insights into the dataset we have employed.
Moving on to Section 3, we introduce our proposed
system, which includes details about the cleaning
and preprocessing steps discussed in Section 3.1.
The process of feature engineering is elucidated
in Section 3.2. Section 3.3 is dedicated to a com-
prehensive discussion of our findings. Finally, we
wrap up the paper in Section 4 with a conclusive
summary of our contributions and key findings.

2 Description of the Dataset

A disinformation dataset constitutes a crucial re-
source for studying and comprehending the multi-
faceted landscape of misinformation, misleading
content, and fabricated information within vari-
ous digital platforms. Such datasets encompass
a diverse array of textual, visual, and multimedia
content intentionally designed to deceive, mislead,
or manipulate audiences. These datasets serve
as invaluable assets for researchers, data scien-
tists, and machine learning practitioners engaged
in the development of advanced algorithms and
models aimed at detecting, analyzing, and com-
bating disinformation. By analyzing patterns, lin-
guistic cues, and contextual elements within disin-
formation datasets, researchers gain insights into
the tactics, strategies, and evolving nature of disin-
formation campaigns, thereby contributing to the
enhancement of society’s ability to discern and mit-
igate the harmful impacts of deceptive content in an
increasingly interconnected information landscape.

Additional information regarding this dataset can
be found in Table 1, where we took part for the first
time this year in both editions of the Disinforma-
tion Detection Definition shared task. This task
involves classifying binary and fine-grained disin-
formation categories based solely on the text of a
tweet. Please note that these statistics pertain to the
dataset after we removed punctuation and emojis.
Imbalanced datasets can have a pronounced effect
on system performance, causing the development
of biased models that prioritize the dominant class
(e.g., “no-disinformation” in binary classification
and “HS” in multi-class classification). This can re-
sult in decreased predictive accuracy for the under-

represented classes, such as “disinformation” in
binary classification, “Rumor”, and “Spam” in the
multi-class scenario, and compromised decision-
making in applications like fraud detection or med-
ical diagnosis. Addressing class imbalance through
techniques like oversampling, undersampling, or
using appropriate evaluation metrics is crucial for
more equitable and accurate model outcomes.

3 Proposed system

3.1 Data Cleaning and Preprocessing
In the challenging domain of disinformation de-
tection within Arabic text, it becomes imperative
to adeptly capture essential information while effi-
ciently removing undesirable elements. This task
is known for its complexity and nuance, demand-
ing a detailed approach. To address this challenge,
we have implemented a two-phase preprocessing
strategy:

Phase 1: Surface Preprocessing - In this initial
phase, we execute a range of foundational proce-
dures:

• Arabic Letter Normalization: Ensuring con-
sistency in Arabic script characters (Sallam
et al., 2016).

• Punctuation and Emoji Removal: Eliminating
punctuation marks and emoticons (Shiha and
Ayvaz, 2017).

• Stop Words Removal: Handling common
words that do not contribute substantially to
meaning.

• Diacritics Removal: Removing diacritical
marks for text clarity (Jbara et al., 2009).

• Exclusion of Non-Arabic Content: Ensuring
that only Arabic text remains (Omar et al.,
2021).

These collective measures ensure text clarity,
uniformity, and the removal of any distractions.

Phase 2: Morphological Preprocessing - In
this phase, our focus shifts to the intricacies of lan-
guage. Here, we employ the following techniques:

• Lemmatization: Simplifying word forms to
their base or dictionary form (El Kah and Zer-
oual, 2021).

• Stemming: Reducing words to their root
forms, aiding in the identification of core word
meanings and structures (Atwan et al., 2021).
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Table 1: ArAIEval (Task2A/2B) dataset statistics where : Task2A for Binary classification whereas Task2B for
Multiclass classification problem.

Train Dev Test
# sentences 14147/2656 2115/397 3729/876
# words 324727/68073 48917/10062 100646/27312
Max # word per sentence 65/67 65/59 62 /62
Min # word per sentence 0 / 1 0 / 1 1 / 1
Max # char per sentence 280/290 280 /285 311 /311
Min # char per sentence 0 / 3 0 / 3 2 / 2

Table 2: The various combinations and parameter used
in our work

Settings Range

ngram range
(m,n) with m=1 to 3
and n=1 to 10

tfidf weights 0.5 - 1
tfidf max features 1000 -25000

SVM C=100, gamma=1-10
fasttext supervised epoch=100, loss=’ova’

fasttext unsupervised
epoch=100, ws=6
model=’skipgram’
dim=1000

Throughout both phases, we intricately harmo-
nize and fine-tune various techniques to arrive at
the optimal configuration for our preprocessing
pipeline.

3.2 Feature engineering

Our system operates through a well-defined struc-
ture consisting of four distinct phases, offering
the flexibility to be applied individually or collec-
tively. The initial two phases, Surface Preprocess-
ing and Morphological Preprocessing, have been
expounded upon in the previous section. The sub-
sequent phases are detailed as follows:

Phase 3: Feature Extraction - In this stage, we
employ a dual-model approach. Firstly, the
FastText model undergoes comprehensive
training in two modes: supervised and un-
supervised, drawing from the training dataset.
Then, we use this model to extract features
from both the development and test datasets.
Secondly, we leverage the TF-IDFVectorizer,
an adept tool offering three distinct analyzers
(Word, Char, and Char wb), each encompass-
ing variable n-gram ranges. As a default con-
figuration, we combine these three TF-IDF

features, affording them equal weights, all set
to 1.

Phase 4: Weighted Fusion - In this phase, we
combined the three TF-IDF features, sup-
ported by a weight vector featuring three dis-
tinctive values (w1, w2, w3) that correspond
to the Word, Char, and Char wb TF-IDF fea-
tures, respectively.

Having presented these four distinctive phases,
we executed four designed experiments that were
inspired by our prior works (Lichouri et al., 2018;
Abbas et al., 2019; Lichouri and Abbas, 2020a),
where each embody distinct configurations:

Experiment 1 (Lichouri et al., 2021a; Lichouri
and Abbas, 2020b): In this first experiment, we
initiated with the first phase, by considering all
the possible permutations of surface processing
techniques. Following this, we considered the third
phase, marked by the employment of a union of TF-
IDF features. During the feature extraction process,
we explored a range of n-gram values, spanning
from n = 1 to 10. Finally, we finished by the
training of the SVC classifier.

Experiment 2 (Lichouri et al., 2020): In this
specific scenario, we worked with the second phase,
by exploring various combinations of morphologi-
cal processing techniques. Similar to Experiment 1,
we progressed to the third phase, where we concat
the TF-IDF features, all while varying the n-gram
parameters. We then finished this experiment by
training of the SVC classifier.

Experiment 3: For this unique experiment, we
focused on the third phase, where we used Fast-
Text model for feature extraction, followed by the
rigorous training of the SVC classifier.

Experiment 4 (Lichouri et al., 2021b): In this
distinctive scenario, we executed the fourth phase,
by applying a weighted union of TF-IDF features
for feature extraction. Then, we concluded with
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Task Binary Multiple
Desc MP SP F-Vec WF MP SP F-Vec WF
Run 1 81,08 81,23 48,45 81,13 56,92 57,43 27.57 56,93
Run 2 81,08 81,18 48.27 78,91 56,92 56,68 27.68 56,92
Run 3 81,08 81,09 46.54 75,74 56,92 56,93 22.44 56,68

Table 3: The F1-micro percentages obtained using the proposed system Where: SP (Surface Preprocessing), MP
(Morphological Preprocessing), F-Vec (Vectorisation), and WF (Weighted Fusion)

the training of the SVC classifier.
Following many iterations of these four ex-

periments on both the training and development
datasets, we recorded the best results attained for
each experiment, along with the precise configura-
tions that yielded these outcomes, as presented in
Table 2.

3.3 Results and Discussion

In this study, we conducted a series of experiments
aimed at detecting Arabic disinformation. These
experiments were centered around the utilization of
various descriptors, encompassing Surface Prepro-
cessing (SP), Morphological Preprocessing (MP),
the vectorisation model (F-Vec), and Weighted Fu-
sion of TF-IDF (WF).

To explore the effectiveness of these descrip-
tors, we employed a range of combinations and
settings. This involved modifying n-gram values
and TF-IDF weights to investigate the impact of
word sequence length on results and term weight-
ing in the text, respectively. Table 2 provides a
comprehensive summary of the different combi-
nations and parameters used in our study, while
Table 3 presents the results obtained using these
combinations.

Our experiments yielded valuable insights into
the efficacy of various techniques for disinforma-
tion detection, specifically in binary and multiclass
classification tasks. Notably, for the binary subtask,
Surface Preprocessing demonstrated the highest
performance, achieving an impressive F1-score of
81.23%. It was closely followed by the Weighted
Union of TF-IDF features, with an F1-score of
81.13%, while Morphological Preprocessing exhib-
ited slightly lower performance, resulting in an F1-
score of 81.08%. Intriguingly, the FastText model
underperformed in this context, attaining the lowest
F1-score at 48.45%.

However, a fascinating observation emerged
when we transitioned to the multiclass classifica-
tion subtask. Surprisingly, the same observation

held true, but the obtained results dropped signif-
icantly, by approximately 20%, compared to the
binary case. We hypothesize that this decline in
performance could be attributed to the imbalanced
nature of the dataset, which has a more pronounced
impact in the multiclass scenario.

4 Conclusion

In conclusion, our comprehensive analysis of key
factors in Arabic Disinformation Detection has
shed light on critical aspects that significantly in-
fluence performance. Through a meticulous ex-
ploration of surface preprocessing, morphologi-
cal preprocessing, the FastText vector model, and
the weighted fusion of TF-IDF features, we have
gained valuable insights into their impact on classi-
fication tasks.

Our system’s noteworthy achievement of an F1

micro score of 76.70% and 50.46% for binary
and multiclass classification setups, respectively,
closely aligns with the performance of other sys-
tems submitted for the second subtask. This not
only reaffirms the significance of surface prepro-
cessing and weighted TF-IDF feature fusion but
also positions them as robust techniques in the do-
main of Arabic Disinformation Detection.
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Abstract

Dialect identification systems play a signifi-
cant role in various fields and applications as in
speech and language technologies, facilitating
language education, supporting sociolinguistic
research, preserving linguistic diversity, and en-
hancing text-to-speech systems. In this paper,
we provide our findings and results in the NADI
2023 shared task for country-level dialect iden-
tification and machine translation (MT) from
dialect to MSA. The proposed models achieved
an F1-score of 86.18 at the dialect identification
task, securing second place in the first subtask.
Whereas for the machine translation task, the
submitted model achieved a BLEU score of
11.37 securing fourth and third place in the sec-
ond and third subtasks. The proposed model
utilizes parameter-efficient training methods
which achieves better performance when com-
pared to conventional fine-tuning during the
experimentation phase.

1 Introduction

Dialect identification plays a crucial role in under-
standing and analyzing linguistic variation within
a language. This importance extends to the Ara-
bic language, which encompasses a wide range
of dialects spoken across various regions. With
the advancements in natural language processing
and language models, dialect identification systems
have become increasingly valuable in accurately
identifying and distinguishing Arabic dialects. By
accurately identifying Arabic dialects, language
models contribute to fields such as speech recogni-
tion, language learning, and even cultural preserva-
tion. However, Dialect identification in the Arabic
language presents unique challenges due to the ex-
tensive linguistic diversity and complexity of Ara-
bic dialects. Language models, while powerful
tools for natural language processing, face inherent
difficulties when applied to Arabic dialect iden-
tification. These challenges arise from dialectal
variations, limited training data, and data scarcity

for certain dialects. The NADI shared task series
(Abdul-Mageed et al., 2020, 2021b, 2022) is a well-
known competition that offers datasets and mod-
eling opportunities in order to improve research
work developed for dialect identification. In pre-
vious versions of the competitions, various teams
have participated. (Messaoudi et al., 2022) fine-
tuned MARBERT using two different approaches.
The first approach uses model embedding along
with a CNN classifier. The other approach is to
use model embedding with quasi-recurrent neural
networks. (Abdel-Salam, 2022) used is an ensem-
ble between fine-tuned BERT-based models and
various approaches of parameter efficient tuning in-
cluding p-tuning and prompt-tuning. (Bayrak and
Issifu, 2022) used general pre-training as a first step
followed by fine-tuning. AlKhamissi et al. (2021)
added an adapter layer on top of the MARBERT
model.

This paper presents our work and findings in
the NADI 2023 shared task (Abdul-Mageed et al.,
2023). The NADI 2023 shared task consists of
three subtasks. The first subtask is a country-level
dialect identification, while the second and third
subtasks are a sentence-level machine translation
from four dialects to MSA, given that a key chal-
lenge is the hard nature of the problem. We use best
practices from recent research on improving model
generalization and robustness by using different
parameter-efficient techniques (PEFT). Parameter-
efficient fine-tuning (PEFT) is an alternative to full
model fine-tuning, where a small number of task-
specific parameters are updated and the majority of
language model parameters are frozen. In this way,
only one general language model alongside the
modified parameters for each task is saved or trans-
ferred. PEFT techniques include Prefix-tuning (Li
and Liang, 2021), LoRa (Hu et al., 2021), Prompt-
tuning (Lester et al., 2021) and Soft-prompting (Liu
et al., 2023). The rest of the paper is structured as
follows: section 3 discusses the proposed methods,
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section 4 shows experimental results, and section 5
concludes the paper.

2 Dataset

Subtask 1 of NADI 2023 (Abdul-Mageed et al.,
2023) provides training and development sets with
18 country dialects. The training set constitutes
18K instances and the development set 1.8K in-
stances. In the evaluation phase, the test set pro-
vided contains 3.6K instances. For subtask 2,
the provided dataset was MADAR-parallel-corpus
(Bouamor et al., 2018). The training set consisted
of 12000 examples, while validation and test sets
consisted of 400 and 2,000 examples.

3 Methodology

This section presents the various approaches used
while developing the final models. For subtask 1,
the final model is a weighted ensemble of PEFT
BERT-based models and fine-tuned models. For
subtasks 2&3, a single model is used.

3.1 Subtask 1 models
In subtask 1, the goal was to identify 18 different
Arabic dialects. In order to tackle this problem,
we have experimented with several approaches.
Most of the models used were BERT-based models
such as MARBERT (Abdul-Mageed et al., 2021a),
AraBERT (Antoun et al.), QARiB (Abdelali et al.,
2021), AraELECTRA discriminator (Antoun et al.,
2021), and CAMeLBERT (Inoue et al., 2021). Mul-
tiple methods were used: 1) fine-tuning, 2) prompt-
tuning, 3) prefix-tuning, 4) soft-prompting, 5) few-
shot with contrastive learning, 6) adapter based
fine-tuning, and 7) pre-training followed by fine-
tuning. In prompt-tuning only prompts are intro-
duced into the input embedding sequence, which
is fed to the language model head and output to
the linear classification head. One of the diffi-
culties in prompting is the design of the prompt
and the model’s output. For the prompt we have
used [MASK]ù
 ë

�é 	ªÊË @ (“language is [MASK]"),

and [MASK] èYK
Q 	ª�JË @ ú

	̄ �HAj. êÊË @ 	­J
 	���� (“ the di-

alect in the tweet is [MASK]") .’and for the output,
we have used country names translated into Arabic,
as shown in figure 1. In Soft-prompting virtual
learnable tokens are inserted into the input embed-
ding sequence along with input text, and then this
representation is fed to a classifier head, as shown
in figure 2. In prefix-tuning virtual learnable to-
kens are inserted into every layer in the model.

In the few shot settings we have used 100 sam-
ples from each class then we have applied super-
vised contrastive loss along with cross-entropy loss.
For the pre-training followed by fine-tuning, we
first pre-train BERT-based models on the previous
year’s dataset, and then we fine-tune the model on
the newly provided dataset.

Experimental Set-up For the fine-tuned models
the learning rate was set to 3e-5 or 4e-6, a cosine-
annealing learning rate scheduler was used, the
model’s weight decay was set to 1e-2 and the length
of the sentence for tokenization was set to 256.
During training, batch size was set to 8, and at the
end of each epoch, the model was evaluated on
dev-set. The best-performing model in terms of
F1-micro is saved. In all experiments, the first two
layers and the embedding were kept frozen.

Submitted systems For this subtask, three dif-
ferent systems were submitted. The first system is
a weighted ensemble of all models listed in table
2. For determining the weights of each, we used
an optimization method, where the goal is to find
the best set of weights that minimize log-loss be-
tween the weighted prediction of all models and
the true labels of the dev-set. For the second and
the third system, we have chosen the best combi-
nation of models that yields a high F1-score in the
dev-set, through an exhaustive search, as well as
optimization to determine the best set of ensemble
weights. The experiment goes as follows: we first
generate each possible combination of the devel-
oped models. Then for each combination, we apply
an optimization scheme to determine the best set
of weights for each model based on the F1-score
calculated between the weighted prediction and ac-
tual labels of the dev-set. Finally, we choose the
best combination that yields the best F1 score. The
models for the second system were: MARBERT
with adapter layer, MARBERT with prefix tuning,
CAMeLBERT, and QARiB. The models for the
third system were: MARBERT with prompt-tuning,
MARBERT with soft prompting, MARBERT with
prefix-tuning, and MARBERT with pre-training
and then fine-tuning.

3.2 Subtask 2&3 models

In this subtask, the goal is to translate a dialec-
tal sentence into MSA. To tackle this problem we
have experimented with several approaches in the
development phase (dev-phase). The model used
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Figure 1: Prompt-tuning architecture.

was AraT5v2 (Nagoudi et al., 2022). Several meth-
ods have been investigated as 1) conventional-fine-
tuning, 2) LoRa, and 3) prompt-tuning. In LoRa
instead of fine-tuning all the weights that consti-
tute the weight matrix of the pre-trained large lan-
guage model, two smaller matrices that approx-
imate this larger matrix are fine-tuned. These
matrices constitute the LoRA adapter. This fine-
tuned adapter is then loaded to the pre-trained
model and used for inference. In prompt-tuning
the following prompt was added before each text
to be translated új� 	®Ë@ éJ
K. QªÊË éÊÒm.Ì'@ é 	«AJ
� Y«



@ .

(“Rephrase the following to modern standard
Arabic") another prompt investigated was text fol-
lowed by source dialect => target dialect, exam-
ple: CAI => MSA..

Experimental Set-up In all of the configurations
the encoder and decoder embedding were frozen.
The learning rate was set to 6e-6, with a model
weight decay of 1e-2. Linear learning rate sched-
uler was used and the length of the sentence for
tokenization was set to 256. Models were fine-
tuned for 10 epochs with a batch size of 2. The
best-performing model in terms of BLEU score is
saved. For LoRa, the following parameters were
used: the scaling factor was set to 4, while the rank:
was set to 1.

Submitted systems In these subtasks, only one
submission was made based on the conventional-
fine-tuning method.

Figure 2: Soft-prompting architecture.

4 Results and Discussion

In this section, the performance of the models is
reported based on the official metric during dev-
phase and test-phase. Moreover, error analysis is
conducted to identify weaknesses of the proposed
models. For subtask 1 the official metric is the
micro average F1-score, while for subtask 2&3 the
official metric is the BLEU score.

4.1 Dev-phase results

Table 2 shows results on dev-set for subtask 1. It
can be concluded that prompt-based model per-
formed better than fine-tuning methods, prefix-
tuning, and soft prompting. The margin differ-
ence is around 1%. Table 3 shows submission
scores based on the F1-score on the dev-set. All
model ensemble underperforms when compared
to selective model ensemble. On the other hand,
it takes a lot of time to search all possible com-
binations to select the best one. During experi-
mentation, the model performance decreased while
using a combined dataset of the previous year’s
dataset and the current year’s dataset, compared
to using only this year’s dataset. Our key findings
were: PEFT techniques outperform conventional
fine-tuning by a magnitude of a maximum of 8%
and a minimum of 3%. Prompt-based models were
the best-performing models in PEFT, however, they
are sensitive to the prompt used. For instance, the
results when using the prompt [MASK]ù
 ë

�é 	ªÊË @
(“language is [MASK]"), outperform the results
from [MASK] èYK
Q 	ª�JË @ ú


	̄ �HAj. êÊË @ 	­J
 	���� (“ the
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dialect in the tweet is [MASK]") by a magnitude
of 1%. Table 1, shows the BLEU score achieved
using different techniques for subtask 2&3. LoRa
shows significant performance compared to other
techniques such as prompting and conventional
fine-tuning, with a margin of 3%. This might be
due to the fact that the prompt needs more engineer-
ing and the hyperparameters re-adjustment. For in-
stance, to our surprise, the second prompt achieved
better performance than the first prompt, described
in section 3.2. During experimentation, the model
showed high sensitivity to the learning rate and
weight decay. For instance, we have conducted
3 runs for each experimentation. In the setup, all
configurations were kept the same except for the
learning rate. The learning rate was set to 1e-6,
3e-6, 6e-6. There were high variation in the results
by a magnitude of 2%. For the experiment with a
learning rate of 1e-6 the BLEU score was around
8, for a learning rate of 3e-6 the score was around
9, and for a learning rate 6e-6, the score increased
to 11.

Model Technique BLEU
score

AraT5

Conventional 11.136
LoRA 11.04

Prompting with prompt
Rephrase the following to
modern standard Arabic

8.54

Prompting with prompt
source dialect =>target dialect

13.503

Table 1: Models and techniques developed during the
experimental phase for subtask 2&3.

4.2 Test-phase results
Table 4 and 5 show the performance of the sub-
mitted model in the test-phase for all subtasks.
For subtask 1, most models had a near perfor-
mance with a 0.1 present error, unlike in the dev-set.
However, top-performing systems in dev-phase are
not the same during the test-phase. For instance,
submission-2 and submission-1 interleaved places.
Although there is a margin difference of 0.02 in the
dev-phase, this changes to 0.001 in the test-phase.

4.3 Error Analysis
Further investigations have been carried out to ana-
lyze the potential limitations of the system. As seen
in Figure 3, our model performs well when predict-
ing most dialects. However, the model confuses

Model Technique F1-
Score

MARBERT

Prefix-
tuning

0.859

Adapter 0.755
Soft-Prompt 0.857

Prompt-
tuning

0.83

pre-training
then

fine-tuning

0.828

AraBERT v2 Prompt-
tuning

0.857

CAMeLBERT Prefix-
tuning

0.76

QARiB Fine-tuning 0.77
AraELECTRA Fine-tuning 0.77

Table 2: Models and techniques developed during the
experimental phase for subtask 1.

between Kuwait and Bahrain, as well as Syrian and
Lebanese dialects. . We believe this is due to the
geographic natures between those dialects, as these
countries are geographically near each other. Thus
it is hard to distinguish between them. For subtask
2&3 one of the major problems was slow conver-
gence of the model in the translation task and fast
overfitting.

5 Conclusion

We presented our attempts for the NADI shared task
in this article. Our solution is an ensemble of many
BERT-based models. These models are created in
a variety of ways, including prefix-based models,
fine-tuned models, and prompt-based models. The
findings reveal that our suggested models perform
well in the three subtasks, taking second place in
subtask 1 and fourth and third places in subtask
2&3. Future work will concentrate on developing
a robust model to improve dialect recognition. Fur-
thermore, to research and identify traits that better
distinguish dialects.
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Abstract

This paper presents the methods we developed
for the Nuanced Arabic Dialect Identification
(NADI) 2023 shared task, specifically targeting
the two subtasks focussed on sentence-level
machine translation (MT) of text written in
any of four Arabic dialects (Egyptian, Emi-
rati, Jordanian and Palestinian) to Modern Stan-
dard Arabic (MSA). Our team, UniManc, em-
ployed models based on T5: multilingual T5
(mT5), multi-task fine-tuned mT5 (mT0) and
AraT5. These models were trained based on
two configurations: joint model training for all
regional dialects (J-R) and independent model
training for every regional dialect (I-R). Based
on the results of the official NADI 2023 evalu-
ation, our I-R AraT5 model obtained an over-
all BLEU score of 14.76, ranking first in the
Closed Dialect-to-MSA MT subtask. More-
over, in the Open Dialect-to-MSA MT subtask,
our J-R AraT5 model also ranked first, obtain-
ing an overall BLEU score of 21.10.

1 Introduction

The Arabic language serves as a linguistic umbrella
for approximately 420 million speakers, predomi-
nantly dispersed across 22 countries in the Middle
East and North Africa (MENA) region. A defining
characteristic of the language is its diglossic nature,
where Modern Standard Arabic (MSA) coexists
with a myriad of dialects, commonly referred to
as Dialectal Arabic (DA) (Al-Sobh et al., 2015;
Abdul-Mageed et al., 2022).

MSA is the formal version of the Arabic lan-
guage, employed in educational settings, official
documents and written literature. It serves as a stan-
dardised communication medium across Arabic-
speaking countries. In contrast, DA represents
the colloquial forms of Arabic, which are more
region-specific and employed in day-to-day verbal
interactions (Shoufan and Alameri, 2015). Notably,
dialects can vary significantly based on geographic
location and socio-economic factors, ranging from

subtle differences to being nearly mutually unin-
telligible. This linguistic variation presents con-
siderable challenges for machine translation (MT)
models trained on MSA. These models often fail to
capture the nuanced differences in dialects, result-
ing in poor translation performance when applied
to DA. Compounding this issue is the scarcity of
parallel corpora containing MSA translations of
text written in DA, limiting resources for model
training and evaluation (Harrat et al., 2019).

In the context of these challenges, this pa-
per aims to explore the extent to which various
sequence-to-sequence models based on the Text-
to-Text Transfer Transformer, popularly known as
T5 (Raffel et al., 2020), can translate a source text
written in an Arabic dialect to a target text that is
written in MSA. We participated in the Nuanced
Arabic Dialect Identification (NADI) 2023 Shared
Task (Abdul-Mageed et al., 2023), specifically in
Subtasks 2 and 3, described below.

Subtask 2: Dialect-to-MSA MT - Closed Task.
The objective of this subtask is sentence-level ma-
chine translation from four dialects (Egyptian, Emi-
rati, Jordanian and Palestinian) to MSA. Partici-
pants were restricted to using the MADAR parallel
corpus (Bouamor et al., 2019) for training and were
asked to evaluate their models on newly released
development and test sets.

Subtask 3: Dialect-to-MSA MT - Open Task.
This subtask is similar to Subtask 2, except for
the fact that participants were allowed to utilise
additional datasets for model training. One of the
goals of this subtask is to encourage the creation of
new parallel corpora to facilitate future research.

Apart from investigating the performance of
various T5-based models on the above-mentioned
tasks, our work makes an additional contribution
by developing a new dataset, Emi-NADI, which
contains MSA translations of sentences written in
Emirati, one of the most under-resourced dialects.
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The Emi-NADI dataset and the code for develop-
ing and evaluating our models for Subtasks 2 and 3
have been made publicly available.1

2 Datasets

This section describes the datasets that were
utilised in training our models.

2.1 The MADAR Corpus
As mentioned in the previous section, partici-
pants in the closed version of the dialect-to-MSA
translation task, Subtask 2, were allowed to use
only the MADAR parallel corpus (Bouamor et al.,
2019), which covers the dialects used in 25 Arabic-
speaking cities, as well as English and MSA.

2.2 Additional Corpora
In the open version of the dialect-to-MSA machine
translation task, Subtask 3, participants were al-
lowed to leverage any dataset. As we searched
for potentially useful publicly available datasets,
we considered those that cover various Arabic di-
alects, including regional ones that are relevant to
the four countries of interest in NADI. For exam-
ple, the Gulf dialect is relevant to Emirati (since the
United Arab Emirates is one of the Gulf countries),
and the Levantine dialect is relevant to Jordanian
and Palestinian (since Jordan and Palestine belong
to the Levant). Apart from the MADAR corpus,
we identified and made use of four datasets: (1)
PADIC, (2) Dial2MSA, (3) a semantic textual sim-
ilarity (STS) dataset for Arabic dialects, and (4)
our own Emi-NADI dataset containing Emirati-to-
MSA translations. Table 1 provides information
on the size of each dataset in terms of number of
dialectal sentences with translations to MSA.

Dataset Egy. Gulf Lev.
MADAR 13,800 15,400 18,600
PADIC 0 0 12,824

Dial2MSA 16,355 0 0
Arabic STS 2,758 2,758 0
Emi-NADI 0 2,712 0

Total 32,913 20,870 31,424

Table 1: The number of dialect-to-MSA translation pairs
in each of the datasets used in Subtask 3.

PADIC (Meftouh et al., 2018) is a parallel cor-
pus containing dialectal Arabic texts covering six
Arab cities including Gaza and Damascus, which
are both in the Levant region. Meanwhile, the

1https://github.com/khered20/UniManc_NADI2023_
ArabicDialectToMSA_MT

Dial2MSA dataset (Mubarak, 2018) consists of
tweets written in four Arabic dialects (Egyptian,
Gulf, Levantine, Maghrebi) and their correspond-
ing MSA translations. As only the translations
for Egyptian and Maghrebi were manually vali-
dated, we made use of the Egyptian-to-MSA trans-
lations only. In the work of Al Sulaiman et al.
(2022) that focussed on Arabic STS (i.e., deter-
mining the semantic similarity between two given
sentences), they manually produced MSA, Egyp-
tian and Saudi dialect translations for 2758 English
sentences, which we also utilised in our work.

Our own dataset, Emi-NADI, was created to ad-
dress the scarcity of parallel corpora covering the
Emirati dialect, and contains MSA translations of
the Emirati tweets in the training datasets provided
as part of NADI Subtask 1 (country-level dialect
identification) (Abdul-Mageed et al., 2020, 2021,
2023). The translations were generated by a large
language model (LLM), specifically the GPT 3.5
Turbo model,2 resulting in a total of 2712 transla-
tions. A subset of 1000 automatically generated
translations were manually validated (by native
Arabic speakers who understand Emirati) to ensure
quality. Both the validated and the non-validated
samples were used in model training.

3 Methodology

In this section, we introduce the T5-based models
that we built upon, explain how they were fine-
tuned and discuss hyperparameter optimisation.

3.1 Models
T5 casts different natural language processing
(NLP) tasks into a standard text-to-text format.
One of the NLP tasks that T5 was already trained
on is machine translation (Raffel et al., 2020). In
this work, we fine-tuned three types of T5 models,
namely, AraT5, mT5 and mT0.

AraT5. AraT5 (Nagoudi et al., 2022) is based
on the same architectural foundation as the origi-
nal T5 models, but trained specifically on Arabic
data encompassing both MSA and dialectal Ara-
bic (tweets). The most recent version of AraT5,
AraT5v2,3 was used in all our experiments.

Multilingual T5 (mT5). mT5 (Xue et al., 2021)
is a multilingual variant of T5 that underwent pre-

2https://platform.openai.com/docs/models/
gpt-3-5

3https://huggingface.co/UBC-NLP/
AraT5v2-base-1024
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Source Target
Original Pair
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	æÖÏ 
ñK
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kQk.

Table 2: An example of the additional training pair
where each of the source and target is the text written
in MSA (English translation: “My wound hurts”). The
tokens shown in grey in the Egyptian source text of the
original pair share the same root as the tokens in grey in
the target MSA text.

training using a novel dataset sourced from Com-
mon Crawl, encompassing 101 languages. Al-
though its pre-training process is underpinned by
the original T5 architecture, it incorporated some
improvements, such as the adoption of a different
activation function in the feed-forward layer (i.e.,
GeGLU instead of the conventional RELU).

Multi-task fine-tuned mT5 (mT0). Multitask-
prompted fine-tuning (MTF) has demonstrated its
efficacy in assisting LLMs in adapting to novel
tasks within a zero-shot setting. In this vein, mT0
is a multitask-prompted fine-tuned version of mT5.
mT0 has showcased remarkable zero-shot gener-
alisation capabilities, even when presented with
languages it has never encountered before (Muen-
nighoff et al., 2023).

3.2 Training Configurations

In the early stages of our experimentation, we no-
ticed that many dialectal texts contain words that
are shared between a dialect and MSA. Thus, for
every translation pair in our training data, we gen-
erated an additional pair where each of the source
and target is the text written in MSA. An exam-
ple is provided in Table 2. Our models were then
trained — based on the two different configurations
outlined below — using these additional pairs, en-
abling them to learn how to handle sentences that
include words that are also used in MSA.

Training a joint model for all regional dialects
(J-R). In this configuration, all dialect-to-MSA
translation pairs (in the training sets for Subtasks
2 and 3) that correspond to the regions relevant to
the four dialects of interest were utilised in train-
ing one model. Therefore, translation pairs from
datasets that cover the Egyptian, Gulf and Levan-
tine dialects were utilised in model training. The

result is one joint model trained to translate dialec-
tal text to MSA, regardless of which dialect it was
written in.

Training an independent model for each re-
gional dialect (I-R). In this configuration, one
model was trained for every relevant regional di-
alect. This resulted in four separate models, where
each model was independently trained to translate
texts written in one specific dialect only, to MSA.

3.3 Hyperparameter Optimisation

For each of the two subtasks, we trained our mod-
els using two Nvidia A100 GPUs based on the
configurations described above. All models accept
input sequences with a maximum length of 128 to-
kens and generate output text also with a maximum
length of 128 tokens. Learning rate and batch size
were fixed at 5e-5 and 16, respectively. The maxi-
mum number of epochs was set to 40, although we
always selected the model produced in the epoch
that yielded the best performance on the develop-
ment (dev) set provided by the NADI organisers.
Importantly, we investigated whether incorporat-
ing beam search (Freitag and Al-Onaizan, 2017)
during translation leads to improved performance,
experimenting with different beam sizes ranging
from 1 to 5.

4 Evaluation and Results

All models for Subtasks 2 and 3 were evaluated us-
ing the BiLingual Evaluation Understudy (BLEU)
metric (Papineni et al., 2002), which estimates the
similarity between a machine-translated text and a
reference translation based on overlapping tokens.

The results of our joint regional (J-R) and in-
dependent regional (I-R) models for Subtasks 2
and 3, without using beam search (i.e., beam size
= 1), are shown in Tables 3 and 4, respectively.
One can observe in Table 3 that for Subtask 2, in
all cases (except for Jordanian), the I-R version
of a model consistently outperforms its J-R coun-
terpart. This finding led us to further experiment
with the I-R models by investigating different val-
ues for beam size. The results, shown in Table 7
in the Appendix, helped us in identifying the best-
performing I-R models. Based on this, we selected
two I-R AraT5 models, one I-R mT5 model and
one I-R mT0 model to comprise our set of models
for the official evaluation (on the NADI test set),
together with the best J-R model.
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Model Egy. Emi. Jor. Pal. Overall
Joint Regional Models (J-R)

mT0 12.28 10.98 10.06 9.65 11.12
mT5 12.16 10.93 9.14 9.49 11.13
AraT5v2 14.65 10.65 11.20 10.53 13.30

Independent Regional Models (I-R)
mT0 13.88 12.91 9.55 10.91 12.53
mT5 15.02 15.25 10.32 10.69 13.57
AraT5v2 17.21 14.13 12.14 13.33 15.14

Table 3: Comparison of joint regional (J-R) and inde-
pendent regional (I-R) models for Subtask 2, based on
the development set. Beam size = 1.

Model Egy. Emi. Jor. Pal. Overall
Joint Regional Models (J-R)

mT0 15.11 26.85 18.44 15.16 18.25
mT5 18.80 29.04 18.63 15.50 19.81
AraT5v2 20.23 32.84 24.85 18.27 23.37

Independent Regional Models (I-R)
mT0 18.28 27.35 19.82 16.46 19.96
mT5 18.26 26.83 21.45 16.48 20.25
AraT5v2 21.90 31.28 24.45 18.08 23.45

Table 4: Comparison of joint regional (J-R) and inde-
pendent regional (I-R) models for Subtask 3, based on
the development set. Beam size = 1.

In the comparison of the J-R and I-R models
(without beam search) for Subtask 3 shown in Ta-
ble 4, it is evident that the AraT5 models outper-
form both mT0 and mT5 by a noticeable margin,
and that the I-R models outperform their J-R coun-
terparts overall. We thus further experimented with
the I-R versions of the AraT5 model by investi-
gating different beam sizes. The results, shown
in Table 8 in the Appendix, informed our selec-
tion of models for the official evaluation (on the
NADI test set), which consists of the three best I-R
AraT5 models, one I-R mT5 model and the best
J-R model.

Tables 5 and 6 present the results of our chosen
models on the NADI test sets for Subtasks 2 and 3,
respectively. As shown in Table 5, the I-R AraT5
model with beam size = 3 outperformed our other
models (obtaining a score of 14.76). Meanwhile,
our Subtask 3 results, shown in Table 6, demon-
strate that the J-R AraT5 model (with beam size
= 1) performs best overall (21.10). To investigate
whether adjusting the beam size of the J-R AraT5
model will lead to even better performance, we sub-
mitted the same model to the post-evaluation phase
of Subtask 3, but this time with beam size = 5. The
overall score did increase to 21.87, implying once
again that incorporating beam search leads to better
performance.

5 Discussion

In Tables 3 and 4, it can be observed that for both
subtasks the independent regional (I-R) models per-
formed better compared to the joint regional (J-R)
models, with AraT5 performing the best overall.
This can be explained by the fact that AraT5 was
trained with a specific focus on Arabic whereas the
others (mT0 and mT5) were trained on many other
languages apart from Arabic. This implies that
for the dialect-to-MSA translation task, a model
that was trained solely on the Arabic language is
superior over multilingual models.

Given that the I-R models performed better, mul-
tiple beam sizes were explored. Our results show
that increasing the beam size leads to an improve-
ment in overall performance. However, it is worth
noting that the optimal beam size could vary be-
tween the development and test sets (e.g., beam size
= 4 on the development set and beam size = 3 on
the test set for Subtask 2), although the difference
in performance is very marginal.

Error analysis was conducted to qualitatively
evaluate our best-performing model for Subtask 3.
Specifically, we analysed cases where the model ob-
tained low BLEU scores and manually assessed the
quality of the translations produced by the model.
An example for each dialect is shown in Table 10
in the Appendix. Interestingly, the model’s transla-
tions of the Egyptian, Emirati and Jordanian source
texts are arguably correct, as they convey the same
meaning as the reference translations. They, how-
ever, obtained low BLEU scores due to the fact
that the BLEU metric takes into account lexical but
not semantic similarity, in comparing a generated
translation with a reference one. As for the Pales-
tinian example, the model’s failed translation can
be attributed to code-mixing, i.e., the presence of
the non-Arabic word “bravo” (written in Arabic
script) in the source text.

6 Conclusion and Future Work

In this paper, we describe the approaches we devel-
oped for NADI 2023 Subtask 2 (Closed Dialect-to-
MSA MT) and Subtask 3 (Open Dialect-to-MSA
MT). Our results reveal that fine-tuning AraT5 and
incorporating beam search during translation lead
to top-ranking performance. Possible future direc-
tions include the development of a multilingual
model focussed on Arabic dialects and MSA, and
the creation of further parallel corpora covering
low-resourced Arabic dialects.
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Model Configuration Beam Egy. Emi. Jor. Pal. Overall
AraT5v2 J-R 1 12.50 10.15 11.39 10.28 12.12
mT0 I-R 3 13.64 12.43 7.67 9.32 11.37
mT5 I-R 2 14.04 10.42 10.65 11.66 12.38
AraT5v2 I-R 3 16.04 14.30 12.55 13.55 14.76
AraT5v2 I-R 4 16.54 14.20 12.73 13.04 14.73

Table 5: Results of evaluating our submitted models on the NADI Subtask 2 test set.

Model Configuration Beam Egy. Emi. Jor. Pal. Overall
AraT5v2 J-R 1 17.65 28.46 22.03 17.29 21.10
mT5 I-R 1 15.75 25.15 16.44 16.15 17.95
AraT5v2 I-R 1 17.95 24.94 20.84 17.67 20.22
AraT5v2 I-R 3 19.61 25.79 20.95 18.31 21.02
AraT5v2 I-R 4 19.70 26.02 21.00 18.27 21.08

Table 6: Results of evaluating our submitted models on the NADI Subtask 3 test set.

Limitations

Due to time and computational resource constraints,
we were unable to conduct a more systematic inves-
tigation of the effect of different beam size values
for the joint regional AraT5, mT5 and mT0 models
that we employed.

Furthermore, most of the models that we sub-
mitted to the official NADI 2023 Subtasks 2 and
3 evaluation were trained following a configura-
tion whereby a separate model was independently
trained on every dialect. This means that prior to
translation, the dialect in which an input text was
written in needs to be predetermined, so that the
relevant model can be applied.
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Appendix

Model Beam size Egy. Emi. Jor. Pal. Overall

AraT5v2

1 17.209 14.127 12.143 13.329 15.139
2 17.152 15.197 12.906 14.458 15.828
3 18.702 14.798 12.892 14.507 16.166
4 19.092 15.281 12.478 14.552 16.173
5 19.274 15.052 12.213 14.267 16.037

mT5

1 15.023 15.253 10.324 10.689 13.57
2 15.755 14.888 11.924 10.345 13.919
3 16.121 14.903 11.395 9.962 13.757
4 16.076 14.857 11.754 10.015 13.873
5 16.071 14.744 11.519 10.205 13.909

mT0

1 13.882 12.914 9.551 10.907 12.525
2 13.199 12.371 10.398 10.884 12.389
3 14.498 12.336 11.198 11.692 13.222
4 14.432 12.69 10.643 11.633 13.085
5 14.439 12.554 10.283 11.429 12.989

Table 7: Results of using different values for beam size on the Subtask 2 development set, obtained by independent
regional (I-R) models. The best performing models (whose overall scores are shown in bold) formed the basis of
our submission to the official NADI 2023 evaluation.

Model Beam size Egy. Emi. Jor. Pal. Overall

AraT5v2

1 21.897 31.28 24.451 18.077 23.452
2 22.153 30.65 23.922 17.628 23.151
3 22.788 31.123 24.035 17.525 23.447
4 22.59 31.174 23.763 17.559 23.334
5 22.401 31.291 23.915 17.56 23.319

Table 8: Results of using different values for beam size on the Subtask 3 development set, obtained by independent
regional (I-R) versions of the AraT5 model. The best performing models (whose overall scores are shown in bold)
formed the basis of our submission to the official NADI 2023 evaluation.

Dialect Dialectal Text English Translation
Egy .�ËA 	g AîD
	̄ ��Òê 	®J.Ó A 	K



@ 	á�
Ó



A�JË @ 	áºË But the insurance I don’t understand it at all

Emi ?øñ��
 Ñk. ñËñÊË @ ð 	áK
 	Q 	K @
 Then how much is this pearl worth?

Jor I. J
¢Ë@ Pñ¢
	®ËA« ú
¾K
YK
@ @ñÒÊ��
 Thank you for the delicious breakfast

Pal ú

�æK
AK. Q�K ��J
 	® �� AK
 ñ 	̄ @QK. Bravo Shafiq, my upbringing

Table 9: English translations of the dialectal Arabic examples shown in Table 10, provided for the reader’s
convenience.

Dialect Dialectal Text Reference MSA Translation Model Translation
Egy .�ËA 	g AîD
	̄ ��Òê 	®J.Ó A 	K



@ 	á�
Ó



A�JË @ 	áºË .

�
@YK.



@ éJ
 	̄ Ñê 	̄



@ B A 	K



@ , 	á�
Ó



A�JË @ 	áºË . ��C£B
 @ úÎ« éJ
 	̄ Ñê 	̄



@ B 	á�
Ó



A�JË @ 	áºË

Emi ?øñ��
 Ñk. ñËñÊË @ ð 	áK
 	Q 	K @
 ?øðA��
 Õ» 
ñË 
ñÊË @ ð A�	J�k ? ñËñÊË @ @ 	Yë �éÒJ
�̄ AÓ
Jor I. J
¢Ë@ Pñ¢

	®ËA« ú
¾K
YK
@ @ñÒÊ��

	YK

	YÊË @ Pñ¢ 	®Ë@ @ 	Yë úÎ« ¼� @YK
 �IÒÊ� .I. J
¢Ë@ PA¢

	̄ B
 @ úÎ«
�
CK
 	Qk.

�
@Qº ��

Pal ú

�æK
AK. Q�K ��J
 	® �� AK
 ñ 	̄ @QK. ù
 ÒJ
Êª

�K , ��J
 	® �� AK
 �I 	��k


@ ú


�æJ
K. Q�K ��J
 	® �� AK
 ñ 	̄ @QK.

Table 10: Examples showing cases where the translation generated by our best-performing Subtask 3 model was
given a low BLEU score despite being semantically correct. For English translations of the dialectal examples, we
refer the reader to Table 9.
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Abstract

In this paper, we describe our participation in
the NADI2023 shared task for the classifica-
tion of Arabic dialects in tweets. For train-
ing, evaluation, and testing purposes, a primary
dataset comprising tweets from 18 Arab coun-
tries is provided, along with three older datasets.
The main objective is to develop a model capa-
ble of classifying tweets from these 18 coun-
tries. We outline our approach, which leverages
various machine learning models. Our experi-
ments demonstrate that large language models,
particularly Arabertv2-Large, Arabertv2-Base,
and CAMeLBERT-Mix DID MADAR, consis-
tently outperform traditional methods such as
SVM, XGBOOST, Multinomial Naive Bayes,
AdaBoost, and Random Forests.

1 Introduction

Officially Spoken in more than 20 countries, and
in a myriad of regional variations, the Arabic lan-
guage has consistently piqued the curiosity of re-
searchers across various disciplines. This is be-
cause of Arabic’s historical significance and pivotal
role in shaping the cultural, religious, social, and
political fabric of the Arab world. Historically, Ara-
bic has often been typologically classified into three
distinct categories: Classical Arabic, Modern Stan-
dard Arabic (MSA), and Dialectal Arabic (DA).
Classical Arabic refers to the language used in the
Holy Qur’an and pre-Islamic poetry, while MSA
pertains to the language of newspapers, literature,
education, official documents, and formal media
and news broadcasts. DA, which is the primary
focus of this paper, is more concerned with the
language used in daily communication by speak-
ers of Arabic. These dialects are often classified
into: Egyptian, Levantine, Gulf, and Maghrebi Ara-
bic. Within each of these distinct communities, an
array of subdialects can be found in different ge-
ographical regions (Diab et al., 2010; Zaidan and
Callison-Burch, 2014; Jarrar et al., 2017).

For the most part, MSA was the predominant
variation used in written Arabic. But the advent
of online forums and social media platforms, such
as Twitter, gave the variations of DA a space to
grow their written content presence. These dialects
differ phonologically, morphologically, syntacti-
cally, and semantically. Yet, it is noteworthy to
mention that there can still be some degree of over-
lap between DA and MSA. This is due to the fact
that Arabic is a root-based language, which means
that many words share common roots consisting of
three or four letters. This unprecedented massive
increase in digital content in DA has propelled the
development of NLP tools that can read, manipu-
late, and potentially generate this content. While
developing such tools to handle text in MSA has
posed many challenges, this task has been even
more arduous to do for text written in DA, e.g.,
tweets. Arab users of Twitter mainly use no stan-
dardized orthographic variation (e.g.,ú
Îë



B@, ú
ÎëB@,

úÎë


B@), emphasize their thoughts or sentiments

through elongation by excessively repeating cer-
tain letters (e.g., ÉJ
J
�
J
j���Ó, ���
J
�
J
�
J
Ë ), miss or add

extra spaces between words (e.g., Q�
��
 AÓ, é<ËYÒmÌ'@),
vary their word choice to the same referent (e.g.,
	QK
A«, 	PðA«, ù


	ªK.


@, YK
P



@), to name but a few observa-

tions. All these issues present many challenges
for developing a single system that can accurately
classify all Arabic dialects (Darwish et al., 2014;
Jarrar et al., 2014; Lulu and Elnagar, 2018).

In this article, we outline our system, which we
entered in Task 1 of the NADI2023 shared task
focusing on Arabic dialects classification (Abdul-
Mageed et al., 2023). As with the three preceding
NADI shared tasks (Abdul-Mageed et al., 2020),
(Abdul-Mageed et al., 2021), and (Abdul-Mageed
et al., 2022), the primary objective of this task is
to develop models capable of categorizing tweets
originating from 18 distinct Arab countries.

1
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2 Methodology

2.1 Data

For the purposes of this task, a Twitter dataset of
23.4K tweets, covering 18 different dialects from
18 countries, is provided. This dataset is divided
into 3 smaller sets: 18K tweets for training, 1.8K
tweets for development, and 3.6K tweets for test-
ing. Additionally, datasets from the previous two
NADI tasks (Abdul-Mageed et al., 2020, 2021),
and MADAR (Bouamor et al., 2018) were pro-
vided. Participants in this task were not allowed to
use any other datasets.

2.2 Data Pre-Processing

In the pre-processing phase of our research, we im-
plemented a series of essential steps to prepare the
datasets for model training and evaluation. These
steps aimed to enhance the quality and consis-
tency of the data, ensuring optimal model perfor-
mance. To accomplish this, we followed the data
pre-processing methods outlined in previous stud-
ies (Badaro et al., 2018; Muaad et al., 2022). These
pre-processing procedures collectively served to
optimize the datasets for subsequent training and
evaluation of our models. The pre-processing tech-
niques are as follows:

Diacritics Removal: The small marks used to
indicate pronunciation in Arabic were systemat-
ically eliminated from the datasets (e.g., ©Ò��Jm.

�× >

©Ò�Jm.× ).
Hamza Normalization: A glottal stop repre-

sented in multiple ways in Arabic, underwent a
normalization process (

�
@ , @
 ,



@ > @). This in turn in-

cluded normalizing Lam Alif.
Kashida Removal: Excessive elongation of Ara-

bic letters was adjusted (e.g., 	á�����������J
¢�Ê 	̄ >
	á�
¢�Ê 	̄ ).

Punctuation Removal: All punctuation marks
were removed from the datasets.

Spelling Error Correction: Common spelling
errors in the text were systematically corrected.

In addition, as part of our pre-processing
pipeline, we implemented another step involving
the mapping of numerical labels to their corre-
sponding country names. Linking numerical la-
bels to countries helped us associate data with ge-
ographic regions during the stages of analysis and
training. It was an important initial step in prepar-
ing the data for further processing. The labels 0 to

17 were respectively associated with the following
countries: Iraq, Oman, Syria, Yemen, Morocco,
Lebanon, Tunisia, Kuwait, Algeria, UAE, Sudan,
Libya, Jordan, Egypt, Bahrain, Palestine, Saudi
Arabia, and Qatar.

2.3 Classifiers

We deemed this as a classification task. We used
Transformer-based models such as Arabertv2 base,
and large (Antoun et al., 2020) and CAMeLBERT-
Mix DID MADAR (Inoue et al., 2021). The choice
of these BERT-based models was because they
were trained on data we were allowed to use. We
also used traditional models such as Naive Bayes,
SVC, XGBoost, AdaBoost, and Random Forests.
All the models were trained on a combined dataset
of all the provided datasets. Our BERT-based
model Arabertv2-large performed the best on the
development dataset. To fine-tune AraBERT for
sequence classification, we employ the same ap-
proach that (Antoun et al., 2020) used. This in-
volves taking the final hidden state of the initial
token, specifically associated with the word em-
bedding of the special "[CLS]" token positioned at
the beginning of each sentence. Subsequently, we
integrate a basic feed-forward layer coupled with
the standard Softmax function to yield a probabil-
ity distribution across the predicted output classes.
During the fine-tuning process, both the classifier
and the pre-trained model’s weights are collabora-
tively trained to maximize the log probability of
correctly predicting the class.

In terms of the training setup, we utilize a
set of configuration parameters encapsulated in
the ’TrainingArguments’ variable. The parame-
ters we used are similar to that of (Antoun et al.,
2020) provided in their examples notebook. We
set ’adam_epsilon’ to a value of 1e-8 for opti-
mization, ’learning_rate’ at 2e-5 for the learn-
ing rate, and ’fp16’ can be enabled when using
high-performance GPUs like V100 or T4. The
’per_device_train_batch_size’ is set at 16, although
it can go up to 64 when working with 16GB of
GPU memory and sequences of a maximum length
of 128. To manage memory effectively, ’gradi-
ent_accumulation_steps’ is configured at 2, allow-
ing for an increase in batch size.

The training process spans ’num_train_epochs’
for 3 cycles. ’warmup_ratio’ is set to 0, indi-
cating no warm-up steps. Evaluation is incorpo-
rated (’do_eval = True’), and this evaluation strat-
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Model Name F1-Score Accuracy Precision Recall

Arabertv2-Large 0.71 0.71 0.71 0.71
Arabertv2-base 0.71 0.71 0.70 0.71
CAMeLBERT-Mix DID MADAR 0.71 0.71 0.70 0.71
XGBoost 0.52 0.51 0.60 0.51
Random Forest 0.43 0.42 0.51 0.42
Naïve Bayes 0.41 0.45 0.73 0.45
SVC 0.39 0.40 0.58 0.40
AdaBoost 0.18 0.18 0.50 0.18

Table 1: Model Performance Comparison on Development Data

Model Name F1 Accuracy Precision Recall

Arabertv2-large 70.22 70.78 71.32 70.78

Table 2: Official results of the IUNADI submission

egy is executed ’epoch’ by ’epoch’. Further, the
’save_strategy’ also operates ’epoch’ by ’epoch’,
and it’s designed to ’load_best_model_at_end’
for automatic selection of the best model
based on a specified metric, ’macro_f1’, where
’greater_is_better’ is set to true. ’Macro_f1’ is used
because F1 was the official metric. Lastly, a ’seed’
value of 47 is employed for reproducibility.

Finally, during the training of Arabert-Large, we
employed a training ensemble methodology within
the framework of a 5-fold cross-validation setup.
Our final predictions were derived by aggregating
the scores of the individual models. This ensemble
approach facilitated improved model performance
and robustness in our research.

3 Evaluation

For subtask 1, the evaluation metrics will include
precision, recall, f-score, and accuracy. Macro-
averaged F-score will be the official metric; hence
we report our results using this metric along with all
the evaluation metrics. We decided which models
to submit based on the model’s performance on the
development dataset provided by the organizers.

4 Results

As shown in table 2, we only submitted a single sys-
tem for evaluation, namely, Arabertv2-large. We se-
lected this model because it has over 2.5 times more
parameters than Arabertv2-base and CAMeLBERT-
Mix DID MADAR. Our system achieved an F-1
score of 70.22 on the test set.

In addition to the officially submitted systems,
we performed a more extensive evaluation of the
development set. We trained and evaluated 8 differ-
ent classifiers. The results of these experiments

are shown in table 1. The best model perfor-
mance was achieved by the three models Arabertv2-
large, Arabertv2-base, and CAMeLBERT-Mix DID
MADAR. The non-neural classifiers generally
showed lower performance than transformers.

Our pre-processing pipeline had a positive ef-
fect on the Random Forests model, improving the
F1 score to 0.43, compared to 0.39 without pre-
processing. In contrast, it had a detrimental impact
on the Naive Bayes model, reducing F1 to 0.41
from 0.43 without pre-processing. The pipeline had
no impact on the results of XGBOOST, SVC, and
AdaBoost. It is important to note that pre-trained
models already incorporate their own internal pre-
processing pipelines. Even though the pipeline did
not achieve significant results, we still believe it
was necessary to eliminate redundancy and reduce
data size.

5 Discussion

The Arabic dialect identification task, as explored
in this research, addresses a crucial challenge in nat-
ural language processing, particularly for applica-
tions involving Arabic text. We observed promising
results during the evaluation phase, demonstrating
the system’s ability to correctly identify Arabic di-
alects with a high degree of accuracy. However, it is
essential to recognize that the task itself presents in-
herent challenges due to the nuances and variations
present within Arabic dialects. Arabic speakers
often code-switch between dialects and Standard
Arabic, which affects the performance of models.
Given an additional three months to work on this
task, several avenues for improvement and further
development can be pursued:
Fine-Tuning Strategies: Experimenting with
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advanced fine-tuning techniques, such as do-
main adaptation or multi-task learning, may help
the model handle ambiguous phrases and code-
switching more effectively.
Post-Processing Techniques: Implementing post-
processing techniques, such as dialect consistency
checks, to ensure that the identified dialect remains
consistent within a given text could mitigate errors
caused by code-switching.

6 Conclusion

In this paper, we have detailed our contributions
to the NADI 2023 shared task on Arabic tweet
classification across 18 Arab countries. Our ex-
periments have revealed that employing Arabertv2-
large yields the most promising results. Our system
achieved a ranking of 13th out of 16 participating
teams. Looking ahead, our future research will ex-
plore the potential benefits of employing ensemble-
based approaches with transformer-based models.
Additionally, we are keen to investigate the poten-
tial advantages of incorporating tokenization, stop
word removal or splitting, and stemming into our
pre-processing pipeline.

Ethics Statement

This work is primarily for the benefit of the Arabic
language community, which despite having hun-
dreds of millions of speakers, still lacks computa-
tional resources. While we believe that our project
does not pose any potential harm, we urge users to
take all ethical considerations into account when
using it.

Acknowledgments

This research was supported in part by Lilly Endow-
ment, Inc., through its support for the Indiana Uni-
versity Pervasive Technology Institute. We would
also like to thank Indiana University for providing
access to their computing resources and servers,
which were instrumental in conducting the experi-
ments for this research.

References
Muhammad Abdul-Mageed, AbdelRahim Elmadany,

Chiyu Zhang, ElMoatez Billah Nagoudi, Houda
Bouamor, and Nizar Habash. 2023. NADI 2023:
The Fourth Nuanced Arabic Dialect Identification
Shared Task. In Proceedings of The First Arabic Nat-
ural Language Processing Conference (ArabicNLP
2023).

Muhammad Abdul-Mageed, Chiyu Zhang, Houda
Bouamor, and Nizar Habash. 2020. Nadi 2020: The
first nuanced arabic dialect identification shared task.
arXiv preprint arXiv:2010.11334.

Muhammad Abdul-Mageed, Chiyu Zhang, AbdelRahim
Elmadany, Houda Bouamor, and Nizar Habash.
2021. Nadi 2021: The second nuanced arabic
dialect identification shared task. arXiv preprint
arXiv:2103.08466.

Muhammad Abdul-Mageed, Chiyu Zhang, AbdelRahim
Elmadany, Houda Bouamor, and Nizar Habash. 2022.
NADI 2022: The third nuanced Arabic dialect identi-
fication shared task. In Proceedings of the The Sev-
enth Arabic Natural Language Processing Workshop
(WANLP), pages 85–97, Abu Dhabi, United Arab
Emirates (Hybrid). Association for Computational
Linguistics.

William Antoun, Fady Baly, and Hazem Hajj.
2020. Arabert: Transformer-based model for
arabic language understanding. arXiv preprint
arXiv:2003.00104.

Gilbert Badaro, Ouijdane El Jundi, Ali Khaddaj, Ah-
mad Maarouf, Reine Kain, Hazem Hajj, and Wassim
El-Hajj. 2018. Ema at semeval-2018 task 1: Emotion
mining for arabic. In Proceedings of The 12th Inter-
national Workshop on Semantic Evaluation, pages
236–244.

Houda Bouamor, Nizar Habash, Mohammad Salameh,
Wajdi Zaghouani, Owen Rambow, Dana Abdulrahim,
Dima Obeid, Salam Khalifa, Fatima Eryani, Andreas
Erdmann, and Kemal Oflazer. 2018. The madar ara-
bic dialect corpus and lexicon. In Proceedings of
the eleventh international conference on language
resources and evaluation (LREC 2018).

Kareem Darwish, Hassan Sajjad, and Hamdy Mubarak.
2014. Verifiably effective arabic dialect identifica-
tion. In Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 1465–1468.

Mona Diab, Nizar Habash, Owen Rambow, Mohamed
Altantawy, and Youssef Benajiba. 2010. Colaba: Ara-
bic dialect annotation and processing. In Lrec work-
shop on semitic language processing, pages 66–74.

Genichiro Inoue, Basel Alhafni, Nazym Baimukan,
Houda Bouamor, and Nizar Habash. 2021. The
interplay of variant, size, and task type in ara-
bic pre-trained language models. arXiv preprint
arXiv:2103.06678.

Maha Jarrar, Nizar Habash, Dana Akra, and Nasser
Zalmout. 2014. Building a corpus for palestinian
arabic: a preliminary study. In Proceedings of the
EMNLP 2014 Workshop on Arabic Natural Language
Processing (ANLP), pages 18–27.

Maha Jarrar, Nizar Habash, Fatima Alrimawi, Dana
Akra, and Nasser Zalmout. 2017. Curras: an anno-
tated corpus for the palestinian arabic dialect. Lan-
guage Resources and Evaluation, 51:745–775.

4
668

https://aclanthology.org/2022.wanlp-1.9
https://aclanthology.org/2022.wanlp-1.9


Luma Lulu and Ahmed Elnagar. 2018. Automatic ara-
bic dialect classification using deep learning models.
Procedia computer science, 142:262–269.

Ali Y Muaad, Harisha J Davanagere, D S Guru, Jelili B
Benifa, Chanda Chola, Hani AlSalman, Abdullah
Gumaei, and Moulay A Al-antari. 2022. Arabic doc-
ument classification: performance investigation of
preprocessing and representation techniques. Mathe-
matical Problems in Engineering, 2022:1–16.

Omar F Zaidan and Chris Callison-Burch. 2014. Ara-
bic dialect identification. Computational Linguistics,
40(1):171–202.

5
669



Proceedings of the The First Arabic Natural Language Processing Conference (ArabicNLP 2023), pages 670–677
December 7, 2023 ©2023 Association for Computational Linguistics

The Helsinki-NLP Submissions at NADI 2023 Shared Task:
Walking the Baseline

Yves Scherrer1,2

first.last@ifi.uio.no
Aleksandra Miletić1
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Abstract

The Helsinki-NLP team participated in the
NADI 2023 shared tasks on Arabic dialect
translation with seven submissions. We used
statistical (SMT) and neural machine transla-
tion (NMT) methods and explored character-
and subword-based data preprocessing. Our
submissions placed second in both tracks. In
the open track, our winning submission is a
character-level SMT system with additional
Modern Standard Arabic language models. In
the closed track, our best BLEU scores were
obtained with the leave-as-is baseline, a simple
copy of the input, and narrowly followed by
SMT systems. In both tracks, fine-tuning exist-
ing multilingual models such as AraT5 or ByT5
did not yield superior performance compared
to SMT.

1 Introduction

This paper presents the Helsinki-NLP submissions
to the NADI 2023 shared tasks. We participated
in Subtasks 2 and 3, which consisted in translat-
ing dialectal data into Modern Standard Arabic
(MSA) (Abdul-Mageed et al., 2023). This was the
first time the NADI shared task involved transla-
tion, following past tasks on dialect identification
and sentiment analysis (Abdul-Mageed et al., 2020,
2021, 2022).

The Arabic dialectal continuum stretches from
Morocco in the west to Oman in the east. Vari-
ous classifications of the dialects have been pro-
posed, ranging from large regions to country-level
or even city-level divisions (Bouamor et al., 2018;
Habash, 2022). The Arabic language area is also
well known for its diglossic situation. While Mod-
ern Standard Arabic is used in education, media
and culture across the continuum, it is not native to
any of the dialectal regions.

The translation subtasks focused on four Arabic
dialects: Egyptian, Emirati, Jordanian, and Pales-
tinian. The shared task organizers provided the

MADAR corpus (Bouamor et al., 2018) as the train-
ing material for the closed track (Subtask 2), which
did not allow for the use of additional training data.
The Subtask 3 was described as open track where
any additional training material was allowed.

Since our initial experiments showed that neu-
ral models were particularly affected by the small
size of the MADAR training data, a large part of
our efforts went into creating additional parallel
data for the in Subtask 3 models. In particular,
we focused on freely available monolingual MSA
corpora, which we then back-translated to three
target dialects, grouping Jordanian and Palestinian
together. Adding the back-translated data to the
original training corpus allowed our neural models
to perform on par with less data-hungry statistical
models.

We participated in Subtask 2 with three submis-
sions and in Subtask 3 with four submissions. Our
submissions can be divided into four different ap-
proaches:

• LAI – the leave-as-is baseline consisting of a
copy of the input text,

• SMT – character-level statistical machine
translation models;

• NMT – Transformer-based neural machine
translation models;

• ByT5 and AraT5 – pretrained sequence-to-
sequence models fine-tuned with task-specific
data.

Our best performing translation system was
SMT for both subtasks, but it was not able to out-
perform the LAI baseline in Subtask 2, at least in
terms of the BLEU score (Papineni et al. 2002; see
Section 5.1 for a critical discussion of evaluation
measures). Our submissions placed second on both
subtasks.

Section 2 describes the data collection and prepa-
ration whereas Section 3 outlines the proposed
models in more detail. Our results are presented
in Section 4 and further discussed in Section 5.
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Section 6 offers conclusions of our work.

2 Data Collection and Augmentation

2.1 MADAR3

The training resource provided by the organizers
was the MADAR corpus (Bouamor et al., 2018).
The dataset contains the same sentences in differ-
ent Arabic dialects from 25 cities, as well as in
English, French and MSA. The corpus was created
by translating sentences from the Basic Traveling
Expression Corpus (BTEC) (Takezawa et al., 2007)
into Arabic dialects.

We found in early experiments that our models
achieved better results when excluding the data
from Maghrebi and Yemeni dialects, since the de-
velopment and test sets do not cover these dialect
groups. Therefore, for all our submissions, we use
the subset of MADAR that covers the Nile Basin,
Levant and Gulf regions. We refer to this subcorpus
as MADAR3 throughout the paper.

2.2 MSA data

Considering that parallel resources for the target
dialects are hard to come by, we focused our collec-
tion efforts on monolingual MSA data, taking inspi-
ration from the AraT5 pretraining setup (Nagoudi
et al., 2022). In particular, we used the following
resources:

AraNews is a collection of Arabic newspaper
texts from 15 Arab nations, the United States of
America and the United Kingdom (Nagoudi et al.,
2020).

Leipzig News is a dataset of Arabic news curated
by the Leipzig Corpora Collection. The data comes
from mostly Saudi Arabian news outlets (Goldhahn
et al., 2012).

OSIAN is an Arabic news corpus crawled from
the web (Zeroual et al., 2019). It contains articles
from 31 international Arabic news broadcasting
platforms.

Tatoeba is a project collecting translations of
sentences in the web. The data is available in OPUS
(Tiedemann, 2012).

TED is a corpus of translated subtitles from over
4000 TED talks (Reimers and Gurevych, 2020).
The data is available in OPUS (Tiedemann, 2012).

Wikipedia is a Wikipedia-based corpus we ex-
tracted from the Arabic Wikipedia using WikiEx-
tractor (Attardi, 2015)1. The extracted data was
subsequently sentence-segmented and deduplicated
at sentence level (only the exact matches were re-
moved).

Corpus Sentences Words

AraNews 59,270 2,643,313
Leipzig News 1,000,000 23,972,851
OSIAN 1,000,000 21,532,389
Tatoeba 47,471 231,507
TED 403,845 5,652,867
Wikipedia 11,368,818 193,912,867

Table 1: Size of additional datasets

An overview of corpus sizes is given in Ta-
ble 1.2 Of these resources, AraNews, OSIAN and
Wikipedia were used to pretrain AraT5 (V1).

2.3 Backtranslation of MSA data

While monolingual target-side data can easily be
included into SMT systems in the form of addi-
tional language models, this is more difficult for
neural models. The most common approach in this
situation is to produce synthetic parallel data using
backtranslation (Sennrich et al., 2016).

To this end, we reversed our dialect-specific
SMT-mono models from Subtask 2 (see Section 3.2
for details) to produce three dialectal versions of
all monolingual MSA data presented in Section 2.2.
The backtranslated data was used to train or fine-
tune the neural models for Subtask 3 (see Sec-
tions 3.3, 3.4 and 3.5).

The quality of the backtranslations is most likely
poor, but we nevertheless expect backtranslation to
work better than simpler data augmentation meth-
ods such as noise injection. Since the authors are
not speakers of Arabic, the quality of the backtrans-
lations could not be evaluated.

3 Models

3.1 LAI

As the shared task organizers did not provide an
official baseline, we propose the leave-as-is (LAI)

1The extraction was done from the Wikimedia data dump
arwiki-20230801-pages-articles-multistream.xml.bz2

2Note that we did not perform full tokenization of the
corpora: the word counts in the table are based on whitespace-
delimited tokens.
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Training data Development set BLEU Test set BLEU

Model MADAR3 MSA BT MSA Overall EGY EMI JOR PAL Subm. Overall EGY EMI JOR PAL

LAI — — — 15.78 14.87 26.31 12.75 12.90 2.2 14.28 12.22 23.13 11.15 13.41
SMT-multi ✓ — — 15.62 15.01 25.74 12.52 12.64 2.1 13.60 12.02 21.82 10.46 12.66
SMT-mono ✓ — — 15.39 15.91 17.94 14.84 11.78 2.3 12.53 11.91 16.50 9.83 11.42
NMT ✓ — — 2.61 3.24 2.52 0.00 2.32 — — — — — —
ByT5 ✓ ✓ — 6.63 6.89 4.86 4.94 7.60 — — — — — —
AraT5 V2 ✓ ✓ — 7.41 7.61 5.55 5.98 8.01 — — — — — —
Best competitor 14.76 16.04 14.30 12.55 13.55

SMT-multi ✓ ✓ — 19.19 18.88 25.66 17.24 17.16 3.1 17.69 16.11 25.81 15.60 15.91
SMT-mono ✓ ✓ — 18.61 19.03 26.89 13.12 17.14 — — — — — —
NMT ✓ — ✓ 18.40 16.78 25.34 19.59 14.36 3.2 16.88 15.17 24.77 15.41 14.45
ByT5 ✓ ✓ ✓ 17.69 16.68 24.90 16.01 14.03 3.3 16.10 15.55 21.79 13.73 13.34
AraT5 V2 ✓ ✓ ✓ 19.14 18.49 28.25 17.19 14.80 3.4 17.46 15.50 25.06 15.97 15.06
Best competitor 21.10 17.65 28.46 22.03 17.29

Table 2: Overview of the tested models and their BLEU scores (↑) on the development and test sets. MSA:
monolingual MSA data, BT MSA monolingual MSA data back-translated to three dialects. ✓: used for pre-training,
✓: used for training or fine-tuning. EGY: Egyptian, EMI: Emirati, JOR: Jordanian, PAL: Palestinian. The horizontal
line separates closed (Subtask 2) from open (Subtask 3) submissions according to the organizer-defined criteria.

baseline: an unchanged copy of the input file. We
do not suggest that LAI is a potential solution to the
task; rather, we introduce it as a way of estimating
the task difficulty.

We were unable to beat this baseline with the sys-
tems that only use the MADAR corpus for training
or fine-tuning in terms of BLEU score. Therefore,
we decided to submit LAI as one of our contribu-
tions. We think it is interesting to also compare
the other participants’ systems with this baseline.
For example, even the best submitted subtask 2
system scores behind LAI on the Emirati dialect
(see Table 2).

3.2 SMT

We use a character-level statistical machine transla-
tion model based on the Moses toolkit. We split all
sentences into character sequences and treat each
character as a separate translation unit.3

We provide two variants of the SMT approach.
SMT-multi is a single model trained on all dialects
from MADAR3. SMT-mono is a collection of 3
models, each of which is trained on the MADAR
texts of one major dialect area (Nile Basin, Levant,
Gulf). At prediction time, the relevant model is
chosen according to the provided dialect labels.

Furthermore, each of the two models is made
available in a closed and an open variant. The
closed variant contains a single language model

3Character-level models outperformed SMT models with
words and subwords in preliminary experiments. Model pa-
rameters are presented in Table 5 in the Appendix.

trained on the MSA side of MADAR. The open
variant contains a total of 7 language models, cor-
responding to the different MSA corpora listed in
Section 2.2 in addition to MADAR.

3.3 NMT
Our neural machine translation method is based
on the Transformer architecture. The model was
trained with OpenNMT-py (Klein et al., 2017).4

We tokenized the data using the unigram model
implemented in the SentencePiece library (Kudo
and Richardson, 2018), as it has outperformed
BPE-based segmentation when the studied texts
include inconsistent writing or non-standard lan-
guage (Kanjirangat et al., 2023). We experimented
with three different vocabulary sizes (300, 500,
1000) and found the smallest (300) to offer the
best performance.

Furthermore, we found that the NMT model’s
performance was enhanced by adding a dialect tag
at the beginning of the source sentence. We used
the three dialect labels of MADAR3.

The NMT model trained on MADAR3 alone did
not produce competitive scores. We only submitted
an NMT model trained both on MADAR3 and on
the backtranslations.

3.4 ByT5
ByT5 (Xue et al., 2022) is a multilingual pre-
trained model of the T5 family (Raffel et al., 2020)

4Experimental details for each model are provided in Ta-
ble 5 in Appendix A.
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that encodes all text as UTF-8 encoded byte se-
quences. It is pre-trained on the multilingual m4C
corpus (Xue et al., 2021), with 1.66% of the data
in Arabic. ByT5 was used by the winning team
(Samuel and Straka, 2021) in the MultiLexNorm
shared task (van der Goot et al., 2021), in which the
participants had to normalize social media texts of
various languages. We expect that Arabic dialect-
to-standard translation consists to a large extent of
local changes of individual characters. We there-
fore find that a byte-based model is a good fit for
this task.

We fine-tuned the byt5-base model with
MADAR3, but found the performance subpar. For
our submission, due to computational limitations,
we fine-tuned the byt5-small model with a ran-
dom sample of 1M sentences from our backtrans-
lated data and MADAR3.

3.5 AraT5
AraT5 (Nagoudi et al., 2022) is a pre-trained
model of the T5 family specifically focused on
Arabic, enabling tasks like machine translation
into and out of Arabic, summarization, translit-
eration and other sequence-to-sequence transfor-
mation tasks. During the competition, the second
version AraT5-V2 was made available. We use
the AraT5v2-base-1024 foundation model for our
experiments.

Fine-tuning AraT5-V2 on MADAR3 only did
not yield competitive results. Instead, we submitted
a model fine-tuned on MADAR3 and a random
sample of the backtranslations, with a total of 1.4M
sentence pairs (15% of the full dataset).5

4 Results

4.1 Results on the development set
Our results on the development set are shown in the
middle panel of Table 2 with the official evaluation
metric BLEU. Our best submission in Subtask 2 is
the leave-as-is baseline (LAI; Section 3.1). The fact
that unmodified input achieves better results than
machine translation approaches can be taken as an
indicator of the difficulty of the closed track task.
Note, however, that our best-performing machine
translation approach (SMT-multi) is in general less
than one BLEU point below LAI.

The inclusion of additional training material in
Subtask 3 led to a significant improvement for neu-

5The samples used for byT5 and AraT5 differ due to com-
putational time constraints.

ral methods, as illustrated by the results of NMT,
ByT5 and AraT5 in the lower part of Table 2. Nev-
ertheless, our best performing approach remains
SMT-multi, which scores first overall, and for all
individual dialects except for Jordanian. AraT5 is
the second best model overall, but note that SMT-
mono outperforms it on Egyptian and Palestinian.
The scores across different models are the most sta-
ble for Egyptian, and they vary the most on Emirati,
where the difference between the best (SMT-multi)
and worst model (ByT5) is around 4 BLEU points.

4.2 Official results
The right-hand panel of Table 2 shows the official
results on the test set. For comparison, we added
the results of the top-performing system of each
subtask.

For Subtask 2, the LAI baseline outperformed
both of our SMT systems, and got close to the best
submission. It can be noted that our LAI model
outperformed the best competitor on Emirati by a
large margin, suggesting that models tend to over-
normalize this dialect.

For Subtask 3, SMT and AraT5 were our best
submissions, as could be expected from the devel-
opment set scores. However, there is a significant
gap to the best competitor, especially for Emirati
and Jordanian. We would like to note however that
our Subtask 3 submissions rely on similar train-
ing data as was used for AraT5 pretraining, but in
a smaller volume. In that sense, it may be more
relevant to compare our systems with Subtask 2
submissions that are based on AraT5.

Note that in all our experiments we systemati-
cally use sentence-level contexts. However, our pre-
vious work has shown that contexts of sliding win-
dows of three words can bring significant improve-
ments, especially for the TF-based systems (Kupari-
nen et al., 2023). This approach requires word-level
data alignments which are not trivial to produce.
Therefore we defer this to future work.

5 Discussion

5.1 Evaluation metrics
The BLEU score (Papineni et al., 2002), which
was used as the official metric in this shared task,
treats each word as an atomic unit and considers
a word as wrong even if only one character is in-
correct. However, in dialect-to-standard translation
tasks, an large amount of differences is expected
to concern changes of individual characters. It
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Model Overall EGY EMI JOR PAL

BLEU

2.2 LAI 15.78 14.87 26.31 12.75 12.90
2.3 SMT-mono 15.39 15.91 17.94 14.84 11.78
2.1 SMT-multi 15.62 15.01 25.74 12.52 12.64

chrF

2.2 LAI 45.02 46.56 49.47 40.85 44.10
2.3 SMT-mono 46.96 49.11 51.11 43.81 44.69
2.1 SMT-multi 44.96 46.60 49.37 40.81 43.94

Table 3: BLEU and chrF scores on the development set.

might therefore be interesting to consider metrics
that reflects this better, for example the chrF score
(Popović, 2015), which is based on the precision
and recall of character n-grams.

Table 3 compares the development set BLEU
scores with the chrF scores of our Subtask 2 sub-
missions. According to BLEU, LAI is the best
performing system, mostly thanks to its good per-
formance on Emirati. SMT-mono is the worst of
the three despite winning on two individual dialects.
In contrast, according to chrF, SMT-mono outper-
forms all other systems on all four dialects. The
large variation on Emirati has also disappeared.

This suggests that our SMT-mono system could
in fact be perceived as better than the higher-ranked
LAI baseline. It would be instructive to see which
of the two evaluation metrics correlates better with
human assessment on this particular task.

5.2 Test data domains

While the MADAR corpus contains relatively short
and simple sentences from the travel domain, the
development and test data provided for the NADI
shared task comes from a different source and text
domain. It can be interesting to see how the pro-
posed translation models fare on both domains.

To this end, we extracted the test instances from
the MADAR3 corpus (which were held out from
model training) and evaluated some of our submis-
sions on them. Table 4 provides a comparison of
the results on the NADI test data and the MADAR3
test data.

There is a striking difference in terms of LAI
BLEU between the two datasets: NADI seems to
be much “easier” than MADAR, in the sense that
fewer replacements are required. For both datasets,
the closed-track SMT model does not do any better
than the baseline. The two selected open-track mod-
els have very similar performances on the NADI
test set, but differ greatly on their performance on

Model NADI MADAR3

2.2 LAI 14.28 3.48
2.1 SMT-multi 13.60 3.53
3.1 SMT-multi 17.69 10.22
3.4 AraT5 V2 17.46 17.85

Table 4: Overall BLEU scores for the NADI and
MADAR3 test sets.

MADAR. AraT5, presumably thanks to the large
amount of pretraining data, generalizes much better
to the more difficult MADAR test set.

6 Conclusions

In this paper, we described our participation in the
NADI shared task, where we submitted seven sys-
tems to two tracks. Our submissions placed second
on both tracks. Our strongest translation method
was SMT in both tracks, but given the difficulty
of the task, it was outperformed by an LAI base-
line in the closed track. Neural models closed the
gap to the SMT models only with large amounts of
additional parallel data obtained through backtrans-
lation.

We would like to note again that our open track
submissions do not use any human-translated par-
allel training data besides MADAR, and that the
total amount of training data is smaller than what
was used for AraT5 pre-training. This makes our
models, in particular the SMT ones, more data effi-
cient than large pretrained models such as AraT5
or ByT5.

We also showed that the participating systems
could have been ranked differently with a character-
based evaluation metric, which underlines the im-
portance of the selected metrics.
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A Experimental Details

We trained all neural models on a single NVIDIA V100 GPU. The SMT models were trained on a Xeon
Gold 6230 CPU. We will make the training scripts and the additional data publicly available for the final
submission.

Model Parameter Selected values Considered alternatives

SMT Subword tokenization characters words, unigram subwords
Alignment tool eflomal — (Scherrer, 2023)
Alignment symmetrization grow-diag-final-and —
Language model n-gram size 10 —
Maximum phrase length 10 —
Distortion disabled —
Tuning method MERT —

NMT Subword tokenization unigram subwords characters
Encoder + decoder layers 6 + 6 —
Attention heads 8 —
Embedding dimensions 512 —
Hidden layer dimensions 512 —
Position representation clipping 4 —
Dropout 0.1 —
Label smoothing 0.1 —
Optimizer Adam —
Adam β2 0.98 0.998
Batch size / accumulate gradient 2 * 5000 tokens —
Initial learning rate 0.1 0.01, 2.0
Decay Noam, 10000 warmup steps —
Max. training sequence length 1000 —
Max. prediction sequence length 1000 —
Training time 100000 steps —

ByT5 Foundation model google/byt5-small google/byt5-base
Max. sequence length 512 —
Batch size 8 sentences —
Early stopping disabled —
Training time 5 epochs —
Model selection criterion validation loss —

AraT5 Foundation model UBC-NLP/AraT5v2-base-1024 UBC-NLP/AraT5-base
Max. sequence length 256 —
Batch size 12 sentences —
Early stopping 5 epochs —
Max. training time 20 epochs —
Model selection criterion validation loss —

Table 5: Hyperparameter settings.
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Abstract

In this paper, we present our approach for the
"Nuanced Arabic Dialect Identification (NADI)
Shared Task 2023". We highlight our method-
ology for subtask 1 which deals with country-
level dialect identification. Recognizing di-
alects plays an instrumental role in enhancing
the performance of various downstream NLP
tasks such as speech recognition and translation.
The task uses the Twitter dataset (TWT-2023)
that encompasses 18 dialects for the multi-class
classification problem. Numerous transformer-
based models, pre-trained on Arabic language,
are employed for identifying country-level di-
alects. We fine-tune these state-of-the-art mod-
els on the provided dataset. The ensembling
method is leveraged to yield improved perfor-
mance of the system. We achieved an F1-score
of 76.65 (11th rank on the leaderboard) on the
test dataset.

1 Introduction

Dialects, which are variations of a language, of-
ten differ in their vocabulary, grammar, pronunci-
ation, and occasionally even cultural quirks. The
practice of identifying the particular dialect or re-
gional variety of a language that is used in a text
or speech sample is known as dialect identification.
The goal of dialect identification is to categorize
a text or speech into one of the many dialects or
regional adaptations that may exist. For many NLP
applications, including language modeling, speech
recognition, and data retrieval, this task may be
vital.

Arabic, with its plethora of dialects, is a rich
language. However, many of these dialects are
not studied in depth because of a dearth of mone-
tary backing and available datasets. Arabic dialect
identification can assist in perpetuating linguistic
diversity by acknowledging and valuing various di-
alects. It contributes to addressing the gap between

∗Equal contribution

existing NLP techniques and the rich fabric of re-
gional dialectal differences in a globalized setting.
Rule-based strategies for Arabic dialect identifica-
tion have given way to data-driven techniques, with
a focus on machine learning, deep learning, and the
creation of corpora of languages and datasets. The
accuracy of dialect detection has risen significantly
with the use of multilingual pre-trained models
such as BERT and its derivatives.

This paper presents our approach for subtask 1:
Country-level Dialect Identification, which poses a
multiclass classification problem (Abdul-Mageed
et al., 2023). Multiclass classification is a form of
statistical modeling or machine learning problem
where the objective is to classify data into more
than two unique classes or labels. We aim to clas-
sify the tweets and map them into their respective
dialect labels. We have demonstrated the use of var-
ious transformer-based models on the given Arabic
data. The ensembling method has been leveraged to
enhance the performance of the proposed system.

2 Related Work

Dialect detection in Arabic is an arduous task due
to several factors, including the lack of a consistent
spelling system, the medium’s characteristics, and
the scarcity of data. Surveys on deep learning and
Natural Language Processing methods for process-
ing Arabic data were presented in 2015 (Shoufan
and Alameri, 2015) and 2017 (Al-Ayyoub et al.,
2018), focusing on the identification of Arabic
dialects. However, only 6 Arabic dialect classes
had been examined until that time. The MADAR
project was launched in 2018 to provide a large
corpus of 25 Arabic city dialects (Bouamor et al.,
2018). A study on the classification of dialects
in 25 Arab cities used multi-label classification
methods and examined a wide range of features,
yielding promising results (Salameh et al., 2018).
Employing supervised machine learning methods
on Arabic NLP tasks was found to be a difficult
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feat because of the lack of resources in the Ara-
bic language (El Mekki et al., 2020). As a result,
scholars and researchers have introduced plenty
of initiatives to make new datasets available and
encourage more people to work in the field of Ara-
bic NLP. One of the initiatives, Nuanced Arabic
Dialect Identification (NADI) shared tasks, was
started in 2020 which comprised country-level and
province-level dialect detection (Abdul-Mageed
et al., 2020). BERT (Bidirectional Encoder Repre-
sentation from Transformers) (Devlin et al., 2019)
models have been commonly used for these dialect
detection tasks. A multilingual BERT model was
pretrained on unlabeled tweets and fine-tuned for
the classification task by Mansour et al. (2020).
AraBERT was finetuned on an additional dataset
produced by reverse translating the NADI dataset
and employed for the dialect detection task by
Tahssin et al. (2020). Furthermore, Gaanoun and
Benelallam (2020) utilized ensembling methods
and semi-supervised methods along with Arabic-
BERT. A system comprising an ensembling of
multiple models was created using MARBERT
as the base model, which yielded promising re-
sults (AlKhamissi et al., 2021). In the NADI 2022
shared task, AlShenaifi and Azmi (2022) pretrained
AraBERT model and BiLSTM model for dialect
detection. Various models were combined and per-
formance was enhanced using a combination of TF-
IDF and n-grams. An ensembling of transformer-
based models, predominantly using variations of
MARBERT was employed for dialect detection
as well as sentiment analysis, in the NADI 2022
shared tasks (Bayrak and Issifu, 2022), (Khered

et al., 2022). (Oumar and Mrini, 2022) addressed
the issue regarding an imbalance in the classes of
the NADI dataset by using focal loss and employed
various Arabic BERT-based models.

This paper proposes a system that employs an
ensemble of transformer-based models, specifically
variations of BERT for the classification task.

Dataset Number of Samples

Training 18000

Development 1800

Testing 3600

Table 1: Dataset’s training, development, and test split

3 Data

The dataset provided for subtask 1: Country-level
dialect identification contains tweets. The given
Twitter dataset comprises 18 dialects and a corpus
of a total of 23400 tweets. The entire dataset is split
into training (76.92%), development (7.69%), and
test (15.38%). Additionally, datasets of previous
years (Abdul-Mageed et al., 2020, 2021; Bouamor
et al., 2018) are also provided for the training pur-
pose. As shown in table 1, the training data has
18000 tweet samples, development data has 1800
samples and testing data has 3600 samples. The
dataset contains features such as id, content, and
label. Every sample’s tweet content in the training
dataset is labeled with its dialect. This subtask falls
under the category of multi-class classification.
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The provided dataset needed to be pre-processed
before passing it to the model. We make use of
regular expressions to remove "noisy" elements
from the input texts. Texts like "USER", "NUM"
and "URL" are removed from the input because
they don’t contribute additional information to the
model’s understanding.

4 System

The given subtask tackles the problem of country-
level dialect identification. This comes under the
umbrella of multi-class classification problems for
which Language Models have been extensively
used and have achieved impressive results. The
models are trained for 10 epochs with a learning
rate of 1e-5, a batch size of 32, and the AdamW
optimizer. We experiment and use several language
models and ensembling methods in our research,
as shown in Figure 1.

4.1 AraBERT

Antoun et al. (2020) addresses how BERT models
that have been pre-trained on a sizable corpus of
a particular language, such as Arabic, do well on
language comprehension tasks. They point out
several such models, which are used in our study to
help deliver cutting-edge outcomes for the Arabic
language.

The 70 million phrases that make up the pre-
training dataset, which is around 24 GB in size,
are used to train the models. The news in the data
covers a wide range of topics that is valuable for
many downstream applications. The pre-training
tasks that aid in the models’ contextual knowledge
of the input sequence include the Next Sentence
Prediction Task and Masked Language Modelling
Tasks. To demonstrate AraBERT’s efficacy across
diverse tasks and domains, it was tested on three
NLP tasks: entity recognition, sentiment analysis,
and question-answering.

Small adjustments have been made to the pre-
training phases and parameters for the selected
AraBERT model versions. AraBERT v1 or v0.1
are the original models, and v2 or v0.2 are the more
recent versions with improved pre-processing and
vocabulary. In addition to the dataset used for the
other v0.2 models, AraBERTv0.2-Twitter-base is
pre-trained with 60 million multi-dialect tweets. It
possesses 136 parameters. Pre-trained examples
for AraBERTv2-base include 207M instances with
a sequence length of 512 and 420M examples with

a sequence length of 128.

4.2 CAMeLBERT
Inoue et al. (2021) introduced the CAMelBERT
model collection, which consists of more than eight
pre-trained models for NLP tasks in Arabic. The
parameters taken into consideration for the exper-
iment were the task type, language variant, and
size. Language models were provided in several
variants, including classical Arabic (CA), dialectal
Arabic (DA), and Modern Standard Arabic (MSA),
with the DA variant being chosen for this study.
The models were pretrained on variations of the
MADAR dataset and NADI datasets for the Dialect
Identification task. CAMelBERT was trained with
the Adam optimizer and a learning rate of 1e-4.
The pre-trained models are evaluated on five major
tasks in NLP: Sentiment Analysis, Dialect Identi-
fication, POS tagging, Named Entity Recognition,
and Poetry Classification.

5 Ensembling

Ensembling is a technique that integrates the output
of multiple models to get the system’s eventual out-
come. For this, both statistical and non-statistical
methods are employed. Ensembling is beneficial
since it contributes to the production of results that
are superior to those provided by the individual
models.

We note that the "hard voting" ensemble strategy
emerges as the most effective and precise among
the many strategies used for ensembling. In hard
voting, the final prediction is chosen based on the
majority vote or the "mode" of all the predictions.
It reduces the volatility in the outcomes and aids in
strengthening the system’s robustness.

Model F1 Score

AraBERTv02-Twitter-base 77.03

CAMeLBERT-DA 72.78

AraBERTv02-base 73.07

Ensemble - Hard Voting 77.62

Table 2: Results for Dialect Identification Task on the
Development dataset

6 Results

This section discusses the results obtained by our
system and analyses its performance. Table 2 and
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Model F1 Score

AraBERTv02-Twitter-base 75.17

CAMeLBERT-DA 71.99

AraBERTv02-base 72.09

Ensemble - Hard Voting 76.65

Table 3: Results for Dialect Identification Task on the
Test dataset

Table 3 depict our scores for the individual models
used and the corresponding ensembled score on
the development dataset and the test dataset respec-
tively. The F1 score is used as the official metric
for scoring the systems.

AraBERTv02-Twitter-base outperforms the
other models with an F1 score of 77.03 on the
development dataset and 75.17 on the test dataset.
This performance demonstrates the benefits of uti-
lizing a model that is pre-trained on a corpus similar
to the one the task demands. AraBERTv02-Twitter-
base is pre-trained on 60M multi-dialect tweets be-
sides the usual datasets used for AraBERT models,
giving it an edge over other models for this particu-
lar task. We select the ensemble-based system as
our final approach since it produces outcomes with
minimal variation and offers more stable predic-
tions. This is justified by the superior performance
of our system in the final evaluation stage. Our
final system achieved an F1 score of 76.65 on the
test dataset.

7 Conclusion

This paper compares several transformer-based
models on the task of Nuanced Arabic Dialect
Identification (NADI). AraBERTv02-Twitter-base
is found to outperform other models for this task.
It achieves an F1 score of 76.65. We use hard
voting-based ensembling as the final approach for
our system as it generates predictions that are sta-
ble while also improving the overall performance.
With higher computational resources at hand, the
performance of the system can be improved by
training it for longer and by using bigger models
for the system. Models that are specifically pre-
trained on data that is similar to the data used in the
task at hand can help enhance understanding and
in turn, give better performance. We can also ex-
periment with other suitable ensembling methods
and gauge their efficiency for our task.

Limitations

Models used for this task are computationally
heavy and require significant computing resources
for inference. As a result in certain real-world
applications where there are compute constraints,
using the system may pose a challenge. The data
used for evaluation and pre-training of the models
mentioned may have been biased even though the
quality of the data used is high. Thus, it may not
accurately represent real-world scenarios.
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Abstract
In this paper, we present our findings within the
context of Subtask 2 of the NADI-2023 Shared
Task. This task requires the exclusive utiliza-
tion of the DIALECT-MSA MADAR Bouamor
et al. (2018) corpus to develop sentence-level
machine translations from Palestinian, Jorda-
nian, Emirati, and Egyptian dialects to Modern
Standard Arabic (MSA). However, MADAR
lacks a parallel Emirati-MSA corpus. To ad-
dress this challenge, we pre-trained the AraT5
transformer model using different configura-
tions of the MADAR corpus and compared
their performance results with those of existing
transformer models. The best model achieved
a BLEU score of 11.14% on the dev set and
10.02% on the test set.

1 Introduction

Arabic dialects (AD) represent a diverse range of
informal languages spoken throughout Arab coun-
tries. The rise of social media has greatly amplified
the growth of these dialects, which have become
an integral part of everyday communication. Plat-
forms such as Twitter, Facebook, and Instagram of-
ten feature user-generated content written in these
dialects. Arabic dialects can indeed vary signifi-
cantly from one region to another, and these vast
regional differences make them challenging to un-
derstand and interpret. This linguistic diversity can
be so pronounced that even within a single country,
identical words might bear different meanings. As
a result, due to the variation among these Arabic
dialects (ADs), it becomes exceedingly challeng-
ing to create tools capable of accurately processing
Arabic social media content. It can also be diffi-
cult to employ standard tools designed for Mod-
ern Standard Arabic (MSA), which serves as the
mother language for these dialects. One solution
to overcome this problem involves leveraging the
richness of the MSA language by translating the
dialect variants into it. Currently, there is a signifi-
cant amount of work focused on translating dialects

to MSA. However, most approaches treat each di-
alect separately, as seen in studies like Kchaou et al.
(2022) for Tunisian and Al-Ibrahim and Duwairi
(2020) for the Jordan dialect. Yet, it’s important to
acknowledge that these dialectal variations coexist
in social networks. Therefore, it is important to
develop models capable of handling the process-
ing of all these dialects collectively. This work fits
into this context by involving the development of
a machine translation (MT) model to translate a
subset of Arabic dialects, namely Palestinian and
Levantine, into Modern Standard Arabic (MSA).
As part of the competition offered by the NADI
shared task, the challenge involves the develop-
ment of a translation model for four dialects based
solely on the MADAR corpus. It’s worth noting
that MADAR lacks a parallel corpus for the Emirati
dialect. In this paper, we outline the experiments
to build a dialect translation model. Specifically,
we have compared the results of two methods: the
first involves fine-tuning the AraT5 transformer
model (Nagoudi et al., 2021) utilizing various cor-
pus configurations from MADAR, while the second
entails refining existing tools and employing the
back-translation method. The rest of this paper is
structured as follows: Section 2 outlines related
works. Section 3 describes the dataset used. The
fine-tuning of AraT5 models is presented in Sec-
tion 4. We assess the benefits of leveraging tools
to improve the translation process in Section 5. In
Section 6, we discuss the results obtained. Finally,
Section 7 provides a conclusive summary.

2 Related works

In the field of neural machine translation for Arabic
dialects, the primary focus has been on translating
these dialects into Modern Standard Arabic (MSA).
However, most of these works typically concentrate
on a single dialect, resulting in a lack of models
that address the full spectrum of dialects. For in-
stance, Al-Ibrahim and Duwairi (2020) conducted
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a study that focused on translating the Jordanian
Arabic dialect into MSA using deep learning tech-
niques and implemented an RNN encoder-decoder
model. However, the size of the corpus limited
their progress. Similarly, Baniata et al. (2018) tack-
led the challenge of translating Levantine dialects,
including Jordanian, Syrian, and Palestinian, into
MSA. They worked with a relatively small dataset
of about 20,000 parallel sentences from the AD Ap-
plications and Resources (MADAR) and Parallel
Arabic Dialect Corpus (PADIC) corpora. Their ap-
proach introduced an RNN-based multitask learn-
ing model in which the decoder was shared across
language pairs, with each source language hav-
ing its own encoder. A transductive transfer learn-
ing approach, introduced by Hamed et al. (2022),
emerged in the context of low-resource neural ma-
chine translation for the Algerian Arabic dialect.
This approach employed fine-tuned transfer learn-
ing to transfer knowledge from a parent model to
a child model. The evaluation was carried out us-
ing the MADAR and PADIC corpus. This study
applied the transductive transfer learning strategy
with two NMT models: Seq2Seq and Attentional-
Seq2Seq. Moreover, Nagoudi et al. (2022) intro-
duced TURJUMAN, a versatile neural toolbox that
can translate 20 languages into MSA. The TURJU-
MAN toolbox uses the power of the AraT5 model,
renowned for its ability to decode Arabic. Notably,
TURJUMAN allowed for flexibility in decoding
methods, facilitating the creation of paraphrases
for MSA translations. The tool was trained to use
semantic similarity to collect publicly available
parallel data samples to ensure data quality. This
initiative resulted in the development and launch
of AraOPUS-20, which establishes a new bench-
mark for machine translation. It encompasses a
benchmark dataset (AraOPUS-20) and the transla-
tion toolkit (TURJUMAN). Another contribution
comes from Kchaou et al. (2023), who introduced a
hybrid approach to building a translation model for
the Tunisian dialect. They proposed different aug-
mentation methods to create a large corpus. Using
this corpus, the authors tested different NMT mod-
els. The best model was obtained using JoeyNMT,
achieving a BLEU score of 69.22

3 NADI-2023 Shared Task Subtask 2:
DATASETS

In Subtask 2, we had access to three primary
datasets: training (Train), development (Dev), and

testing (Test), as outlined in Table 1. Our approach
began with the utilization of the MADAR parallel
corpus as our training set. During this phase, our
model learned from the data and fine-tuned its pa-
rameters accordingly. Following the training, we
evaluated our model’s performance on the develop-
ment set provided by the shared task. Finally, we
generated translations using the best configuration
on the test set. The subsequent sections will pro-
vide a detailed description of the contents within
these three corpora.

Data set #Lines
Train 111096
Dev 400
Test 2000

Table 1: Distribution of Different Sets.

3.1 Training SET

Subtask 2 allowed the usage of only the dataset
from the MADAR parallel corpus for training. The
statistics for the MADAR corpus for Subtask 2 are
provided in Table 2.

Corpus #lines #token #vocabularies
Tunisian 14k 87113 17102

Iraq 4k 2414 6466
Libya 4k 26209 6247

Morroco 14k 94289 18120
Syria 4k 6098 24363

SAUDI-ARABIA 4K 24751 6248
EGYPT 4k 26757 6239

JORDAN 42k 26074 6247
PALESTINIAN 2k 12574 3902

QATAR 12k 72878 12480
Yemen 2k 12823 4317
Algeria 2k 13198 4180
Lebanon 12k 72806 15531

Oman 2k 13201 4531
Sudan 2k 13352 4120

Table 2: Statistics of MADAR Subtask 2 Data Set.

3.2 Dev set

The development set comprises 400 sentences, with
100 sentences dedicated to each dialect. This
dataset plays a crucial role in enhancing and eval-
uating translation systems, aiming for exceptional
results. Each development tweet is accompanied
by a unique identifier (#1_id) for each dialect, fol-
lowed by the tweet’s content (#2_content). The
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third column (#3_label) presents the tweet’s gold
label at the country-of-origin level.

3.3 Test set
The test set includes a total of 2,000 sentences,
with an equal distribution across four different di-
alects: Egyptian, Emirati, Jordanian, and Pales-
tinian. These tests have been thoughtfully designed
to assess the capability of translation systems to
effectively convert AD into MSA. Furthermore,
each test tweet is accompanied by a unique identi-
fier (#1_id) and specifies the dialect’s name at the
country-of-origin level (#2_dialect_id). 1

4 Fine-Tuning AraT5 models

In light of the impressive performance showcased
by the transformer architecture in Neural Machine
Translation (NMT) of Arabic Dialects, as high-
lighted by Kchaou et al. (2023) and Nagoudi et al.
(2022), our proposed strategy is to further harness
this potential. Specifically, we intend to fine-tune
the transformer AraT5 model using the MADAR
corpus. This fine-tuning process is geared towards
developing a specialized Machine Translation (MT)
model capable of effectively handling the four di-
alects introduced for testing.

4.1 Architectures
In order to determine the most suitable AraT5 con-
figuration for this task, we conducted fine-tuning
on seven different architectures, including:

• The AraT5 base model by Abdul-Mageed
et al. (2021): This model represents a modifi-
cation of the T5 (Text-To-Text Transfer Trans-
former), finely tuned for the processing of Ara-
bic text. It functions as a foundational model
for various natural language processing tasks,
encompassing text classification, text gener-
ation, and machine translation (MT). AraT5-
base capitalizes on the Transformer architec-
ture and pre-trained embeddings to effectively
comprehend and generate Arabic text.

• The AraT5v2-base-1024 model represents
an enhanced iteration of AraT5-Base. In
this version, the sequence length has been
extended from 512 to 1024, denoted by the
"1024". This expanded sequence length sig-
nificantly augments the model’s adaptability
across various Natural Language Processing

1https://github.com/Wiemder/Levantin-Dataset

(NLP) tasks. Notably, the fine-tuning pro-
cess of AraT5v2-base-1024 exhibits approxi-
mately 10 times faster convergence compared
to its predecessor, AraT5-base. This acceler-
ated convergence holds the potential to sig-
nificantly expedite both the training and fine-
tuning procedures, thereby enhancing overall
efficiency. The selection of this model for
our experiments was motivated by its excep-
tional performance, as demonstrated in Table
4, where it outperformed other models under
the AraT5v2-Base category.

• The Sultan-ArabicT5 model Alrowili and
Shanker (2022) : It is another variant of the
T5 model tailored for Arabic text process-
ing. Similar to other T5-based models, Sultan-
ArabicT5 is versatile and can be fine-tuned for
a range of natural language processing (NLP)
tasks. Specific features and details of this
model may vary depending on the creator’s
objectives and training data.

• AraT5-MSA-Small and AraT5-MSA-Base
Models Nagoudi et al. (2021): We evaluated
two additional versions of the AraT5 model
in our experiments: AraT5-MSA-Base and
AraT5-MSA-Small, each tailored to meet spe-
cific requirements. The AraT5-MSA-Base
is an upgraded AraT5 version that is well-
equipped to handle a wide array of standard
Arabic Natural Language Processing (NLP)
tasks. It boasts a larger architecture and an
increased number of parameters, making it
particularly adept at intricate tasks that de-
mand a deep understanding of the language.
AraT5-MSA-Base is an excellent choice for
research projects and applications that neces-
sitate advanced linguistic modeling. AraT5-
MSA-Small in contrast, is a streamlined it-
eration of the AraT5 model, optimized for
efficient processing of MSA data. It operates
at a faster pace and demands fewer computa-
tional resources compared to the "Base" ver-
sion. This version is typically employed in ap-
plications where efficiency is a priority, with-
out a significant loss in quality. The key dis-
tinction between these two models lies in their
size and their suitability for various standard
Arabic NLP tasks. AraT5-MSA-Small pri-
oritizes speed and resource efficiency, while
AraT5-MSA-Base excels in proficiency and
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versatility across a broader spectrum of stan-
dard Arabic NLP tasks.

• AraT5-Tweet-Small and AraT5-Tweet-
Base Models: as presented by Nagoudi
et al. (2021), AraT5-Tweet-Small and AraT5-
Tweet-Base are specialized models meticu-
lously crafted to tackle the unique linguis-
tic challenges presented by social media con-
tent, particularly tweets and informal online
discourse. These models are fine-tuned to
specifically address the subtleties involved in
translating Arabic dialects commonly found
in user-generated content on platforms like
Twitter. Their incorporation into our experi-
ments equips us with the tools needed to ef-
fectively navigate the complexities associated
with translating such content.

In specific scenarios, the transformer-based model
"AraT5v2-base-1024" can indeed prove to be a
valuable asset for traditional machine learning mod-
els. In our specific context, the proposed fine-
tuning of AraT5 models offers several advantages.
These pre-trained models can be further customized
and optimized for specific Natural Language Pro-
cessing (NLP) tasks, subsequently serving as input
features or foundational models for various tasks
within traditional machine learning. Transformer-
based models, including AraT5, bring advanced
capabilities for text preprocessing, encompassing
tasks such as tokenization, embedding, and at-
tention mechanisms. These preprocessing steps
can be seamlessly integrated with traditional ma-
chine learning models that might lack such built-
in capabilities. The fusion of predictions from a
transformer-based model and a traditional machine
learning model, often referred to as ensemble learn-
ing, frequently results in enhanced prediction accu-
racy. This is particularly valuable for tasks that ne-
cessitate the handling of both textual and structured
data, creating a synergy that can lead to improved
performance across a wide range of applications.

4.2 MADAR Configurations for AraT5
Fine-tuning

Our approach involved fine-tuning the aforemen-
tioned models with various configurations of the
MADAR corpus. Initially, we conducted experi-
ments using the entire corpus, and subsequently, we
suggested the utilization of a subset of dialects from
Palestine, Jordan, and Egypt. In a second phase,

we incorporated dialects from geographically ad-
jacent regions, namely Qatari and Saudi-Arabian
dialects. All the models used in this research were
sourced from the Hugging Face repository, and the
experiments were designed and executed using the
PyTorch Transformers library. To ensure consis-
tency and comparability, we implemented the mod-
els with identical parameter settings, as outlined in
Table 3. This standardized approach enabled us to
make meaningful comparisons and draw reliable
conclusions from our experiments. These param-
eters were carefully selected to achieve optimal
performance while minimizing training time. They
were carefully selected to achieve optimal perfor-
mance while minimizing training time. The maxi-
mum length for the number is set at 128 characters,
and the batch size parameter is configured for train-
ing with a value of 16. We carried out a single train-
ing epoch to compare the initial performance of the
model across various experiments. The sequence
length of 20 characters was determined based on
the improvement of the results. A learning rate
of 2e-5 was optimal to achieve fast convergence
without the risk of overfitting. The weight decay is
sustained at 0.01 to regulate model learning, and
a save_total_limit of 3 is used to retain essential
checkpoints during training. These parameters are
pivotal in ensuring the reproducibility of our ex-
periments and the accuracy of our results. Table
4 provides a comprehensive view of the BLEU
scores obtained for diverse Arabic dialects (ADs)
generated by a range of models and strategies. No-
tably, the MADAR corpus, in combination with
the AraT5v2-base-1024 model, emerges as the top
performer with an impressive overall BLEU score
of 11.14. This underscores the critical importance
of meticulous model selection in achieving optimal
translation quality for specific Arabic dialects. Ad-
ditionally, the variability in BLEU scores across
different dialects suggests that certain models may
exhibit superior performance for specific dialects,
reinforcing the need for tailored approaches to en-
hance translation quality effectively.

5 Leveraging existing tools

To elevate the BLEU scores in our translation task,
we pursued enhancements through the utilization
of existing tools. Our approach unfolded in two key
steps: Firstly, we showcased the efficacy of these
tools in translating dialects into Modern Standard
Arabic (MSA). Secondly, taking advantage of the
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Parameters Values
Max-length 128 Characters
Batch-size 16

Epoch 1
Seq-length 20

Learning-rate 2e5
Weight-decay 0.01
Sav-total-limit 3

Table 3: Parameters of the AraT5v2-base-1024 model

Corpus Model Overall Egy Emirate Jord Pales
TS MADAR AraT5v2-base 11.14 10.58 8.11 10.04 11.38
TS MADAR Sultan-ArabicT5 6.11 5.03 6.46 5.69 6.80
Egy-Pal-Jor AraT5V2-Base 5.62 4.56 5.46 6.19 5.58

Egy-Pal-Jor-Qat-Ksa AraT5V2-1024 7.02 6.51 6.16 8 6.38
Aug-ALE AraT5V2-Base 9.52 10.66 6.88 8.76 8.95

Aug-ALE-ALX-JER AraT5V2-Base 9.40 10.66 6.88 8.76 8.95
Aug-PaysGolf AraT5V2-Base 6.09 5.40 7.28 4.88 5.88

Table 4: Bleu scores on the Dev set of the proposed
configurations.

broader availability of Dialectal Arabic (DA) to
English translation tools, we introduced the back
translation method. This technique involves using
English as an intermediary language between Di-
alectal Arabic and MSA, contributing to improved
translation quality.

5.1 Direct-Translation

In our research, we leveraged the capabilities of
TURJUMAN, a robust neural machine transla-
tion system designed not only for Modern Stan-
dard Arabic (MSA) but also for 20 other lan-
guages2. To optimize its performance, we care-
fully fine-tuned TURJUMAN with unique config-
urations. These included setting "search_method"
to "beam," "seq_length" to 20, "num_beams" to 5,
"no_repeat_ngram_size" to 3, and "max_outputs"
to 1. These distinctive parameter choices allowed
us to generate a fresh batch of MSA texts, resulting
in a substantial improvement in BLEU scores, as
depicted in table 5. Furthermore, we conducted
experiments to explore the impact of increasing
the value of max_outputs" to 3, thereby generating
three distinct MSA texts. Remarkably, these exper-
iments revealed no significant variation in BLEU
scores among the different texts. Additionally, we
experimented with the dl-translate 0.3.0 library3,
designed for text translation. Unfortunately, our
evaluation using BLEU scores indicated that the
quality of the generated texts fell below our ex-

2https://github.com/UBC-NLP/turjuman
3https://github.com/xhluca/dl-translate

Models Overall Egypt Emirati Jordan Palestinian
Back GoogleTranslator 10.98 12.12 7.73 9.54 12.18

translation PonsTranslator 10.87 12.15 7.72 9.69 11.71
Direct-Translation TURJUMAN 10.08 11.18 12.99 7.98 8.50

Table 5: Bleu Scores on the Dev set using existing
transformer-based tools.

pectations. These findings underscore the critical
importance of tool selection and configuration in
optimizing translation quality and ultimately en-
hancing BLEU scores in our research.

5.2 Back-Translation

In implementing the back-translation technique,
following the approach by Hoang et al. (2018),
we employed English as the intermediary language.
This method was executed using the deep-translator
library, which incorporates both the PonsTrans-
lator and Google-translator models. As demon-
strated in Table 5, this approach led to improve-
ments in BLEU scores. Additionally, we re-utilized
the dL-Translate 0.3.0 library for back-translation.
This process entails the generation of English texts,
followed by the subsequent back-translation into
MSA. We applied this method to both transformer
models offered in dl-translate 0.3.0: "nllb-200"
and "m2m100." These efforts contributed to the
enhancement of our translation quality and the cor-
responding BLEU scores, demonstrating the ef-
fectiveness of back-translation techniques in our
research.

6 Discussion

The results we obtained exhibit a range of vari-
ations, encompassing both positive and negative
outcomes. Our performance curve for the imple-
mented strategies demonstrates fluctuations, high-
lighting the complexity of the translation task. It’s
important to note that the table of BLEU scores
does not include certain results, such as those for
AraT5-tweet-base, which received a NADI BLEU
score of 0 and an overall BLEU score of 0.28. In
contrast, the highest BLEU score of 11.14 on the
dev set was achieved through the fine-tuning of
AraT5V2-base-1024. Tis con

Moreover, upon analyzing the use of DeepL
Translate and dl-translate 0.3.0, we observed that
the models from the DeepL Translate library outper-
formed those from the dl-translate library. These
models exhibited the potential to contribute to
enhancing our corpus, resulting in higher MSA
scores. In contrast, the results obtained from
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the dl-translate library were significantly lower.
Moreover, our experiments with data augmenta-
tion yielded limited benefits, potentially due to the
extensive diversity of Arabic written forms. Table
6 provides examples generated using the augmen-
tation method, offering insights into the outcomes
of this approach. The relatively lower success rates
observed in our experiments can be attributed to
several factors. These include limitations within
the corpus, notably the absence of the Emirati di-
alect in the parallel corpus. Additionally, the vo-
cabulary and the quantity of comments available
within the MADAR dataset may have also played a
role in influencing the results. These factors collec-
tively contribute to the challenges associated with
achieving higher success rates in dialect translation
tasks. Addressing these limitations and enhanc-
ing the availability of diverse and comprehensive
datasets could potentially lead to improved transla-
tion outcomes in the future.

ALX-MADAR-Corpus Aug1-ALX Aug2-ALX
PB
�
ðX 	á�
�JJ
Öß. ú
Í@

���J�Ó ½Ë� @
	¬YK. 	áº�Ó PB

�
ðX 500 	á�
�JJ
Öß. È�@ ½J
Ë @

�éJ
�®.K. Z
	¬Y�K PYº�K 	áº�Ó @ �X PB

�
ðX 	á�
�JJ
Öß. ú
Í@ QÒê

��@ 	àñ
�
ËA�K. ú
Í@ ��. 	áº�Ó

Can my $200 check be cashed? dear Can my $500 check be 200 cashed please dear Can my $200 check red be cashed !

Table 6: Example of generated sentence using augmen-
tation method.

7 Conclusion

Our work constitutes an integral contribution to
the NADI2023 shared task, which centers around
the machine translation of Arabic dialects (AD)
into Modern Standard Arabic (MSA) using the
MADAR corpus. Throughout our research, we
explored a multitude of methods and strategies
aimed at tackling this complex and challenging
task. Our efforts yielded two notable strengths.
Firstly, fine-tuning models, with a particular focus
on the "AraT5v2-base-1024" model, emerged as an
effective approach for enhancing translation quality.
Additionally, we achieved commendable results
by leveraging existing translation tools, especially
the Google Translator model, coupled with back-
translation methods. These outcomes underscore
the relevance and practicality of these approaches
for translating Arabic dialects. In fact, these results
open up the possibility of utilizing these methods to
automate the parallel corpus construction process.
Furthermore, we are dedicated to furthering our re-
search efforts by delving into additional fine-tuning
techniques for transformer models.
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Abstract

Motivated by the need for intelligent question
answering (QA) systems on the Holy Qur’an
and the success of the first Qur’an Question
Answering shared task (Qur’an QA 2022 at
OSACT 2022), we have organized the second
version at ArabicNLP 2023. The Qur’an QA
2023 is composed of two sub-tasks: the passage
retrieval (PR) task and the machine reading
comprehension (MRC) task. The main aim of
the shared task is to encourage state-of-the-art
research on Arabic PR and MRC on the Holy
Qur’an. Our shared task has attracted 9 teams
to submit 22 runs for the PR task, and 6 teams
to submit 17 runs for the MRC task. In this
paper, we present an overview of the task and
provide an outline of the approaches employed
by the participating teams in both sub-tasks.

1 Introduction

The timeless and sacred Qur’an will never cease
to attract the interest and inquisition of millions of
Muslims and non-Muslims for its profound teach-
ings, legislation, and fertile knowledge. Such in-
quisitions may be driven by learning, curiosity, or
skepticism. The Qur’an is composed of 114 Surahs
and 6,236 verses (Ayas) of different lengths, with
a total of about 80k words. The words, revealed
more than 1,400 years ago, are in Classical Arabic.

Extractive question answering (QA) approaches
are being formulated in the literature as machine
reading comprehension (MRC) tasks (Chen, 2018).
Given a passage of text, a system is evaluated based
on its ability to correctly answer a set of questions
over the given text. We believe that the resurgence
of the MRC field should be harnessed to address
the timeless interest in the Holy Qur’an and the
information needs of its inquisitors and knowledge
seekers (Bashir et al., 2022). This has motivated
the inception of the first Qur’an Question Answer-

∗Part of the work on this paper was done while being at
Qatar University.

ing shared task, Qur’an QA 2022 at OSACT 2022
Workshop (Malhas et al., 2022).

Although MRC systems are relieved from the
task of passage retrieval (i.e., the task of retrieving
candidate passages that potentially contain answers
to a given question) to purely focus on inference
and reasoning for answer extraction, the retriever
component remains an integral contributor to the
performance of end-to-end extractive QA systems
that adopt a retriever-reader architecture (Zhu et al.,
2021). Prevalent search/retrieval systems on the
Holy Qur’an are either keyword-based, semantic-
based, or a hybrid of both paradigms. Semantic-
based approaches are predominantly ontology-
based with almost no use of state-of-the-art ap-
proaches such as dense retrieval (Karpukhin et al.,
2020), generative retrieval (Santos et al., 2020) and
beyond (Malhas, 2023) to our knowledge.

To this end, and to build on the success of the
first Qur’an QA 2022 shared task (Malhas et al.,
2022), we have organized the second Qur’an QA
shared task (Qur’an QA 2023) at ArabicNLP 2023.
Qur’an QA 2023 comprises a Qur’anic Passage Re-
trieval (PR) task and a Machine Reading Compre-
hension (MRC) task. The PR task aims at finding
all Qur’anic passages that have potential answers
for a given question that is posed in Modern Stan-
dard Arabic (MSA). Whereas the MRC task targets
the extraction of all answers to a given question
from a given qur’anic passage. Each answer must
be a span of text extracted from the given passage.
To make both tasks more challenging, we include
questions that have no answers in the Qur’an. Fur-
ther details about the two tasks are provided in
Sections 3 and 4, respectively.

To encourage quality participation in the task,
we allotted five awards. The awards for the best
and second-best teams in each task are $300 and
$200, respectively, provided that their papers are
accepted at the conference. The fifth award is $150
allotted for the best paper.

690



mQ241 

Some gold Passages: "2:87-88\t241",  2:97-101\t241”, 2:102-103\t241, "2:253-254\t24 

؟من هم الملائكة المذكورون في القرآن السؤال:  

Question: Who are the angels mentioned in Qur’an? 

Gold Qur’anic Passages  القرآنية اتالفقر   الذهبية  

ى  ا مُوس َ
َ
يْن
َ
دْ ءَات

َ
ق
َ
بَ ٱوَل

ََٰ
كِت

ْ
ا مِنۢ بَعْدِهِ  ل

َ
يْن فَّ

َ
سُلِ ٱبِ  ۦوَق ى  لرُّ ا عِيس َ

َ
يْن
َ
تِ ٱمَرْيَمَ  بْنَ ٱوَءَات

ََٰ
ن ِ
بَي 
ْ
هُ بِ  ل

ََٰ
دْن يَّ

َ
دُسِ ٱرُوحِ وَأ

ُ
ق
ْ
مَا  ل

َّ
ل
ُ
ك
َ
ف
َ
أ

مُ 
ُ
نفُسُك

َ
 أ

 تَهْوَىَٰٓ
َ

 بِمَا لَ
مْ رَسُول ۢ

ُ
ءَك

ٓ
مْ ٱجَا بَرْتُ

ْ
ك   سْتَ

َّ
ذ
َ
ا ك رِيقً فَ

َ
  بْتُمْ ف

ونَ
ُ
تُل قْ

َ
ا ت رِيقً

َ
 . وَف

 
وا

ُ
ال
َ
عَنَهُمُ  وَق

َّ
 بَل ل

ۢ 
ف

ْ
ل
ُ
ا غ وبُنَ

ُ
ل
ُ
ُ ٱق

َّ
 للّ

 
مِنُونَ ا يُؤْ  مَّ

ً
لِيلا

َ
ق
َ
فْرِهِمْ ف

ُ
 .بِك

 ِ
 
ا ل انَ عَدُوًّ

َ
لْ مَن ك

ُ
هُ  جِبْرِيلَ ق إِنَّ

َ
هُ  ۥف

َ
ل زَّ
َ
نِ  ۥن

ْ
بِكَ بِإِذ

ْ
ل
َ
ىَٰ ق

َ
ِ ٱعَل

َّ
مِنِينَ  للّ مُؤْ

ْ
رَىَٰ لِل

ْ
ا بَيْنَ يَدَيْهِ وَهُدًى وَبُش

َ
ِ
 
ا لم

ً
ق ِ
ا  مَن. مُصَد  انَ عَدُوًّ

َ
ك

تِهِ 
َ
ئِك

ََٰٓ
ِ وَمَل

َّ
ِ
 

لَ وَ  جِبْرِيلَ وَ  ۦوَرُسُلِهِ  ۦللّ ىَٰ
َ
إِنَّ  مِيك

َ
َ ٱف

َّ
فِرِينَ  للّ

ََٰ
ك
ْ
ل ِ
 
دْ . عَدُوٌّ ل

َ
ق
َ
يْكَ  وَل

َ
 إِل

ٓ
نَا
ْ
نزَل

َ
  أ

َّ
 إِلَ

ٓ
فُرُ بِهَا

ْ
تٍ وَمَا يَك

ََٰ
ن ِ
تٍٍۭ بَي 

َٰ
ءَايَ

 ٱ
َ
ون

ُ
سِق

فََٰ
ْ
مَا. ل

َّ
ل
ُ
وَك

َ
هُ  أ

َ
بَذ  عَهْدًا نَّ

 
هَدُوا

َٰ
  ۥعَ

َ
مِنُون

ْ
 يُؤ

َ
رُهُمْ لَ

َ
ث
ْ
ك
َ
نْهُم بَلْ أ ِ

رِيق  م 
َ
ا. ف

َّ َ
نْ عِندِ  وَلم ِ

ءَهُمْ رَسُول  م 
ٓ
ِ ٱجَا

َّ
ا  للّ

َ
ِ
 
ق  لم ِ

مُصَد 

نَ  ِ
رِيق  م 

َ
 ف

َ
بَذ

َ
ذِينَ ٱمَعَهُمْ ن

َّ
  ل

 
وتُوا

ُ
بَ ٱأ

كِتََٰ
ْ
بَ  ل

ِ ٱكِتََٰ
َّ

  للّ
مُونَ

َ
 يَعْل

َ
هُمْ لَ نَّ

َ
أ
َ
هُورِهِمْ ك

ُ
ءَ ظ

ٓ
 .وَرَا

 ٱوَ 
 
بَعُوا   تَّ

 
وا

ُ
تْل
َ
طِينُ ٱمَا ت يََٰ كِنَّ  لشَّ

ََٰ
نُ وَل يْمََٰ

َ
رَ سُل فَ

َ
نَ وَمَا ك يْمََٰ

َ
كِ سُل

ْ
ىَٰ مُل

َ
طِينَ ٱعَل يََٰ مُونَ  لشَّ ِ

 
 يُعَل

 
رُوا فَ

َ
اسَ ٱك حْرَ ٱ لنَّ ِ

  لس 
ٓ
وَمَا

ى 
َ
نزِلَ عَل

ُ
يْنِ ٱأ

َ
ك
َ
ل
َ ْ
  لم

َٰ
حَدٍ  رُوتَ وَمََٰ  رُوتَ بِبَابِلَ هَ

َ
مَانِ مِنْ أ ِ

 
ىَٰ وَمَا يُعَل مُونَ مِنْهُمَا مَا  حَتَّ

َّ
يَتَعَل

َ
فُرْ ف

ْ
ك
َ
 ت

َ
لا

َ
 ف

 
حْنُ فِتْنَة

َ
مَا ن  إِنَّ

ٓ َ
يَقُولَ

 بِهِ 
ونَ

ُ
ِق
ر  رْءِ ٱبَيْنَ  ۦيُفَ

َ ْ
ِينَ بِهِ  ۦوَزَوْجِهِ  لم

ر 
ٓ
نِ  ۦوَمَا هُم بِضَا

ْ
 بِإِذ

َّ
حَدٍ إِلَ

َ
ِ ٱمِنْ أ

َّ
  للّ

َ
عُهُمْ وَل  يَنفَ

َ
هُمْ وَلَ  مَا يَضُرُّ

مُونَ
َّ
عَل دْ وَيَتَ

َ
 ق

نِ 
َ َ
 لم
 
هُ ٱعَلِمُوا رَىَٰ

َ
ت
ْ
هُ  ش

َ
 بِهِ  لْءَاخِرَةِ ٱفِى  ۥمَا ل

 
رَوْا

َ
سَ مَا ش

ْ
بِئ

َ
قٍ وَل

ََٰ
ل
َ
 يَعْ  ۦٓمِنْ خ

 
وا

ُ
ان
َ
وْ ك

َ
نفُسَهُمْ ل

َ
 أ

َ
مُون

َ
وْ . ل

َ
 وَ  وَل

 
هُمْ ءَامَنُوا نَّ

َ
 ٱأ

 
وْا

َ
ق  تَّ

نْ عِندِ  ِ
 م 
 
وبَة

ُ
ث
َ َ
ِ ٱلم

َّ
  للّ

مُونَ
َ
 يَعْل

 
وا انُ

َ
وْ ك

َّ
يْر  ل

َ
 .خ

... 

 
Figure 1: An example for the PR task: a factoid question with some of its gold (answer-bearing) Qur’anic passages.
Answers are highlighted in each passage.

Qur’an QA 20231 has attracted 38 and 29 teams
to sign up for the PR Task and the MRC Task,
respectively. In the final phase, 9 teams partici-
pated in the PR task with 22 run submissions, and
6 teams participated in the MRC task with 17 run
submissions. Table 1 lists the participating teams
per task with their affiliations and team size. Six of
them have accepted system description papers as
referenced in the table.

The rest of the paper is organized as follows.
Section 2 outlines the first version of Qur’an QA.
Sections 3 and 4 discuss the PR and MRC tasks, re-
spectively, in detail including the task descriptions,
datasets, evaluation setups, results, and analysis of
approaches employed by the participating teams.
We conclude with final thoughts in Section 5.

2 The Qur’an QA 2022 Shared Task

The Qur’an QA shared task in its first version in
20222 (Malhas et al., 2022) only comprised an
MRC task that is similar to the MRC task proposed
this year, but it was relatively simplified. It was
defined as follows: given a Qur’anic passage that
consists of consecutive verses in a specific Surah of
the Holy Qur’an and a question posed in MSA over
that passage, a system is required to extract any cor-
rect answer span to that question (regardless if the
question had more than one answer in that passage
or only one answer). As such, the main measure

1https://sites.google.com/view/quran-qa-2023
2https://sites.google.com/view/quran-qa-2022

used in the performance evaluation of participating
systems was partial Reciprocal Rank (pRR) (Mal-
has and Elsayed, 2020).

Qur’an QA 2022 has attracted 30 teams to sign
up for the task. In the final phase, 13 teams partici-
pated, with a total of 30 submitted runs on the test
set. Ten out of the thirteen teams submitted sys-
tem description papers, which were peer-reviewed
and published in OSACT 2022 (Al-Khalifa et al.,
2022).

3 Task A: Passage Retrieval (PR)

In this section, we define the PR task, introduce
the dataset, and elaborate on the evaluation setup
and teams’ results. We conclude this section with
an overview of the main methods employed by the
participating teams.

3.1 Task Description

The task is defined as follows: Given a free-text
question posed in MSA and a collection of passages
that cover the Holy Qur’an, the system is required
to return a ranked list of up to 10 answer-bearing
passages (i.e., passages that potentially enclose all
the answers to the given question) from this collec-
tion. The question can be factoid or non-factoid.
An example question is shown in Figure 1.

To make the task more realistic (thus challeng-
ing), some questions may not have an answer in the
Holy Qur’an. We call them zero-answer questions.
In such cases, the ideal system should return no
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Team Tasks Size Affiliations
Al-Jawaab (Zekiye and Amroush,
2023)

A, B 2 Koç University, Niuversity

AHJL (Alawwad et al., 2023) A 4 King Abdulaziz University, Saudi Electronic Univer-
sity, Imam Mohammad Ibn Saud Islamic University
(IMSIU), King Saud University

GYM (Mahmoudi and Mor-
shedzadeh, 2023)

A, B 2 Iran University of Science and Technology, Univer-
sity of British Columbia

LKAU23 (Alnefaie et al., 2023) A, B 5 University of Leeds, King Abdulaziz University
LowResContextQA (Veeramani
and Roy, 2023)

B 2 University of California, Los Angeles (UCLA),
UoSC

PSUT A, B 5 Princess Sumaya University for Technology
sabran A 1 Independent
SSZ A 3 Qatar University
TCE (Elkomy and Sarhan, 2023) A, B 2 Tanta University
TERROR A 1 Helwan University

Table 1: Participating teams in Qur’an QA 2023.

Dataset % # Questions QP Pairs
Training 70% 174 972
Development 10% 25 160
Test 20% 52 427
All 100% 251 1,599

Table 2: Distribution of questions and question-passage
(QP) pairs in the PR dataset (AyaTECv1.2)

answers; otherwise, it returns a ranked list of the
answer-bearing passages.

3.2 PR Dataset
In this section, we introduce the dataset/test col-
lection used in the PR task. In general, a test col-
lection is typically composed of a document col-
lection3 (the Holy Qur’an passages in our case), a
set of queries (questions), and their relevance judg-
ments (Lin and Katz, 2006) (i.e., the gold answers,
or the passages that comprise them in our case).

For the PR task, an extended version of the Ay-
aTEC dataset/test collection (Malhas and Elsayed,
2020) was used (AyaTECv1.2).4 It is composed of
the Qur’anic Passage Collection (QPC) (Malhas,
2023; Swar, 2007), an augmented set of AyaTEC’s
original questions (AyaTECv1.1), and their rele-
vance judgments (i.e., the answer-bearing passages
for each question).

The QPC was developed by topically segmenting
3In information retrieval, the term “document collection”

or “collection” refers to a corpus or dataset (Yates et al., 2021);
we use these terms interchangeably.

4https://gitlab.com/bigirqu/quran-qa-2023

the 114 Qur’anic Surahs of different lengths using
the Thematic Holy Qur’an (Swar, 2007),5 which
is a printed edition that clusters the verses of each
Surah into topics. This segmentation resulted in a
total of 1,266 topical passages.

As for the set of questions, 199 out of the orig-
inal 207 questions of the AyaTECv1.1 test collec-
tion (Malhas and Elsayed, 2020) were used. This
set was augmented with 52 new questions for eval-
uating the systems in the PR task. Overall, we
have included a total of 37 zero-answer questions
(about 15%) that do not have an answer in the Holy
Qur’an. The distribution of the training (70%),
development (10%), and test (20%) splits are ex-
hibited in Table 2.

For the additional 52 questions, we adopted
the same verse-based answer extraction/annotation
methodology used while developing the original
AyaTEC dataset. The extraction of potential verse-
based answers was conducted by two annotators
who are knowledgeable about the Qur’an, while
the annotation was conducted by three Qur’an spe-
cialists. Further details about the annotation pro-
cess are provided in (Malhas and Elsayed, 2020).
Developing the relevance judgments of the final
set of questions over the QPC were generated au-
tomatically using the same methodology adopted
by Malhas (2023). Each Qur’anic passage in the
collection is considered relevant to the question if
it happens to comprise any of the gold verse-based
answer(s) completely or partially.

5https://surahquran.com/tafseel-quran.html
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3.3 Evaluation Setup

In this section, we shed light on the setup and
methodology followed in evaluating the perfor-
mance of participating systems.

3.3.1 Leaderboard and Repository
The leaderboard for both the PR and MRC tasks
was hosted on CodaLab (Pavao et al., 2023) to al-
low participants to evaluate their runs and facilitate
benchmarking. A participating team is required to
submit their results/answers in one file, denoted
as a “run file” or a “run” in short. The run should
match TREC run format, i.e., having the follow-
ing columns: ["question-id", "Q0", "passage-id",
"rank", "score", "tag"]. Each team is allowed to
submit 30 runs on the dev set, but up to 3 runs
on the test set. Each run typically constitutes the
results of a different system or a model.

To facilitate checking and evaluating runs be-
fore their submittal to the leaderboard, we made
the submission-checker and evaluation scripts pub-
licly available through the official repository of
the shared task.6 Furthermore, to give participants
a reference point over the leaderboard, we opted
for BM25 (a simple, yet very common, classical
lexical-based retrieval model) as a baseline, and
released the code to the same repository.

3.3.2 Evaluation Measures
As the PR task is a classical ranked retrieval task,
we adopt Mean Average Precision at depth 10
(MAP@10) as the main official evaluation mea-
sure. We also report the Mean Reciprocal Rank at
depth 10 (MRR@10) to measure the performance
of retrieving any answer-bearing passage. The no-
answer cases are handled simply by giving full
credit to “no answer” system output, and zero oth-
erwise, in both measures.

3.4 Results

Thirty eight teams registered for the PR task.
Among these teams, nine participated in the final
(test) phase and submitted 22 runs. The teams are
officially ranked based on their best performing
submitted run. Table 3 demonstrates the perfor-
mance of all submitted runs in the test phase ranked
by MAP@10.

We note that 8 runs from 3 teams outperformed
the baseline, whereas the rest were below it. The
highest scores of MAP@10 and MRR@10 are

6https://gitlab.com/bigirqu/quran-qa-2023

0.2506 and 0.4610; both were achieved by the TCE
team (Elkomy and Sarhan, 2023). Figure 4 (in the
Appendix) shows the boxplots for all submitted
runs on the test queries (questions) to illustrate the
performance distribution. The boxplots reveal the
diverse performance across the questions for most
of the runs.

Team Run MAP@10 MRR@10
TCE M00 0.2506 0.4610
TCE A00 0.2464 0.4940
TCE C00 0.2302 0.4706
AHJL SG2 0.1995 0.3889
AHJL SWOP3 0.1318 0.3021
LKAU23 run63 0.1242 0.3750
AHJL SS1 0.1202 0.2907
LKAU23 run61 0.1166 0.3632
Baseline BM25 0.0904 0.2260
SSZ run02 0.0804 0.2177
TERROR new01 0.0789 0.1608
SSZ un01 0.0784 0.2206
TERROR new03 0.0739 0.1566
LKAU23 run62 0.0701 0.2047
Al-Jawaab test 0.0643 0.1609
GYM GRun1 0.0545 0.1581
TERROR new02 0.0327 0.0737
GYM Run0 0.0315 0.1023
PSUT run3 0.0214 0.0752
GYM Run2 0.0116 0.0356
PSUT run2 0.0114 0.0523
sabran vers01 0.0000 0.0000
Al-Jawaab trem02 0.0000 0.0000

Table 3: PR evaluation results of all submitted runs
ranked by MAP. The team name is removed from the
run name to save space. The underlined rows are the
median runs.

3.5 Methods and Analysis
In this section, we give an overview of the main
approaches adopted by the 9 participating teams in
their submitted runs on the test set. We do that in
the context of highlighting some of our perceptions
and general trends that characterize the participat-
ing systems and their submitted runs.

As expected, all systems utilized pre-trained
transformer-based Language Models (LMs), two
of which used generative (decoder-only) LMs (e.g.,
GPT), while the remaining systems employed
encoder-only LMs (e.g., BERT). The majority
of the semantic search/retrieval systems used bi-
encoder and cross-encoder architectures either in-
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Qur’anic Passage (74:32-48)   الفقرة القرآنية  
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Figure 2: An example of the MRC task: a non-factoid question with the answers highlighted in the given passage.

dependently or jointly. Also, ensemble and self-
ensemble approaches were employed by many sys-
tems to stabilize prediction fluctuations across runs
and/or to enhance prediction accuracy through the
wisdom of the crowd. For zero-answer questions,
the majority of the systems did not explicitly ad-
dress this challenge.

The three run submissions of the TCE
team (Elkomy and Sarhan, 2023) outperformed
all other submissions to the PR task (Table 3).
TCE’s three systems leveraged transfer learning
and ensemble learning while training their dual-
encoders (bi-encoders) and cross-encoders for ad
hoc search (Yates et al., 2021). Their top per-
forming system (with a MAP score of 0.2505) em-
ployed an ensemble of CAMel_BERT-CA (Inoue
et al., 2021) and AraBERTv0.2-base (Antoun et al.,
2020) dual encoder. Each of these encoders was
self-ensembled and fine-tuned using three datasets;
namely, the Arabic part of the multilingual TyDiQA
dataset (Ar_TyDiQA) (Clark et al., 2020), followed
by a Tafseer dataset 7 and finally the Task A dataset
(AyaTECv1.2). Their second and third best systems
employed the self-ensembled AraBERTv0.2-base
and CAMel_BERT-CA encoders, respectively. For
zero-answer questions, TCE adopted a threshold-
ing mechanism to identify questions with a low cu-
mulative likelihood of having answers in the Holy
Qur’an. However, the threshold value should have
been tuned rather than being set to approximately
equal the percentage of zero-answer questions in
AyaTECv1.2 training and development datasets.

The second-best ranked team (AHJL) (Alawwad
et al., 2023) employed two semantic search mod-
els that were equipped with a translation module
to translate a given question to English prior to

7Interpretation resources (Tafseer) from Al-Muyassar and
Al-Jalalayn were obtained from Tanzil https://tanzil.net/
docs/resources.

performing the search. As such, an English trans-
lation of the meanings of the Qur’an was used.
Given a translated question, the retriever mod-
ule employs a bi-encoder to retrieve relevant pas-
sage candidates, then a cross-encoder is employed
as a re-ranker. A zero-shot training setting was
adopted. The OpenAI embeddings-based (Ope-
nAI, 2023c) semantic search model (with trans-
lation) was their best-performing system (attain-
ing a MAP score of 0.1995) while being able to
successfully identify more than half of the zero-
answer questions in the test set. OpenAI’s best em-
beddings ’text-embedding-ada-002’ model (Ope-
nAI, 2023b) was employed as the bi-encoder (for
primary search) and OpenAI’s ’text-davinci-003’
model as the cross-encoder (for re-ranking). Their
second best performing system adopted the SBERT
API (Reimers, 2023) that adopts the Sentence-
BERT architecture (Reimers and Gurevych, 2019)
with translation as well. It employed the ’msmarco-
distilbert-base-tas-b’ (Reimers, 2023) sentence
transformer model as the bi-encoder and ’ms-
marco-MiniLM-L-6-v2’ (Reimers, 2023) as the
cross-encoder. We note that Al-Jawaab team also
employed a bi-encoder architecture using the same
OpenAI’s embeddings used by the AHJL team for
their bi-encoder, but their MAP score attained a
below-median score of 0.0643.

The third ranked team (LKAU23) (Alnefaie
et al., 2023) also adopted the Sentence-BERT ar-
chitecture for their four Arabic pre-trained LMs
(bi-encoders) fine-tuned using AyaTECv1.2 and
QRCDv1.2 datasets, respectively. Their best-
performing model was CL-AraBERT (Malhas and
Elsayed, 2022) which attained a better MAP score
(0.1242) than that of ArabicBERT (Safaya et al.,
2020), CAMeL-BERT (Inoue et al., 2021), and
AraBERT (Antoun et al., 2020). Their second per-
forming model was an ensemble of ArabicBERT
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and CL-AraBERT that attained a MAP score of
0.1166, which is still better than the median and
baseline scores (Table 3).

Among the remaining submitted runs that at-
tained near-median MAP scores (but below the
baseline score) belonged to the SSZ and the TER-
ROR teams. The GYM team (Mahmoudi and Mor-
shedzadeh, 2023) attained a below-median MAP
score of 0.0545 despite their deployment of an inter-
esting approach that leveraged unsupervised fine-
tuning of sentence bi-encoders using Transformer-
based Sequential Denoising Auto Encoders (TS-
DAE) (Wang et al., 2021) and Simple Contrastive
Learning of Sentence Embeddings (SimCSE) (Gao
et al., 2021). The bi-encoder is then fine-tuned
using a multi-task learning approach. Their best-
performing run employed an AraBERT bi-encoder
fine-tuned using the QPC dataset with the TSDAE
unsupervised method. Then, it was fine-tuned us-
ing Mr. TyDi’s Arabic dataset (Zhang et al., 2021)
and the Qur’an-passage pairs of AyaTECv1.2 with
a multi-task learning approach.

4 Task B: Machine Reading
Comprehension (MRC)

In this section, we define the MRC task, present the
dataset, and detail the evaluation methodology and
results. We conclude with an overview of the main
methods employed by the participating teams.

4.1 Task Description

The task is defined as follows: Given a Qur’anic
passage that consists of consecutive verses in a
specific Surah of the Holy Qur’an, and a free-text
question posed in MSA over that passage, a system
is required to extract all answers to that question
that are stated in the given passage (rather than
any answer as in Qur’an QA 2022). Each answer
must be a span of text extracted from the given pas-
sage. If a question has only one answer in the given
passage, it is considered a single-answer question,
whereas if the question’s answer is composed of
more than one component/span in the accompa-
nying passage, then the question is considered a
multi-answer question. We note that the question
can be a factoid or non-factoid question. An exam-
ple is shown in Figure 2.

To make the task more realistic (thus challeng-
ing), some questions may not have an answer in
the given passage. In such cases, the ideal system
should return no answers; otherwise, it returns a

Question
Type

QP Pairs QPA
TripletsTrain Dev Test All

Multi-
answer

134
(14%)

29
(18%)

62
(15%)

224
(14%)

552
(29%)

Single-
Answer

806
(81%)

124
(76%)

331
(81%)

1,261
(81%)

1,261
(67%)

Zero-
Answer

52
(5%)

10
(6%)

14
(4%)

76
(5%)

76
(4%)

All 992 163 407 1,562 1,889

Table 4: Distribution of question-passage (QP) pairs
and question-passage-answer (QPA) triplets by question
type in the dataset of Task B (QRCDv1.2)

ranked list of up to 10 answer spans.

4.2 MRC Dataset

For the MRC task, an extended version of
the Qur’anic Reading Comprehension Dataset
(QRCD) (Malhas and Elsayed, 2022) was used
(QRCDv1.2). It is composed of the original 1,093
question-passage (QP) pairs in QRCDv1.1, and an
augmented set of 62 QP pairs whose questions have
no answer in the accompanying passages (nor in
the Holy Qur’an). These additional zero-answer
questions were paired with hard negative passages
retrieved using a BM25 retrieval model. We chose
not to pair hard negative passages with the orig-
inal (single-answer and multi-answer) questions
so as not to contaminate the QRCD dataset with
non-answer-bearing passages to questions which
the Holy Qur’an does have an answer for.

To evaluate the systems in the MRC task, 407 ad-
ditional QP pairs were included in QRCD, whose
questions are the same new questions introduced
to the dataset of the PR task (AyaTECv1.2) in Sec-
tion 3.2 above. Fourteen (14) out of the 407 QP
pairs have no answer in the Holy Qur’an; thus, they
were also paired with hard negatives. The distribu-
tion of the training, development, and test sets are
shown in Table 4.

For the additional QP pairs, we adopted the same
span-based answer extraction methodology utilized
while developing the original QRCD dataset. One
Qur’an specialist and two annotators (who are
knowledgeable about the Qur’an), extracted the
specific answer spans from their respective direct
(gold) verse-based answers given by AyaTEC.8

8Only Qur’an specialists can decide if a verse-based an-
swer represents a direct or indirect answer to a given question.
For a formal definition of a direct and indirect answer, refer
to Malhas and Elsayed (2020).
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4.3 Evaluation Setup

In this section, we demonstrate the approach ap-
plied to evaluate the performance of participating
systems in the MRC task.

4.3.1 Leaderboard and Baseline

As mentioned previously, the leaderboard for the
MRC task was hosted on CodaLab (Pavao et al.,
2023) with the same conditions over the number
of allowed runs. The run file should be in JSON
format as in Qur’an QA 2022. However, its format
is slightly different. Every answer to each question
is a dictionary containing the answer text span,
rank, score, start token position, and end token
position. The latter two key-value pairs are newly
introduced for the task this year.

The baseline for this task is a simple system
that gives the whole passage as an answer to the
corresponding question. We denote this baseline as
Whole Passage. Similar to the PR task, we made
the baseline code along with submission-checker
and evaluation scripts publicly available through
the official repository of the shared task.9

4.3.2 Evaluation Measures

We chose partial Average Precision (pAP ) as the
main evaluation measure. It is a rank-based mea-
sure that integrates partial matching to give credit
to a QA system that may retrieve an answer that
is not necessarily at the first rank and/or partially
match one of the gold answers (Malhas and El-
sayed, 2022). Moreover, pAP is capable of evalu-
ating questions that may have one or more answers
in the accompanying passage. This makes pAP
more suitable to the MRC task of Qur’an QA 2023
than partial Reciprocal Rank (pRR), which was
the main evaluation measure for the MRC task in
Qur’an QA 2022. Participating systems in the lat-
ter task were only required to return any answer
to a given question even if it has more than one
answer in the given passage. Similar to the PR task,
the no-answer cases are handled simply by giving
full credit to “no answers” system output and zero
otherwise. To get an overall evaluation score, the
measure is averaged over all questions.

Since the MRC task in Qur’an QA 2023 is differ-
ent and more challenging than that in Qur’an QA
2022, performance comparisons between the two
are not meaningful.

9https://gitlab.com/bigirqu/quran-qa-2023

4.4 Results

Twenty nine teams registered for the task. Among
these teams, six participated in the final (test) phase
with 17 run submissions. The teams are officially
ranked based on their best performing submitted
run. The performance on the test set of all submit-
ted runs is shown in Table 5, where the runs are
ranked by pAP .

It is evident that all teams but one showed supe-
riority over the baseline. The highest pAP score is
0.5711, which was achieved by the TCE (Elkomy
and Sarhan, 2023) team. The performance distribu-
tion of submitted runs is captured in Figure 5 (in
the Appendix). We observed diverse performance
across the questions for most of the runs. More
details about the teams’ approaches are provided
next.

Team Run pAP
TCE 4dfb8d601 0.5711
TCE dac0bdf4b 0.5643
Al-Jawaab tpgp4 0.5457
Al-Jawaab tgp4 0.5393
TCE ccc877dca 0.5311
LKAU23 run03 0.5008
LKAU23 run02 0.4989
LowResContextQA run01 0.4745
LowResContextQA run02 0.4745
LowResContextQA run03 0.4745
GYM run0 0.4613
GYM ensemble 0.4588
LKAU23 run01 0.4541
GYM test1 0.4304
Baseline WholePassage 0.3268
PSUT run2 0.2630
PSUT RUN3 0.2396
PSUT RUN1 0.0000

Table 5: MRC evaluation results of all submitted runs
ranked by pAP . The team name is removed from the
run name to save space. The underlined row is the
median run.

4.5 Methods and Analysis

In this section, we provide an overview of the main
approaches employed by the 6 participating teams
in their submitted runs on the MRC test set. We do
that with a focus on the methods employed to ad-
dress the additional challenges in the MRC task (in
its second version); namely, zero-answer questions
and multi-answer questions.
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Except for Al-Jawaab team (Zekiye and Am-
roush, 2023) that leveraged generative pre-trained
Large Language Models (LLMs) with zero-shot
learning setups, all systems of the remaining teams
employed encoder-only pre-trained LMs. With the
relatively modest size of the QRCDv1.2 dataset,
almost all systems leveraged transfer learning by
using Arabic pre-trained LMs fine-tuned using
large Arabic MRC resources (before fine-tuning
using QRCDv1.2) to better perform on the down-
stream MRC task. Leveraging transfer learning, in
the same way, was also heavily witnessed among
most of the above-median performing teams in
Qur’an QA 2022 (Ahmed et al., 2022; Mostafa and
Mohamed, 2022; Wasfey et al., 2022; Premasiri
et al., 2022). Interestingly, AraELECTRA (Antoun
et al., 2021) and AraBERT (Antoun et al., 2020)
LMs maintained their leading performance in both
Qur’an QA 2022 and Qur’an QA 2023.

The majority of the systems used one (or
more) of the following large Arabic MRC re-
sources for fine-tuning. Ar_TyDiQA (Clark et al.,
2020) was used by the TCE (Elkomy and Sarhan,
2023), LowResContextQA (Veeramani and Roy,
2023) and GYM (Mahmoudi and Morshedzadeh,
2023) teams; Arabic SQuADv2.0 (Ahmed,
2023) was used by the GYM and the PSUT
teams; and ARCD (Mozannar et al., 2019) and
AQQAC (Alqahtani and Atwell, 2018) were used
by the LKAU23 (Alnefaie et al., 2023) team. En-
semble and/or self-ensemble learning approaches
were also employed by the TCE, LKAU23,
LowResContextQA, and GYM teams.

To address the challenge of the zero-answer
questions, the TCE, GYM and PSUT teams uti-
lized SQuADv2.0-like fine-tuning (Rajpurkar et al.,
2018; Devlin et al., 2019) that uses the [CLS] to-
ken to predict the likelihood/probability of a given
question to have an answer in the accompanying
passage. Interestingly, Al-Jawaab team utilized a
carefully hand-crafted prompt (shown in Figure 3)
to address the challenge of zero-answer as well as
multi-answer questions. The prompt was phrased
to instruct their two generative (GPT-4) pre-trained
LLMs to answer a given question from its accom-
panying passage with one or more answers, such
that they must be extracted from the given passage.
The prompt also instructs the model to generate a
“no answer” if the given passage does not include
an answer to the given question.

As for multi-answer questions, the TCE team

3. Scenario 3: The scenario is like scenario
2 but with making the model more deter-
mined. When dealing with GPT-3.5 and GPT-
4 models’ APIs, we can control the temper-
ature parameter to have lower values to get
more determined answers. In other words, if
we set this parameter to a value near zero, we
will probably not get an answer out of the
provided passage.

In our system, we followed the third scenario where
we provided the GTP model with the prompt fol-
lowed by the question and then the passage, along
with setting the temperature parameter to zero. The
result of the model is not determined or fixed in
every call where it sometimes returns an answer
with double quotations, sometimes returned as a
list with a special character in front of each answer,
and so on. For that reason, we included a step that
cleans the result by deleting special characters and
white spaces out of the answer. The final step we
have in the system is finding the corresponding
start and end indices for each answer out of the
passage as required by the task. If the provided
answer is not in the passage, then we discard the
answer since it means that the model has given
an out-of-passage answer. We prompted the GPT
model to return "no answer" in case the passage
contains no answers to the provided question. As
a result, our system returns "no answer" either if
the GPT model gave a "no result" or all provided
answers are out-of-passage. The prompt we used
before is as follows:
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Fig. 1 shows an example from the dev dataset
that consists of a question, a passage, and answers,
along with the corresponding answers we obtained
from GPT-3.5 and GPT-4.

4 Results

In this section, we present the results of our two
models for Task A and Task B along with compar-
ing them to the base model in each task.

Figure 1: Answers obtained from GPT-3.5 and GPT-4
for an example of Task B’s dev dataset

4.1 Task A: Passage Retrieval

In the context of the information retrieval task,
which follows a traditional ranked retrieval
paradigm, the evaluation metric employed was
the Mean Average Precision (MAP). Mean Aver-
age Precision (MAP) is a widely employed met-
ric that is calculated across the entirety of a rank-
ing(Voorhees, 2001). Instances where no answers
are available were addressed by assigning com-
plete credit to the system’s "no answers" output
and zero credit to all other responses. We have
not trained the system since there is no method for
fine-tuning the "text-embedding-ada-002" embed-
ding model. With a threshold ranging between 0.4
and 0.95 with a 0.5 step, we found the best thresh-
old to be 0.85 on the dev dataset with a 0.109438
MAP score and 0.267974 MRR score. The base
model in this task is the BM25 model, which de-
pends on the bag-of-words representation of the
text (Amati, 2009). The BM25 model MAP and
MRR scores for the dev dataset were 0.170291 and
0.313333 respectively. Using the test dataset, the
BM25 model had a MAP score of 0.09036485 and
an MRR score of 0.22603485 while our system
achieved a MAP score of 0.06426543057 and an
MRR score of 0.1608621226.

4.2 Task B: Reading Comprehension

The evaluation metric for Task B was the par-
tial Average Precision (pAP) (Kishida, 2005), a
rank-based measure designed to account for par-
tial matching and assess the performance of a QA
system in scenarios where the retrieved answer
may not necessarily occupy the top rank and may
only partially match one of the gold answers. Fur-
thermore, pAP is well-suited for evaluating ques-
tions that may have one or more correct answers
within the accompanying passage. This attribute
makes pAP a more appropriate choice for assess-
ing Task B compared to partial Reciprocal Rank

Figure 3: The handcrafted prompt used by the Al-
Jawaab team with their employed generative models.

employed Maximum Marginal Likelihood (MML)
fine-tuning to address this challenge in the MRC
task. MML is a form of Bayesian fine-tuning that
incorporates uncertainty to preclude the trained sys-
tems from being overly confident in a single answer
span; thus, distributing the probability among more
than one answer span in the accompanying passage
of a given question. MML fine-tuning seems to
be among the main contributors to the leading per-
formance achieved by TCE (Table 5). No other
team addressed this challenge explicitly, other than
Al-Jawaab team which used prompt engineering
with its generative models (as mentioned above).

An important finding by Al-Jawaab team, is that
despite their careful prompt engineering scenar-
ios to instruct their generative GPT-4-based mod-
els (OpenAI, 2023a; Schreiner, 2023), not to pro-
vide out-of-passage answers to a given question,
the models sporadically succeeded in providing
answer spans strictly from the accompanying pas-
sages. Among the main problems was “prompt in-
jection”, where parts of the textual prompt instruc-
tion/question given to the model are injected back
into the generated answer. As such, they applied
some post-processing heuristics to the answers ob-
tained by their top performing model.

5 Conclusion

With prevalent semantic search approaches on the
Holy Qur’an being predominantly ontology-based,
we believe that recent neural dense and generative
retrieval approaches coupled with the resurgence
of the MRC field would pave the way for more
intelligent state-of-the-art QA systems on the Holy
Qur’an.

To this end, we organized Qur’an QA 2023
shared task, which witnessed the participation of
27 team members from 17 different institutes rep-
resenting 10 teams. Our shared task in its second
version comprised two subtasks; a passage retrieval
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(PR) task and a machine reading comprehension
(MRC) task. It attracted 9 teams to submit 22 runs
for the PR task, and 6 teams to submit 17 runs for
the MRC task.

As anticipated, recent transformer-based neural
retrieval and reading comprehension approaches
were heavily employed by all the participating
systems. The majority of the systems deployed
encoder-based BERT-like models, whereas gener-
ative (decoder-based) GPT-like models were used
more sparingly in both tasks. The performance of
the systems on the test sets in both tasks indicates
that encoder-based transformer models are still tak-
ing the lead over generative transformer models.
Interestingly, AraELECTRA and AraBERT fine-
tuned using large external task-related resources
pioneered the Arabic transformers scene. These
two models were employed by the best-performing
team in each task with self-ensemble. The sec-
ond best-performing teams in both tasks leveraged
generative transformer models (LLMs) using zero-
shot learning setups. Though in the PR task, the
second ranked team utilized an Arabic-to-English
translation module with their retrieval module. The
majority of the semantic search/retrieval systems
used bi-encoder and cross-encoder architectures
independently or jointly. Also, ensemble and self-
ensemble approaches were employed by many sys-
tems to stabilize prediction fluctuations across runs
and/or to enhance prediction accuracy through the
wisdom of the crowd.

For zero-answer questions, the best system
adopted a thresholding mechanism to identify ques-
tions with a low predicted likelihood of having
answers in the Holy Qur’an (for Task A), or in the
accompanying passage (for Task B). The majority
of the teams did not address this challenge explic-
itly in both tasks, other than the second ranked team
adopting a naive handcrafted prompt, engineered
to instruct their generative GPT-4-based models to
return a “no answer” for the MRC task.

As for multi-answer questions in the MRC
task, the best performing system employed MML
Bayesian fine-tuning to address this challenge. No
other team addressed this challenge explicitly, other
than the second ranked team which used prompt
engineering with its generative-based models (as
mentioned above). We note that multi-answer (or
multi-span) extraction in the literature is an active
area of research in the extractive MRC/QA scene
that would benefit Qur’anic QA research.

Our prospects towards the third version of the
shared task are to aim at including an end-to-end
QA task on the Holy Qur’an.

Limitations

The sizes of the AyaTEC and QRCD datasets are
relatively modest. This is mainly attributed to the
sensitivity of dealing with the sacred Holy Qur’an,
for which we have adopted a rigorous and strict
process for extracting and annotating the verse-
based and span-based answers to the questions of
the datasets. Nevertheless, we have foreseen the
opportunity to leverage transfer learning and/or
model adaptation among other state-of-the-art neu-
ral approaches to overcome size-related concerns
by question answering systems.
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Figure 4: Boxplots for the MAP@10 metric for all submitted runs on the PR task. The plot illustrates the median
and inter-quartile distance across questions.

Figure 5: Boxplots for the pAP metric of all submitted runs on task-B. The plot illustrates the median and inter-
quartile distance across questions. LRQA is shortened from LowResContextQA.
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Abstract

The Holy Qur’an is central to Islam, influenc-
ing around two billion Muslims globally, and is
known for its linguistic richness and complex-
ity. This article discusses our involvement in
the PR task (Task A) of the Qur’an QA 2023
Shared Task. We used two models: one em-
ploying the Sentence Transformer and the other
using OpenAI’s embeddings for document re-
trieval. Both models, equipped with a transla-
tion feature, help interpret and understand Ara-
bic language queries by translating them, exe-
cuting the search, and then reverting the results
to Arabic. Our results show that incorporating
translation functionalities improves the perfor-
mance in Arabic Question-Answering systems.
The model with translation enhancement per-
formed notably better in all metrics compared
to the non-translation model.

1 Introduction

The Holy Qur’an holds significant relevance as it
serves as the central holy book in Islam, guiding the
beliefs and practices of over 1.9 billion Muslims
worldwide. It provides essential spiritual guidance,
imparts moral values, and establishes rules for liv-
ing, exerting a profound influence on the lives of
Muslims and their communities. Comprising 114
chapters (Suras) and 6236 verses (Ayas) of vary-
ing lengths, totaling approximately 80,000 Ara-
bic words, the Qur’an, revealed over 1,400 years
ago, is written in classical Arabic (Atwell et al.,
2011). is considered to be linguistically complex
because it uses a rich vocabulary, intricate sentence
structures, and rhetorical devices like metaphors
and allegories. Its verses can have multiple mean-
ings depending on the context, allowing for various
interpretations (Alasmari, 2020). Various studies
have explored the Holy Qur’an for different NLP

tasks, such as creating datasets, question answering
(QA), retrieving related information, and and iden-
tifying topics (Adeleke et al., 2019; Mohd et al.,
2021; Mohamed and Shokry, 2022; Malhas and
Elsayed, 2022).

One recent study on applying NLP to the Qur’an
relies on the Qur’an QA shared task (2022) (Mal-
has et al., 2022). They propose a task defined as
giving a group of verses from a particular part of
the Holy Qur’an and a question about those verses;
a system needs to find the answer to the provided
question. The organizers continued to provide this
shared task, Qur’an QA 2023 Shared Task. How-
ever, they added a new task called the Qur’anic
passage retrieval (PR) task. PR is defined as partic-
ipants will be given a question in Modern Standard
Arabic and a set of Qur’anic passages that cover
the entire Holy Qur’an. The system is required to
return a list of these passages, ranked in order of
how likely they are to contain the answer to the
provided question. The question may vary in com-
plexity, ranging from simple and direct to more
intricate and nuanced. However, some questions
might not have an answer in the Holy Qur’an to
make the task more realistic and challenging. In
such cases, an adequate system should recognize
that there is no answer. Otherwise, it should return
a list of the top ten passages likely to contain the
answer.

This paper describes our participation in the PR
task (Task A) provided by the Qur’an QA 2023
Shared Task. Our proposed method is to translate
the Arabic Questions into English and incorporate
a paraphrasing module to enhance the retrieving
process. The rest of the paper is organized as fol-
lows: Section 2 discusses the related work. Section
3 explains the data we used for our tests. Section
4 provides details of our experiments. Section 5
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presents the results tied to our research queries. Fi-
nally, we discuss potential next steps and conclude
the paper.

2 Related Work

In the domains of Natural Language Processing
(NLP) and Information Retrieval (IR), the task of
Question Answering (QA) involves finding accu-
rate answers to questions within a body of text. QA
combines these two fields by requiring an under-
standing of language, as in NLP, and the ability to
find the proper documents, as in IR (Alami et al.,
2023). A typical QA system consists of several
steps, including understanding questions, finding
relevant text passages, and extracting answers to
deliver precise responses from extensive textual
sources (Alwaneen et al., 2022).

In the field of information retrieval, using lan-
guage models to rank documents based on their
relevance to a query has been a popular method
(Ponte and Croft, 2017). Earlier methods used
count-based language models for each document
to determine its likelihood of being relevant to a
query (Zhai and Lafferty, 2004). Sentence simi-
larity involves assessing the likeness between two
texts, where each sentence pair is judged based
on the notion that they have identical meanings
(Achananuparp et al., 2008). Models for sentence
similarity transform input texts into embeddings
that capture the overall meaning and then compute
their proximity according to some specific measure,
such as cosine-similarity or dot product. In the Al-
Bayan system by Abdelnasser et al. (2014), the
researchers utilized the Holy Qur’an and Tafseer to
identify verses with similar meanings using seman-
tic analysis. They developed a semantic interpreter
with machine learning to transform text into vec-
tors representing Qur’anic concepts. These vectors,
built from terms in the relevant documents, are
weighted using the TF-IDF method. The system
calculates the similarity between the vectors of a
given question and terms in the Qur’an, and then
highlights the most relevant terms to that question.
These methods had challenges, like dealing with
limited data.

Using commercial search engines as external
sources for paragraph retrieval is one of the meth-
ods used in the literature. The EWAQ system, intro-
duced by AL-Khawaldeh (2015), presents a novel
passage retrieval (PR) method. This method fetches
passages from search engines and calculates their

relevance to a query based on "entailment similar-
ity", employing cosine directional similarity as a
metric. A similar method for passage retrieval was
suggested by Bakari and Neji (2022). Initially, pas-
sages related to the query are fetched from Google
using the question’s keywords. These passages are
then refined, standardized, and divided. Next, the
questions and passages are examined linguistically,
including identifying named entities, analyzing syn-
tax, and assessing morphology. In the end, the main
ideas of the question and the passage are presented
logically.

More modern techniques use advanced language
models like BERT to determine query relevance.
Such methods have an advantage over older sparse
retrieval techniques because they recognize word-
based and more profound meaning similarities
rather than just looking for exact keyword matches
(Nogueira dos Santos et al., 2020). Karpukhin et al.
(2020) aimed to develop an effective dense em-
bedding model by merging the BERT pre-trained
model with a dual-encoder setup. This model trans-
forms text into a specific vector format and then
indexes every passage for retrieval. They found
that their model surpassed several other models
in question-answer tests on various datasets like
SQuAD (Rajpurkar et al., 2016) and TriviaQA
(Joshi et al., 2017).

3 Methodology

3.1 Dataset Description

The dataset used consists of three main compo-
nents: the Qur’anic Passage Collection (QPC),
questions from the AyaTEC dataset, and relevance
assessments for these questions against the QPC
passages. The QPC was created by organizing the
114 Qur’anic chapters into topic-based segments
using the Thematic Holy Qur’an (Swar, 2007), re-
sulting in 1,266 distinct passages. The dataset was
split into 70% training with 174 questions including
25 no-answer question, 10% development with 25
question including 4 no-answer question, and 20%
testing sets with 52 question. 15% of the total ques-
tions are designed to have no corresponding answer
in the Qur’an, termed as zero-answer questions to
raise the challenge of the model’s understanding.
The Query Relevance Judgements (QRels) dataset
includes 1,132 ’gold standard’ passage IDs from
the Qur’an, each associated with a specific ques-
tion from the AyaTEC dataset (Malhas and Elsayed,
2020) (Malhas, 2023). For questions that have no
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Dataset Structure Preprocessing Applied
QPC <passage-id> <passage-text> None

Training, Dev, and Test <question-id> <question-text> None
QRels Gold <question-id> Q0 <passage-id> <relevance> None

Qur’an English Translation <sura-id> <aya-id> <translation> Cleaning
Questions (Post-Augmentation) <question-id> <question-text> Translation and Paraphrasing

<question-en> <question-versions>

Table 1: Dataset Formatting and Structure

answer in the Qur’an, a placeholder value of "-1"
is assigned as the passage ID.

Our datasets employ tab-delimited formatting
and undergo different types of preprocessing. The
architecture of these datasets is described in Table 1.
We applied two primary components in our system
for question preprocessing: translation and para-
phrasing. The resulting structure of the question
file post-augmentation is also outlined in Table 1.

We also used the English translation of the mean-
ings of the Qur’an dataset from the Rowwad Trans-
lation Center (qur, 2023). It has a total of 6236
records, which represent the translation of every
verse in the Quraan. The Ruwwad Centre for Trans-
lation has carefully examined each Arabic verse,
consulting multiple sources of Arabic Tafseer and
grammar. They have opted for modern phrasing
and strived to maintain an arrangement that mirrors
the original Arabic sequence as closely as possible.

3.2 Model Setup

The proposed cross-lingual model architecture is
depicted in Figure 1, and its components are ex-
plained in detail. The general components of the
model are the English translation module, para-
phrasing module, and information retrieval module
which is based on the sentence-transformer model.

For the translation and paraphrasing, we used
OpenAI ChatCompletion API, gpt-3.5-turbo model,
and the prompts: "You will be provided with a
sentence in Arabic, and your task is to translate it
into English." And "You will be provided with an
English question, and your task is to paraphrase
it." Respectively for each task. The temperature
of the model is 0.9, with 150 maximum tokens.
The translation process was proposed to enhance
the quality of the processing of the used models,
as they performed poorly in Arabic directly. The
paraphrasing was proposed to enhance further the
accuracy of the answer retrieved.

The retrieved documents of different paraphrases
are aggregated and sorted according to their similar-
ity scores, eliminating duplicate documents in case

the same document is retrieved from multiple para-
phrases. The model handles no-answer questions
by setting a threshold value of similarity score in
an attempt to eliminate irrelevant documents. such
that a document is accepted as an answer if its
score exceeds the threshold value. The threshold
value was determined according to the analysis
conducted during the model experimentation.

The information retrieval model was built us-
ing a semantic search (Reimers, 2022). It is also
known as dense retrieval, which transforms the
search query into a vector representation and iden-
tifies document embeddings that are proximate in
the vector space. The lexical search seeks exact
word-for-word matches of the query terms within
the set of documents, failing to account for syn-
onyms and acronyms. Semantic search, on the
other hand, converts the search query into a vector
format and fetches document embeddings that are
close to that vector space.

The initial retrieval system could fetch docu-
ments that may not be highly relevant to the search
query. To address this, a second-layer re-ranker is
employed, which uses a cross-encoder to evaluate
and score the relevance of all candidate documents
in relation to the specified search query as shown
in Figure 1.

In our study, we employ two distinct models
to assess the efficacy of document retrieval in a
question-answering context. Model A which is a
Semantic Search that employs ’msmarco-distilbert-
base-tas-b’1 sentence Transformer model as the
bi-encoder, ’cross-encoder/ms-marco-MiniLM-L-
6-v2’2 model as the cross encoder. Model B which
is a semantic search that employs OpenAI’s best
embeddings ’text-embedding-ada-002’ engine as
the bi-encoder and OpenAI’s ’text-davinci-003” en-
gine3 as the cross encoder. The two models serve

1https://huggingface.co/sentence-transformers/
msmarco-distilbert-base-tas-b

2https://huggingface.co/cross-encoder/
ms-marco-MiniLM-L-6-v2

3https://platform.openai.com/docs/models/
overview
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Figure 1: Model Architecture of the Passage Retrieval.

as a comprehensive setup incorporating a trans-
lation component to facilitate multilingual query
processing. Built on an advanced neural network
architecture, those models with Translation are ca-
pable of understanding and interpreting queries in
the Arabic language. The translation feature allows
it to translate the queries into a common language,
perform the search, and then translate the results
back into the original language, if necessary. In
this work, we elaborate on the three setups used
in our experiments: model A with translation and
paraphrasing. model A with translation and no
paraphrasing, and model B with translation and no
paraphrasing.

3.3 Experiments Setup

All the pre-trained models were used in a zero-
shot manner. With no fine-tuning on the dataset
explained in Dataset Description. The primary met-
ric for evaluation is the Mean Average Precision
(MAP) and Mean Reciprocal Rank (MRR). All the
experiments were carried out on a single T4 GPU
and implemented using Google Collaboratory. We
will use our built model with the translated question
and no paraphrasing as the baseline for comparison.

4 Result and Discussion

In our research, we initially focused on assessing
the capabilities of the semantic search integrated
with a translation component. The metrics used for
performance evaluation included MRR and MAP.
The results of the three proposed models are shown
in Table 2. According to the scores on the dev set,
the SBERT semantic search without paraphrasing

was the best-performing model, with a MAP score
of 0.343 and an MRR score of 0.413. When it
comes to the test set, the SBERT semantic search
without paraphrasing had the highest MAP score of
0.132, while the OpenAI semantic search without
paraphrasing had the highest MRR score of 0.389.

Model Metric Dev Test
SBERT with
paraphrasing

MAP 0.284 0.120
MRR 0.408 0.291

SBERT without
paraphrasing

MAP 0.343 0.132
MRR 0.413 0.302

OpenAI without
paraphrasing

MAP 0.221 0.199
MRR 0.369 0.389

Table 2: Performance results for the three proposed mod-
els: SBERT semantic search with paraphrasing, SBERT
semantic search without paraphrasing and OpenAI se-
mantic search without paraphrasing.

Our findings indicate that the translation-
augmented version exhibited significant improve-
ments across all metrics when compared to the
model without translation. For instance, the
MAP score witnessed an increase from 0.003
using an Arabic sentence transformer model
’medmediani/Arabic-KW-Mdel’4 to 0.343 using
the English sentence transformer model ’msmarco-
distilbert-base-tas-b’ on the dev set, suggesting that
the translation component greatly enhanced the
model’s ability to retrieve more relevant documents.
Overall, integrating translation into the system sub-
stantially improved its performance, validating our

4https://huggingface.co/medmediani/
Arabic-KW-Mdel
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hypothesis that translation is a crucial element for
improving retrieval quality in the Arabic question-
answering (QA) environment.

Building on this, we also introduced a second
model that involved multiple paraphrased versions
of the input question for even more precise retrieval.
The results of the versions of the question produced
by the paraphrasing component were sorted, and
the duplication in the retrieved answers was deleted.
The result of both T-test (Semenick, 1990) and
Mann-Whitney U test (McKnight and Najab, 2010)
shows no significant difference in MAP and MRR
scores with adding the paraphrasing component to
the base model.

In the case of questions with no answer, the test
set contained 7 questions with no answers, the best
model was able to correctly say ’No answer’ to
four questions, 0.57 of the questions. The threshold
value for eliminating irrelevant documents is set to
-5, where documents with a score of -6 and below
are considered irrelevant.

The test set has in total 7 questions that did not
have corresponding answers (no-answer questions).
Interestingly, out of these 7 questions, our best-
performing model accurately identified ’No answer’
for 4 of them, giving us a 57% accuracy rate in this
specific context. In order to filter out irrelevant
documents, we established a threshold value of -
5, which means that any documents scoring -6 or
lower were considered irrelevant.

Some questions in the test set are not direct
and cannot be solved with similarity measures but
rather require some inference methodology to infer
the question from the given context.

Certain questions within the test set are indirect
and present challenges when addressed through
similarity measures. To effectively tackle these
questions, a more nuanced approach, specifically
an inference methodology, is necessary in order
to ascertain the intention of the question from the
given context.

5 Conclusion

In this study, we explored the linguistic complex-
ity of the Holy Qur’an, which holds profound in-
fluence over approximately two billion Muslims
worldwide. Our engagement in the Qur’an QA
2023 Shared Task’s PR task (Task A) led us to
employ two distinct models: the Sentence Trans-
former and OpenAI’s embeddings, both aimed at
effective document retrieval. A significant feature

of our approach was the integration of a translation
mechanism to facilitate the interpretation of Arabic
queries. Upon evaluation, the translation-enhanced
model showcased superior performance across all
metrics in comparison to its non-translation coun-
terpart.
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Abstract

The Qur’an holds immense theological and
historical significance, and developing a
technology-driven solution for answering ques-
tions from this sacred text is of paramount im-
portance. This paper presents our approach to
task B of Qur’an QA 2023, part of EMNLP
2023, addressing this challenge by proposing
a robust method for extracting answers from
Qur’anic passages. Leveraging the Qur’anic
Reading Comprehension Dataset (QRCD) v1.2,
we employ innovative techniques and advanced
models to improve the precision and contextual-
ity of answers derived from Qur’anic passages.
Our methodology encompasses the utilization
of start and end logits, Long Short-Term Mem-
ory (LSTM) networks, and fusion mechanisms,
contributing to the ongoing dialogue at the in-
tersection of technology and spirituality.

1 Introduction

The Holy Qur’an considered the central religious
text of Islam, is a source of profound wisdom, guid-
ance, and spiritual insight for millions of people
around the world (Touati-Hamad et al., 2020). Its
rich and complex content spans a wide range of
topics, encompassing historical narratives, moral
teachings, legal principles, and metaphysical con-
cepts (Ahmed and Atwell, 2016). For devout Mus-
lims, seeking knowledge and understanding from
the Qur’an is a fundamental aspect of their faith,
and it serves as a cornerstone for theological, eth-
ical, and philosophical discourse (Malhas et al.,
2022).

In the age of information technology, the quest
for a deeper comprehension of the Qur’an has ex-
tended beyond traditional exegesis, embracing dig-
ital tools and computational approaches (Bashir
et al., 2023; Malhas and Elsayed, 2022; Ahmed
and Atwell, 2016; Mohamed and El-Behaidy, 2021;
Veeramani et al., 2023b,d,e). One such critical
task in this domain is Qur’anic question-answering

(QA), which bridges the sacred text with modern
technology and linguistic analysis (Malhas et al.,
2022). The goal of Qur’anic QA is to enable
the retrieval of specific, contextually relevant an-
swers (Malhas et al., 2022; Malhas and Elsayed,
2022, 2020) to a wide range of questions from the
Qur’an’s voluminous text.

This paper addresses the pressing need to de-
velop and refine QA systems tailored for Qur’anic
texts. In this paper, we provide a detailed de-
scription of our system for task B of the Qur’an
QA 2023 shared task (Malhas et al., 2023). The
task at hand involves providing accurate, contex-
tually appropriate answers to questions posed in
Modern Standard Arabic (MSA) regarding specific
Qur’anic passages. These passages consist of con-
secutive verses from a particular Surah (chapter)
of the Qur’an. The complexity of this task arises
from the need to extract precise answers directly
from the provided passage, ensuring that the re-
sponses are contextually relevant and adhere to the
theological and linguistic nuances of the Qur’an.

Our model uses start and end logits, augmented
by employing two model variants. Using two sep-
arate question-answering models enables us to ex-
plore different aspects of the task, capitalizing on
the strengths of each model to ensure comprehen-
sive coverage and accuracy in answer extraction.
To further enhance the accuracy and relevance
of our system, we pick the best start-end logits
with Long Short-Term Memory (LSTM) networks
(Hochreiter and Schmidhuber, 1997) and multi-
layer perception. In this endeavor, we aim to ad-
vance both Natural Language Processing (NLP)
and the accessibility of the Qur’an’s profound wis-
dom. Our work not only provides a bridge be-
tween technology and spirituality but also strives
to make the wealth of knowledge contained within
the Qur’an more accessible to individuals seeking
answers to a wide array of inquiries, whether they
be of a religious, historical, or ethical nature. Addi-
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Figure 1: A brief overview of a question-answering model for extracting answers from Qur’anic passages.

tionally, it offers a valuable resource for scholars,
educators, and researchers engaged in Qur’anic
studies, empowering them to navigate the text effi-
ciently and extract pertinent information.

2 Task Description

We only participated in Task B of Qur’an QA
2023. For task B, given a specific passage from
the Qur’an consisting of consecutive verses within
a particular Surah, along with a free-text question
posed in MSA regarding that passage, the system’s
objective is to extract all answers to the question
that are explicitly stated within the provided pas-
sage. The answers extracted must be in the form of
text spans directly sourced from the given passage.
In order to enhance the task’s realism and difficulty
level, some questions may not have a correspond-
ing answer within the provided passage. In such
instances, the ideal system should return no an-
swers. Conversely, when there are answers present
in the passage, the system should return a ranked
list of up to 10 answer spans that are relevant to the
question.

The evaluation measure utilized for this task is
partial Average Precision (pAP) (Malhas and El-
sayed, 2022). This metric plays a central role in
assessing the performance of Question-Answering
(QA) systems by incorporating partial matching.
It acknowledges and rewards QA systems that re-
trieve answers that may not necessarily occupy the
top rank and may only partially match one of the
gold-standard answers. Additionally, pAP is par-

ticularly well-suited for evaluating questions that
may have one or more valid answers within the
accompanying passage. For questions where no
answer exists within the provided passage, the eval-
uation approach is straightforward. A “no-answer”
system output is granted full credit, while any other
response is assigned a score of zero. To arrive at an
overall evaluation score, the pAP measure is calcu-
lated and averaged across all questions, providing
a comprehensive assessment of the QA system’s
performance. This metric is designed to capture
the system’s effectiveness in terms of accuracy and
ranking relevance, offering a holistic view of its
capabilities in the context of Qur’anic text-based
question-answering.

3 Dataset

Task B utilizes the QRCD (Qur’anic Reading Com-
prehension Dataset) v1.2. This dataset (Malhas and
Elsayed, 2020, 2022) currently consists of 1,155
question-passage pairs, forming 1,399 question-
passage-answer triplets. The data split for training,
development, and test sets is targeted at 70%, 10%,
and 20%, respectively. A unique aspect of this
dataset is the inclusion of “zero-answer questions”,
which make up 15% of the questions and are ques-
tions without answers in the Holy Qur’an. This
addition aims to provide a more realistic and chal-
lenging reading comprehension task.
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Figure 2: Framework of our methodology for extracting answers from Qur’anic passages.

4 System Description

In this section, we describe two different question-
answering models we use along with our method-
ology. Figure 2 represents our approach for the
Qur’an question-answering task.

4.1 Question Answering Models

QA models are a subset of NLP models designed to
answer questions in human language automatically.
They employ machine learning and deep learning
techniques to understand questions and relevant
text to extract suitable answers. In the context
of Qur’an QA, Figure 1 provides an overview of
our approach to extracting answers from Qur’anic
passages.

AraELECTRA (Original)–Model 1: AraELEC-
TRA (Antoun et al., 2021) is an Arabic language
representation model that is pre-trained using the
replaced token detection (RTD) objective. This ob-
jective is similar to the masked language modeling
(MLM) objective used by other pre-trained lan-
guage models, such as BERT and RoBERTa (Liu
et al., 2019; Gururangan et al., 2020; Veeramani
et al., 2023c,a,f). However, instead of masking
tokens in the input sequence, the RTD objective
replaces some tokens with a special [MASK] to-
ken and then trains the model to distinguish the
original tokens from the replaced tokens. It was
pre-trained on a large corpus of Arabic text, includ-
ing news articles, books, and social media posts.
AraELECTRA has been shown to outperform pre-
vious Arabic language representation models on
various natural language processing (NLP) tasks,
including question answering, sentiment analysis,
and named entity recognition. It is also smaller
and faster than previous models, making it more
suitable for deployment on resource-constrained

platforms. In addition to the original model, we
also test AraElectra-ARCD1.

AraELECTRA-ArTyDiQA–Model 2: This ver-
sion of AraELECTRA is trained on the exten-
sive ArTyDiQA dataset, which offers several ad-
vantages for question answering. Firstly, its
pre-training on ArTyDiQA, a substantial Ara-
bic question-answering dataset, equips it with a
strong grasp of the Arabic language’s nuances
and its usage in the context of question answer-
ing. This enhanced language understanding en-
ables AraELECTRA-ArTyDiQA to comprehend
the intent of questions better and effectively extract
relevant information from the corpus. Additionally,
as AraELECTRA is built upon the ELECTRA ar-
chitecture (Clark et al., 2019), it benefits from rapid
and effective learning facilitated by the ArTyDiQA
dataset, which adeptly captures the intricacies of
Arabic question answering.

4.2 Answer Span Start-End Logits

In QA models, start and end logits are critical com-
ponents that facilitate the extraction of answers
from a given passage. These logits are computed
for each token in the passage when the model ana-
lyzes a question and a text. They represent the like-
lihood that a token serves as the start or end point of
the answer. By comparing these logits, the model
identifies potential answer spans by selecting to-
kens with the highest combined scores. The final
answer span is determined by choosing a continu-
ous sequence of tokens with the highest joint like-
lihood based on the start and end logits. In some
cases, QA models may further enhance answer se-
lection by scoring and ranking multiple possible
spans, ultimately presenting the span with the high-

1https://huggingface.co/salti/
AraElectra-base-finetuned-ARCD
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est overall score, which usually includes contextual
information beyond just the logits. This mechanism
ensures the model provides accurate and contex-
tually relevant answers to the posed questions. In
our case, we take start and end logits from both the
models we used.

We employ two distinct QA model settings in
our approach. In the first setting, we utilize start
and end logits independently. These logits are pro-
cessed by passing them through a Multi-Layer Per-
ceptron (MLP) layer. This configuration allows
each model to make individual predictions based
on its understanding of the input, ensuring a level
of independence in their responses. In the second
setting, we introduce a fusion process for the start
and end logits obtained from two separate mod-
els. These fused logits are then fed into the MLP
layer. This fusion mechanism enables the models to
collaboratively refine their predictions, potentially
benefiting from the diverse insights each model
offers.

We also utilize Long Short-Term Memory
(LSTM) networks and MLP in our experiment.
The LSTM component enhances the models’ abil-
ity to capture temporal dependencies across pas-
sages/answers along with the sequential represen-
tation of the input data. It promotes local context
understanding and global features, further optimiz-
ing the models’ performance in delivering accu-
rate and contextually relevant answers to the posed
questions.

4.3 Decision Mechanism

We adopt MLP (Rosenthal et al., 2017; Kana-
gasabai et al., 2023)and LSTM to extract finer fea-
tures to reinforce the confidence in picking the
right start-end logit pair from one of the above-
mentioned models. In both our Multi-Layer Percep-
tron (MLP) and Long Short-Term Memory (LSTM)
components, we apply specific mechanisms to re-
fine the models’ predictions. For the LSTM, we
utilize a softmax function. Softmax is employed to
transform the LSTM output into a probability dis-
tribution over possible answer spans. This ensures
that the model assigns a probability score to each
pair of start-end logits, indicating its likelihood of
being part of the answer span.

On the other hand, in the MLP layer, we em-
ploy an argmax of the computed class probabil-
ities/classes to identify the answer’s starting and
ending points with the highest probability score.

This is done along with the logits processed through
the MLP. The argmax function selects the start-end
logit pair with the highest predicted probability as
the start of the answer span and the token with
the highest predicted probability as the end of the
answer span.

5 Results

In Table 1 showcasing results for Quran question
answering, models are evaluated based on their per-
formance measured in partial Average Precision
(pAP). Model 1 and Model 2 achieve pAP scores
of 0.367 and 0.406, respectively. Model 2 achieves
a pAP score of 0.474 on the test set. A configu-
ration combining both models (fused logits) using
the LSTM branch achieves a pAP score of 0.411
during evaluation. The model configuration involv-
ing fusing logits with the MLP layer excels with
a pAP score of 0.435 during evaluation, and we
expect even better performance on the test dataset.
Because of the unavailability of the test dataset, we
only report the best submission score. Similar to
the previous model, using the MLP branch but this
time with AraElectra-ARCD instead of AraELEC-
TRA (original), we achieved the highest pAP score
of 0.442 on the evaluation dataset. These scores re-
flect the efficacy of different model configurations
in Quranic question answering, with fused logits us-
ing the MLP branch displaying the highest overall
performance, particularly on the test dataset.

Models Eval Test

Model 1 0.367 -
Model 2 0.406 0.474

Fused Logits (LSTM branch) 0.411 -
Fused Logits (MLP branch) 0.435 -

Fused Logits (AraElectra-ARCD +
AraElectra) MLP Branch

0.442 -

Table 1: Results for various models with the dataset
provided. All values are given with the pAP metric.

6 Conclusion

In summary, our paper contributes to develop-
ing precise Question-Answering (QA) systems for
Qur’anic texts. By employing advanced techniques
and models, we significantly improve answer accu-
racy and contextuality. Notably, certain model con-
figurations, particularly those incorporating fused
logits with the MLP branch, excel in achieving high
partial Average Precision (pAP) scores across both
evaluation and test datasets. This research not only
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advances the field of Natural Language Process-
ing (NLP) but also offers an invaluable resource
for a diverse audience, ranging from scholars and
educators to individuals seeking a deeper under-
standing of the Qur’an. It bridges technology and
spirituality, promoting the harmonious integration
of ancient wisdom with modern technology.

Limitations

This work exhibits several limitations. Firstly, the
modest size of the QRCD dataset may restrict the
models’ full potential, warranting consideration for
larger and more diverse Qur’anic text datasets. Fur-
thermore, while our models aim for contextuality,
capturing the intricate theological and linguistic nu-
ances of the Qur’an remains an ongoing challenge.
Addressing these limitations is essential to enhance
the versatility and robustness of Question-answer
models for Qur’anic texts and potentially expand
their utility to broader NLP applications.

Ethics Statement

The Qur’anic text, being a sacred and religious
source, is treated with the utmost respect and sensi-
tivity. We have taken measures to ensure that our
research and models align with cultural and reli-
gious considerations, and we do not engage in any
activities that may cause harm or disrespect to any
community or belief system. Additionally, we ad-
here to guidelines on data usage, compliance with
applicable laws and regulations, and ethical con-
duct in research. We aim to contribute positively
to the field of Natural Language Processing while
promoting inclusivity, respect, and responsible use
of technology.
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Abstract

This work addresses the challenges of ques-
tion answering for vintage texts like the Quran.
It introduces two tasks: passage retrieval and
reading comprehension. For passage retrieval,
it employs unsupervised fine-tuning sentence
encoders and supervised multi-task learning. In
reading comprehension, it fine-tunes an Electra-
based model, demonstrating significant im-
provements over baseline models. Our best
AraElectra model achieves 46.1% partial Av-
erage Precision (pAP) on the unseen test set,
outperforming the baseline by 23%.

1 Introduction

Question Answering (QA) for vintage, religious
texts like the Quran presents unique challenges for
natural language understanding systems. Under-
standing the concepts and connections in the Quran
requires deep semantic reasoning to map questions
to relevant passages and surface correct answers.
To advance research in this domain, the Qur’anQA
2023 Shared Task 1 proposes two sub-tasks focused
on machine comprehension of the Quran (Malhas
et al., 2023).

Task A on passage retrieval requires matching
Modern Standard Arabic (MSA) free-text ques-
tions to Quran verses potentially containing the
answer. This tests semantic similarity between
questions and passages. We propose using sen-
tence encoders (Reimers and Gurevych, 2019) to
derive dense vector representations for questions
and passages. These vectors can be indexed and
searched efficiently to find relevant matches.

Task B on reading comprehension focuses on ex-
tracting span answers from a given passage. This is
framed as a machine reading comprehension task.
However, given its literary Arabic and frequent
need for theological reasoning, it is especially dif-
ficult for the Quran. We formulate the task as ex-

∗These authors contributed equally.
1https://sites.google.com/view/quran-qa-2023/home

tractive QA and experiment with span prediction
models like AraElectra (Antoun et al., 2021).

The Qur’anQA 2023 shared task includes two
sub-tasks that form an end-to-end QA pipeline.
Task A retrieves candidate passages potentially con-
taining answers. This narrows the search space
from the entire Quran to a small set of relevant
verses. Task B then extracts answer spans from
these candidates. The tasks work sequentially: pas-
sage retrieval provides context to reading compre-
hension, which verifies answers. Together they
comprise an end-to-end QA system over the Quran.

Our key contribution to this work is utilizing
transfer learning and model adaptation techniques
to develop customized QA models for the limited
Qur’anQA 2023 shared task dataset. After experi-
menting with several Arabic and multi-lingual lan-
guage models (LMs) we choose AraElectra and
AraBERT (Antoun et al.) as strong candidates.
These models provide contextual representations
of Arabic text learned from broad domains. In this
work, we aim to address these research questions:

– How can we adapt LMs for Qur’anQA with
limited task data?

– Which methods (e.g., transfer learning, data
augmentation, unsupervised pretraining, etc.)
improve the accuracy of the Quranic domain?

Through experiments, we analyze different strate-
gies for unsupervised sentence embeddings and
supervised task-specific fine-tuning. Despite the
scarce training data, this allows the model to learn
specialized embeddings for Quranic comprehen-
sion. Our work provides insights into adapting pre-
trained language models to new domains with lim-
ited labeled data. By combining broad pre-trained
knowledge with targeted fine-tuning, we develop
customized QA models capable of reasoning about
the Quran’s abstract concepts and archaic language.
The source code is available at GitHub2.

2github.com/ghazaleh-mahmoodi/Quran-
QA_2023_Shared-Task
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2 Task A: Passage Retrieval

For a free-text question in MSA, the system must
retrieve and rank Quranic passages that potentially
contain answers to the question from a corpus cov-
ering the entire Quran.

3 Data

For this work, we utilize the training and devel-
opment datasets provided by the Qur’anQA 2023
organizers (Malhas and Elsayed, 2020; Swar, 2007;
Malhas, 2023), a summary of which is provided in
Table 1. Across both train and development splits,
there are 30 zero-answer questions, meaning that
they have no answers in the Quran passages.

To augment the limited size of the Quran-specific
data, we incorporate additional datasets during fine-
tuning. For this passage retrieval task, we leverage
the multi-lingual Mr. TyDi dataset, which contains
monolingual question-passage pairs for informa-
tion retrieval in 11 different languages (Zhang et al.,
2021). We utilized the Arabic portion to fine-tune
our proposed model.

Split # Question # Question-Passage Pairs
Training 174 972

Development 25 160
Test 52 -
All 251 1132

Table 1: Task A Dataset Distribution

3.1 System

Our implementation leverages the Sentence-
Transformers framework (SBERT) (Reimers and
Gurevych, 2019) to derive question and passage
embeddings optimized for semantic similarity
search. This provides an efficient method to match
questions to relevant passages based on learned
representations. SBERT provides a Siamese BERT
network architecture optimized for semantic tex-
tual similarity. We used AraBERT, a BERT variant
pre-trained on Arabic Wikipedia and news corpus.

To derive semantic vector representations of
questions and Quran verses, the proposed passage
retrieval approach trains a sentence embedding
model, also known as a bi-encoder model. In order
to achieve this, first, using unsupervised meth-
ods, AraBERT is fine-tuned on Quran passages to
get sentence embedding. In the second step, the
bi-encoder is trained on Mr. TyDi’s Arabic dataset
and Quran question-passage pairs using supervised
multi-task learning.

3.1.1 Unsupervised Fine-Tuning: Learning
Sentence Embedding

We experiment with TSDAE (Wang et al., 2021)
and SimCSE (Gao et al., 2021) as the unsupervised
training approach for encoding questions and pas-
sages.
TSDAE (Transformer-based Denoising Auto-
Encoder) is a denoising Auto-Encoder trained to
reconstruct corrupted passages, learning robust rep-
resentations that capture semantic meaning.
SimCSE (Simple Contrastive Learning of Sentence
Embeddings) is a contrastive self-supervised learn-
ing approach to derive passage embeddings. Sim-
CSE is trained to predict a passage from itself, us-
ing only standard dropout as noise for data augmen-
tation.

By transfer learning, these models learn ro-
bust passage representations that capture semantic
meaning without the need for labeled data.

3.1.2 Supervised Fine-Tuning: Training
Bi-Encoder using Question-Passage
Pairs

After unsupervised fine-tuning convergence, a
mean pooling and dense layer are added to the
last layers of the bi-encoder. This bi-encoder is
then fine-tuned end-to-end on Mr. TyDi and our
question-passage pairs dataset. More specifically,
the bi-encoder takes paired question and passage
embeddings as input to predict relevance in a multi-
task approach.

3.1.3 Model Specific Preparation
Models are trained with a combination of multi-
ple negative ranking (Henderson et al., 2017), con-
trastive (Hadsell et al., 2006), and triplet (Dong
and Shen, 2018) losses. As the models are trained
in a multi-task manner, different loss functions are
used for each dataset. A summary of the models
is deprecated in Table 3. These three models were
trained for 3 epochs with a batch size of 64, tak-
ing approximately 48 minutes in total on Nvidia
GeForce RTX 3090 GPU.

As for the Quranic question-passage pairs, ei-
ther a contrastive loss or triplet loss was incorpo-
rated:

When using contrastive loss, we benefited
from BM25 retrieval over the full corpus to mine
negative passages for contrastive learning. More
specifically, for each question in the training data,
we first retrieve the top 1000 most relevant pas-
sages using BM25. We then label the ground truth
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Model Name Train Set Development Set Test Set

MAP MRR MAP MRR MAP MRR

AraBERT-TSDAE-Contrastive 0.1502 0.3206 0.1365 0.2613 0.0545 0.1581
AraBERT-SimCSE-Contrastive 0.6522 0.7646 0.1459 0.2573 0.0315 0.1023

AraBERT-SimCSE-Triplet 0.5243 0.6580 0.1082 0.1693 0.0116 0.0356

Table 2: Task A MAP@10 and MRR@10 Results

passage associated with the question as positive ex-
amples (label 1). The BM25 retrieved passages that
do not match any ground truth passages are used
as hard negatives (label 0). Each <question, pos-
itive passage, label=1> and <question, negative
passage, label=0> is added as a training example.
By learning attempts to maximize similarity for
positive pairs and minimize it for mined negatives.

For triplet loss, similarly, BM25 is used to
mine negatives but used in a different format and
structure. Specifically, for each question, the top
100 BM25 retrieved passages are obtained. Then
for each positive passage, negative passages are
sampled to be used in forming of <question, pos-
itive passage, negative passage> triplets. Finally,
for all of the question-passage pairs, multiple such
triplets are created by pairing them with each possi-
ble negative passage from the BM25 results. Triplet
loss optimizes the model to ensure the positive pas-
sage embedding is closer to the question than the
negative passage.

For Mr. TyDi, the samples follow a format
<question, positive passage, negative passage> and
accordingly, multiple negative ranking loss func-
tion is used.

3.2 Results

To evaluate system performance, we report the of-
ficial metrics of Mean Average Precision (MAP)
and Mean Reciprocal Rank (MRR) on train, devel-
opment, and test splits.

On the training set, our best-performing model
is AraBERT-SimCSE-Contrastive, achieving a
MAP@10 of 0.6522 and MRR@10 of 0.7646.
Contrastive learning approaches generally outper-
form the triplet loss in our experiments. On the
development set, AraBERT-SimCSE-Contrastive
obtains the best MAP@10 of 0.1459 while
AraBERT-TSDAE-Contrastive achieves the high-
est MRR@10 of 0.2613 score. Our top-performing
model on the official test set is AraBERT-TSDAE-
Contrastive, with a MAP@10 of 0.0545 and

MRR@10 of 0.1581. Table 2 summarizes the full
results on dataset distributions for top-10.

ATC 3 ASC 4 AST 5

TSDAE ! - -
SimCSE - ! !

Denoising AE 6 ! - -
Contrastive ! ! -

Triplet - - !

Multiple Negative ! ! !

Quran Q-P 7 ! ! !

Mr. TyDi ! ! !

Table 3: Task A Models Summery

3.3 Discussion

Overall, our results demonstrate performance for
passage retrieval on the Qur’anQA dataset. Observ-
ing the results of the development set indicates that
the models are effective at retrieving all relevant
passages containing name entities, which appeared
in both the question and the passage. However,
performance suffers for questions that are only rel-
evant to a single obscure passage.

The unsupervised learning approaches of TS-
DAE and SimCSE both improve results compared
to other methods we experimented with Arabic
LMs. TSDAE in particular excels at ranking the
relevant passages higher, leading to better MRR.
This shows the value of its robust representations
learned by reconstructing passages. The unsuper-
vised fine-tuning allows the model to generalize bet-
ter despite the limited size of the Quranic dataset.

4 Task B: Reading Comprehension

Given a Quranic passage that consists of consecu-
tive verses in a specific Surah 8 of the Quran and a

3AraBERT-TSDAE-Contrastive (GYM_Run1)
4AraBERT-SimCSE-Contrastive (GYM_Run0)
5AraBERT-SimCSE-Triplet (GYM_Run2)
6Auto-Encoders
7Question-Passage
8A surah is a chapter in the Quran consisting of a set of

verses revealed to the Islamic prophet Muhammad. There are
114 surahs in the Quran.
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free-text question posed in MSA over that passage,
a system is required to extract all answers to that
question that is stated in the given passage.

4.1 Data

For Task B, we use Qur’anic Reading Comprehen-
sion Dataset (QRCD v1.2 ) (Malhas and Elsayed,
2022, 2020; Malhas et al., 2022) which consists of
question-passage pairs combined with one or more
annotated answers (15% of the questions have no
answers). The dataset distribution is illustrated in
Table 4.

Split % #Q #Q-P #Q-P-A
Training 70% 174 992 1179

Development 10% 25 163 220
Test 20% 51 431 -
All 100% 250 1586 1399

Table 4: Task B dataset distribution. #Q shows the num-
ber of questions. #Q-P shows the number of question-
passage pairs. #Q-P-A shows the number of question-
passage-answer triplets in the dataset.

4.2 System

Our solution for Task B is using the AraElectra-
based model (Antoun et al., 2021) that is pre-
trained on general domain Arabic language data.
We propose two strategies for fine-tuning this
model on the QRCD v1.2 dataset in addition to
other complimentary datasets. The description of
each model’s training settings is summarized in Ta-
ble 5. The hardware used is a GPU.1080Ti.xlarge
with 31.3GB RAM. In the following sections, we
briefly explain how we train each model.

4.3 Models Specifications

We chose AraElectra-SQuADv2 (Ahmed, 2023a)
model which is fine-tuned using the Arabic-
SQuADv2.0 (Ahmed, 2023b) dataset. Specifically,
AraElectra-SQuADv2 is the AutoModelForQues-
tionAnswering model from the transformers library
in HuggingFace initialized with AraElectra model
(Antoun et al., 2021). This model was trained
on question-answer pairs, including unanswerable
questions targeting QA task. We further fine-tuned
this model using the QRCD v1.2 dataset (submitted
as GYM_Run0).

We select AraElectra-TyDiQA (Ahmed et al.,
2022) which fine-tuned on TyDi QA (Clark et al.,
2020) dataset. Similarly, we fine-tuned this model
on the QRCD v1.2 (submitted as GYM_Run1).

We incorporated ensemble modeling which is
a machine-learning technique for combining mul-

tiple models in the prediction process. More
specifically, by finding the top 10 answers us-
ing both AraElectra-SQuADv2 and AraElectra-
TyDiQA, we can aggregate the given scores for
all specified spans that are common among these
runs/models (submitted as GYM_ensemble). The
aggregation process works as follows:

I. We consider the output results of both
AraElectra-SQuADv2 and AraElectra-
TyDiQA models for each given question.

– If the answers are the same, we sum the
model’s output scores.

– Otherwise, we keep the answer without
changing the score.

II. Finally, based on the newly calculated scores,
we sort the output results of the two models
and consider the top 10 outputs as the final
output of the ensemble model.

AraElec-SQuADv2 AraElec-TyDiQA
SQuADv2 ! -
TyDiQA - !

QRCD v1.2 ! !
Epoch 30 1

Batch Size 4 8
Max Seq Len 9 256 256

Doc Strid 10 64 64

Table 5: Task B train setting

4.4 Results

Reading Comprehension is evaluated with partial
Average Precision (pAP), which accounts for par-
tial matches and multiple answers. Our best con-
figuration, AraElectra-SQuADv2, beats the task’s
baseline by 23.0% and reaches 48.5% pAP@10
on the dev set and 13.5% while achieving 46.1%
pAP@10 on the test set (Table 6). Our experiments
indicate that in comparison with other models, in-
cluding an AraBERT, the AraElectra model gives
better results on the Qur’anQA Task. Also, the use
of the Arabic-SQuADv2.0 dataset, which is similar
to QRCD v1.2, significantly improves the result.

4.5 Discussion

The results demonstrate that transfer learning
from large Arabic NLP datasets (TyDiQA and
SQuADv2) is an effective strategy for adapting
models to Qur’anQA despite limited task-specific

9The maximum length of a feature.
10The authorized overlap between two part of the context

when splitting is needed.
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Model Dev Test
AraElectra-SQuADv2 0.485 0.461

Ensemble 0.481 0.458
AraElectra-TyDiQA 0.431 0.430

Baseline 0.255 0.326

Table 6: Task B pAP@10 result

training data. Pre-training on broad domains equips
models like AraElectra with useful linguistic and
semantic knowledge of Arabic that transfers well to
Qur’anQA. Fine-tuning on the small QRCD v1.2
dataset provides the final layer of adaptation to
handle Quranic syntax, terminology, and reasoning
requirements.

Our best approach leverages Arabic SQuADv2
and is able to effectively identify questions with
multiple answers and specify the start and end to-
kens of each answer. Among the answers, there
were cases where the predicted answers overlap;
hence, having a mechanism to handle overlapping
predictions could improve the results. Addition-
ally, it would be beneficial to optimize the model’s
confidence scores for predicting start and end to-
kens, such that falling below a threshold indicates
no answer.

Overall, our results demonstrate promising multi-
span extraction capabilities gained via pre-training
on SQuADv2 data. However, enhancements to pre-
diction post-processing and confidence modeling
could further improve the handling of overlap and
no-answer cases. This would move towards more
human-like discernment of when extracted snippets
represent valid or invalid answers.

Conclusion

This work demonstrates adapting LMs to
Qur’anQA with limited data. Key techniques
include unsupervised fine-tuning, negative sample
extracting with BM25, multi-tasking, and transfer
learning. For passage retrieval, unsupervised
strategies like TSDAE and SimCSE improve
ranking over training from scratch. In reading
comprehension, leveraging Arabic SQuAD allows
AraElectra to excel at span prediction despite
scarce Quran annotations. Overall, leveraging addi-
tional datasets benefited models in both sub-tasks.
We provide insights into tailoring state-of-the-art
NLP techniques to learn specialized behavior for
machine comprehension of the Quran’s semantics
given modest labeled data.

Limitations

The main constraint we faced was the lack of la-
beled data. To overcome this, we used similar non-
Quranic datasets. While this affected the model’s
quality during training, it improved its ability to
perform well on unseen data.

An important aspect to consider in the context of
this research is the wealth of Tafsirs11 available for
the Quran, authored by religious scholars spanning
different time periods and languages. These Tafsirs
provide invaluable insights into the interpretations
and nuances of the Quranic text, shedding light on
the historical, linguistic, and cultural contexts in
which the verses were revealed. The Quran, being a
deeply layered and intricate scripture, often carries
layers of meaning that extend beyond the literal
words and Tafsirs help unravel these layers. Incor-
porating Tafsirs into the model’s training data could
enable it to better capture these nuanced interpreta-
tions and subtle connections, potentially leading to
more accurate and contextually informed question-
answering for vintage texts like the Quran.

Another challenge in passage retrieval we en-
countered was when the input question had no cor-
responding answer in the Quranic passages. In
these cases, the model’s performance suffered be-
cause we had to apply a threshold to the output
scores, which were not fine-tuned specifically for
this task. Additionally, the difference between the
questions in Modern Standard Arabic (MSA) and
the diverse variations of Quranic texts presented
another challenge. One additional challenge we
faced in this task was the lack of negative passages.
To address this, we had to generate a set of neg-
ative passages using the BM25 method, as previ-
ously explained in detail. However, the quality of
these negative passages plays a crucial role in the
model’s training. One approach we considered was
to treat all passages, except the positive ones, as
negatives. However, due to the imbalance between
positive and negative samples and GPU limitations,
we decided not to pursue this approach. But this
approach can be examined in future work.
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Abstract

The Qur’an QA 2023 shared task has two sub
tasks: Passage Retrieval (PR) task and Ma-
chine Reading Comprehension (MRC) task.
Our participation in the PR task was to further
train several Arabic pre-trained models using a
Sentence-Transformers architecture and to en-
semble the best performing models. The results
of the test set did not reflect the results of the de-
velopment set. CL-AraBERT achieved the best
results, with a 0.124 MAP. We also participate
in the MRC task by further fine-tuning the base
and large variants of AraBERT using Classical
Arabic and Modern Standard Arabic datasets.
Base AraBERT achieved the best result with
the development set with a partial average pre-
cision (pAP) of 0.49, while it achieved 0.5 with
the test set. In addition, we applied the ensem-
ble approach of best performing models and
post-processing steps to the final results. Our
experiments with the development set showed
that our proposed model achieved a 0.537 pAP.
On the test set, our system obtained a pAP score
of 0.49.

1 Introduction

The Arabic language poses many challenges in
Naturual Language Processing (NLP), including
in the areas of Machine Reading Comprehension
(MRC) and Passage Retrieval (PR). One of the
most prominent recent NLP techniques applied
to MRC and PR tasks in the Arabic language is
pre-trained transformer-based models, which can
achieve state-of-the-art performance (Alsubhi et al.,
2021, 2022).

There are PR studies that use a dense approach
based on pre-trained models (Karpukhin et al.,
2020). This approach has outperformed traditional
information retrieval, such as TF-IDF (Sammut and
Webb, 2010) with Modern Standard Arabic (MSA;
Alsubhi et al., 2022). To our knowledge, the dense
approach has not been researched with Classical
Arabic (CA). Therefore, our proposed system for

Task A of the Qur’an QA 2023 shared tasks uses
the dense approach by fine-tuning the Arabic pre-
trained models and then ensemble the best scores.
The idea of Task A is to build a system to return a
list of Qur’anic passages that contain answers to a
posed question/query (Malhas et al., 2023). How-
ever, the challenging aspect of this task is that there
are some questions that do not have an answer in
the Qur’an. The first research question RQ1: Does
using the Arabic pre-trained models in PR for CA
outperform the traditional approach such as BM25?

Most recent studies on the Qur’an MRC task
have tended to use transformers-based models
along with Qur’anic Reading Comprehension
Dataset (QRCD) (Malhas et al., 2022). We noticed
that they improved the performance of the systems
using three approaches: (1) using an additional
MSA and/or CA datasets in fine-tuning (Mostafa
and Mohamed, 2022; Aftab and Malik, 2022), (2)
constructing an ensemble of different BERT mod-
els (3) applying appropriate post-processing steps
on the result of the final ranked list (ElKomy and
Sarhan, 2022). To the best of our knowledge,
no studies have combined these three approaches.
Therefore, we applied the combination of those ap-
proaches for Task B of the Qur’an QA 2023 shared
task. The goal of Task B was to build a model
that took a Qur’anic passage and MSA question
as input and extracted a ranked list of up to 10 an-
swer spans to that question from the passage as
output (Malhas et al., 2023). The new challenge
in the second version of this task was that there
were no answers to some questions. The second
research questions RQ2 in this paper is: Does the
combination of fine-tuning the models with a large
CA dataset and/or MSA dataset, ensembling these
models and then applying post-processing steps
improve the results?

The paper’s structure is as follows: In Section
2, related work is presented. Section 3 describes
the datasets. This is followed by Section 4, which
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explains the proposed models. In Section 5, the
results are discussed. Finally, the paper provides a
conclusion.

2 Related Work

2.1 Task A: Passage Retrieval

Karpukhin et al. (2020) proposed their dense pas-
sage retrieval (DPR) system using BERT base and
uncased models. Their system applies dual en-
coders for the passages to be transformed into di-
mensional real-valued vectors and then applies an
index for all passages for retrieval. The input query
is then encoded and mapped into the dimensional
vector space and passages are retrieved that are near
the query vector. Their approach outperformed
other multiple open-domain QA techniques on sev-
eral QA datasets such as TriviaQA and SQuAD.
Sachan et al. (2022) proposed the unsupervised pas-
sage re-ranker (UPR), in which the system utilizes
zero-shot question generation for re-ranking pas-
sages in order to improve passage retrieval. It then
computes the relevance scores over the generated
question and sort the results. Their approach out-
performed DPR (Karpukhin et al., 2020) on several
datasets, such as SQuAD and TriviaQA. Finally,
Alsubhi et al. (2022) proposed a multilingual DPR
model that was fine-tuned on Arabic datasets. Their
model outperformed TF-IDF on Arabic datasets,
which were ARCD (Mozannar et al., 2019) and
TyDiQA-GoldP (Clark et al., 2020).

2.2 Task B: Machine Reading Comprehension

Recently, several researchers have built an MRC
system to answer questions about the Qur’an. All
these studies used QRCD_v1.1 in the fine-tuning
and evaluation phases (Malhas et al., 2022; Mal-
has and Elsayed, 2022). Some studies have pro-
posed further fine-tuning the model using MSA
datasets (Mostafa and Mohamed, 2022; Malhas
and Elsayed, 2022). Mostafa and Mohamed (2022)
developed the Arabic Qur’an MRC model by fine-
tuning the AraELECTRA model using three MSA
datasets: Ar-TyDi, Arabic-SQuAD and Arabic
Reading Comprehension Dataset (ARCD). Their
model achieved a 0.54 pRR, 0.52 F1@1 and
0.23 EM. Other studies have proposed fine-tuning
the model using the CA dataset. Sleem et al.
(2022) fine-tuned AraBERTv02 using the Arabic
Al-Qur’an Question and Answer Corpus (AQQAC)
(Alqahtani, 2019). This model achieved scores of
0.52 pRR, 0.5 F1@1 and 0.25 EM.

ElKomy and Sarhan (2022) recommends using
the training and development sets of QRCD_v1.1
to fine-tune five different Arabic BERT models.
They then used these five models individually to
find the answers for the QRCD test set. To ob-
tain good results, they implemented an ensemble
approach for the results of these models. Finally,
post-processing was applied to enhance the results.
The results showed a pRR of 56.6, an EM of 26.8
and F1@1 of 0.50.

To the best of our knowledge, no study has been
conducted on the impact of the combination of
the following three factors in building the Arabic
Qur’an MRC model: First, Arabic pre-trained mod-
els are fine-tuned using CA and MSA datasets. Sec-
ond, the ensembling approach was applied to the
results using the majority vote. Finally, the final list
was refined through several post-processing steps.

3 Datasets

3.1 Task A: Passage Retrieval

The data were comprised of the Qur’anic pas-
sage collection (QPC) and questions from AyaTEC
(Malhas and Elsayed, 2020). The QPC was de-
veloped by segmenting the Qur’an passages into
topics, which resulted in 1,266 passages. There
were 199 questions that were derived from the Ay-
aTEC dataset. The Query Relevance Judgements
(QRels) dataset contained 1,132 gold (answer-
bearing) Qur’anic passages that answered the ques-
tions; these data were used in training and devel-
opment sets. Finally, the distribution of the dataset
was 70%, 10% and 20% for training, development
and testing sets respectively.

3.2 Task B: Machine Reading Comprehension

In this study, we used three different datasets, as
follows:

QRCD: QRCD_v1.2 consists of 1,399 ques-
tion–passage–answer triplets in the training and
development splits, as shown in Table 6. It was
split 70%, 10%, and 20% for the training, devel-
opment and test sets respectively (Malhas and El-
sayed, 2022, 2020).

ARCD: It consists of 1,395 ques-
tion–passage–answer triplets for Wikipedia
passages (Mozannar et al., 2019).

Quran Question–Answer pairs (QUQA): It
consists of 3,382 question–passage–answer triplets
regarding the Arabic Holy Qur’an. This dataset was
built using the available Qur’an AQQAC dataset
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Model Encoder MAP MRR
BM25 (Robertson and Zaragoza, 2009) - 0.17 0.313

ArabicBERT (Safaya et al., 2020)
bi-encoder 0.511 0.687

cross-encoder 0.292 0.452

CL-AraBERT (Malhas and Elsayed, 2022)
bi-encoder 0.489 0.7

cross-encoder 0.318 0.481

AraBERT (Antoun et al.)
bi-encoder 0.461 0.662

cross-encoder 0.351 0.54

CAMeL-BERT (Inoue et al., 2021)
bi-encoder 0.455 0.606

cross-encoder 0.351 0.505
Ensemble ArabicBERT & CL-AraBERT bi-encoder 0.534 0.73
Ensemble ArabicBERT & CL-AraBERT & CAMeL-BERT bi-encoder 0.487 0.688
Ensemble ArabicBERT & CL-AraBERT & AraBERT bi-encoder 0.485 0.682

Table 1: The results of the development set by BM25, individual Arabic pre-trained models and the ensemble
method. MAP is the official evaluation metric. The cross-encoder is used for re-ranking the list of answers output
by the bi-encoder.

(Alqahtani, 2019) and five available books. It is
available in the Github repository. 1

4 Proposed Models

4.1 Task A: Passage Retrieval

Sentence transformers, also known as Sentence-
BERT (SBERT), introduced a bi-encoder that trans-
forms a pair of sentences independently and maps
them to a dense vector for efficient comparison
when performing an information retrieval task
(Thakur et al., 2021). Our proposed system uses
a bi-encoder method for a semantic search task
by further training Arabic pre-trained models with
the QRCD_v1.1 (Malhas et al., 2022). We also
used the cross-encoder “mmarco-mMiniLMv2-
L12-H384-v1” 2 for re-ranking; however, it did not
improve the performance of the individual models.

Training the Models: We trained a set of
four models using the SBERT architecture with
Arabic pre-trained models: ArabicBERT (Safaya
et al., 2020), CAMeL-BERT (Inoue et al., 2021),
AraBERT (Antoun et al.) and CL-AraBERT (Mal-
has and Elsayed, 2022). Two datasets were used
for training the models: the training set of Task
A and the QRCD_v1.1. Since most of the data
were duplicated between the QRCD_v1.1 and the
training set of PR task, we used the NoDuplicates-
DataLoader function to remove any copies prior
to training. We used the MultipleNegativesRank-

1http://https://github.com/scsaln/
HAQA-and-QUQA

2https://huggingface.co/nreimers/
mmarco-mMiniLMv2-L12-H384-v1

ingLoss (MNRL) loss function, as it allowed for
two similar or positive sentences without labels to
be computed. Finally, the QPC dataset were en-
coded for each model. All the models used the
following parameters: 5 epochs, a learning rate of
2e-5, max length 512 and batch size of 16.

Ensemble Approach: The ensemble method
used for this task was to retrieve the top 20 answers
from the Arabic pre-trained models. If the answer
was found in all outputs, we then summed up the
scores and divided by the number of models to ob-
tain the average score. These answers were then
put at a top-ranked list by descending order of av-
eraged score. If there were remaining places in the
ranked list, we added answers that had the highest
scores out of all the models. Finally, we capped the
ranked list at 10 answers 3.

4.2 Task B: Machine Reading Comprehension

The pre-trained transformer-based models were the
basis of our methodology. As a first step, we fine-
tuned all available Arabic pre-trained models with
the QRCD_v1.2 training set. There were nine Ara-
bic pre-trained models: AraBERT base, AraBERT
large, CAMeL-BERT, ArabicBERT, CL-AraBERT,
AraELECTRA (Antoun et al., 2021), MARBERT,
ARBERT (Abdul-Mageed et al., 2021) and QARiB
(Abdelali et al., 2021). When we conducted our ex-
periments, we set the batch size to 8 for AraBERT
large and 16 for the rest of the models, the number
of epochs to 4, and the learning rate to 1e-4. We

3The code can be accessed here https://github.com/
AlsalehAbdullah/Quran_PR_Task
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Model QRCD QRCD
+QUQA

QRCD
+ARCD

QRCD
+QUQA
+ARCD

AraBERT Large 0.165 0.482 0.162 -
AraBERT Base 0.402 0.458 0.433 0.49
MARBERT 0.326 0.089 0.291 -
ARBERT 0.357 0.38 0.343 -
QARiB 0.307 0.301 0.278 -
CAMeL-BERT 0.401 0.406 0.362 -
ArabicBERT 0.332 0.330 0.313 -
AraELECTRA 0.332 0.248 0.218 -
CL-AraBERT 0.373 0.383 0.358 -

Table 2: The pAP@10 result of fine-tuned different Arabic pre-trained models by using different combinations of
the datasets.

attempted to improve the performance using the
following three optimisation approaches 4:

Transfer Learning: We conducted three experi-
ments using this approach. We further fine-tuned
the models using different datasets. In the first ex-
periment, we used the CA dataset QUQA. Second,
the MSA ARCD was used. Finally, a combination
of the QUQA dataset and ARCD was used only
for the models that showed an improvement in per-
formance when using one of these two datasets
individually.

Ensemble Approach: We used majority voting
among the models to produce the final ranked-list
results. We took the top 20 answers with their
scores for each question from each model. We then
computed the total score for each answer. The total
score was the sum of the scores obtained from the
answers from all models. After that, we sorted the
answers for each question based on the total score.
Finally, we adopted the top 10 answers as the final
ranked list.

Post-Processing: There were two issues when
producing the ranked list: uninformative answers
(as shown in Figure 1) and overlapping answers (as
shown in Figure 2). The first issue was solved by
removing these answers from the list. The second
was overcome by applying a redundancy elimina-
tion algorithm (ElKomy and Sarhan, 2022).

5 Results and Discussion

5.1 Task A: Passage Retrieval
The official evaluation metric used for this task
was mean average precision (MAP), but the mean

4The code can be accessed here https://github.com/
scsaln/RC

Model pAP@10
Ensemble Vanilla (All) 0.466
Ensemble Vanilla (Best) 0.517
Ensemble POST (Best) 0.537

Table 3: The results of the ensemble approach. En-
semble Vanilla (All) refers to applying the ensemble
approach to all models. Ensemble Vanilla (Best) repre-
sents applying the ensemble approach to the best two
performed models (the bert-large-arabertv02 and the
bert-base-arabertv02). Ensemble POST (Best) refers
to the Vanilla (Best) after applying the postprocessing
step.

reciprocal rank (MRR) was also reported.
Validation: As for the validation results, the

BM25 scored the lowest, with a 0.17 MAP. As for
the pre-trained models, ArabicBERT performed the
best of the individual models using a bi-encoder
with a 0.511 MAP, while the ensemble of Ara-
bicBERT and CL-AraBERT performed the best
with the validation set with 0.534. Therefore, to
address RQ1, the Arabic pre-trained models out-
performed BM25 (See Table 1).

Testing: For the test set, we chose three methods
based on their performances with the validation set.
They were: ArabicBERT, CL-AraBERT and the
ensemble of ArabicBERT and CL-AraBERT. The
test set results did not reflect the performances on
the validation set, as it can be seen in Table 4. CL-
AraBERT performed the best with a 0.124 MAP
while the performance of the ensemble method
was a close second with a 0.117 MAP. The ensem-
ble method and CL-AraBERT have successfully
answered two questions with a perfect score of 1
MAP while 21 questions scored a 0 MAP. Some
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of these happened to be a no-answer, which the
models have failed to identify.

5.2 Task B: Machine Reading Comprehension

The evaluation metric for Task B was partial aver-
age precision (pAP) (Malhas and Elsayed, 2022,
2020).

Validation: Column QRCD in Table 2 presents
the results of the models when they were fine-tuned
using only the QRCD dataset. The AraBET base
model outperformed the other models with a 0.402
pAP@10.

First, we addressed RQ2, which was related to
whether the combination of the three factors en-
hanced the performance of the Qur’an MRC mod-
els. The first factor further fine-tuned the models us-
ing the CA dataset QUQA and/or MSA ARCD. The
results are shown in columns ‘QRCD + QUQA’,
‘QRCD + ARCD’ and ‘QRCD + QUQA + ARCD’
in Table 2. There are three interesting observations
in the results. First, using the QUQA dataset led
to improvements in more than half of the models.
The best score was the pAP@10 of 0.482, obtained
by AraBERT large. Second, when we trained the
model using the ARCD dataset it enhanced the per-
formance of the AraBERT base model only with
0.433 pAP@10. Third, using QUQA and ARCD
at the same time to train the AraBERT base im-
proved results with 0.49 pAP@10 compared to
using QUQA and ARCD separately. For the sec-
ond factor, we used the ensemble method for all the
models; however, this approach did not yield the
best performance with a result of 0.466 pAP@10.
We then ensembled two of the best performing in-
dividual models, which were AraBERT base and
AraBERT large. The results outperformed the other
models with 0.517. For the third factor, we note
that the post-processing step improved the results
based on the Ensemble ‘POST (Best)’ row shown
in Table 3.

Testing: For the test set, we chose two methods
based on the performance of the development set.
They were (1) the ensemble of AraBERT base and
AraBERT large with post-processing and (2) the
AraBERT base model. The ensemble with the post-
processing approach achieved a 0.498 pAP@10,
while the AraBERT base model achieved the best
performance with a 0.5 pAP@10, as it can be seen
in Table 5.

When we analysed the model answers to ques-
tions from the development set, we identified the

Model MAP MRR
Ensemble 0.117 0.36
ArabicBERT 0.07 0.20
CL-AraBERT 0.124 0.375

Table 4: Test set results of Task A.

Model pAP@10
Ensemble POST (Best) 0.498
AraBERT Base 0.5

Table 5: Test set results of Task B.

following: The model worked as a simple match
model. When part of the passage contained words
from the question, it retrieved this part as an an-
swer to the question, even though the meaning of
this part did not answer the question (see Figure 3).
Therefore, the system failed to predict the correct
answer when the answer has semantically similar
words to the question (see Figure 4).

6 Conclusion

This paper presented our contributions to Task A:
PR and Task B: MRC of the Qur’an QA 2023
shared task. Our proposed PR method was to
train several Arabic pre-trained models with QRCD
dataset using SBERT architecture and then ensem-
ble the combination of these models. The ensemble
method did not yield the best performance with the
test set, although it had the best score with the de-
velopment set. CL-AraBERT achieved the best re-
sults with a 0.124 MAP. Our proposed MRC system
is based on combining the transfer learning and en-
semble approaches for the best-performing models.
Initially, we fine-tuned nine different Arabic pre-
trained models using different data collections. We
then applied the ensemble approach to the two best-
performing models. Finally, we implemented ap-
propriate post-processing steps. The combination
of the base and large variants of AraBERT achieved
the best results on the development set, with a 0.537
pAP@10. The second-highest score was achieved
by base AraBERT with a 0.49 pAP@10. The re-
sults of applying these two models to the test set
showed that the base AraBERT model was the best
with a score of 0.5 pAP@10, while the ensemble
model achieved a score of 0.49 pAP@10.
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Limitations

One of the most important factors affecting the
performance of pretraining models is the size of
the dataset. The size of the dataset used in the
training in this study is miniscule compared to the
size of the data available in the English language.
Therefore, we noticed weak performance of the
models in Arabic. There is an urgent need to build
large data collections in Arabic.
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A QRCD Dataset Distribution

In this appendix, Table 6 presents the distribution
of the dataset.

B The problems of the list of answers

In this appendix, Figure 1 and Figure 2 present the
problems we encountered in the list of answers.

Dataset # Q # Q-P
Pairs

# Q-P-A
Triplets

Training 174 992 1179
Development 25 163 220

Table 6: QRCD distribution. # Q shows the number of
the questions, # Q-P Pairs show the number of the ques-
tions–passage pairs and # Q-P-A Triplets show number
of questions–passage–answers triplets.

C The Analysis and Discussion of Task B

In this appendix, Figure 3 and Figure 4 present the
discussion of Task B Machine Reading Compre-
hension.
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Figure 1: Example of an uninformative answer.

Figure 2: Example of repeated answers.

Figure 3: Example 1 of an incorrect answer.

Figure 4: Example 2 of an incorrect answer.
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Abstract

In this paper, we present our approach to tackle
Qur’an QA 2023 shared tasks A and B. To
address the challenge of low-resourced train-
ing data, we rely on transfer learning together
with a voting ensemble to improve prediction
stability across multiple runs. Additionally,
we employ different architectures and learning
mechanisms for a range of Arabic pre-trained
transformer-based models for both tasks. To
identify unanswerable questions, we propose
using a thresholding mechanism. Our top-
performing systems greatly surpass the baseline
performance on the hidden split, achieving a
MAP score of 25.05% for task A and a partial
Average Precision (pAP) of 57.11% for task B.

1 Introduction

Ad hoc search is a fundamental task in Informa-
tion Retrieval (IR) and serves as the foundation
for numerous Question Answering (QA) systems
and search engines. Machine Reading Comprehen-
sion (MRC) is a long-standing endeavor in Nat-
ural language processing (NLP) and plays a sig-
nificant role in the framework of text-based QA
systems. The emergence of Bidirectional Encoder
Representations from Transformers (BERT) and its
family of transformer-based pre-trained language
models (LM) have revolutionized the landscape
of transfer learning systems for NLP and IR as a
whole (Yates et al., 2021; Bashir et al., 2021).

Arabic is widely spoken in the Middle East
and North Africa, and among Muslims worldwide.
Arabic is known for its extensive inflectional and
derivational features. It has three main variants:
Classical Arabic (CA), Modern standard Arabic
(MSA), and Dialectal Arabic (DA).

Qur’an QA 2023 shared task A is a passage
retrieval task organized to engage the commu-
nity in conducting ad hoc search over the Holy
Qur’an (MALHAS, 2023; Malhas and Elsayed,
2020). While Qur’an QA 2023 shared task B is

a ranking-based MRC over the Holy Qur’an, which
is the second version of Qur’an QA 2022 shared
task (Malhas et al., 2022; MALHAS, 2023).

This paper presents our approaches to solve
the two tasks A and B. For task A, we explore
both dual-encoders and cross-encoders for ad hoc
search (Yates et al., 2021). For task B, we in-
vestigate LMs for extractive QA using two learn-
ing methods (Devlin et al., 2019). For both tasks,
we utilize various pre-trained Arabic LM variants.
Moreover, we adopt external Arabic resources in
our fine-tuning setups (MALHAS, 2023). Finally,
we employ an ensemble-based approach to account
for inconsistencies among multiple runs. We con-
tribute to the NLP community by releasing our
experiment codes and trained LMs to GitHub 1.

In this work, we address the following research
questions 2:
RQ1: What is the impact of using external re-
sources to perform pipelined fine-tuning?
RQ2: How does ensemble learning improve the
performance obtained?
RQ3: What is the effect of thresholding on zero-
answer questions?
RQ4A: What is the impact of hard negatives on the
dual-encoders approach?
RQ5B: What is the impact of multi answer loss
method on multi-answer cases?
RQ6B: How is post-processing essential for
ranking-based extractive question answering?

The structure of our paper is as follows: Sec-
tions 2 and 3 provide an overview of the datasets
used in our study. In Section 4, we present the
system design and implementation details for both
tasks. The main results for both tasks are presented
in Section 5. Section 6 focuses on the analysis and
discussion of our research questions RQs. Finally,
Section 7 concludes our work.

1https://github.com/mohammed-elkomy/quran-qa
2A superscript at the end of a RQ refers to one of the tasks.

No superscript means the RQ applies for both tasks.
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Split Training Development
# Question-passage

relevance pairs 972 160

# Questions

Multi-answer 105 (60%) 15 (60%)
Single-answer 43 (25%) 6 (24%)
Zero-answer 26 (15%) 4 (16%)

Total 174 25

Table 1: Task A dataset relevance pairs distribution
across training and development splits. We also include
the distribution of answer types per split.

2 Task A Dataset Details

Qur’an QA 2023 shared task A serves as a test col-
lection for the ad hoc retrieval task. The divine text
is divided into segments known as the Thematic
Qur’an Passage Collection (QPC), where logical
segments are formed based on common themes
found among consecutive Qur’anic verses (Malhas
et al., 2023; Swar, 2007). In this task, systems
are required to provide responses to user questions
in MSA by retrieving relevant passages from the
QPC when possible. This suggests there is a lan-
guage gap between the questions and the passages,
as the passages are in CA. Table 1 presents the
distribution of the dataset across the training and
development splits. The majority of questions in
the dataset are multi-answer questions, meaning
that systems can only receive full credit if they
are able to identify all relevant passages for these
queries. Additionally, Table 1 provides informa-
tion on zero-answer questions, which are unan-
swerable questions from the entire Qur’an. (More
information about the dataset distribution of topics
in Appendix A.1)

Task A is evaluated as a ranking task using the
standard mean Average Precision (MAP) metric.
(Additional information about the evaluation pro-
cess including zero-answers cases can be found in
Appendix A.2)

3 Task B Dataset Details

Qur’an QA 2023 shared task B is a ranking-
based SQuADv2.0-like MRC over the Holy Qur’an,
which extends to the Qur’an QA 2022 (Malhas
et al., 2022; Rajpurkar et al., 2016). The dataset
is also referred to as Qur’an reading comprehen-
sion dataset v1.2 (QRCDv1.2). The same questions
from task A are organized as answer span extrac-
tion task from relevant passages (Malhas and El-
sayed, 2020; Malhas et al., 2022). (See the dataset
distribution of topics in Appendix A.1)

Table 2 depicts the distribution of dataset pairs

Split Training Development
# Question-passage-answer

Triplets 1179 220

# Question-
passage

Pairs

Multi-answer 134 (14%) 29 (18%)
Single-answer 806 (81%) 124 (76%)
Zero-answer 52 (5%) 10 (6%)

Total 992 163

Table 2: Task B dataset pairs and triplets distribution
across training and development splits. For questions-
passage pairs, we show the distribution of answer types.

and triplets across the training and development
splits. In addition, the table presents the distribu-
tion of answer types for the dataset pairs.
Although zero-answer questions account for 15%
of the questions in task A test collection, they only
contribute to 5% of the question-passage pairs in
task B. Furthermore, task B has a limited num-
ber of unique questions in comparison to their cor-
responding question-passage pairs as seen from
Tables 1 and 2, respectively. As a consequence,
task B can have repeated questions and passages
among different samples and can be even leaked
among training and development splits (Keleg and
Magdy, 2022). Keleg and Magdy (2022) analyzed
this phenomenon and identified sources of leakage
in Qur’an reading comprehension dataset v1.1 (QR-
CDv1.1). In QRCDv1.1, leakage is defined as the
presence of passages, questions, or answers that are
shared among multiple samples (Keleg and Magdy,
2022). This can lead to LMs memorizing or over-
fitting leaked samples (Keleg and Magdy, 2022).
Keleg and Magdy (2022) categorized QRCDv1.1
into four distinct and mutually exclusive categories
based on the type of leakage: pairs of passage-
question, passage-answer, or just questions. (For
more information about leakage in task B, please
refer to Appendix A.4)

We extend the analysis made by Keleg and
Magdy (2022) for QRCDv1.2. Our main observa-
tion is that 90% of the samples with no answer be-
long to the trivial leakage group called D(1). This
group refers to samples with duplicate passage-
answer or question-answer pairs. This indicates
that zero-answer questions are not just less preva-
lent in task B but also present a greater challenge in
terms of generalization. Given the four groups de-
fined by Keleg and Magdy (2022), they proposed a
data re-splitting mechanism for QRCDv1.1 called
faithful splits. In this work, we extend their re-
splitting approach and create faithful splits for QR-
CDv1.2. (Please refer to Appendix A.4 for more
details about faithful splitting)
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Task B is evaluated as a ranking task as well, us-
ing a recently proposed measure called pAP (Mal-
has and Elsayed, 2020; MALHAS, 2023). (More
details about this measure and zero-answer sample
evaluation can be found in Appendix A.3)

4 System Design

In this work, we fine-tune a variety of pre-trained
Arabic LMs, namely AraBERTv0.2-base (Antoun
et al., 2020), CAMeLBERT-CA (Inoue et al., 2021),
and AraELECTRA (Antoun et al., 2021). We uti-
lize transfer learning and ensemble learning for
both tasks. To determine zero-answer cases, we
apply a thresholding mechanism. (Additional infor-
mation on transfer learning and ensemble learning
can be found in Appendices B and C, respectively)

4.1 Task A Architecture

We examine two distinct approaches for neural
ranking in ad-hoc search: dual-encoders and cross-
encoders approaches (Yates et al., 2021).

In dual-encoders, documents and queries are
encoded separately into dense vectors, which
are then compared using a metric learning func-
tion, such as cosine distance. We utilize Stable
Training Algorithm for dense Retrieval (STAR)
with a batch size of 16 queries to train our dense
retrievers (Zhan et al., 2021; Yates et al., 2021).

In contrast cross-encoders involve encoding pos-
itive and negative pairs of documents and questions,
assigning a relevance score. This method packs a
document and a question into a single input for a
sentence similarity LM (Yates et al., 2021). Both
methods require negative relevance signals during
training. (Please refer to Figures 4a and 4b in Ap-
pendix for both approaches. Additionally, see Ap-
pendix D for more details about negative selection
criteria and zero-answer prediction)

Although cross-encoders have a higher compu-
tational overhead compared to dual-encoders when
used for ranking, the former has a quadratic com-
plexity while the latter has a linear complexity.
However, both methods are still feasible for low-
resource datasets (Yates et al., 2021). In both
approaches, we utilize the cumulative predicted
scores of the top K documents to calculate the like-
lihood of each question having an answer. We then
apply a threshold ζ to identify zero-answer ques-
tions.

4.2 Task B Architecture

We fine-tune pre-trained LMs for span prediction
as in SQuADv2.0 (Rajpurkar et al., 2018; Devlin
et al., 2019). We use two different fine-tuning meth-
ods: First answer loss (FAL) and Multi answer loss
(MAL). The FAL method focuses on optimizing
for the first answer in the ground truth answers,
which is the default approach in standard span pre-
diction implementations for SQuAD (Devlin et al.,
2019; Wolf et al., 2019). In contrast, MAL opti-
mizes for multiple answers simultaneously for the
multi-answer samples in QRCDv1.2. This helps
prevent the trained systems from being overly con-
fident in a single span and distributes the predicted
probability among different spans. (Refer to Ap-
pendix E for more information about these learning
methods)

It is worth noting that raw predictions from span
prediction LMs are suboptimal for ranking MRC,
as many of them have overlapping content. To
address this, we follow a post-processing mecha-
nism proposed by Elkomy and Sarhan (2022). (See
Appendix E.1 for implementation details)

Similar to task A, we perform thresholding by a
hyperparameter ζ to determine zero-answer sam-
ples using LM null answer [CLS] token probabil-
ity (Rajpurkar et al., 2018; Devlin et al., 2019).
(See Appendix E.2 for more details on zero-answer
cases)

5 Results

The results tables for both tasks use the follow-
ing notational format: We use short forms to refer
to combinations of LMs and their fine-tuning ap-
proaches using superscripts and subscripts.

The subscripts ∼ and ≈ denote direct fine-tuning
and pipelined fine-tuning, respectively. Addition-
ally, the arrows in model names subscripts indicate
the stages of pipelined fine-tuning, with the learn-
ing resources names listed. Superscripts are used
to denote the architectures employed for task A and
the learning methods for task B.

Tables 3 and 4 present our detailed results on
the development split for both tasks for single and
self-ensemble models. Table 3 shows the results
for cross encoder and dual-encoders for task A.
Our best single model, (ARB⊗

≈), achieved a MAP
of 34.83% and an MRR of 47.09%. (ARB⊗

≈) self-
ensemble achieved the best MAP of 36.70%. Ta-
ble 3 also presents the R@10 and R@100 metrics.
This represents the upper bound on the reranking
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Short
Form Systems

Single Model Self Ensemble

MAP MRR R@10 R@100 MAP⋆
ζ

MAP (Question Type) MAP MAP⋆
ζZero Single Multi

Lexical Baseline
BM∼ BM25 18.43 26.40 19.98 19.98 26.40 25.00 16.67 17.39 N/A N/A

Dual-encoder

ARB⊚
∼ AraBERTv0.2-base

TASK A+ Random Neg 20.02 42.87 29.72 48.23 20.02 0.00 35.42 19.20 N/A N/A

ARB⊚
≈ AraBERTv0.2-base

TASK A+ Hard Neg 24.44 35.17 36.09 43.96 24.44 0.00 45.00 22.73 N/A N/A

Cross Encoder

ELC⊗
∼ AraELECTRA

TASK A 8.96 16.51 19.13 42.49 16.48 3.00 10.32 10.01 12.18 16.18

ELC⊗
≈ AraELECTRA

TyDi QAAR→Tafseer→TASK A 26.60 41.61 38.52 59.19 31.91 19.00 38.31 23.94 29.13 36.56

CAM⊗
∼ CAMeLBERT-CA

TASK A 23.16 33.52 37.06 55.12 27.45 13.00 36.92 20.36 27.57 32.02

CAM⊗
≈ CAMeLBERT-CA

TyDi QAAR→Tafseer→TASK A 29.34 42.17 39.93 57.23 33.81 18.00 51.40 23.54 32.77 36.77

ARB⊗
∼ AraBERTv0.2-base

TASK A 31.76 41.93 46.55 62.71 34.27 46.00 28.16 29.41 36.09 36.87

ARB⊗
≈ AraBERTv0.2-base

TyDi QAAR→Tafseer→TASK A 34.83 47.09 39.99 60.82 37.55 43.00 46.22 28.10 36.70 40.70

Table 3: Dev split evaluation results for task A. MAP means ζ is set to mark 15% of questions as unanswerable.
⋆ accompanied by ζ refers to applying the best ζ (see Appendix F). Average performance is reported for multiple
runs of single models. Superscripts ⊚ and ⊗ in short form refer to dual-encoder and cross encoder, respectively.
Subscripts ∼ and ≈ denote direct fine-tuning and pipelined fine-tuning, respectively.

stage performance that we can obtain (Yates et al.,
2021).

Table 4 summarizes the results for task B. Our
best performing model over the standard split,
(ELCM

≈), attained a pAP of 53.36% and 55.21%
for single model and self-ensemble models, respec-
tively. Table 4 also presents results for the faithful
validation split we defined previously. (ARBM

≈) is
our best performing single model for the faithful
split, achieving a pAP score of 54.19%.

Both tables present comprehensive results for
different question types, as well as the outcomes
for a manually set threshold ζ and ζ⋆, i.e., the
threshold that yields the best performance.
(See Appendix F for more details about ζ and opti-
mal ζ selection)

Considering the question types , experiments of
(ARB⊗

∼) and (ARB⊗
≈) obtains the best MAP perfor-

mance for zero-answer and multi-answer questions
for task A.

With regard to the hidden split, Tables 5 and 6
provide a summary of our official submissions.

In task A, as shown in Table 5, we made 3 cross-
encoder submissions: MIX⊗

≈, which is an ensemble
combining runs from CAM⊗

≈ and ARB⊗
≈ cross en-

coders. MIX⊗
≈ achieved a MAP of 25.05%. In

comparison, the TF-IDF baseline only achieved a
MAP of 9.03%.

On the other hand, in task B, we experimented
with our two best performing models in Table 4. As
shown in Table 6, (ARBM

≈) outperformed (ELCM
≈)

with a pAP of 57.11%. This result is consis-

tent with the findings from the faithful valida-
tion split (Keleg and Magdy, 2022) in Table 4
for (ARBM

≈) and (ELCM
≈). Specifically, the MAL

method outperformed FAL for all of our models in
the faithful validation split (underlined in Table 4).

6 Analysis and Discussion

Regarding RQ1, external resources always bring
significant improvements to the same LM for both
tasks. For task A, we have three stages of fine-
tuning as indicated by arrows in Table 3. For ex-
ample, when (ELC⊗

∼) is fine-tuned with external
resources into (ELC⊗

≈) the MAP performance im-
proves from 8.96% to 26.60% for single models as
in Table 3. In similar fashion for task B, (ELCM

≈)
outperforms (ELCM

∼) by almost 13% for the stan-
dard split in Table 4.

To answer our RQ2, ensemble learning consis-
tently outperforms single models for both tasks.
For instance, (CAM⊗

≈) ensemble surpasses its sin-
gle model by 3.5% for the MAP metric for task A.
Similarly, (ELCM

≈) ensemble outperforms its corre-
sponding single model by almost a pAP of 2% for
task B.

With regard to RQ3, the hyperparameter ζ af-
fects the zero answer type evaluation scores for
both tasks. We make best use of the available
data by employing a quantile method to determine
the threshold ζ for both tasks. However, (ARB⊗

≈)
model MAP performance improves by 3% when
the optimal ζ⋆ is employed for task A. This sug-
gests that there is a room for improvement for the
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Short
Form

Systems Single Model Self Ensemble Model

Model Method
Faithful Standard Development Split

pAP pAPPost pAP pAPPost pAP⋆
ζ

pAP (Sample Type) pAP pAPPost pAP⋆
ζZero Single Multi

ELCF
∼ AraELECTRA

TASK B
FAL 34.97 41.23 38.27 44.40 39.26 18.67 41.51 31.18 41.16 46.50 41.72

ELCM
∼ MAL 37.44 42.63 40.55 45.56 41.48 14.67 43.69 36.04 42.01 47.21 43.90

ELCF
≈ AraELECTRA

TyDi QAAR→TASK B
FAL 52.76 55.45 49.76 53.70 51.99 10.33 54.36 43.69 50.66 55.35 52.75

ELCM
≈ MAL 53.15 55.43 53.36 56.42 55.10 18.33 56.61 51.55 55.21 58.38 57.05

CAMF
∼ CAMeLBERT-CA

TASK B
FAL 41.45 45.76 37.63 42.04 38.36 11.00 40.83 33.13 42.51 45.50 43.18

CAMM
∼ MAL 43.54 47.36 38.57 43.38 39.38 12.67 40.52 39.20 41.66 45.39 43.80

CAMF
≈ CAMeLBERT-CA

TyDi QAAR→TASK B
FAL 50.64 53.12 41.59 46.50 42.39 13.67 44.36 39.39 47.03 49.37 47.12

CAMM
≈ MAL 52.14 54.01 40.08 44.80 41.30 15.00 41.61 42.18 42.75 46.87 44.23

ARBF
∼ AraBERTv0.2-base

TASK B
FAL 44.81 48.93 45.66 49.34 46.60 23.67 49.29 37.74 49.38 53.05 50.01

ARBM
∼ MAL 47.41 50.62 45.71 47.69 46.85 25.67 48.43 41.03 49.69 52.03 51.28

ARBF
≈ AraBERTv0.2-base

TyDi QAAR→TASK B
FAL 52.97 55.86 50.62 54.43 51.28 35.33 53.78 42.39 52.20 55.77 53.45

ARBM
≈ MAL 54.19 56.55 50.51 53.32 51.35 31.33 53.22 45.54 52.13 54.94 52.94

Table 4: Dev split evaluation results for task B. pAP means fixing ζ to 0.8. Post subscript identifies post-processing.
⋆ accompanied by ζ refers to applying the best ζ (see Appendix F). Average performance is reported for multiple
runs of single models. Superscripts F and M in short form indicate FAL and MAL methods, respectively. Subscripts
∼ and ≈ denote direct fine-tuning and pipelined fine-tuning, respectively. Underlined values refer to the higher
performance when comparing the two learning methods.

Short
Form Self Ensemble Model MAP MRR

TF-IDF Baseline 9.03 22.60

CAM⊗
≈

CAMeLBERT-CA
TyDi QAAR→Tafseer→TASK A 23.02 47.06

ARB⊗
≈

AraBERTv0.2-base
TyDi QAAR→Tafseer→TASK A 24.64 49.39

MIX⊗
≈ CAM⊗

≈ + ARB⊗
≈ 25.05 46.10

Table 5: Results on the hidden split for task A. ζ is set
to mark 15% of questions as unanswerable.

ζ parameter. (Please refer to Appendix F for more
details about ζ selection and RQ3).

In Table 3, we experimented with dual-encoders
using both random and hard negatives (Zhan et al.,
2021) to address RQ4. (ARB⊚

≈) outperforms
(ARB⊚

∼) by almost 4.5% when we perform hard
negatives mining using a fine-tuned checkpoint
(ARB⊚

∼).
In Table 4, MAL learning method consistently

brings significant improvements to the final per-
formance for all models over the faithful split.
Moreover, it consistently outperforms FAL learn-
ing method for the multi-answer type of samples.
For instance, (ELCM

≈) performs better than (ELCF
≈),

achieving a pAP score of 51.55% compared to
43.69% achieved by (ELCF

≈) for the subset of multi-
answer samples. However, due to the fact that
multi-answer samples make up only 18% of the de-
velopment samples in the standard split (Table 2),
MAL does not always outperform FAL for the stan-
dard split overall performance. This finding ad-
dresses RQ5.

With regard to RQ6, the post-processing ap-
proach proposed by Elkomy and Sarhan (2022)

Short
Form Method Self Ensemble Model pAP@10

Full-passage Baseline 32.68

ELCM
≈

MAL

AraELECTRA
TyDi QAAR→TASK B 53.10

ARBM
≈

AraBERTv0.2-base
TyDi QAAR→TASK B 57.11

MIXM
≈ ELCM

≈ + ARBM
≈ 56.43

Table 6: Results on the hidden split for task B. ζ is set
to mark 5% of pairs as unanswerable.

always surpasses the raw prediction score for both
single and ensemble models. This is represented
by Post subscript in Table 4. For example, post-
processing improves (ARBM

≈) both single model
and self-ensemble pAP performance by almost 3%.

7 Conclusion

In this paper, we have presented our solution for
both task A and task B of Qur’an QA 2023 shared
tasks. We explored various Arabic LMs using dif-
ferent training approaches and architectures. Our
best performing systems are ensemble-based, en-
hanced with transfer learning using external learn-
ing resources. Lastly, we addressed a set of RQs
that highlight the main strengths of our work.

Limitations

In this paper, we have adapted conventional
learning-based architectures for Arabic QA tasks,
specifically for MRC and ad hoc search. How-
ever, we faced several challenges throughout our
study. One significant challenge was the scarcity
of training resources, along with the imbalanced
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distribution of topics and question types. This was
particularly evident in the zero-answer cases. As a
consequence, our zero-answer thresholding mecha-
nism demonstrated high sensitivity to each individ-
ual model.

Additionally, we noticed significant performance
variations due to the small size of the datasets. In
order to tackle the problem of variations and noisy
predictions, we investigated an ensemble approach.
However, we still suggest that the results we ob-
tained during the development phase may not ac-
curately reflect the actual performance of learning
systems. Despite the effectiveness of faithful splits
for task B, we still suggest exploring n-fold cross-
validation for both tasks. However, our computa-
tion resources were significantly limited during the
competition phase.

For task B, our models trained for MRC were
found to be suboptimal for ranking tasks. Although
our post-processing technique improved the raw
predictions, this indicates the necessity for other
ranking-based MRC approaches. Furthermore, we
would like to explore the performance of large LMs
on this particular task.
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Appendix

A Dataset Additional Details

AyaTEC is a dataset designed to evaluate the per-
formance of retrieval-based Arabic QA systems
over the Holy Qur’an. It contains 207 questions
and 1,762 corresponding answers, which are cat-
egorized into 11 topics covering different aspects
of the Qur’an. The dataset caters to the informa-
tion needs of two types of users: skeptical and
curious (Malhas and Elsayed, 2020). The dataset
includes single-answer and multi-answer questions,
as well as questions that have no answer. Both
Qur’an QA 2023 shared tasks are primarily based
on an adapted version of AyaTEC (MALHAS,
2023; Malhas et al., 2022). Figure 1 illustrates an
example from task A. The question asks whether
there is a reference in the Qur’an to the body part
used for reasoning. Four relevant Qur’anic seg-
ments are annotated to have an answer for this ques-
tion. Figure 2 depicts a question-passage-answer
triplet from task B. The question in this case is
about creatures capable of praising God, within the
context of the given passage.

A.1 Topic Distribution for tasks

AyaTEC covers 11 diverse topics referenced in the
Holy Qur’an. Figure 3 illustrates the imbalanced
nature of those different topics. Furthermore, the
representation of unique questions is significantly
limited in comparison to question-passage-answer
triplets. Additionally, it is evident that the ratio
of triplets to unique questions varies for each re-
spective topic. In task B, these factors give rise to
common questions across various passages. Con-
sequently, they result in data leakage between the
training and development splits (Keleg and Magdy,
2022). (Further information regarding this can be
found in Appendix A.4)

A.2 Task A Evaluation Measures

For this ranking task, systems are expected to re-
turn up to 10 Qur’anic passages for each question
when possible. If the system determines that the
question is unanswerable from the entire Qur’an,
a null document is only returned, indicated by -1.
The primary measure for the task is MAP, which
gives full credit only if all relevant documents are
retrieved at the top of the ranked answer list. For
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Figure 1: A sample from shared task A. We highlight the most relevant part in each Qur’anic segment.

Figure 2: A sample from shared task B. We highlight the ground truth answers in the Qur’anic passage.
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the zero-answer questions, full credit is given to
successful systems only when they are unable to
find any relevant Qur’anic passage to answer the
question, and return the null document. In addition
to MAP, mean Reciprocal Rank (MRR) is also re-
ported, which gives credit just for the first relevant
document from the ranked list (Yates et al., 2021).

In formal notation, we begin by defining the
function α(q, p), which is a binary relevance func-
tion that indicates whether a passage p is annotated
as relevant to a question q in the test collection.
Equ.(1) represents the function that calculates the
total number of relevant Qur’anic passages from
the QPC to q.

ψ(q) =
∑

p∈QPC
α(q, p) (1)

Zero-answer questions have a zero value for the
function ψ, and their MAP score is calculated in a
different way. Equ.(2) shows the evaluation mea-
sure for MAP for answerable questions. For a
ranked list R, we calculate the precision at each
possible cutoff @i at which a relevant document is
present (Yates et al., 2021).

MAP(R, q) =

∑
(i,p)∈R Prec@i(R, q) · α(q, p)

ψ(q)
,

(2)
Equ.(3) illustrates the combined MAP evaluation

measure for task A. In this measure, zero-answer
questions are given full credit only when R is the
null document, represented by −1 in the official
evaluation script 3 (MALHAS, 2023).

MAPA(R, q) =





1R≡[−1] if ψ(q) = 0

MAP(R, q) Otherwise
(3)

1C is an indicator function, which returns 1 if the
binary condition C holds and 0 otherwise.

A.3 Task B Evaluation Measures
Standard MRC tasks, like SQuADv2.0, are eval-
uated based only on the first prediction. In con-
trast, task B is evaluated as a ranking task against
a ranked list, rather than relying solely on the top
prediction. As in task A, systems are expected to
return up to 10 answer spans from a given Qur’anic

3The symbol ≡ signifies the equivalence operator between
two lists.

passage to answer a question when possible. The
primary evaluation metric for this task is pAP (Mal-
has and Elsayed, 2020; MALHAS, 2023). This
metric incorporates partial matching with the tradi-
tional rank-based Average Precision measure, i.e.,
MAP. In the case of unanswerable samples, the
system receives a full score if it only returns and
empty ranked list.

Formally, partial matching is performed over
token indexes of two substrings extracted from a
given supporting passage. Based on Malhas and
Elsayed (2020), F1 is used to calculate the simi-
larity between the two substrings Rk and g. Rk

represents the kth answer from a ranked list R, and
g refers to any ground truth answer from the set of
ground truth answers G.

F1

R
k = max

g∈G
{F1 (Rk, g)} (4)

In terms of Equ.(4), we can define a partial
matching version of precision at cutoff K, i.e.,
pPrec (Malhas and Elsayed, 2020; MALHAS,
2023).

pPrec@K(R) =
1

K

K∑

i=1

F1

R
i (5)

In their study, MALHAS (2023) introduced a
method for handling multi-answer samples. They
proposed a string splitting mechanism that ensures
only one correct answer is matched in each en-
try of R. Equ.(6) presents the pAP evaluation
metric for multi-answer ranking MRC in terms of
pPrec (Malhas and Elsayed, 2022), which stands
as a token-level partial matching version of Equ(2).

pAP(R) =

∑
i∈R pPrec@i(R) · β(R, i)

|G| , (6)

β(R, i) is a binary function that returns one if Ri

is a partially relevant answer. More specifically,

β(R, k) = 1F1
R
k >0 (7)

In similar fashion, Equ.(8) presents the complete
pAP evaluation measure for task B. In this mea-
sure, zero-answer samples are given full credit only
when R is an empty list (MALHAS, 2023).

pAPB(R) =





1R≡[ ] if |G| = 0

pAP(R) Otherwise

(8)
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Figure 3: Distribution of QRCDv1.2 over the 11 topics for task A questions and task B triplets.

A.4 Leakage in QRCDv1.2

Keleg and Magdy (2022) analyzed QRCDv1.1
and identified instances where passages and ques-
tions were repeated. They classified QRCDv1.1
into four logical mutually-exclusive categories ac-
cording to their complexity. Table 7 provides a
summary of the criteria used and the expected be-
havior of trained LMs for each category. Addition-
ally, symbols are employed to indicate the levels of
complexity within each category, as determined by
performance scores obtained by Keleg and Magdy
(2022). Based on their analysis, Keleg and Magdy
(2022) solely utilized D(3) ood + hard for their final
development split for QRCDv1.1.

In this work, we extend their approach for QR-
CDv1.2. We slightly modify this by considering
bothD(2) andD(3) for the development split. In ad-
dition, we employ disjoint set algorithm to find all
leakage groups inD(1). We use those groups to bal-
ance the zero-answer questions ratio in the devel-
opment split. This is because 90% of zero-answer
questions belong to the trivial leakage group D(1).

In their work, Keleg and Magdy (2022) also pro-
posed a resplitting approach for QRCDv1.1. They
reorganized training and development splits using
the four logical groups to create what they called
faithful splits for QRCDv1.1. Faithful splits aim
to create more representative evaluations for QR-
CDv1.1 dataset. Table 8 summarizes the modifi-

cations we made for performing evaluation using
faithful splits. Table 9 presents the distribution of
our faithful split for QRCDv1.2 based on our mod-
ified splitting strategy outlined in Table 8. It also
includes the distribution of zero-answer samples
within each group. As in Table 9, we preserve
the original ratio of training to development splits.
Additionally, the percentage of zero-answer sam-
ples within each split is preserved compared to the
original distribution in Table 2.

A.5 External Learning Resources

We leverage external resources to perform
pipelined fine-tuning for both tasks A and B.
For task A, we utilized interpretation resources
(tafseer) from both Muyassar and Jalalayn, ob-
tained from Tanzil (2007-2023). We created pairs
of QPC Qur’anic passages and their corresponding
interpretations, resulting in approximately 2.5K rel-
evant pairs. Additionally, we used the Arabic TyDI-
QA GoldP dataset (Clark et al., 2020) to generate
pairs of relevant questions and their supporting ev-
idence passages, resulting in 15K relevant pairs.
For task B, we solely relied on the Arabic subset
of the TyDI-QA GoldP MRC dataset (Clark et al.,
2020). This dataset consists of approximately 15K
question-passage-answer triplets.
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Category Criteria Expected LM behavior

D(1) in+leakage
Samples with repeated passage-answer

or question-answer pairs
Memorize answers and overfit to

training data :

D(2) in+no leakage

Samples with repeated passages but
having unique answers which are

different from D(1) answers

Reasoning is required to find the
right answer ::::

D(3) ood + hard

Samples with unique passages but
having rarely repeated questions

(appearing 3 times or less)

Some reasoning is required to find
the right answer for rare questions @

D(4) ood + easy

Samples with unique passages but
having commonly repeated questions

(more than 3 times)

Lexical matching guides trained
LMs to find similar answers ::

Table 7: Description of the four categories introduced by Keleg and Magdy (2022) over QRCDv1.1 dataset. We
show the criteria for identifying each category and the expected behavior for a fine-tuned LM. We denote the
complexity of each category using symbols. For instance, :::: represents the most challenging set for learning systems,
while : refers the least challenging set.

Category Splitting Strategy by Keleg and Magdy (2022) Our Modified Splitting Strategy

D(1) in+leakage

For duplicate question-answer or passage-answer pairs,
choose only one sample for training and leave the rest

for the development set.

Use it entirely for training, this is due to the fact that
D(1) is trivial for development.

To balance the zero-answer questions ratio, we take entire
zero-answer leakage groups into the development set.

We employ disjoint-set algorithm for this purpose.

D(2) in+no leakage

Split randomly with a splitting ratio of 86.7%
for training and 13.3% for development,

which corresponds to the original ratio of the data.

Split them into two overlapping sets, as such, confusing examples
with the same passages are distributed among training and

development with different answers.

D(3) ood + hard
Only use it for the development set

(removed from training).
Same as Keleg and Magdy (2022)

D(4) ood + easy

Split randomly with a splitting ratio of 86.7%
for training and 13.3% for development,

which corresponds to the original ratio of the data.

Use it entirely for training, this is due to the fact that
D(4) is trivial for development.

Table 8: Description of our modified faithful splitting for QRCDv1.2 dataset over the four categories introduced
by Keleg and Magdy (2022). We also show their proposed splitting approach (Keleg and Magdy, 2022). Check
Table 7 for more details and reasons behind such splitting strategies.
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(a) Dual-encoder generic architecture with metric learning for
neural ranking.
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(b) Cross-encoder generic architecture for an input pair of a
question and a passage with a predicted similarity score.

Figure 4: Diagrams for model architectures for task A.
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Category Train Development Total
D(1) in+leakage 405 (49) 7 (7) 412 (56)
D(2) in+no leakage 290 (2) 95 (1) 385 (3)
D(3) ood + hard 0 (0) 62 (3) 62 (3)
D(4) ood + easy 296 (0) 0 (0) 296 (0)
Total 991 (51) 164 (11) 1155 (62)
Zero-answer % 5.15 % 6.71 % 5.37 %

Table 9: QRCDv1.2 dataset distribution of pairs for
our faithful splitting over the four categories introduced
by (Keleg and Magdy, 2022). Parenthesized values
refer to the number of zero-answer samples within each
category for each split.

B Transfer Learning

In order to overcome the limited training resources
for both tasks, we incorporate external QA and in-
terpretation resources (tafseer) (Tanzil, 2007-2023).
External resources enhance our learning systems in
general by leveraging transfer learning across multi-
ple fine-tuning stages (Garg et al., 2020; MALHAS,
2023). We use arrows in subscripts in Tables 3, 4, 5,
and 6 to refer to stages of fine-tuning. (More de-
tails about external learning resources and their
construction in Appendix A.5)

C Ensemble Learning

We utilize a voting self-ensemble technique for a
group of fine-tuned models trained with different
seeds (Sagi and Rokach, 2018). We use the raw
predictions without applying a zero-answer thresh-
old.

In task A, for an ensemble E we aggregate the
relevance scores for a Qur’anic passage p and a
question q assigned by a model φ. The ensemble
relevance score S between p and q is as follows:

S(q, p) =
∑

φ∈E
φ(q, p) (9)

In similar fashion for task B, we leverage a span
voting ensemble (Elkomy and Sarhan, 2022). For
each sample, we aggregate span scores for each
span s made by each predictor φ.

S(s) =
∑

φ∈E
φ(s) (10)

After that, we apply zero-answer thresholding to
the aggregated result.

D Additional System Details for task A

We summarize both architectures for task A in
Figures 4a and 4b for dual-encoders and cross-
encoders, respectively.

D.1 Implementation Details
In our STAR training process, we incorporate both
random in-batch negatives and hard negatives. Ran-
dom negatives involve randomly selecting irrele-
vant documents for each query, providing positive
and negative signals for learning systems (Yates
et al., 2021). On the other hand, hard negatives
refer to the most offending irrelevant examples pre-
dicted by an encoder similarity score (Zhan et al.,
2021). In a batch of size 16, we encode 16 dif-
ferent queries with their corresponding positive
documents; in addition, in-batch negatives are used
for all other queries. These negatives can be chosen
randomly or through STAR hard negative mining.
We use a learning rate of 5 × 10−5 for all of our
dual-encoder experiments. In the case of cross-
encoders, we generate question-document pairs.
These pairs have a ratio of one positive pair and
three randomly selected negative pairs. For all
of our cross-encoders, we use a learning rate of
1× 10−6 with a batch size of 16.

D.2 Zero-answer Prediction
We assign a likelihood for each question q to be
answerable using the total relevance scores for the
top returned passages R. φ refers to a general
relevance predictor between q and a passage p.

γ(q) = −
∑

p∈R
φ(q, p) (11)

The negative sign corresponds to the inverse propor-
tional relationship between high relevance scores
and the likelihood of unanswerability. We then nor-
malize those scores for all questions into γ̄(q) and
apply a no answer threshold ζ. We define a binary
threshold function, σ, which applies the threshold
to identify unanswerable questions.

σ(q) = 1γ̄(q)>ζ (12)

E Additional System Details for task B

In this work, we fine-tune LMs for extractive MRC
as span predictors (Devlin et al., 2019). The fine-
tuning process involves packing each question-
passage pair x together and feeding it to a LM
to predict the start and end token indices from the
passage, as shown in Figure 5. To achieve this, a
trainable randomly initialized start vector S and
end vector E are stacked on top of the LM, having
the ith token hidden-representation Ti. The final
model with the newly stacked layers has learnable
parameters θ.
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Figure 6: Illustration of Learning Methods.
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Figure 7: Thresholding effect against MAP performance for one of our fine-tuned models.

740



The dot product between S and Ti is chosen to
determine the score that the ith token is the start of
the answer span. These scores for all passage to-
kens are followed by a softmax layer that produces
the probabilities for individual tokens being the
start of the answer span (Seo et al., 2016; Devlin
et al., 2019). Equ.(13) depicts the probability that
the ith token is the start of the answer span.

P (i | x; θ) = eS·Ti

∑|T |
j eS·Tj

(13)

Under full-supervision, the training objective is
to optimize the log-likelihoods for both the ground
truth start and end positions. For a model with
learnable θ, an input x, and a single ground truth
answer span y, the log likelihood for the start token
position is as follows:

Lstart (θ | x, y) = − logP
(
y
s
| x; θ

)
(14)

where the subscript s in y
s

refers to the start posi-
tion of the answer span y.

If there are multiple answers for a sample x,
we rather have a set of plausible answer spans Y .
Elkomy and Sarhan (2022); Sleem et al. (2022);
Mostafa and Mohamed (2022) in Qur’an QA 2022
tackled this by considering any answer span from
Y by taking one at random or the first answer span,
namely, y1. We denote the ith answer from Y as
yi. We call this learning method First answer loss
(FAL). This can be formulated in terms of Y as
denoted below:

LFAL
start (θ | x,Y) = − logP

(
y1
s
| x; θ

)
(15)

Figure 6a illustrates this learning method. How-
ever, QRCDv1.2 task B considers a multi-answer
MRC scenario, this leads to discrepancy between
training and testing when FAL learning method is
employed for fine-tuning. Towards this end, we de-
fine MAL learning method. This learning method
takes the multi-answer cases in consideration by
optimizing for all answers altogether. Mathemat-
ically, this generalizes to any yi from the set Y
and takes the sum of the log likelihood losses for
multiple answers as shown in Equ.(16):

LMAL
start (θ | x,Y) = −

∑

yi∈Y
logP

(
yi
s
| x; θ

)
(16)

We show the MAL learning method in Figure 6b.

E.1 Implementation Details

To enhance LMs predictions, we employ a post-
processing approach. Elkomy and Sarhan (2022)
proposed an effective non-maximum suppression
post-processing approach at Qur’an QA 2022 (Mal-
has et al., 2022). They also proposed some oper-
ations for rejecting uninformative short answers.
For all of our models, we used a learning rate of
2× 10−5 and a batch size of 16.

E.2 Zero-answer Prediction

MRC for SQuADv2.0-like datasets uses null an-
swer [CLS] token probability to give a likelihood
for a question to have an answer within the sup-
porting passage (Rajpurkar et al., 2018; Devlin
et al., 2019). This works by finding the difference
between the null answer score of [CLS] token and
the non-empty answer span with the highest score.
φ is a general span extractor that operates on a
question q and a passage p.

γ(q, p) = φ(q, p)[CLS] − φ(q, p)MAX (17)

Upon calculating scores for all samples, we pro-
ceed to normalize them into γ̄(q) and then apply
a threshold value ζ to determine if there is no an-
swer. To identify unanswerable questions, we use
a binary threshold function σ,

σ(q) = 1γ̄(q)>ζ (18)

F ζ Selection and ζ⋆

In this work, we defined ζ hyperparameter for zero-
answer thresholding. This hyperparameter controls
the proportion of samples that are considered to be
zero-answer. Due to the small size of the dataset,
we used a quantile method to set ζ. This method
marks a proportion of the samples according to
the statistics of the dataset. Task B is less sensi-
tive to this parameter because almost 5% of the
samples are zero-answer. In contrast, task A is
highly sensitive to this parameter because of the
larger proportion of zero-answer cases compared
to task A. Additionally, We are interested in finding
the theoretical upperbound performance for ζ; this
is addressed by RQ3.

In Tables 3 and 4 we use ⋆ accompanied by ζ
to refer to the optimal performance of the binary
classification problem of has-answer vs. has-no-
answer, as explained in Appendices D.2 and E.2.
Figure 7 illustrates the thresholding effect against
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fine-tuned model performance for task A; this an-
swers RQ3. As we can see, the ζ hyperparameter
can not be set arbitrarily. Instead, we can adjust it
by considering the outcomes obtained from trained
models on the training data. To find the optimal
threshold ζ⋆ for both tasks, we implemented a
greedy optimization algorithm for all possible lev-
els of thresholds made by a given model; check the
code for more details 4.

4In both code bases, this is performed by function
find_best_thresh. You may find this function under metrics
directory in compute_score_qrcd.py and helpers.py scripts for
tasks A and B, respectively.
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Abstract
This paper introduces a comprehensive sys-
tem designed to address two natural language
processing tasks: Passage Retrieval (Task A)
and Reading Comprehension (Task B), applied
to datasets related to the Holy Qur’an. Task
A was treated as a measurement of a textual
similarity problem where the system leverages
OpenAI’s "text-embedding-ada-002" embed-
ding model to transform textual content into
numerical representations, with cosine simi-
larity serving as the proximity metric. Task
B focuses on the extraction of answers from
Qur’anic passages, employing the Generative
Pre-trained Transformer-4 (GPT-4) language
model. In Task A, the system is evaluated us-
ing the Mean Average Precision (MAP) met-
ric, achieving MAP scores of 0.109438 and
0.06426543057 on the development and test
datasets with an optimal similarity threshold
set at 0.85. Task B evaluation employs partial
Average Precision (pAP), where our system sur-
passes a baseline whole-passage retriever with
pAP scores of 0.470 and 0.5393130538 on the
development and test datasets, respectively.

Holy Qur’an, passage retrieval, reading compre-
hensive, GPT-4, embeddings

1 Introduction

Establishing a dependable method for providing ac-
curate responses and citing relevant passages from
the Holy Qur’an within the framework of natural
language processing represents a crucial and chal-
lenging endeavor. The creation of a reliable model
capable of delivering precise answers to inquiries
about Islam and the Holy Qur’an holds substantial
potential. It not only serves as a valuable resource
for facilitating accurate information retrieval but
also as a potent tool for automatically detecting and
countering the dissemination of false information
on the internet and social media platforms. Qur’an
QA 2023 Shared Task (Malhas et al., 2023) encour-
ages researchers to work on two important tasks,

Task A: Passage Retrieval and Task B: Reading
Comprehension.

Task A: Passage Retrieval. This task in-
volves providing a ranked list of passages from
the Holy Qur’an that potentially contain answers to
a given free-text question in Modern Standard Ara-
bic (MSA). The task encompasses both factoid and
non-factoid questions where factoid questions have
short answers such as names and numerical val-
ues, and non-factoid questions need explanations,
reasoning, or opinions to provide an answer (Sur-
deanu et al., 2011). This task also includes certain
questions within the dataset that lack correspond-
ing answers in the Holy Qur’an. The system should
return a ranked list containing up to 10 Qur’anic
passages believed to contain the answer(s) to the
given question if any, and "no answers." in case
there is no answer from the Holy Qur’an.

Task B: Reading Comprehension. The task
involves working with a particular Qur’anic pas-
sage, which comprises consecutive verses from a
specific Surah in the Holy Qur’an, along with a
free-text question presented in MSA pertaining to
that passage. The primary objective is for a system
to identify and extract all answers to a question that
are explicitly mentioned within the corresponding
passage. This approach differs from the previous
Qur’an QA 2022 task, where the system was re-
quired to return any answer (Malhas et al., 2022).
These answers are expected to be contiguous spans
of text within the passage. Similar to Task A, the
questions themselves can encompass both factoid
and non-factoid types and the system should return
up to 10 answers out of the provided passage, or an
empty set representing a "no answer" case.

The structure of this paper is as follows: In Sec-
tion 2, we provide an overview of the datasets em-
ployed for Tasks A and B. Section 3 details the
methodologies utilized to address both tasks. Our
results are presented in Section 4. Lastly, Section 5
offers a discussion of the results.
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2 Data

2.1 Task A: Passage Retrieval

Task A dataset (Malhas et al., 2023; Malhas, 2023;
Malhas and Elsayed, 2020; Swar, 2007) comprises
three main components: the Qur’anic passage col-
lection (QPC), the questions from the AyaTEC
dataset, and query relevance judgements (QRels)
as the assessments of how relevant these questions
are to the passages within the QPC. The QPC was
created by categorizing the 114 Qur’anic chapters,
each of varying lengths, based on thematic divi-
sions as outlined in the Thematic Holy Qur’an
(Swar, 2007). This process led to a total of 1,266
distinct passages. The AyaTEC dataset has 199
questions and the QRels dataset consists of 1,132
gold Qur’anic passage-ids that are deemed relevant
to each question. The output format of the sys-
tem that solves task A should be as follows, where
tag is used to indicate a human-readable model
name: ‘<question-id>‘ Q0 ‘<passage-id>‘ ‘<rank>‘
‘<relevance-score>‘ ‘<tag>‘. The dataset was split
as 70% for training, 10% for development, and 20%
for testing, yielding 174 questions for the training,
25 for the development, and 52 for testing. From
question-passage pairs point-of-view, the dataset
had 972 pairs for training, 160 for development,
and 427 for testing.

2.2 Task B: Reading Comprehension

In Task B, the used dataset is taken out of the
Qur’anic Reading Comprehension Dataset (QRCD)
v1.2 (Malhas et al., 2023, 2022; Malhas and El-
sayed, 2022, 2020). QRCD v1.2 consists of 1,399
triplets of questions and corresponding passages,
along with their extracted answers. The questions
with "no answer" constitute 15% of the questions
in the QRCD v1.2 dataset. The dataset was split as
64% for training, 10% for development, and 26%
for testing. In other words, this task’s dataset had
992 question-passage pairs for the training, 163 for
the development, and 407 for testing.

3 System

3.1 Task A: Passage Retrieval

To solve this task, we measured the similarity be-
tween the question and all Qur’anic passages and
then selected the most similar passages, up to 10.
We put a threshold to indicate whether the question
and a passage are similar or not. If no passage has
a similarity score of more than the threshold, then

a "no answer" case is indicated by the system. Sim-
ilarity cannot be measured directly between two
passages (the question and passage in our task).
However, we can convert the passages to numeri-
cal representations and then measure the similar-
ity between the resulting representations. Embed-
ding models, such as BERT (Devlin et al., 2018),
Word2Vec (Church, 2017), and GloVe (Pennington
et al., 2014), can be used to convert a given text into
a numerical space. In this work, we used OpenAI’s
embedding model which is called "text-embedding-
ada-002" (OpenAI, 2023a). According to (Ope-
nAI, 2023b), "text-embedding-ada-002" converts a
given text into a 1536-dimension embedding vec-
tor with an 81.5% performance score on SenEval,
a tool designed to assess the effectiveness of sen-
tence embeddings (Conneau and Kiela, 2018). To
measure the distance between two embedding vec-
tors, we used the cosine similarity (Rahutomo et al.,
2012).

3.2 Task B: Reading Comprehension

To solve this task, we utilized a handcrafted prompt
with Generative Pre-trained Transformer-3 (GPT-
3.5) and Generative Pre-trained Transformer-4
(GPT-4) language models in order to retrieve the
answers to a question out of the corresponding pas-
sage, if any. GPT-3.5 is based on GPT-3 which is an
autoregressive model with 175 billion parameters
where it exhibits remarkable proficiency across a
diverse range of natural language processing tasks
(Brown et al., 2020). GPT-4 is a language model
much larger than GPT-3.5 with about 1.7 trillion
parameters (Schreiner, 2023). GPT-4 demonstrates
performance comparable to that of humans with
enhanced performance in terms of accuracy and ad-
herence to desired behavioral criteria (Team, 2023).

In Task B, the system is supposed to return all
the sections that contain an answer to a question
out of a passage. While dealing with GPT models,
we can think of the following scenarios:

1. Scenario 1: Asking GPT model a direct
question. If we ask GPT-3.5 or GPT-4 to give
us the answers to a question without a passage,
it would provide us an answer where it might
or might not be true, with a more accurate
answer to be provided by GPT-4.

2. Scenario 2: Asking GPT model a question
with a passage to extract answers from. Pro-
viding the passage to GPT and asking it to give
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us answers to a question out of the provided
passage would provide us with more reliable
answers compared to scenario 1. However,
there is still a chance for both models, GPT-
3.5 and GPT-4, to provide us answers out of
the provided passage.

3. Scenario 3: The scenario is like scenario
2 but with making the model more deter-
mined. When dealing with GPT-3.5 and GPT-
4 models’ APIs, we can control the temper-
ature parameter to have lower values to get
more determined answers. In other words, if
we set this parameter to a value near zero, we
will probably not get an answer out of the
provided passage.

In our system, we followed the third scenario where
we provided the GTP model with the prompt fol-
lowed by the question and then the passage, along
with setting the temperature parameter to zero.
The temperature parameter varies between 0 and
2. Higher values yield more random output and
lower values enhance the output determinism. The
result of the model is not determined or fixed in
every call where it sometimes returns an answer
with double quotations, sometimes returned as a
list with a special character in front of each answer,
and so on. For that reason, we included a step that
cleans the result by deleting special characters and
white spaces out of the answer. The final step we
have in the system is finding the corresponding
start and end indices for each answer out of the
passage as required by the task. If the provided
answer is not in the passage, then we discard the
answer since it means that the model has given
an out-of-passage answer. We prompted the GPT
model to return "no answer" in case the passage
contains no answers to the provided question. As
a result, our system returns "no answer" either if
the GPT model gave a "no result" or all provided
answers are out-of-passage. The prompt we used
before is as follows:

. ¡�® 	̄ �� 	̄QÖÏ @ �	JË @ 	áÓ ú
ÍA
�JË @ È@ 
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Fig. 1 shows an example from the dev dataset
that consists of a question, a passage, and answers,
along with the corresponding answers we obtained
from GPT-3.5 and GPT-4.

Figure 1: Answers obtained from GPT-3.5 and GPT-4
for an example of Task B’s dev dataset

4 Results

In this section, we present the results of our two
models for Task A and Task B along with compar-
ing them to the base model in each task.

4.1 Task A: Passage Retrieval

In the context of the information retrieval task,
which follows a traditional ranked retrieval
paradigm, the evaluation metric employed was
the Mean Average Precision (MAP). Mean Aver-
age Precision (MAP) is a widely employed met-
ric that is calculated across the entirety of a rank-
ing(Voorhees, 2001). Instances where no answers
are available were addressed by assigning com-
plete credit to the system’s "no answers" output
and zero credit to all other responses. We have
not trained the system since there is no method for
fine-tuning the "text-embedding-ada-002" embed-
ding model. With a threshold ranging between 0.4
and 0.95 with a 0.5 step, we found the best thresh-
old to be 0.85 on the dev dataset with a 0.109438
MAP score and 0.267974 MRR score. The base
model in this task is the BM25 model, which de-
pends on the bag-of-words representation of the
text (Amati, 2009). The BM25 model MAP and
MRR scores for the dev dataset were 0.170291 and
0.313333 respectively. Using the test dataset, the
BM25 model had a MAP score of 0.09036485 and
an MRR score of 0.22603485 while our system
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Task Model Score
Task A BM25 0.090

Similarity measurement
with "ext-embedding-ada-
002" embeddings

0.064

Task B NWPR 0.326
GPT-4-based Model 0.545

Table 1: Comparision between our methods and base
models on the test dataset

achieved a MAP score of 0.06426543057 and an
MRR score of 0.1608621226.

4.2 Task B: Reading Comprehension
The evaluation metric for Task B was the par-
tial Average Precision (pAP) (Kishida, 2005), a
rank-based measure designed to account for par-
tial matching and assess the performance of a QA
system in scenarios where the retrieved answer
may not necessarily occupy the top rank and may
only partially match one of the gold answers. Fur-
thermore, pAP is well-suited for evaluating ques-
tions that may have one or more correct answers
within the accompanying passage. This attribute
makes pAP a more appropriate choice for assess-
ing Task B compared to partial Reciprocal Rank
(pRR) (Malhas and Elsayed, 2022). The baseline
model to compare with is a naive whole passage
retriever (NWPR) that returns the whole passage
as an answer and has 0.255 and 0.3267900357 for
the dev and test datasets respectively. Our GPT-
4-based model scored better than the base model
with pAP scores of 0.470 and 0.5393130538 for
dev and test datasets respectively. Processing the
results of GPT-4 gave a slice increase in perfor-
mance when we tested it on the test dataset and
got a pAP score of 0.5456830602. The GPT-3.5-
based model yielded an exceedingly low score on
the development dataset; consequently, we opted
to exclude it from our comparative analysis.

Table 1 shows the results of our proposed meth-
ods compared to the corresponding base models.

5 Discussion

The results demonstrate that the OpenAI models
utilized in this work provide a reasonable starting
point for addressing the Qur’an QA tasks. How-
ever, there is substantial room for improvement to
achieve state-of-the-art performance.

Regarding Task A, we initially attributed the
low MAP score to a potential deficiency in Arabic

language support. To investigate this, we employed
Google Translate to render both the questions and
passages into English. Subsequently, we applied
the same methodology as described in Section 3.1.
Surprisingly, the outcome proved to be notably
inferior to the results obtained using the original
Arabic dataset. We attribute this disparity to the
inherent limitations of translation, which struggle
to convey the precise nuances of Quranic passages
accurately. Unfortunately, since "text-embedding-
ada-002" embedding model is not open-sourced, it
cannot be fine-tuned to fit our task.

In the context of the reading comprehension task,
it is noteworthy that the GPT-3.5 prompt engineer-
ing approach performs notably worse than a naive
baseline model. Conversely, the GPT-4 prompt
engineering approach exhibits a significant perfor-
mance improvement, surpassing the naive baseline
by a considerable margin. However, it is essen-
tial to recognize that while GPT-4 demonstrates
superior adherence to prompts compared to GPT-
3.5, its behavior is not entirely deterministic, and
variations can occur. Additionally, we must ad-
dress the issue of "Prompt Injection", wherein a
prompt could be introduced after the initial prompt,
potentially altering the model’s behavior. While
this behavior was more prevalent in GPT-3.5, it
is less pronounced in GPT-4. For instance, when
applying the GPT-4-based model to the test set, we
encountered very few cases like the question 	áÓ
? 	à

�
@Q �®Ë @ 	­K
Qª�JK. 	áÓ 
ñÖÏ @ ñë, which yielded the

answer @ñ 	J Ó
�
@ 	áK


	Y Ë @ ñë 	à
�
@Q �® Ë @ 	­K
Qª �J K. 	á Ó 
ñ ÖÏ @

indicating that GPT-4 ignored entirely the prompt
we mentioned in Section 3.2 and was appended
before the question.

Conclusion

In this paper, we presented our methods for solving
the two tasks of Qur’an QA 2023 Shared Task. We
solved the passage retrieval task by (1) using "text-
embedding-ada-002" embeddings to convert the
questions and passages into a numerical represen-
tation, (2) calculating the cosine distances between
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the questions and answers, and then (3) selecting
the top 10 similar passages. This method achieved
a score lower than the baseline BM25 model with a
MAP score equals to 0.06426543057. The reading
comprehension task was solved using a handcrafted
prompt along with GPT-4 with the temperature pa-
rameter equals to zero. Our method achieved a
pAP score equals to 0.5456830602, approximately
a 67% increase in performance compared to the
baseline model.

Limitations

One of the limitations is the usage cost of ChatGpt
APIs, especially GPT-4 which is approximately 10x
the cost of using GPT-3.5. Another limitation is
the explainability of the results. Providing explana-
tions to answers is a challenging task and could be
achieved partially by several methods as in (Zakieh
and Alpkocak, 2021). However, the methods used
in (Zakieh and Alpkocak, 2021) cannot be applied
to the methods we used in this work.
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Abstract
We present WojoodNER-2023, the first Ara-
bic Named Entity Recognition (NER) Shared
Task. The primary focus of WojoodNER 2023
is on Arabic NER, offering novel NER datasets
(i.e., Wojood) and the definition of subtasks de-
signed to facilitate meaningful comparisons be-
tween different NER approaches. WojoodNER-
2023 encompassed two Subtasks: FlatNER and
NestedNER. A total of 45 unique teams reg-
istered for this shared task, with 11 of them
actively participating in the test phase. Specifi-
cally, 11 teams participated in FlatNER, while 8
teams tackled NestedNER. The winning teams
achieved F1 scores of 91.96 and 93.73 in Flat-
NER and NestedNER, respectively.

1 Introduction

NER is a fundamental task in Natural Language
Processing (NLP), especially in information ex-
traction and language understanding (Jarrar et al.,
2023a). The objective of NER is to identify and
classify named entities in a given text into pre-
defined categories, such as “person”, “location”,
“organization”, “event”, and “occupation”. NER
is also a critical task for many NLP applications,
such as question-answering systems (Shaheen and
Ezzeldin, 2014), knowledge graphs (James, 1991),
and semantic search (Guha et al., 2003), interoper-
ability (Jarrar et al., 2011) among others. Named
entities can either be flat or nested. For instance,
in the sentence “Cairo Bank announces its
profit in 2023”, there are two flat entities:
“Cairo Bank” is tagged as ORG (i.e., organization)
and “2023” as DATE. In nested NER, entity men-
tions contained inside other entity mentions are also
considered named entities. In this case, “Cairo”, is
tagged as GPE (i.e., geopolitical entity). Section 3
illustrates more examples. As will be discussed in
Section 2, research in Arabic NER is currently lim-
ited, particularly in the context of nested entities.
This limitation is not exclusive to Modern Stan-
dard Arabic (MSA) but extends to various Arabic

Figure 1: Topics in the Wojood NER corpus.

dialects across diverse domains and NER subtypes.
The majority of existing research on Arabic NER
primarily emphasizes flat entities to cover a limited
set of entity types, mainly “person”, “organization”,
and “location”.

In this paper, we provide an overview of the
WojoodNER-2023 Shared Task1, which represents
a significant step forward in advancing NER re-
search in the Arabic language. The shared task en-
compasses subtask1 (FlatNER) and subtask2 (Nest-
edNER). For this competition, we grant partici-
pants access to the Wojood corpus (Jarrar et al.,
2022)2, a substantial and diverse Arabic NER
dataset known as Wojood. As shown in Figure 1,
Wojood is particularly notable for its scale, contain-
ing approximately 550K tokens. About 12% of the
corpus was collected from social media in Pales-
tinian and Lebanese dialects Curras and Baladi
corpora (Haff et al., 2022). The remaining ∼ 88%
is in MSA, covering multiple domains, including

1SharedTask Call: https://dlnlp.ai/st/wojood/
2Wojood Corpus: https://sina.birzeit.edu/wojood/

748

https://dlnlp.ai/st/wojood/
https://sina.birzeit.edu/wojood/


health, finance, politics, ICT, terrorism, migration,
history and culture, and law and elections, mak-
ing it a rich resource for various research purposes.
Wojood was annotated manually using 21 entity
types, offering a rich Arabic NER corpus.

The primary objective of this shared task is to
encourage participants to explore different NER
methodologies. Teams were invited to experiment
with various approaches, ranging from classical
machine learning to advanced deep learning and
transformer-based techniques, among others. The
shared task generated a remarkably diverse array
of submissions. A total of 45 teams registered
to participate in the shared task. Among these,
11 teams successfully submitted their models for
evaluation on the blind test set during the final
phase of the competition. As a result, we received
11 papers that provide detailed insights into the
results achieved by these teams for either one or
both of the subtasks.

The rest of the paper is organized as follows:
Section 2 provides a brief overview of Arabic NER.
We describe the two subtasks and WojoodNER-
2023 restrictions in Section 3. Section 4 intro-
duces shared task datasets and evaluation setup. We
present participating teams and shared task results
and provide a high-level description of submitted
systems in Section 5. We conclude in Section 6.

2 Literature Review

NER has been a long-standing research area, with
significant advances made in recent years. As will
be discussed in this section, early NER approaches
focused on identifying and classifying flat named
entities, and recent research has focused on nested
NER. In this section, our primary focus is exclu-
sively on Arabic NER research, encompassing cor-
pora, methodologies and shared tasks.

Corpora. Most of the available Arabic NER cor-
pora are annotated as flat NER. ANERCorp (Bena-
jiba et al., 2007), sourced from the news domain
(MSA text), comprises ∼ 150k tokens. Its main em-
phasis is directed towards four distinct entity types.
CANERCorpus (Salah and Zakaria, 2018) is dedi-
cated to Classical Arabic (CA) and encompasses a
dataset of 258K tokens. This corpus is annotated
for a total of 14 entity types, all of which pertain
to religious entities. ACE2005 (Walker et al., 2005)
is a multilingual corpus that incorporates Arabic
text encompassing five distinct types of entities.
Ontonotes5 (Weischedel et al., 2013) dataset con-

sists of approximately 300K tokens, meticulously
annotated with 18 distinct entity types. Neverthe-
less, these corpora were collected a long time ago
and mainly cover the media and politics domains;
hence, may not be representative of the current state
of Arabic language use. This is especially the case
since language models are known to be sensitive to
temporal and domain shifts. Recently, Jarrar et al.
(2022) proposed Wojood, the largest Arabic NER
corpus. It is distinctive for its support of both flat
and nested entity annotations, making it a crucial
resource utilized in this shared task. It comprises
roughly 550K tokens encompassing a diverse range
of 21 unique entity types, spanning both MSA and
two dialectal Arabic forms (the Palestinian Curras2
and Lebanese Baladi corpora (Haff et al., 2022).

Methodologies. Various studies explore Arabic
NER by employing various approaches, with some
researchers focusing on rule-based (Shaalan and
Raza, 2007; Jaber and Zaraket, 2017) and ma-
chine learning (Settles, 2004; Abdul-Hamid and
Darwish, 2010; Zirikly and Diab, 2014; Dahan
et al., 2015; Darwish et al., 2021) strategies. Re-
cent researches embrace deep learning methodolo-
gies including character and word embeddings with
Long-Short Term Memory (LSTM) networks (Ali
et al., 2018), BiLSTM followed by Conditional
Random Field (CRF) models (El Bazi and Laach-
foubi, 2019; Khalifa and Shaalan, 2019), Deep
Neural Networks (DNN) (Gridach, 2018), and pre-
trained Language Models (LM) (Jarrar et al., 2022;
Liqreina et al., 2023). Wang et al. (2022) pro-
posed a survey that extensively explores different
approaches to nested entity recognition, encom-
passing rule-based, layered-based, region-based,
hypergraph-based, and transition-based methodolo-
gies. Fei et al. (2020) proposed a multitask learning
approach for nested NER that employs a dispatched
attention model. Ouchi et al. (2020) proposed an
approach for nested NER that involves enumerat-
ing all region representations from the contextual
encoding sequence and then assigning a category
label to each of them.

Shared tasks. While there are multiple shared
tasks for NER in various languages and domains,
such as the MultiCoNER for multilingual complex
NER (Malmasi et al., 2022), the HIPE-2022 for
NER and linking in multilingual historical docu-
ments (Ehrmann et al., 2022), the RuNNE-2022 for
nested NER in Russian (Artemova et al., 2022),
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and the NLPCC2022 for extracting entities in the
material science domain (Cai et al., 2022). To the
best of our knowledge, there has been no dedicated
shared task for Arabic NER. Therefore, we initiate
this shared task with the aim of being the inaugural
event in this specific domain.

3 Task Description

To the best of our knowledge, WojoodNER-2023 is
recognized as the inaugural shared task in Arabic
NER. In this competition, we present two distinct
subtasks—one for “FlatNER” and the other for
“NestedNER”. These subtasks are of paramount
importance in addressing the challenges inherent
in Arabic NER processing. We now describe each
subtask in detail.

3.1 Subtask1 – FlatNER
In FlatNER, each token in the data is labeled with
only one tag. The participants in this subtask are
expected to develop models to classify each token
as a multi-class classification problem. An example
of the FlatNER data is shown in Figure 2. The
Wojood annotation guidelines were designed for
nested entities only, therefore, the flat entities were
derived from the nested entities by taking the top-
level entity mentions (i.e., topmost tags).

PERSORDINAL

ORGEVENTGPE

في  مدینة  رام اللهتنظم  مھرجان  الموسیقى الرابعمؤسسة   إدوارد   سعید

ORGEVENTGPE

في  مدینة  رام اللهتنظم  مھرجان  الموسیقى الرابعمؤسسة   إدوارد   سعید

Figure 2: Flat NER example

3.2 Subtask2 – NestedNER
In the NestedNER subtask, each token can have
one or more tags. In this data, we will find
entity mentions inside other entity mentions as
demonstrated in Figure 3. For instance, the phrase
“YJ
ª� XP@ðX@


�é�� 
ñÓ” is annotated as ORG, which is the
same as the flat annotation in Figure 2. However,
in nested NER, it contains another entity mention
“YJ
ª� XP@ðX@
” tagged with PERS.

PERSORDINAL

ORGEVENTGPE

في  مدینة  رام اللهتنظم  مھرجان  الموسیقى الرابعمؤسسة   إدوارد   سعید

ORGEVENTGPE

في  مدینة  رام اللهتنظم  مھرجان  الموسیقى الرابعمؤسسة   إدوارد   سعید

Figure 3: Nested NER example

3.3 Restrictions
This section outlines the stipulations and directives
that govern participants’ engagement in the Wo-

joodNER 2023 Shared Task. These regulatory di-
rectives and guidelines establish an equitable com-
petitive environment for all participants, ensuring
transparency and impartiality throughout the dura-
tion of the WojoodNER 2023 Shared Task. They
also ensure the credibility of the task’s assessment
procedure, which was published on the shared task
official website frequently asked question page.

External data. Participants are strictly prohib-
ited from using external data from previously la-
beled datasets or employing taggers that have been
previously trained to predict named entities. The
use of any resources with prior knowledge related
to NER is not allowed.

Data format constraints. The submission to the
task consists of one file containing the model pre-
diction in CoNLL format. The CoNLL format
should include multiple columns space-separated.
The first column is reserved for the tokens, while
all subsequent columns are used for the tags. In the
case of nested NER, the tag columns have a prede-
fined order, which we specified on the shared task
webpage3. The IOB2 (Sang and Veenstra, 1999)
scheme is used for the submission, which is the
same format used in the Wojood dataset. Finally,
text segments are separated by a blank line.

Pretrained models. The participants are allowed
to utilize pretrained transformer models such as
“BERT” (Devlin et al., 2018) and word representa-
tions like “Word2Vec” (Church, 2017) and “ELMo”
(Peters et al., 2018) for the purpose of transfer learn-
ing. It is worth noting that our baseline model is
based on BERT.

Linguistic features. When considering the in-
corporation of linguistic features to enhance the
dataset, participants are permitted to include part-
of-speech tagging and syntactic layers within their
code.

4 Shared Task Datasets and Evaluation

This section presents the dataset, evaluation met-
rics, and the submission process.

Datasets. WojoodNER-2023 shared task em-
ploys the Wojood corpus as its primary dataset (Jar-
rar et al., 2022). The Wojood corpus encompasses
approximately 550K tokens, spanning both MSA
and two Arabic dialects, annotated using 21 entity

3https://dlnlp.ai/st/wojood/
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Entity Name NER Tag FlatNER NestedNER

TRAIN DEV TEST Total TRAIN DEV TEST Total

Person PERS 4, 496 650 1, 409 6,555 4, 994 730 1, 562 7,286
Group of people NORP 3, 505 488 948 4,941 3747 520 1006 5273
Occupation OCC 3, 774 544 1, 058 5,376 3, 887 551 1, 95 5,533
Organization ORG 10, 731 1, 566 3, 047 15,344 13, 174 1, 869 3, 738 18,781
GeoPolitical Entity GPE 8, 133 1, 132 2, 281 11,546 15, 300 2, 163 4, 315 21,778
Geographical location LOC 510 63 168 741 619 76 204 899
Facility (e.g., landmarks) FAC 689 85 165 939 880 111 224 1,215
Product PRODUCT 36 5 13 54 36 5 14 55
Event EVENT 1, 863 253 556 2,672 1, 934 267 577 2,778
Date DATE 10, 667 1, 567 3, 091 15,325 11, 290 1, 656 3, 288 1,6234
Time TIME 286 55 84 425 288 55 84 427
Language LANGUAGE 131 15 51 197 132 15 51 198
Website WEBSITE 434 45 128 607 434 45 128 607
Law LAW 374 44 78 496 374 44 78 496
Cardinal CARDINAL 1, 245 182 360 1,787 1, 263 183 363 1,809
Ordinal ORDINAL 2, 805 410 858 4,073 3, 488 504 1, 070 5,062
Percent PERCENT 105 13 19 137 105 13 19 137
Quantity QUANTITY 44 3 7 54 46 3 8 57
Unit UNIT 7 0 2 9 48 3 9 60
Money MONEY 171 20 36 227 171 20 36 227
Currency CURR 19 1 5 25 179 21 41 241

Total 50,025 7,141 14,364 71,530 62,389 8,854 17,910 89,153

Table 1: Distribution of NER tags in WojoodNER-2023 Subtask1 (i.e., FlatNER) and Subtask2 (i.e., NestedNER)
across the training (i.e., TRAIN) , development (i.e., DEV), and test (i.e., TEST) splits for the WojoodNER-2023.

types. Wojood annotation guidelines are optimized
for nested Arabic NER annotations. However, for
the purposes of the shared task, we generate a flat
NER dataset by reducing the nested NER annota-
tion to the top level only as demonstrated in Fig-
ure 2 and 3. For both subtasks, we split the data
70/10/20 for training, development, and test dataset
respectively at the domain level. This split ensures
similar data distribution across the three datasets.
Table 1 present the statistics and characteristics of
WojoodNER-2023’s subtask1 and subtask2 train-
ing, development, and test datasets.

Evaluation metrics. The official evaluation met-
ric for subtask1 and subtask2 is the macro-averaged
F1 score. In addition to this metric, we also re-
port system performance in terms of Precision,
Recall, and Accuracy for submissions to both sub-
tasks.

Submission roles. We allowed participant teams
to submit up to four runs for each test set, for both
subtasks. In each one, we strictly retain only the
submission with the highest score from each par-
ticipating team. Although the official results were
solely derived from the blind test set. To streamline
the evaluation of participant systems, we have set
up two separate CodaLab (Pavao et al., 2023) com-

petitions for scoring each subtask.4 We are keeping
the CodaLab (Pavao et al., 2023) for each subtask
active even after the official competition has con-
cluded. This is aimed at facilitating researchers
who wish to continue training models and evaluat-
ing systems with the shared task’s blind test sets.
As a result, we will not disclose the labels for the
test sets in any of the subtasks.

5 Shared Task Teams & Results

5.1 Participating Teams

In total, we received 45 unique team registrations.
At the testing phase, a total of 57 valid entries were
submitted by 12 unique teams. We received 35 sub-
missions for FlatNER from eleven teams and 22
submissions for NestedNER from eight teams. Ta-
ble 2 lists the teams, their affiliation, and the tasks
they participated in (Subtask1 – FlatNER and Sub-
task2 – NestedNER). From 12 teams we received
11 description papers from which we accepted 8
for publication and 3 were rejected (for quality or
not adhering to the shared task guidelines).

4The different CodaLab competitions are available at the
following links: subtask-1 and subtask-2.
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Team Affiliation Task

Alex-U 2023 NLP (Hussein et al., 2023) Alexandria University 1,2
AlexU-AIC (Elkordi et al., 2023) Alexandria University 1,2
AlphaBrains (Ehsan et al., 2023) University of Gujrat, Pakistan 1,2
ARATAL IPSA 1
El-Kawaref (Elkaref and Elkaref, 2023) German University in Cairo 1
ELYADATA (Laouirine et al., 2023) ELYADATA 1,2
Fraunhofer IAIS Fraunhofer IAIS 1
LIPN (El Khbir et al., 2023) LIPN, Université Paris 13 1,2
Lotus (Li et al., 2023) MBZUAI 1,2
R00 Jordan University of Science and Technology 1,2
Think NER Ulm University 1,2
UM6P & UL (El Mahdaouy et al., 2023) Mohammed VI Polytechnic University 1,2

Table 2: List of teams that participated in either one or both subtasks. Teams with accepted papers are cited.

5.2 Baselines
For both subtasks, we fine-tune the AraBERTv2
(Antoun et al., 2020) and ARBERTv2 (Abdul-
Mageed et al., 2021) pre-trained models using the
training data that is specific to each subtask for 20
epochs and employed a learning rate of 1e − 5,
along with a batch size of 16. To ensure model
optimization, we incorporate early stopping with
a patience setting of 5. After each epoch, we eval-
uated the model’s performance and selected the
best-performing checkpoints based on their perfor-
mance on the respective development set. Subse-
quently, we present the performance metrics of the
best-performing model on the test datasets.

Rank Team F1 Pre. Rec.

1 LIPN 91.96 92.56 91.36
2 El-Kawaref 91.95 91.43 92.48
3 ELYADATA 91.92 91.88 91.96
4 Alex-U 2023 NLP 91.80 91.61 92.00
5 Think NER 91.25 90.76 91.73
6 ARATAL 91.13 90.49 91.77
7 UM6P & UL 91.13 90.70 91.57
8 AlexU-AIC 91.13 91.33 90.92

Baseline-I (ARBERTv2 ) 89.20 88.32 90.09
Baseline-II (AraBERTv2) 87.33 86.00 88.00

9 AlphaBrains 87.15 87.45 87.58
10 Lotus 83.39 80.90 86.04
11 R00 76.99 76.67 77.31
12 Fraunhofer IAIS 64.45 65.53 63.40

Table 3: Results of Subtask1 – FlatNER.

5.3 Results
Table 3 and Table 4 present the leaderboards of
Subtask1 – FlatNER and Subtask2 – NestedNER,
respectively, sorted by macro-F1 in descending or-
der. The macro-F1 score for each team represents

Rank Team F1 Pre. Rec.

1 Elyadata 93.73 93.99 93.48
2 UM6P & UL 93.03 92.46 93.61
3 AlexU-AIC 92.61 92.10 93.13
4 LIPN 92.45 92.31 92.59

Baseline-I (ArBERTv2) 91.68 91.01 92.35
5 Think NER 91.4 90.03 92.82

Baseline-II (AraBERTv2 ) 91.06 90.74 91.38
6 Alex-U 2023 NLP 90.01 89.39 90.63
7 AlphaBrains 88.84 88.45 89.23
8 Lotus 76.02 82.19 70.72

Table 4: Results of Subtask2 – NestedNER.

the highest score among the four allowed submis-
sions for each task.

For FlatNER, LIPN team (El Khbir et al., 2023)
achieved the highest F1 score of 91.96, while
El-Kawaref (Elkaref and Elkaref, 2023) came in
second place with 91.95 and Elyadata in third
place with 91.92. Notably, on FlatNER, eight
teams surpass our two baselines performance, as
seen in Table 3. Moreover, the winning team
(i.e, LIPN (El Khbir et al., 2023)) outperforms
the Baseline-I by 2.76%. Three teams underper-
form Baseline-I and Baseline-II. However, the gap
between the baseline-I and the worst-performing
model is about 24.75%. We also notice that the dif-
ference in the F1 score among the top eight teams
is marginal (σ = 0.41).

We also analyzed the performance at the entity-
type level in FlatNER and we noticed that certain
entity types are more challenging to learn by all sub-
mitted models, including the baseline. The main
reason for their low performance is the rarity of
those entities in the dataset, with frequency reach-
ing as low as 9 for UNIT and 54 for both PRODUCT

752



Team Name

Pr
ep

ro
ce

ss
in

g Features Techniques

F1

TF
-I

D
F

W
or

d
Em

be
ds

R
es

am
pl

in
g

N
eu

ra
l N

et
s

C
on

tr
as

t.
L

En
se

m
bl

e

A
da

pt
er

M
ul

tit
as

k

PL
M

H
ie

. C
ls

FlatNER

LIPN 91.96
El-Kawaref 91.95
Elyadata 91.92
Alex-U 2023 NLP 91.80
ThinkNER 91.25
UM6P & UL 91.13
AlexU-AIC 91.13
ARATAL 91.13
AlphaBrains 87.51
Lotus 83.39
Fraunhofer IAIS 64.45

NestedNER

Elyadata 93.73
UM6P & UL 93.03
AlexU-AIC 92.61
LIPN 92.45
ThinkNER 91.40
Alex-U 2023 NLP 76.02
AlphaBrains 88.84
Lotus 76.02

Table 5: Summary of approaches used by participating teams in subtask1 (i.e., FlatNER) and subtask2 (i.e.,
NestedNER). Teams are sorted by their performance on the official metric, Macro-F1 score. The term “Neural
Nets" refers to any model based on neural networks (e.g., FFNN, RNN, CNN, and Transformer) trained from
scratch. PLM refers to neural networks pretrained with unlabeled data such as ARBERTv2. (Hie. Cls, hierarchical
classification approach); (Contrast. L, contrastive learning).

and QUANTITY. The highest F1 for PRODUCT is
61.54 (Hussein et al., 2023), for QUANTITY 50.00
(Elkaref and Elkaref, 2023) and for UNIT 50.00
(Elkaref and Elkaref, 2023; Hussein et al., 2023;
Laouirine et al., 2023). CURR also achieved low per-
formance among all participants (F1 ≤ 66.67) with
exception to (Elkaref and Elkaref, 2023), which re-
ported an F1 = 88.89, despite its low frequency
in the data of 25 occurrences. Our Baseline-II
achieved low performance on the three entities
mentioned above, but outperformed all submitted
models on QUANTITY with an F1 = 75.00.

For NestedNER, the ELYADATA team (Laouirine
et al., 2023) ranks in the first position with an F1

score of 93.73, followed by UM6P & UL team (El
Mahdaouy et al., 2023) with a score of 93.09 and in
third place AlexU-AIC with a score of 92.61. No-
tably, there are four teams that outperform baseline-
I with F1 score gap between the baseline and the
best model of 2.05%. Whereas, the gap between
baseline-I and the worst-performing model is about
15.66%. The difference in the F1 score among the

top four teams is σ = 0.57.

The performance at the entity level for Nested-
NER is analyzed to explain the challenge for all
submitted models. As previously mentioned, the
scarcity of some entities in the dataset influences
the performance of some entity types in FlatNER.
This scarcity influences the results on NestedNER,
too. The product, quantity, and website ob-
tained the lowest performance in all models. The
highest performance for the product is 66.67%
which is obtained by ThinkNER team. For the
quantity, the 63.16% F1-score is obtained by (El
Mahdaouy et al., 2023). For website, the best
performance is 69.26% F1-score. The unit entity
also achieved a low performance among all teams
except (Elkordi et al., 2023) which obtained 80%
F1-score.

The final observation we will highlight is the
pattern of scores across the two subtasks, where all
scores (micro-F1, precision, and recall) are higher
in NestedtNER compared to FlatNER. This was
also observed in the baseline (Jarrar et al., 2022).
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It may seem counter-intuitive, but in fact, FlatNER
is harder than NestedtNER. Recall that the Wojood
annotation guideline was optimized for nested NER
and the flat annotations are simply the top-level tags
found in the nested annotations. This conversion
from nested to flat annotations caused some tokens
to have conflicting tags in the dataset, which breaks
the high annotation consistency found in the nested
dataset. Another reason for this pattern is the co-
occurrence among nested tags. For instance, an
entity mention tagged with OCC is more likely to
have nested entity mentions tagged as ORG or PERS,
rather than entity mentions tagged with PRODUCT,
EVENT or DATE.

5.4 General Description of Submitted Systems

All the models submitted to the shared task adopt
the transfer learning approach, leveraging pre-
trained models trained on various data sources.
Generally, we observe that the top-performing mod-
els addressed the challenge of identifying nested
entities of the same type, a limitation described
by Jarrar et al. (2022).

Table 5 summarizes the techniques employed by
the participating teams in the WojoodNER-2023
shared task. The common theme is the use of pre-
trained models by all participants. The choice of
models include AraBERT (Antoun et al., 2020),
MARBERT (Abdul-Mageed et al., 2021), AR-
BERT (Abdul-Mageed et al., 2021), XLM-R (Con-
neau et al., 2019), and CAMelBERT (Inoue et al.,
2021). AraBARTv2 is the pre-trained language
model used the most in the shared task, where it
was utilized by seven teams in FlatNER and five
teams in NestedNER. MARBERT comes in second
place in terms of usage, where six teams used it in
both subtasks (Figure 4).

Figure 4: Distribution of pre-trained models across
teams.

It was observed in the submissions that compare
AraBERT with MARBERT and CAMeLBERT
that the AraBERT transformer consistently outper-
formed the others. This is noteworthy, especially
considering that AraBERT is pre-trained solely on
MSA data and has a smaller size than both MAR-
BERT and CAMeLBERT.

Other transformer-based pre-trained models
were also utilized. For instance, Elyadata fine-
tuned BioBERT (Lee et al., 2020), but the re-
sults were much worse than the baseline, which
is expected since BioBERT is trained on English
biomedical corpus. In a comparative study, the
UM6P & UL (El Mahdaouy et al., 2023) team ex-
plored the capabilities of QARiB (Abdelali et al.,
2021), a model pre-trained specifically on Arabic
tweets, against ARBERTv2 (Abdul-Mageed et al.,
2021), which is trained on an expansive and diverse
Arabic datasets. Their finding shows ARBERTv2’s
superiority over other models. The rest of this sec-
tion will discuss the systems submitted by each
team in more details.

We start by LIPN (El Khbir et al., 2023) team,
who relies on converting the task from sequence
labeling to span classification task. Their approach
classifies all possible spans within a sequence. For
FlatNER, they employ a two-step decoding process:
1) non-entity spans are filtered out, and 2) for the
remaining spans, a maximum independent set algo-
rithm is employed to get the optimal set of entity
spans. This fusion of algorithmic techniques with
machine learning, coupled with the task’s reforma-
tion, achieved state-of-the-art results for FlatNER
and enabled the LIPN (El Khbir et al., 2023) team
to secure first place in FlatNER and fourth place in
the NestedNER.

UM6P & UL (El Mahdaouy et al., 2023) utilized
multi-task learning similar to (Jarrar et al., 2022).
The sequence is encoded using a transformer en-
coder and each entity type has one multi-class clas-
sification head to predict the IOB2 tag for each
token. The model is trained with multiple ob-
jectives including cross-entropy loss, dice loss to
handle class imbalance, Tversky loss to balance
false positives and false negatives, and focal loss
to down-weight easy examples. All four objectives
are combined as a weighted sum, the authors refer
to the unified loss. Additionally, the authors used
variance penalty loss that computes the variance
across all task losses. The authors experimented
with different loss configurations and pre-trained
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models, using the unified loss and variance loss
with ARBERTv2 provided the best performance,
ranking the team seventh in FlastNER and second
in NestedNER.

ELYADATA (Laouirine et al., 2023) team de-
veloped the best-performing NestedNER system.
They reformulated the task as a denoising prob-
lem. DiffusionNER model architecture (Shen et al.,
2023) is used with AraBERT, which introduces
noise spans to the gold entity boundaries and is
trained to reconstruct the entity boundaries. During
the inference phase, it picks noisy spans from a
standard Gaussian distribution and then produces
named entities by leveraging the learned reverse
diffusion process. This novel approach enabled
the ELYADATA (Laouirine et al., 2023) team to get
first place and achieve state-of-the-art outcomes in
NestedNER.

AlexU-AIC (Elkordi et al., 2023) technique re-
lies on machine reading comprehension. In their
approach, they formulate a query for each entity
type, totaling 21 queries, one for each entity type.
Based on the query, the model extracts the answer
span from the sequence. Their architecture consists
of a transformer encoder followed by two binary
classifiers, one classifies if the token is the start of
the answer span and another classifies if the token
is the end of the answer span. The authors also
adopted the stochastic weight averaging technique,
in which they average the weights of the four best-
performing checkpoints. The team is ranked eighth
in FlatNER and third in NestedNER.

AlphaBrains (Ehsan et al., 2023) developed a
multi-task learning technique that is similar to (Jar-
rar et al., 2022), but it employes BiLSTM encoder
instead of a transformer. The input to the BiLSTM
is a concatenation of learned word embeddings and
ELMo representations. The team is ranked ninth in
FlatNER and seventh in NestedNER.

El-Kawaref (Elkaref and Elkaref, 2023) pro-
poses StagedNER for FlatNER. In the first stage,
the transformer encoder is fine-tuned based IOB2
classification task. In that stage, the authors also
used part-of-speech (POS) tagging to improve
model performance. The second stage also fine-
tunes the transformer encoder on entity type classi-
fication task and it takes IOB2 tags as an additional
input. During training the authors use the ground
truth IOB2 tags and in inference, they use the pre-
dicted tags. The team is ranked second in FlatNER.

Alex-U 2023 NLP (Hussein et al., 2023) de-

veloped AraBINDER. The approach relies on a
contrastive learning objective, where the goal is to
maximize the similarity between the entity mention
span and its entity type and minimize the similarity
with the negative classes. To do that, the authors
use a bi-encoder, one for encoding the named en-
tity type and another for encoding the named entity
mention. The team is ranked fourth in FlatNER
and sixth in NestedNER.

Lotus (Li et al., 2023) proposes a model also
inspired by (Jarrar et al., 2022). Their model is
based on XLM-R with 21 classification heads, one
classifier for each entity type and each classifier
is a multi-class that outputs one of the IOB2 tags.
The team is ranked tenth in the FlatNER and eighth
in the NestedNER.

6 Conclusion and Future Work

In this paper, we present the outcomes of
WojoodNER-2023, the inaugural shared task ded-
icated to both flat and nested NER challenges in
the Arabic language. The results obtained from
the participating teams underscore the persistent
challenges associated with NER. However, it is
promising to observe that various innovative ap-
proaches, often harnessing the capabilities of lan-
guage models, have demonstrated their effective-
ness in addressing this complex task. As we move
forward, we remain committed to further advanc-
ing research in this domain. Our vision includes
ongoing efforts to enhance the field of Arabic NER,
incorporating the valuable insights gained from
WojoodNER-2023 and continuing to explore inno-
vative solutions. We plan to extend the Wojood
corpus to include more dialects. We plan to include
the Syrian Nabra dialects (Nayouf et al., 2023) as
well as the four dialects in the Lisan (Jarrar et al.,
2023b) corpus.
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7 Limitations

While our aim was to achieve the broadest possi-
ble coverage, it is essential to acknowledge that
WojoodNER-2023 primarily concentrated on MSA
data, with only a limited representation of dialects,
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specifically covering two dialects, Palestinian and
Lebanese.
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Abstract

This paper describes our submissions to the
WojoodNER shared task organized during the
first ArabicNLP conference. We participated in
the two proposed sub-tasks of flat and nested
Named Entity Recognition (NER). Our sys-
tems were ranked first over eight and third over
eleven in the Nested NER and Flat NER, respec-
tively. All our primary submissions are based
on DiffusionNER models, where the NER task
is formulated as a boundary-denoising diffu-
sion process. Experiments on nested Wojood-
NER achieves the best results with a micro
F1-score of 93.73%. For the flat sub-task, our
primary system was the third-best system, with
a micro F1-score of 91.92%1.
Keywords: nested NER, flat NER, Diffusion-
NER, PIQN, data re-sampling.

1 Introduction

Named Entity Recognition is the task of locating a
word or a phrase that references a particular entity
within a given text. It is among the most prominent
challenges in Natural Language Processing (NLP).
NER has been an active research area with grow-
ing interest and significant development over the
past twenty years. This increased interest has led
to the organization of multiple NER shared tasks
and evaluation campaigns, especially for English
(Tjong Kim Sang, 2002) and some other languages
(Tsygankova et al., 2019) (Benikova et al., 2014)
(Nguyen et al., 2019).

As for the used techniques and methods applied
to NER, there are mainly four approaches accord-
ing to Jehangir et al. (2023): rule-based algorithms,
supervised and unsupervised machine learning al-
gorithms, and deep-learning algorithms. The rule
based approach relies on predefined grammatical
rules and dictionaries to identify named entities.

0†Equal contribution
1Our code is available at https://github.com/

elyadata/NER_shared_task_2023

These systems are precise, but do not generalize
well. Supervised learning approaches can achieve
high accuracy, yet demand labelled data and may
give poor results for unseen domains. In contrast,
unsupervised learning techniques retrieve named
entities without requiring labelled data. However,
the absence of labels makes it challenging to as-
sess the performance of unsupervised models effec-
tively (Jehangir et al., 2023). The advent of deep
learning models like Transformers (Vaswani et al.,
2017) which excel across domains and languages,
enabled researches to make bigger strides towards
better performance.

Multiple studies have addressed the challenges
of identifying and classifying named entities in
Arabic text. Notable initiatives include the work by
Benajiba et al. (2007a), which introduced a NER
system relying only on n-grams and maximum en-
tropy, and it achieved an F1-score of 54.11% on
ANERcorp dataset (Benajiba et al., 2007b). Ad-
ditionally, Gridach (2016) has used deep learning
methodologies to enhance the performance of Ara-
bic NER with an F1-score 88.64% on the same
dataset (Qu et al., 2023). Furthermore, multiple
pretrained models such as AraBERT, MARBERT,
and JABER were fine-tuned to achieve respectively
90.51%, 80.5% and 84.20% F1-score on ANER-
corp (Qu et al., 2023).

Despite these previous efforts and progress made
for Arabic NER, nested NER still constitutes a chal-
lenging task not well studied in Arabic. Nested
NER refers to the particular case of NER where
entities are nested within each other, possibly with
different tags. Another common challenge in Ara-
bic NER lies the specific nature of the language
itself: Arabic is a morphologically rich and highly
ambiguous language with numerous dialectal vari-
ants and a significant amount of code-switching
(Jarrar et al., 2022; Darwish et al., 2021).

These factors, combined, make NER in its nested
or flat variants, a particularly challenging task when
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performed on Arabic and dialectal Arabic. Hence,
the motivation for the 2023 NER Shared Task (Jar-
rar et al., 2023) which aims to produce models that
can overcome the aforementioned challenges. The
main contribution of this work can be summarized
as follows:

• Experimenting with re-sampling techniques
for dataset unbalance alleviation.

• Fine-tuning state-of-the-art-models for both
the nested and flat NER sub-tasks.

• Achieving best results for the nested NER
model submission.

This paper is organized as follows. Section 2
describes the Wojood dataset. Section 3 presents
the implemented flat and nested tasks, and Section
4 details the experiments and the obtained results.
The overall results are discussed in Section 5 before
concluding the paper in section 6.

2 Dataset

The NER Shared Task dataset “Wojood” (Jarrar
et al., 2022) consists of 16817 sentences with an
average sentence length of 23.45 words and a vo-
cabulary size of 44881 for training, 3133 sentences
with an average length of 17.8 and a 13134 vo-
cabulary size for validation. The test set has 5990
sentences with an average length of 18.68 and a
vocabulary size of 20920. It comprises both Mod-
ern Standard Arabic (MSA) and dialectal Arabic
sentences. However, as detailed in Table 3 of Jar-
rar et al. (2022), the Wojood dataset is unbalanced,
with the most common class being GPE (Geopolit-
ical Entity) in the nested train set and ORG (Orga-
nization) in the flat train set, and the least frequent
class being PRODUCT for Nested and UNIT for
Flat.

3 NER systems

In this work, we approached the NER task with
two different methods: a data-centric approach
encompassing dataset re-sampling and data pre-
processing and a model-centric approach using sev-
eral model architectures.

3.1 Data cleaning
The data cleaning process involved several steps.
Firstly, a definition of 974 stop-words was estab-
lished. Then, stop words were removed from the
train set. Additionally, both exclamation marks (!)

and question marks (?) were removed from the text,
enabling the model to focus only on sentence con-
text. However, full-stops(.) and commas (,) were
kept to avoid offsetting numerical values. More-
over, each occurrence of two or more dots were
replaced with just one to maintain text clarity.

3.2 Data-centric approach
Based on the key observation of the unbalanced
nature of the Wojood data-set, we decided to exper-
iment with a data-centric approach using various
re-sampling methods.

NER datasets are typically unbalanced, with an
over-representation of the Outside <O> tag. To
mitigate this unbalance, Wang and Wang (2022)
proposed 4 different re-sampling methods in order
to increase the occurrences of sentences including
sequences tagged with an under-represented class.
The following is an outline of these methods.

Smoothed Count (sC) re-sampling: This is the
re-sampling method upon which the following are
built and the most simplistic. It works by re-
sampling sentences that contain the most named
entities not classified as Outside <O>.

Smoothed re-sampling incorporating Count and
Rareness (sCR): This method iterates on sC by
incorporating a rarity factor. Using this technique,
sentences with rarer tokens are more likely to be
re-sampled. This method incorporates a rarity com-
ponent in addition to the smoothed count.

Smoothed re-sampling incorporating Count,
Rareness, and Density (sCRD): In order to fo-
cus on sentences that have a higher number of en-
tity tokens per sentence length, the entity density
is added in this method, while still considering the
rarity of the tokens.

Normalized and Smoothed re-sampling incorpo-
rating Count, Rareness, and Density (nsCRD):
This method adds a utility factor to the sCRD re-
sampling function, to model the usefulness or the
pertinence of a token. Thus, the more varied the
tags in a sentence, the higher its marginal utility
factor, and the higher its chances of re-sampling
when compared to a less varied sentence.

3.3 Model-centric approach
Two models were used. A Parallel Instance Query
Networks model (PIQN) (Shen et al., 2022) and
a DiffusionNER model (Shen et al., 2023). PIQN
extracts entities from a sentence concurrently using
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a parallel approach. Each individual query instance
predicts a single entity. By concurrently process-
ing all of these query instances, multiple entities
can be retrieved in parallel. This model contains
three main components: the encoder module, the
entity prediction module that conducts entity local-
ization and entity classification and the dynamic
label assignment module that assigns the ground
truth entities to the instance queries.

DiffusionNER is a state-of-the-art model in the
field of NER. It is a diffusion model (Ho et al.,
2020) that adds noises spans to the ground truth
entity boundaries and learns to reverse this pro-
cess to reconstruct correctly the entity boundaries
during training. During inference, it randomly se-
lects noisy spans from a standard Gaussian distribu-
tion, then it generates named entities by applying
a denoising operation using the acquired reverse
diffusion process. For each of the two mentioned
models above, several BERT (Devlin et al., 2019)
encoder derivatives were used, namely MARBERT
(Abdul-Mageed et al., 2021), AraBERT (Antoun
et al., 2020), and BioBERT (Lee et al., 2019).

4 Experiments and results

In order to reproduce the results obtained in Jarrar
et al. (2022), we started by training a multitask-
based baseline model for each evaluation condition
(flat and nested) using AraBERT (Antoun et al.,
2020). Table 1 compare our baseline results to the
ones obtained in (Jarrar et al., 2022). The scores
are calculated on the development set provided by
the shared task organizers.

Model sub-task Micro F1-score
(Jarrar et al., 2022) flat 86.81
Our baseline flat 87.55
(Jarrar et al., 2022) nested 90.47
Our baseline nested 90.53

Table 1: Reproducing results of Jarrar et al. (2022).
Results are measured on the development set related to
each version of the models (flat or nested).

As stated in section 3, we have opted for two
main axes of experimentation: data-centric and
model-centric approaches. These are covered in
the following sections.

4.1 Dataset re-sampling

To assess the benefits of data re-sampling, we
started from the baseline of the flat sub-task and re-

trained a new model for each re-sampling method
presented above. This results in four different new
models, each trained on a resampled version of
the data. As is shown in table 2, compared to the
baseline, an improvement of 0.37 was obtained
with sC re-sampling whereas a slight improvement
when using sCR method. However, a drop in F1-
score has been observed with entity density-based
re-sampling methods sCRD and nsCRD.

Model Micro F1-score
baseline 87.55
baseline with sC 87.92
baseline with sCR 87.62
baseline with sCRD 87.37
baseline with nsCRD 87.42

Table 2: Comparing re-sampling methods on flat Wo-
jood. All scores are obtained using the development set
of flat Wojood.

In order to assess the effectiveness of the data
cleaning process, we applied the pre-processing
steps described in section 3.1 and re-trained the best
system from the table above (baseline with sC). Un-
fortunately, data pre-processing affects the system
improvement and reduces the F1-score of the base-
line with sC model to 80.71%. Given this, we have
decided to proceed without data pre-processing.

4.2 Model fine-tuning
Regarding the model-centric approaches, we
trained several PIQN and DiffusionNER models
using multiple BERT encoders.

We started by applying the default PIQN config-
uration with biobert-large encoder on the nested
Wojood sub-task. The obtained results were worse
than the baseline, which could be explained by the
language and domain mismatch. In fact, BioBERT
was trained using English Wikipedia, BooksCorpus
and several large-scale biomedical corpora.

To remedy this mismatch situation, we replaced
the BioBERT encoder by AraBERT (Antoun et al.,
2020) which is trained on Arabic and hence more
suitable for the Wojood shared task. As shown
in table 3, we observed that AraBERT is quite ef-
fective. Compared to the baseline, an F1 score
improvement of 3.07 and 2.01 are obtained for flat
and nested sub-tasks respectively.

As dataset re-sampling is shown to improve
the model performance (see Table 2), we tried
by training the PIQN model on top of each re-
sampling method. This experiment was performed
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using the flat Wojood data-set. As we can see in
Table 3, all the implemented re-sampling method
did not yield the desired results when used with
PIQN models trained using AraBERT encoder.
Given the results obtained with PIQN, we trained
DiffusionNER model without any re-sampling. As
listed in Table 3, fine-tuning DiffusionNER with
AraBERT encoder module resulted in the highest
obtained F1-scores of 91.50% and 93.19% for
both flat and nested NER respectively.

As Wojood data is a mix of MSA and dialectal
Arabic, we have also tried to train DiffusionNER
using MARBERT (Abdul-Mageed et al., 2021) en-
coder. Since MARBERT was trained using a mix-
ture of MSA and dialectal Arabic, we hypothesize
that it could improve the NER results. Unfortu-
nately, that was not the case since the usage of
MARBERT resulted in lower F1 score compared
to the DiffusionNER model trained with AraBERT
encoder (Using MARBERT reduces the F1 score
of the DiffusionNER model from 93.19 to 90.39).

Model
Flat micro
F1-score

Nested micro
F1-score

PIQN_AraBERT 90.59 92.54
PIQN_AraBERT_sC 88.98 –
PIQN_AraBERT_sCR 88.63 –
PIQN_AraBERT_sCRD 80.98 –
PIQN_AraBERT_nsCRD 90.04 –
DiffusionNER_AraBERT 91.50 93.19

Table 3: Results of fine-tuning PIQN and DiffusionNER
on flat and nested Wojood development set. Best results
are in bold.

All our models were implemented using PyTorch
(Paszke et al., 2019) and trained on one Nvidia
Quadro RTX 6000 GPU using Adam optimizer
(Kingma and Ba, 2017) for a number of epochs
ranging between 100 and 150 with a batch size
ranging from 8 to 32.

4.3 System submissions

For both flat and nested sub-tasks, we submitted the
top two performing systems on the development
set.

Table 4 shows the scores obtained on the official
test set. Our primary submission for nested NER
was ranked first among all participants with an F1-
score of 93.73%. As for our flat NER primary
submission, it was ranked third with an F1-score
of 91.92%.

Model sub-task micro F1-score
DiffusionNER_AraBERT nested 93.73
PIQN_AraBERT nested 91.86
DiffusionNER_AraBERT flat 91.92
PIQN_AraBERT flat 90.87

Table 4: Official evaluation results. DiffusionNER and
PIQN are respectively the primary and auxiliary submis-
sions.

5 Discussion

We started our experiments by re-sampling the data
set in order to alleviate the data imbalance problem.
Our experiments show that not all the tested re-
sampling improves the F1 score of the Wojood
data-set. We also tested model-centric methods
using two encoder-only models, namely PIQN and
DiffusionNER. Both models have been tested using
various pretrained encoders: BioBERT, AraBERT
and MARBERT.

Using BioBERT has decreased the model perfor-
mance. This is not surprising, given the fact that
BioBERT is mainly trained on biomedical English
text, which does not fit our use-case.

We also noted that the results of PIQN and Dif-
fusionNER are better without dataset re-sampling.
We observed this when we trained PIQN and Diffu-
sionNER models after re-sampling the flat NER
dataset. However, due to time constraints, we
didn’t run the same experiments for nested NER.

Another observation made during the experi-
ments is that the use of an AraBERT encoder yields
better results compared to MARBERT despite the
presence of dialectal sentences in the latter. This
can be attributed to the pretraining of MARBERT
being exclusively on tweets, or to the possibility
that the Wojood dataset has more MSA content
than dialectal.

6 Conclusion

This paper presents results obtained on two NER
sub-tasks of the Wojood shared task, namely flat
and nested NER. Our submission relies on the us-
age of data-centric and model-centric approaches.
Data-centric consists of a set of re-sampling meth-
ods intended to mitigate the unbalanced nature
of Wojood data-set. Various re-sampling method
are implemented and led to only limited success.
Model-centric approaches, for their part, are
designed to train the best model for a given dataset.
We experimented with PIQN and DiffusionNER
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models trained using various pre-trained encoder.
Remarkably, the DiffusionNER fine-tuned with
an AraBERT sentence encoder module without
any re-sampling or pre-processing, yielded to
significant improvements over the baseline results
for both nested and flat NER. This allows us to
be ranked first out of eight for the nested NER
sub-task with a 93.93% F1-score and third out of
eleven for the flat NER sub-task with a 91.92%
F1-score.

Limitations

Despite the high ranking of our submitted system,
there are still a number of limitations that should
be mentioned and addressed in the future. Those
can be summarized into the following categories:

(1) Complexity: These systems are comprised of
multiple tightly coupled modules and components,
which is relatively complex when compared to the
baseline model. Moreover, this complexity results
in higher hardware requirements in terms of GPU
memory and computing power.

(2) Maximum sequence length: Both models
are not able to train or perform inference on
sequences longer than 512 characters tokens.
A workaround consisting of splitting longer
sentences into two smaller ones has been adopted
for this work, but that is not an elegant solution for
long-term or industrial usage.

(3) Annotated data requirements: Both
systems require annotated data, which can be
more costly and harder to source. Self-supervised,
unsupervised or few-shot learning alternatives like
the work of Das et al. (2022) should be explored
in order to mitigate the need for high amounts of
labelled data.

Ethics Statement

All models used for this work are open-source and
publicly available. All results are reproducible,
given the Wojood dataset. The authors obtained the
dataset by submitting a formal request.
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Abstract

We introduce our systems developed for two
subtasks in the shared task “WOJOOD” on Ara-
bic NER detection, part of ARABICNLP 2023.
For Subtask 1, we employ the XLM-R model
to predict Flat NER labels for given tokens us-
ing a single classifier capable of categorizing
all labels. For Subtask 2, we use the XLM-R
encoder by building 21 individual classifiers.
Each classifier corresponds to a specific label
and is designed to determine the presence of its
respective label. In terms of performance, our
systems achieved competitive micro-F1 scores
of 0.83 for Subtask 1 and 0.76 for Subtask 2,
according to the leaderboard scores.

1 Introduction

Named Entity Recognition (NER) is crucial for
Natural Language Processing (NLP), enabling the
extraction of entities like names and locations from
texts. Given the rich linguistic diversity and var-
ied dialects of Arabic, NER becomes especially
challenging (Guellil et al., 2021).

Arabic, spoken by 420 million natives, is one of
the top ten global languages (Guellil et al., 2021;
Cheng et al., 2021; Qu et al., 2023). Its lack of cap-
ital letters amplifies its morphological complexity,
contrasting NER ease in English due to its varied
dialects and rich history.

Arabic can be broadly classified into three dis-
tinct forms (Benajiba and Rosso, 2008): Classical
Arabic (CA), Modern Standard Arabic (MSA), and
Dialectal Arabic (DA) (Elgibali, 2005). Although
CA is the esteemed language of most religious Ara-
bic texts, MSA, recognized as an official language
by the United Nations, finds its presence in con-
temporary media, formal correspondences, and the
academic sphere. DA, on the contrary, dominates
informal day-to-day communications (Qu et al.,
2023).

The increasing volume of Arabic content on dig-
ital platforms, driven by the proliferation of social

media, has led to a surge in the demand for Ara-
bic NER. Beyond its general applications, NER
serves specialized domains, enabling tasks such
as relation extraction (Cheng et al., 2021), entity
linking (Gu et al., 2021), event extraction (Zhu
et al., 2021), coreference resolution (Clark and
Manning, 2016), and machine translation (Ugawa
et al., 2018),

Historically, most Arabic NER research has fo-
cused on direct, flat entity recognition techniques.
However, the introduction of the Wojood cor-
pus (Jarrar et al., 2022b) marks a pivotal shift.
This corpus, which forms the foundation of the
ARABICNLP 2023 WOJOOD (Jarrar et al., 2023)
shared task, stands out for its extensive reach, en-
compassing more than 550k tokens from MSA and
its respective dialects. All of these are carefully
annotated across a spectrum of 21 different entity
types.

The shared task (Jarrar et al., 2023) highlights
two principal NER challenges:

(i) Wojood-Flat: This traditional method assigns
each token to a single well-defined entity type.

(ii) Wojood-Nested: A more complex approach
where tokens can be linked to multiple overlap-
ping entity labels, highlighting the intricacies of
languages as depicted in Figure 1.

Two significant challenges arise in this context.
First, despite progress in NLP, Nested NER (Wang
et al., 2022; Jarrar et al., 2022a; Straková et al.,
2019) remains relatively uncharted compared to
its flat NER counterpart, which has been deeply
explored through cutting-edge linguistic, statisti-
cal, and neural techniques (Li et al., 2019; Zirikly
and Diab, 2015; Shaalan and Raza, 2009). Second,
there exists a conspicuous lack of detailed and ex-
pansive datasets designed specifically for nested
NER. Consequently, addressing the demands of
Subtask 2 poses a more significant challenge com-
pared to Subtask 1.

Our paper offers the following contributions:
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Figure 1: An example of a nested NER scheme, where some tokens have more than one entity type assigned. Source:
www.sina.birzeit.edu

Figure 2: Statistics about tokens distribution in train and
development sets.

• We introduce an automated system that uses
the XLM-R (Conneau et al., 2019) architec-
ture for both subtasks, but with distinct num-
ber of classifiers.

• We discuss and compare the performance of
XLM-R, AraBERT(Antoun et al., 2020), and
MARBERT (Abdul-Mageed et al., 2020) in
our datasets.

The organization of this paper is as follows. In
Section 2, we present prior and recent research on
arabic NER. Section 3 presents a comprehensive
analysis of the dataset. Section 4 describes our
proposed system, experimental setup, and results.
In Section 5, we conclude and point out ideas for
future research.

2 Related Work

Arabic NER has seen notable advancements with
various corpora, such as Ontonotes 5, which fea-
tures 18 entity types from MSA (Weischedel et al.,
2011), and others such as ANERCorp, CANER-
Corpus, and the expansive AQMAR corpus (Be-
najiba et al., 2007; Salah and Zakaria, 2018; Mo-

hit et al., 2012). The Wojood corpus stands out,
supporting named entities over 21 types and span-
ning both MSA and dialects (Jarrar et al., 2022b,
2023). Although NER methods have transitioned
from rule-based to deep learning, the integration of
LSTM-CRF (Lample et al., 2016) and pre-trained
embeddings has been transformative. The intro-
duction of BERT highlighted the potential of trans-
formers in NER (Devlin et al., 2018). Nested NER
challenges persist, but innovations such as multi-
layer BiLSTM and pyramid architectures signal
progress (Katiyar and Cardie, 2018; Ju et al., 2018;
Wang et al., 2020).

3 Data

In this section, we provide a detailed description of
the dataset released by the WojoodNER organizers,
which comprises Arabic tokens, where less than
half of the dataset consists of named entities.

The Wojood corpus encompasses a comprehen-
sive and diverse array of flat and nested named
entities, representing a new split distinct from the
established Wojood paper (Jarrar et al., 2022b).

Data Attributes:
Each token in the Wojood corpus is associated

with one of the predefined named entities.

• Token: single-word or sub-word unit.

• Entity types: 21 predefined entity types (e.g.,
location, organization, event).

Data Size:
The set Wojood corpus comprises a significant

number of tokens for each named entity. In to-
tal, the dataset has around 550k tokens. Figure 2
illustrates the distribution of tokens in the train
and development sets. Figure 3 shows the dis-
tribution of the named entities in the train and
development sets. We observe that the majority,
which constitute almost 60% of the dataset, are
“Not named entities”. The second most common
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Figure 3: Namedy entities distribution over the train and development from our Wojood corpus.

entity is “Date”, followed by “Person (PERS)”,
“Geographical Entity (GPE)”. The least frequent
entities in the dataset are “Organization”, “Facility,
landmark or place (FAC)”, and “Geographical Lo-
cation (LOC)”. The rest of the entities named not
shown in Figure 3, their numbers are significantly
low (e.g., “Currency”).

4 Systems Description and Results

4.1 System Description

For evaluation, we use the official evaluation scor-
ers provided for the shared task. The primary mea-
sure for both subtasks is the micro-F1 score. How-
ever, the scorers also provide data on precision
and recall. Our model training was executed on 2
NVIDIA Tesla T4 (16GB) GPU.

Subtask 1. For the Subtask 1 system, we used a
configuration with a sequence length of 256 and a
batch size of 8. The model was trained for 5 epochs,
which is the optimal duration to prevent overfitting
and with a learning rate of 2e-5. Measures are
captured every 500 steps, and gradients are limited
to a maximum norm of 1.0. The ADAMW variant
was chosen for optimization. Model checkpoints
are saved every 500 steps and at the end of each
epoch. We did not employ a warm-up phase, as
indicated by both the warm-up ratio and the step
count set to zero. To counteract overfitting, we
applied a weight decay of 0.01.

Subtask 2. For Subtask 2, we trained the XLM-

R model on Wojood corpus with parameters includ-
ing a batch size of 16 and a learning rate of 1e-5,
and the rest of the hyperparameters are similar to
Subtask 1.

4.2 Results
During the initial stages, we experimented with
AraBERT, MARBERT, and XLM-R with the de-
fault parameters. We experimented with the devel-
opment set, since we used it as a test set, and from
the train set we cut 10% out of the total tweets for
the development set.

The comparative evaluation of the three frame-
works, MARBERT, AraBERT, and XLM-R, on two
distinct subtasks showcased varied performances.
For Subtask 1, XLM-R emerged as the leading
model with the highest micro-F1 score of 0.829,
precision of 0.803, and recall of 0.857. AraBERT
was followed with a micro-F1 of 0.713, and Pre-
cision and Recall values of 0.695 and 0.731, re-
spectively. MARBERT, on the other hand, demon-
strated a comparatively lower performance, record-
ing a micro-F1 of 0.563. In Subtask 2, XLM-R
maintained its superior performance, achieving the
highest micro-F1 of 0.879 and a precision of 0.882.
However, in terms of recall, MARBERT led with
a score of 0.884. AraBERT showed decent per-
formance with a micro-F1 of 0.848, a precision of
0.826, and a recall of 0.871.

In addition, in Subtask 1, data processing
emerged as a critical component, dictating how
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Subtask 1 Subtask 2
Micro F1 Precision Recall Micro F1 Precision Recall

MARBERT 0.663 0.675 0.610 0.870 0.857 0.884
AraBERT 0.713 0.695 0.731 0.848 0.826 0.871
XLM-R 0.829 0.803 0.857 0.879 0.882 0.877

Table 1: Experimental results of MARBERT, AraBERT, and XLM-R on the development sets for Subtask 1 and
Subtask 2.

well the subsequent stages would proceed. Mean-
while, in Subtask 2, the structure of the classifier
piqued interest. Specifically, a simplistic approach
to the nested NER – treating it as a standard clas-
sification problem and differentiating “I-XX” and
“B-XX” as separate labels – would likely lead to
suboptimal results.

Subtask 1. For our Named Entity Recog-
nition (NER) task, we employed a careful pre-
processing approach on our Wojood corpus using
the AraBERT preprocessor and tokenizer. A key
component in this process is ensuring accurate la-
bel alignment. To handle the challenge posed by
tokenization splitting words into fragments, we in-
troduced a strategy: any token resulting from either
padding or representing a fragment of a word is
assigned a label of -100. For instance, the word
"responding" would be tokenized into two parts:
“respond” and “-ing”. In this case, “-ing” would be
assigned the label -100.

Subsequently, our NER task was framed as a
multi-class classification problem. It is important
to note that we treat “I-XX” and “B-XX” as sepa-
rate labels. We used the XLM-R model equipped
with a single classifier capable of categorizing all
labels. Based on the leaderboard scores, our system
achieved a competitive micro-F1 score of 0.83.

Subtask 2. For this subtask, we use official
scripts for processing, resulting in slight procedu-
ral variations compared to Subtask 1. Similar data
processing methods were employed; however, in
this case, padding tokens were assigned tags corre-
sponding to the "O" label index. We conceptualized
this nested NER task as a two-tier classification.
After initial input processing, the system generates
21 different classifiers, each specifically related to
a unique label, such as “CARDINAL”, etc.

Each of these classifiers has the role of categoriz-
ing input tokens into one of three categories: “I-”,
“B-”, or “O”. To elucidate with an example: should
an input be classified as “B-” by the “CARDINAL”
classifier, it would translate into a prediction “B-

CARDINAL”. The performance measures on the
leaderboard indicate that our system achieved a
micro-F1 score of 0.76.

5 Conclusion and Future Work

In this paper, we detail our XLM-R based systems
for two subtasks in the ARABICNLP 2023 Wo-
jood NER shared task. Subtask 1 utilized a sin-
gle classifier, while Subtask 2 developed 21 label-
specific classifiers. Our models achieved micro-F1
scores of 0.83 and 0.76 for Subtasks 1 and 2, re-
spectively, according to official leaderboard scores.
We also compared our systems with state-of-the-art
AraBERT and MARBERT models.

In future work, we plan to incorporate data aug-
mentation methods, including sentence mixing and
back-translation. Additionally, we would adopt
a Meta-Ensembling approach, integrating models
such as AraBERT, MARBERT, XLM-R, and AR-
BERT, to enhance performance on the unique and
diverse Wojood corpus.
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Abstract

Named entity recognition (NER) is one of many
challenging tasks in Arabic Natural Language
Processing. It is also the base of many criti-
cal downstream tasks to help understand the
source of major trends and public opinions. In
this paper, we will describe our submission
in the Wojood NER Shared Task of Arabic-
NLP 2023. We used a simple machine read-
ing comprehension-based technique in the Flat
NER Subtask ranking eighth on the leaderboard
with a 91.13% F1-score. For the Nested NER
Subtask, we fine-tuned a pre-trained language
model and got a 92.61% F1 score ranking third
on the leaderboard.

1 Introduction

Arabic internet content has witnessed a leap in
the past years which encourages the community to
explore a large spectrum of tasks. Named Entity
Recognition (NER) is one of the fundamental tasks
that can be included in many applications. It uses
semantic text features to identify names, organi-
zations, locations, and many other mentions in a
given text. This information can be used to identify
social media trends (Li et al., 2022), summarize
articles (Nan et al., 2021) or as a component in
question answering (Mollá et al., 2006) and ma-
chine translation (Nowakowski et al., 2022).

Many techniques to solve the NER problem have
emerged and can be classified into three categories:
sequence labeling, span-based classification, and
sequence-to-sequence generation. Sequence label-
ing mainly classifies the entity type of each word or
token. This category has been investigated widely
in high and low-resource languages (Yang et al.,
2018; Katiyar and Cardie, 2018).

For the span-based models, They depend on gen-
erating all possible spans in the input and classify-
ing each span (Yu et al., 2020). For the sequence-
to-sequence models, a decoder is required to start
generating the tag for each token (Zhu et al., 2020;

Straková et al., 2019), or generate all found tags
with their span indices (Yan et al., 2021). Apart
from the mentioned categories, other methods have
been proposed that include contrastive learning as
in (Huang et al., 2022; Das et al., 2022; Zhang et al.,
2022; Hussein et al., 2023).

Lots of challenges exist for the Arabic NER
problem, i.e. the lack of a large well-annotated
dataset or language-dependent problems (Shaalan,
2014). These issues may have restricted the ex-
ploration of all the mentioned techniques. The se-
quence labeling technique has been the most inves-
tigated (Qu et al., 2023). Many encoders have been
deployed starting from recurrent neural networks
till the transfer learning from pre-trained language
models like AraBERT (Antoun et al., 2020) and its
variants. Recently, there were attempts to explore
the multitasking track as in (Jarrar et al., 2022).

In this paper, we are trying to explore the ma-
chine reading comprehension method (MRC) (Li
et al., 2020) and compare it to the sequence label-
ing technique with a pre-trained language model
as a baseline. MRC injects a prompt alongside
the input text to help the model better exploit the
features that will aid it in answering the prompt.
The model is guided not just to perform sequence
labeling but to understand the meaning behind it
and maybe better generalize to uncommon cases.

We describe our submission, to the Wojood NER
Shared Task (Jarrar et al., 2023), which covers us-
ing the pre-trained model JABER (Ghaddar et al.,
2021) in a sequence labeling technique, and for-
mulating the Arabic NER task as a machine read-
ing comprehension task following (Li et al., 2020).
Further, we followed (Izmailov et al., 2018) on av-
eraging the best checkpoints of the Flat NER model
producing our best result.

2 Data

For our experiments, we used the Wojood dataset
(Jarrar et al., 2022) which contains 21 entity labels.
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Figure 1: Label Distribution For the Nested NER Train
Split

It contains three splits: train, validation, and test
with 16,817, 3,133, and 5,990 sentences respec-
tively. The train entities distribution can be found
in Figure 1. To use this dataset in an MRC model, It
needed some preparation. We created a new dataset
where each sample includes the following fields:
the context (the input text), the query (the entity
type), and the start and the end positions of the
answer to the queried type. These positions are
indicated using the index of the start and end entity
word in the context respectively.

The sizes of the dataset splits went up to 353,157,
65,793, and 125,790 since there are 21 new data
samples for each sentence. We tried two different
types of queries: the Arabic translation of the la-
bels (keywords) using Google Translate 1 and the
annotation guidelines of each entity as mentioned
in (Jarrar et al., 2022). Examples of the dataset us-
ing the annotation guidelines queries can be shown
in Table 1

For the flat NER task, we found 39,724 and
5,799 answered queries in the train and valida-
tion sets respectively. These numbers increased
to 47,457 and 6,973 in the nested NER task. We
can notice that the Geopolitical entity (GPE), Date,
and Organization categories comprise most of the
dataset with more than 11K occurrences each. In
contrast, Percentage, Quantity, and Unit categories
have less than 50 occurrences each.

3 System

This section will describe our two approaches:
the sequence labeling technique and the problem
formulation as a machine reading comprehension
problem.

1https://translate.google.com/?sl=ar&tl=en&op=
translate

3.1 Sequence labeling Models

We conducted several experiments using the
same codebase as (Jarrar et al., 2022). The flat
NER model is composed of a pre-trained language
model with a classifier layer of 43 classes following
the IOB2 scheme (I-tag and B-tag for each category
+ O-class). The nested NER model uses 21 paral-
lel classification layers for each category, where
the output number of classes for each layer is 3
(B, I, and O). Several backbones (PLM) were ex-
plored using the sample data provided here 2. For
training the model, we used the cross entropy loss
between the predicted index and the ground truth
class index.

We used AraBERTv2, AraBERTv2-Twitter (An-
toun et al., 2020), MARBERT, MARBERTv2
(Abdul-Mageed et al., 2021), AraElectra (Antoun
et al., 2021), CamelBERT (Inoue et al., 2021) and
JABER(Ghaddar et al., 2021). The best-performing
encoders were JABER followed by AraBERTv2.
Therefore we used JABER for training our se-
quence labeling models on both flat and nested
tasks. JABER (Ghaddar et al., 2021) is a pre-
trained language model that uses a byte-level byte
pair encoding (BBPE) with data cleaning tricks,
leveraging better representation of the input text.

3.2 Machine Reading Comprehension (MRC)

We decided to explore the effect of MRC by
applying the method mentioned in (Li et al., 2020).
It starts by creating a query for each category in the
dataset. We created 21 queries for each data sample.
The model’s role is to extract the answer span to
the query from the context (the data sample). The
input to the model is the concatenation of the query
and the context.

The model consists of a pre-trained encoder fol-
lowed by two binary classifiers for which a token
embedding is an input. The first binary classifier de-
tects whether the provided context token represents
the start of the query answer span. The second clas-
sifier predicts if the token is the end of an answer
span.

There is another binary classifier whose role is
to predict whether a token i and a token j from the
same sentence can represent an answer span (start
and end respectively). This is to match the end
index with its start in case multiple start and end
indices are found for the same query. This classifier

2https://github.com/SinaLab/ArabicNER
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Query Start Position End Position
Geopolitical like countries, cities, and states

ÈðYË@ð 	àYÖÏ @ð 	à@YÊJ. Ë @ É�JÓ �éJ
�AJ
�ñJ
m.Ì'@
[6, 13] [7, 13]

Legal or social bodies like institutions, companies, agencies, teams, parties,
armies, and governments.
��Q 	®Ë @ð �HBA¿ñË@ð �HA¿Qå��Ë @ð �HA�� 
ñÖÏ @ É�JÓ �éJ
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Table 1: Example of data samples for the context: Message from the Makassed Islamic Charity Association in Jerusalem to the
Acting Prime Minister in Jerusalem.
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works with the two binary classifiers to filter the
spans and produce the answer.

The ground truth labels consist of two lists of
length N and a matrix of size NxN, where N is
the number of tokens. The first list indicates if the
token is the start of an answer span, while the other
indicates the end. The matrix entry indicates if the
token i and a token j is an answer span. The model
is trained using the binary cross entropy loss.

3.3 Stochastic Weighted Average (SWA)

To improve the results, we adopted the technique
mentioned in (Izmailov et al., 2018). They show
that averaging multiple checkpoints of the model
can improve the performance. Due to the large size
of the created dataset, this choice is more conve-
nient than an ensemble. It leads to a better usage
of the computational power and decreases the in-
ference time. Hence, we averaged the weights of
the best four checkpoints of the MRC model in the
flat NER Subtask.

3.4 Model Evaluation and Post processing

For the flat model inference, each sentence will
be queried for every tag. The answer is returned
as a list of start and a list of end positions. The
answers for all 21 queries are gathered so that each
word is given only one tag with the IOB2 scheme.
We face a challenge here where there could be
words that are included in many answer spans i.e.
given two or more different labels. This can be
summarized in three cases:

1. A word given B-tag1 and B-tag2
2. A word given I-tag1 and B-tag2
3. A word given I-tag1 and I-tag2
We solve this problem for the flat NER by as-

signing priorities to labels. These priorities are
based on the frequency of the label in the training

set. The more the label exists in the train set, the
higher priority it gets (we are counting the B-tags
only). We also make sure that the label of the word
matches that of its previous in the case of I-tags.
In this way, the longest named entity streak is pre-
served and the priority selection happens mainly in
case of conflicting B-tags only.

3.5 Training Details

All models were trained on a V100 GPU. For the
submitted nested model we used JABER encoder in
the sequence labeling technique with a batch size of
8, a learning rate of 1e-5, and a maximum sequence
length of 512. The model achieves its best result at
epoch 40 and is trained for 24 hours. As For MRC
models in the tasks, several experiments were done
while varying the learning rate between 3e-5, 3e-6,
and 2e-5. We also tried using a maximum sequence
length of 200 and 256.

For the submitted flat model, we used an
AraBERT-based MRC model that is trained with a
batch size of 10, a learning rate of 3e-5, and a 256
maximum sequence length. The model stabilizes
at epoch 10 and is trained for 48 hours. Our imple-
mentation is based on the MRC official code3.

4 Results

We started with the sequence labeling technique
in both tasks. The results with JABER on the vali-
dation set are higher in both flat and nested tasks
hence we used them as our first test submission.

We tried to enhance the results by employing
the MRC technique. We tried the two backbones
AraBERT and JABER for both tasks. In the flat
NER task, the results improved, unlike the nested

3https://github.com/ShannonAI/
mrc-for-flat-nested-ner/
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task. To further improve the results we tried per-
forming the SWA technique which gave us the best
results on the flat NER task. A table of the con-
ducted experiments and results can be shown in
Table 2

F1-Score Precision Recall

Flat NER Subtask

Seq. Lab. (AraBERT) 0.8688 0.8558 0.8822
Seq. Lab. (JABER) 0.9052 0.90 0.9106
MRC (AraBERT) 0.9065 0.9192 0.8942
MRC (JABER) 0.9086 0.9207 0.8969
MRC (AraBERT) + keywords 0.9038 0.9208 0.8875
MRC (JABER) + keywords 0.9037 0.9249 0.8836
MRC (AraBERT) + SWA 0.9113 0.9133 0.9092
MRC (JABER) + SWA 0.9095 0.9152 0.9039

Nested NER Subtask

Seq. Lab. (AraBERT) 0.8929 0.8832 0.9028
Seq. Lab. (JABER) 0.9261 0.921 0.9313
MRC (AraBERT) 0.9124 0.9214 0.9036
MRC (JABER) 0.9203 0.926 0.9146
MRC (AraBERT) + keywords 0.9177 0.9188 0.9167
MRC (JABER) + keywords 0.9138 0.9241 0.9039
MRC (JABER) + SWA 0.9219 0.9226 0.9212

Table 2: Results on the test set using Sequence labeling and
MRC techniques Associated with SWA.

5 Discussion

By inspecting the model performance on the vali-
dation set. We found that the flat and nested models
perform poorly in the quantity, website and product
classes. This is due to the insufficient number of
data samples as well as the inconsistency in the
annotations. An example for the inconsistency:
‘Vodafone Cash and Orange Cash’, these are two
equivalent entities but the ground truth label for
‘Vodafone Cash’ is Organisation while the label for
‘Orange’ is Product.

For the flat NER task, the two best-performing
models are MRC (AraBERT) and MRC(JABER)
with stochastic weighted averaging. We analyzed
the output to find the cases mentioned in Section
3.4. We found 100 words with different B-tag and
I-tag labels amongst them 51 words with differ-
ent I-tag-only labels and 12 words with different
B-tag-only labels in the AraBERT-based model.
An example of the B-tag confusion is the word
‘Google’ where it is assigned the labels B-ORG
and B-WEBSITE. The JABER-based model has
163 words with conflicting B-tag and I-tag labels,
amongst them 68 with conflicting I-tags only and
38 with conflicting B-tags only.

We wanted to analyze the efficiency of our
priority-based selection scheme. We compared it
with choosing randomly the B-tag label amongst
the conflicting ones. We conduct 5 runs, calculate

the validation F1-score at each time, and average
them. For the AraBERT-based model, we find the
priority scheme to score 0.90642 and the random
scheme to score 0.90675. For the JABER-based
model, the priority scheme produces 0.90173 while
the random scheme scores 0.90155.

We notice that the more confusion in the model
output, the more the random scheme fails. The first
model had 12 conflicting B-tag words while the
second had 38. Hence, to ensure determinism and
reproducibility, we decided to follow the priority
scheme. As a plan, we can choose a better scheme
that would keep the model confidence scores for
all 21 inferences for the sentence and compare con-
flicting ones to choose the B-tag with the highest
score.

The Flat NER results show that the effect of
adding SWA to the AraBERT-based MRC model is
greater than adding it to the JABER-based model.
We investigated the F1 score of each class for all
the checkpoints involved in SWA. For the JABER-
based models, no checkpoint could have enhanced
greatly the scores of the best checkpoint.

On the other hand, other checkpoints included
in the AraBERT-SWA model perform better in the
cardinal, GPE, money, time, and website classes
which corrected the labels on 32 samples. Mean-
while, there was a slight degradation in language,
law, location, occupation, product, and quantity
classes which yielded the mislabeling of 9 samples.
The degradation is not effective though due to the
sparsity of these classes in the dataset. In total,
there was an improvement in the performance over
the best checkpoint.

6 Conclusion

Arabic NER has been an underexplored prob-
lem, the lack of a large dataset can be one of the
reasons. In this work, we investigate the effect
of applying the machine reading comprehension
technique to the Arabic NER problem. We tried
two different types of prompts and concluded that
the label description is more beneficial than insert-
ing keywords as queries. We compared MRC and
the sequence labeling technique. We also investi-
gated the effectiveness of applying the stochastic
weighted averaging technique. We found that the
results are comparable between the sequence label-
ing and MRC and either of them can be used in
NER. Many other methods still exist and can be
tackled and finetuned for Arabic usage.
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7 Limitations

MRC suffers from low scalability and long infer-
ence time. For every sentence, the required number
of inferences is equal to the number of categories
in the dataset. Also, the created training dataset is
very sparse, many queries have no answer. Future
trials can include training with a balanced set of
answered and unanswered queries.

Moreover, another limitation that would affect
the model performance is the absence of a consid-
erable amount of samples for some of the classes
in the dataset, i.e. the Unit class. There is no occur-
rence of this class in the Flat validation set which
makes us unable to judge the model performance.
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Abstract

In this paper, we present our submitted sys-
tem for the WojoodNER Shared Task, address-
ing both flat and nested Arabic Named Entity
Recognition (NER). Our system is based on
a BERT-based multi-task learning model that
leverages the existing Arabic Pretrained Lan-
guage Models (PLMs) to encode the input sen-
tences. To enhance the performance of our
model, we have employed a multi-task loss
variance penalty and combined several training
objectives, including the Cross-Entropy loss,
the Dice loss, the Tversky loss, and the Focal
loss. Besides, we have studied the performance
of three existing Arabic PLMs for sentence en-
coding. On the official test set, our system
has obtained a micro-F1 score of 0.9113 and
0.9303 for Flat (Sub-Task 1) and Nested (Sub-
Task 2) NER, respectively. It has been ranked
in the 6th and the 2nd positions among all par-
ticipating systems in Sub-Task 1 and Sub-Task
2, respectively.

1 Introduction

Named Entity Recognition (NER) is a fundamental
component for many Natural Language Processing
(NLP) applications, including Information Extrac-
tion, Information Retrieval, Question-Answering,
and Text Summarization, among others (Yadav and
Bethard, 2018; Li et al., 2022). NER is a sequence
labeling task that involves identifying and assign-
ing predefined class labels to named entity men-
tions (individual words or spans of words), such
as names of persons, locations, organizations, and
more. Based on the structure of named entities,
they can be categorized as either flat or nested enti-
ties. Flat named entities consist of contiguous word
spans with non-overlapping structures. In contrast,
nested named entities exhibit a more complex struc-
ture where a named entity encompasses or is part of
other named entities (Wang et al., 2022). Therefore,
several tools, models, and datasets have been intro-
duced to address both flat and nested NER tasks

(Finkel and Manning, 2009; Katiyar and Cardie,
2018; Yadav and Bethard, 2018; Li et al., 2022;
Wang et al., 2022). However, most existing re-
search in this field has primarily focused on lan-
guages with high resources, such as English.

The Arabic language encompasses three dis-
tinct language varieties: Modern Standard Ara-
bic (MSA), Classical Arabic, and Dialectal Arabic.
The latter refers to the diverse spoken dialects of
Arabic across the Arab World. Over the past two
decades, significant attention has been paid to the
Arabic NER task, where several models, tools, and
datasets have been proposed (Shaalan, 2014; Liu
et al., 2019; Qu et al., 2023). However, it is im-
portant to note that most available resources have
primarily focused on the Modern Standard Arabic,
including ANERCorp1, ACE20042, ACE20053,
Ontonotes54, and AQMAR (Benajiba et al., 2007;
Mohit et al., 2012) datasets. For Dialectal Arabic
NER, Darwish (2013) have introduced a dataset
sourced from Twitter, covering both MSA and Di-
alectal Arabic. Similarly, Salah and Binti Zakaria
(2018) have compiled a NER corpus from religious
texts specifically for Classical Arabic.

Most of the previously mentioned datasets have
been introduced for the flat NER task and are lim-
ited to a single Arabic language variety. To over-
come these limitations, Jarrar et al. (2022) have
presented the Wojood dataset, specifically created
for both flat and nested Arabic NER tasks. This
dataset has been collected from diverse sources,
spanning various domains and topics. Moreover,
it is considered the largest available multi-domain
and multi-dialectal Arabic NER corpus.

In this paper, we introduce our participating sys-
tem to WojoodNER shared task (Jarrar et al., 2023).
Our system is built upon a BERT-based multi-task

1http://curtis.ml.cmu.edu/w/courses/index.php/ANERcorp
2https://catalog.ldc.upenn.edu/LDC2005T09
3https://catalog.ldc.upenn.edu/LDC2006T06
4https://catalog.ldc.upenn.edu/LDC2013T19
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learning model, where each entity type is asso-
ciated with a multi-class classification head that
predicts the IOB2 tag of a given input token. We
have employed the same model for both the flat and
nested NER sub-tasks. To encode input sentences,
we have explored three Arabic Pretrained Language
Models (PLMs): QARiB (Abdelali et al., 2021),
CAMeLBERT-Mix (Inoue et al., 2021), and AR-
BERTv2 (Abdul-Mageed et al., 2021; Elmadany
et al., 2022). Our final model is trained to mini-
mize a multi-task variance loss penalty and loss
function that combines the Cross-Entropy loss, the
Dice loss (Li et al., 2020), the Tversky loss (Salehi
et al., 2017), and the Focal Loss (Lin et al., 2020).
Our system is evaluated using the micro-average
Precision, Recall, and F1 score. It has achieved a
micro-F1 score of 0.9113 and 0.9303 on the test
sets of Flat (Sub-Task 1) and Nested (Sub-Task 2)
NER, respectively. Our system achieved the 6th
and 2nd positions, respectively, among all partici-
pating systems in Sub-Task 1 and Sub-Task 2 of the
WojoodNER shared task. It is worth mentioning
that the best results were obtained using the AR-
BERTv2 sentence encoder (Abdul-Mageed et al.,
2021; Elmadany et al., 2022) for both sub-tasks.

2 Data

WojoodNER shared task organizers provide a rich
and large dataset for Arabic NER (Jarrar et al.,
2023). The shared task organizers propose two
sub-tasks: one for flat NER (Sub-Task 1) and one
for nested NER (Sub-Task 2) in Arabic. The pro-
vided dataset, namely Wojood (Jarrar et al., 2022),
is collected from various sources and covers sev-
eral domains and topics. It consists of approxi-
mately 550k tokens, comprising sentences from
MSA and Dialectal Arabic. The authors have fol-
lowed the LDC’s OntoNotes 5 annotation guide-
lines (Weischedel et al., 2013) to label the Wojood
dataset. The dataset tokens are labeled using 21
entity types. Additionally, they provided labels
for both flat (Wojood-Flat) and nested (Wojood-
Nested) Arabic NER. To evaluate the annotation
quality of the Wojood dataset, the authors measured
inter-annotator agreement using Cohen’s Kappa.
They have reported a macro Kappa of 0.98 and
0.979, with and without the ’O’ entity tag, respec-
tively. Both Wojood-Flat and Wojood-Nested have
been split into 70%, 10%, and 20% for model train-
ing, development, and evaluation, respectively.

It is worth mentioning that we have trained, vali-

dated, and evaluated our models using the officially
provided splits for training, validation, and develop-
ment, respectively. Furthermore, we do not employ
any text preprocessing or normalization technique.

3 System Overview

In this section, we present the overall architecture
of our system’s model and the employed training
objectives.

3.1 Model Architecture

Following the work of Jarrar et al. (2022), we have
employed a transformer-based multi-task learning
model for both flat and nested Arabic NER tasks.
Our model comprises a BERT-based Pre-trained
Language Model (PLM) for the Arabic language,
along with one classification head for each entity
type. Specifically, each entity type has a multi-class
classification head that predicts the IOB2 tag for
a given input token. Each of these heads consists
of a linear layer followed by a softmax activation
function. Thus, the model can be effortlessly em-
ployed for both flat NER (Sub-Task 1) and nested
NER (Sub-Task 2). Figure 1 illustrates the overall
architecture of our model for both flat and nested
Arabic NER.

For the input sentences encoding, we have lever-
aged the potential of three existing BERT-based
Arabic PLMs, including QARiB (Abdelali et al.,
2021), CAMeLBERT-Mix (Inoue et al., 2021)
and ARBERTv2 (Abdul-Mageed et al., 2021; El-
madany et al., 2022). These PLMs have been pre-
trained on large Arabic text corpora.

As depicted in figure 1, given an input sen-
tence of length m, the PLM’s tokenizer splits
it into n sub-words and append the [CLS] and
[SEP ] special tokens, representing the start and
end of the input sequence, to the tokenized sen-
tence ([CLS], w1, w2, w3, ..., wn, [SEP ]). Then,
the latter is passed to the PLM encoder which
generates the contextualized word embedding
h[CLS], h1, h2, h3, ..., hn, h[SEP ] of the input sen-
tence. Afterward, the contextualized word embed-
dings {hi}ni=1 are fed to each classification head to
predict the tag of each entity type.

3.2 Training objectives

To enhance the performance of our model, we
have utilized a multi-task loss variance penalty and
combined several training objectives, including the
Cross-Entropy loss, the Dice loss, the Tversky loss,
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Figure 1: Overall Model Architecture

and the Focal Loss, described as follows:

• LCE denotes the cross-entropy loss;

• LDI denotes the dice loss. This loss is used to
handle the class imbalance problem (Li et al.,
2020);

• LTV denotes the Tversky loss function. This
loss is a generalization of the dice loss and
allows to control the balance between false
positives and false negatives using hyper-
parameter α (Salehi et al., 2017);

• LFL denotes the focal loss. This loss ad-
dresses class imbalance by down-weighting
easy well-classified examples during training.
It puts more emphasis on hard examples to im-
prove overall performance (Lin et al., 2020);

• LV AR is the multi-task loss variance penalty
which consists of computing the variance of
all task losses. This loss function encourages
the model to minimize all task losses.

To leverage the strengths of the aforementioned
loss functions, we have employed a Unified Loss
function that combines them as follows:

LUL = λ1 ·LCE+λ2 ·LDI +λ3 ·LTV +λ4 ·LFL

(1)
where {λi}4i=1 are hyper-parameters that control
the contribution of loss function. In our experi-
ments, we have assessed the performance of the fol-
lowing training objectives: LCE , LCE + p · LV AR,
LUL, and LUL + p · LV AR. Where p is a hyper-
parameter that weights the multi-task loss variance
penalty.

4 Experiments and Results

In this section, we present the experimental settings
and discuss the obtained results.

4.1 Experiment Settings

We have implemented our model using Pytorch5

framework and Hugging Face Transformers6 li-
brary. Additionally, we have utilized parts of Wo-
jood’s baseline source code, namely ArabiNER7

(Jarrar et al., 2022), for model training and evalua-
tion. Our experiments have been performed using
a Dell PowerEdge XE8545 server, having 2 AMD
EPYC 7713 64-Core Processor 1.9GHz, 1TB of
RAM, and 4 NVIDIA A100-SXM4-80GB GPUs.

For both Sub-Task 1 and Sub-Task 2, our mod-
els are trained using 15 epochs with a batch size
of 16 examples and a learning rate of 2 × 10−5.
Moreover, weight decay is applied to all the layers
of the model weights except biases and Layer Nor-
malization (LayerNorm) and is fixed to 1× 10−3.
Based on our preliminary experiments, we set the
hyper-parameters λ1, λ2, λ3, and λ4 of the LUL

to 0.4, 0.2, 0.2, 0.2, respectively. The variance
loss penalty (hyper-parameter p) is fixed at 5. The
hyper-parameter α that balances the weight impor-
tance of false positives and false negatives in the
Tversky loss is set to 0.5. Whereas, the hyper-
parameter γ of the focal loss is fixed to 2. It is
worth mentioning that we did not perform hyper-
parameters tuning and we have fixed them based
on our preliminary experiments.

5https://pytorch.org/
6https://github.com/huggingface/transformers
7https://github.com/SinaLab/ArabicNER
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Dev Test

Loss Encoder Precision Recall F1 Precision Recall F1

LCE

QARiB 0.8571 0.8863 0.8715 0.8642 0.8882 0.876
CAMeLBERT-Mix 0.8717 0.8934 0.8824 0.8825 0.9013 0.8918
ARBERTv2 0.8593 0.8911 0.8749 0.8686 0.8993 0.8837

LCE + p · LV AR

QARiB 0.8624 0.8911 0.8765 0.8617 0.8896 0.8754
CAMeLBERT-Mix 0.8725 0.8922 0.8822 0.8838 0.8997 0.8917
ARBERTv2 0.8578 0.8974 0.8771 0.8703 0.9039 0.8868

LUL

QARiB 0.8771 0.9013 0.889 0.88 0.9005 0.8901
CAMeLBERT-Mix 0.8869 0.9056 0.8961 0.8988 0.9079 0.9033
ARBERTv2 0.8963 0.91 0.9031 0.9057 0.9133 0.9095

LUL + p · LV AR

QARiB 0.8749 0.8988 0.8866 0.8832 0.9008 0.8919
CAMeLBERT-Mix 0.8886 0.9055 0.8969 0.8963 0.9087 0.9025
ARBERTv2 0.8984 0.9125 0.9054 0.907 0.9157 0.9113

Table 1: The obtained results of our system on Sub-Task 1 (Wojood-Flat). Our official submission results are
highlighted in bold font.

Dev Test

Loss Encoder Precision Recall F1 Precision Recall F1

LCE

QARiB 0.8797 0.9161 0.8976 0.8836 0.9156 0.8993
CAMeLBERT-Mix 0.8862 0.9082 0.8971 0.897 0.9089 0.9029
ARBERTv2 0.8982 0.928 0.9129 0.9063 0.9311 0.9185

LCE + p · LV AR

QARiB 0.8773 0.9169 0.8967 0.8749 0.9143 0.8942
CAMeLBERT-Mix 0.8979 0.9111 0.9044 0.9071 0.9176 0.9123
ARBERTv2 0.903 0.9245 0.9136 0.9116 0.9285 0.92

LUL

QARiB 0.8931 0.9221 0.9074 0.904 0.9254 0.9146
CAMeLBERT-Mix 0.9077 0.9253 0.9164 0.9162 0.9267 0.9214
ARBERTv2 0.9181 0.9309 0.9245 0.9238 0.9336 0.9287

LUL + p · LV AR

QARiB 0.8951 0.9214 0.9081 0.9 0.9235 0.9116
CAMeLBERT-Mix 0.9106 0.9273 0.9189 0.9161 0.9295 0.9228
ARBERTv2 0.9172 0.933 0.925 0.9246 0.9361 0.9303

Table 2: The obtained results of our system on Sub-Task 2 (Wojood-Nested). Our official submission results are
highlighted in bold font.

We have trained, validated, and evaluated our
models on the officially provided splits for training,
validation, and development, respectively. For eval-
uation purposes, we have followed the shared task
guidelines and utilized the micro average Precision,
Recall, and F1 score.

4.2 Results
In this section, we present the obtained results of
our model for Wojood Ner Sub-tasks.

4.2.1 Sub-Task 1
Table 1 summarizes the obtained results of our sys-
tem for the flat NER subtask. Our official submis-
sion results are highlighted in bold font.

For the cross-entropy loss (LCE), the best results
are obtained using the CAMeLBERT-Mix encoder.

Besides, the combination of the multi-task variance
loss and the cross-entropy loss (LCE + p · LV AR)
have slightly improved the Recall and the F1 score
when ARBERTv2 encoder is used to encode the
input sentences. Nevertheless, for the unified loss,
the best performances are achieved by employing
the ARBERTv2 encoder.

In accordance with the results of the cross-
entropy loss, the combination of the unified loss
and the multi-task variance loss (LUL + p · LV AR)
have enhanced the performance of our model when
ARBERTv2 encoder is utilized. The overall ob-
tained results show that using the unified loss leads
to far better performance than the cross-entropy
loss. Finally, the best performance is achieved by
the combination of unified loss and the multi-task
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variance loss (LUL + p · LV AR), and ARBERTv2
encoder.

Rank Team F1

1 LIPN 0.9196
2 El-Kawaref 0.9195
3 ELYADATA 0.9192
4 Alex-U 2023 NLP 0.918
5 tdink NER 0.9125
6 Our team 0.9113
7 AlexU-AIC 0.9113
8 ARATAL 0.9113
9 AlphaBrains 0.8751
10 Lotus 0.8339
11 Fraunhofer IAIS 0.6445

Table 3: Official leaderbord of Sub-Task 1

Table 3 shows the ranking of participating teams
in the official leaderbord of Sub-Task 1. Our system
is ranked at the 6th position. The top-ranked system
outperformed ours by a micro-F1 score increment
of 0.0083.

4.2.2 Sub-Task 2
Table 1 presents the obtained results of our system
on the Nested NER subtask. Our official submis-
sion results are highlighted in bold font.

In contrast to Sub-Task 1 results, the ARBERTv2
encoder surpasses both QARiB and CAMeLBERT-
Mix PLMs on all our nested experiments. The
incorporation of the multi-task variance loss to
the cross-entropy has slightly enhanced the perfor-
mance of our model when QARiB and ARBERTv2
encoders are utilized.

The combination of unified loss and the multi-
task variance loss (LUL+p ·LV AR) have enhanced
the performance of our model when ARBERTv2
and QARiB encoders are employed. In line with
Sub-Task 1 overall results, the unified loss im-
proved the performance of our system using the
three encoders. Finally, the best results are ob-
tained using the combination of the unified loss
and the multi-task variance loss (LUL + p · LV AR),
and ARBERTv2 encoder.

Table 4 shows the ranking of participating teams
in the official leaderbord of Sub-Task 2. Our sys-
tem is ranked at the 2nd position. The top-ranked
system outperformed ours by a micro-F1 score in-
crement of 0.007.

5 Discussion

The results have shown that combining loss func-
tions that deal with the class imbalance problem

Rank Team F1

1 ELYADATA 0.9373
2 Our team 0.9303
3 AlexU-AIC 0.9261
4 LIPN 0.9245
5 tdink NER 0.914
6 Alex-U 2023 NLP 0.9001
7 AlphaBrains 0.8884
8 Lotus 0.7602

Table 4: Official leaderbord of Sub-Task 2

improves the results. A straightforward path of
future research work is to explore other training ob-
jectives that deal with the aforementioned problem.
Besides, we have evaluated three existing Arabic
PLMs. Thus, investigating the other state-of-the-art
Arabic PLMs might improve the results.

6 Conclusion

In this paper, we have presented our participat-
ing system to WojoodNER shared task. Our sys-
tem relies on a BERT-based multi-task learning
model for both flat and nested Arabic NER. For
the input sentence encoding, we have assessed
the performance of three Arabic PLMs: QARiB,
CAMeLBERT-Mix, and ARBERTv2. Our best
model is trained to minimize a multi-task variance
loss penalty and loss function that linearly com-
bines the Cross-Entropy loss, the Dice loss, the
Tversky loss, and the Focal Loss. The proposed
system is evaluated using the micro-average Pre-
cision, Recall, and F1 score. It has achieved a
micro-F1 score of 0.9113 and 0.9303 on the test
sets of Flat (Sub-Task 1) and Nested (Sub-Task 2)
NER, respectively. Besides, it has been ranked 6th
and 2nd out of all participating systems in Sub-Task
1 and Sub-Task 2, respectively. Besides, our best
results are obtained using the ARBERTv2 sentence
encoder for both sub-tasks.
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Abstract

This paper presents Arabic named entity recog-
nition models by employing single-task and
multi-task learning paradigms. The models
were developed by using character-based con-
textualized Embeddings from Language Model
(ELMo) in the input layers of the Bidirec-
tional Long-Short Term Memory (BiLSTM)
networks. The ELMo embeddings are quite
capable of learning the morphology and contex-
tual information of tokens in word sequences.
The single-task learning model outperformed
the multi-task learning model, achieving micro
F1-scores of 0.8751 and 0.8884, respectively,
ranking 10th and 7th in the shared task for flat
and nested NER.

1 Introduction

Named Entity Recognition (NER) is a Natural
Language Processing (NLP) task which aims at
identifying and extracting sub-sequences of the
text associated with Named Entities (NEs). These
NEs are subsequently categorized into different
semantic groups, such as names, places, organi-
zations, events and dates, etc. NER is consid-
ered a crucial preliminary task for the development
of different applications, such as, information re-
trieval (Popovski et al., 2020), text summarization
(Khademi and Fakhredanesh, 2020), machine trans-
lation (Vu et al., 2020), topic modeling and event
discovery (Feng et al., 2018), word-sense disam-
biguation (Al-Hajj and Jarrar, 2022) and others.
NER is a typical sequence labeling token classi-
fication task where each token is assigned a tag.
IOB labeling is a common method employed for
annotating datasets for NER.

Different machine and deep learning techniques
have been used to perform NER, such as, Con-
ditional Random Fields (CRF) (Patil et al., 2020;
Bhumireddypalli et al., 2023), Support Vector Ma-
chines (SVM) (Mady et al., 2022), template-based
(Cui et al., 2021), Recurrent Neural Networks

(RNN) (Ahmad et al., 2020), Bidirectional LSTM
(Tehseen et al., 2023), Transformer-based Models
(e.g. BERT) (Jarrar et al., 2022; Agrawal et al.,
2022) and others. On the other hands, the nested
NER has also been performed by employing LSTM
with CRF inference (Dadas and Protasiewicz,
2020), LSTM-based hierarchical layering model
along with contextual word representations (Wang
et al., 2020), bidirectional LSTMs with exhaustive
representations (Sohrab and Miwa, 2018), BERT
embeddings based LSTM-CRF (Straková et al.,
2019), fine-tuning pre-trained BERT model (Jarrar
et al., 2022) and others.

This paper presents model development and re-
sults of a shared task for Arabic NER (Jarrar et al.,
2023). The shared task has been divided into two
sub-tasks, flat NER1 and nested NER2. The flat
NER uses a conventional annotation scheme, how-
ever, the nested scheme provides a hierarchical
annotation within the NEs. For the shared task,
a different version of the Wojood dataset (Jarrar
et al., 2022) has been used which has 70% data for
training, 10% for development and 20% for eval-
uation purposes. The nested NEs are challenging
to predict as multiple output layers are required to
train. However, the nested annotation provides a
deeper insight of overlapping NEs.

We developed two models which are based on
single and multi-task learning. Both models are
based on long-short term memory networks. Fur-
thermore, transfer learning has been used to en-
hance the models’ learning capability. The contex-
tualized pre-trained ELMo embeddings have been
incorporated with word embeddings at the input
layers of the models. The ELMo embeddings sig-
nificantly enhanced the results as compared to the
Word2Vec and part of speech(POS) tagging. The
POS tags were used as encoding vectors which
were concatenated with token encoding vectors.

1https://codalab.lisn.upsaclay.fr/competitions/11740
2https://codalab.lisn.upsaclay.fr/competitions/11750
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Both single and multi-task learning models used
softmax non-linearity for multi-class token classi-
fication. The details of the proposed models are
discussed in the Section 3. The single task learning
model performed better than the multi-task learn-
ing model and produced competitive results as com-
pared to the baseline provided in the shared task.
Rest of the paper describes the dataset, proposed
single task and multi-task learning NER models,
results and conclusion.

2 Data

The shared task released a version of the dataset
from Jarrar et al. (2022). The training and devel-
opment sets have IOB labels whereas the test set
has been released without labels for evaluation pur-
poses. Table 1 shows the label-wise distribution
of NEs for training and development sets. Table 2
further presents the sentence and token distribution
among all three sets.

3 System

We developed neural models by using Bidirectional
Long-Short Term Memory (BiLSTM) networks.
The BiLSTM model has the ability to learn context
within token sequences for the token classification
tasks (e.g. named entity recognition). A bidirec-
tional model has two LSTM layers, the first layer
reads the tokens in the forward direction whereas
the second layer scans the tokens in the backward
direction. The two way scanning is helpful to at-
tain the contextual information within the token
sequences. The input sequence of N words x1,
x2,..., xn is given as the input. Equation 1 shows
the BiLSTM(x1:n,i) function which demonstrates
union of the forward and backward layers.

BiLSTM(x1:n, i) = LSTMf (x1:i) ◦ LSTMr(xn:i) (1)

The function shows the representation to a vec-
tor i by conditioning the previous context x1:i and
the forthcoming sequence xn:i. The models are
based on two implementation paradigms; i) Single
Task Learning (STL) and ii) Multi-Task Learning
(MTL).

3.1 The Proposed Single Task Learning Model
The proposed STL-based model is comprised of
word encodings, word embeddings, pre-trained
word representations, BiLSTM-based hidden lay-
ers, and a single output layer. Figure 1 shows the

architecture of our proposed STL model. The train-
ing and development samples have been converted
to word encodings which are concatenated with
embedding vectors at the input layer. The input
layer contains embedding layers along with pre-
trained ELMo embeddings vectors. Both embed-
ding vectors are concatenated and fed to the hid-
den BiLSTM layers. The hidden layers produce
contextual representations which are used to per-
form multi-class classification by employing soft-
max non-linearity function as shown in Equation 2.

oi = Softmax(Xhi + b) (2)

Where oi represents the output for ith instance,
hi shows hidden state of ith instance in the se-
quence along with the weights X and the bias b.
The model has a single output layer to produce one
label for each input token. The STL model has
been trained for both flat and nested NER. The flat
NEs are trained just like a standard sequence label-
ing task. However, for nested NER, we combined
the NE labels with a delimiter to make it a single
label. Section 4 presents the results of STL model
for flat and nested labeling.

We experimented with three hidden BiLSTM
layers. A Dropout layer is added after each hid-
den layer. The keras library has been used with
Tensorflow back-end in Python-3 for the imple-
mentation of both models. The dimensions of the
internal embeddings are set to 256 whereas the
pre-trained ELMo embeddings have 1024 projec-
tion dimensions. Section 3.3 further describes the
ELMo embeddings and transfer learning. Each
hidden LSTM layer has 256 units with a dropout
value of 0.2(20%). Root Mean Squared Propaga-
tion (RMSprop) optimizer has been used with a
learning rate of 0.001. The loss function was the
categorical cross-entropy for all the experiments.
The sequence length has been set to have 256 to-
kens for each sentence. The models are trained for
15 epochs with a batch size of 128 samples. All the
models have been trained using GPU servers avail-
able at the Scientific Compute Cluster (SCCKN)3.

3.2 The Proposed Multi-task Learning Model

For the nested NER, a single entity can be anno-
tated to have multiple layers of tags. Therefore, the
multi-task learning is a suitable method. The MTL
models hold a prominent position in the realm of re-
search for conducting various NLP tasks including

3https://www.scc.uni-konstanz.de
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IOB label

CARDINAL
CURR
DATE
EVENT
FAC
GPE
LANGUAGE
LAW
LOC
MONEY
NORP
OCC
ORDINAL
ORG
PERCENT
PERS
PRODUCT
QUANTITY
TIME
UNIT
WEBSITE
Total

Train set
CountFlat CountNested Total

1,245 18 1,263
19 160 179
10,667 623 11,290
1,863 71 1,934
689 191 880
8,133 7,167 15,300
131 1 132
374 0 374
510 109 619
171 0 171
3,505 242 3,747
3,774 113 3,887
2,805 683 3,488
10,731 2,444 13,175
105 0 105
4,496 498 4,994
36 0 36
44 2 46
286 2 288
7 41 48
434 0 434
50,025 12,365 62,390

Dev set
CountFlat CountNested Total

182 1 183
1 20 21
1,567 89 1,656
253 14 267
85 26 111
1,132 1,031 2,163
15 0 15
44 0 44
63 13 76
20 0 20
488 32 520
544 7 551
410 94 504
1,566 303 1,869
13 0 13
650 80 730
5 0 5
3 0 3
55 0 55
0 3 3
45 0 45
7,141 1,713 8,854

Table 1: Entity-wise statistics of train and development sets.

Category No. of Sentences No. of Tokens
Train set 16,817 394,499
Dev set 3,133 55,826
Test set 5,989 111,951
Total 25,939 562,276

Table 2: Number of sentences and tokens in train, devel-
opment and test sets.

NER (Jarrar et al., 2022; Yan et al., 2023; Du et al.,
2022; Fang et al., 2023). Figure 2 shows the archi-
tecture of the proposed MTL model. The proposed
MTL model has 21 output layers associated with
each NE label. The softmax non-linearity function
is used for each output layer. The softmax func-
tion performs multi-class classification to predict
an NE label or ‘O’ label. The MTL model has been
trained for both flat and nested NER. The model
performed better for the nested dataset because a
single token may have multiple NE labels due to the
nested nature of the text. We further performed
MTL for flat NER by converting the flat dataset
into 21 columns. The outputs from multiple output
layers were then combined into a single label for

each token. However, for flat NEs, it is challenging
to find a single most appropriate label because the
MTL model can predict multiple labels for a single
token. The model setup and hyper-parameters are
similar to the STL model.

3.3 Transfer Learning

Deep learning based models require larger datasets
to produce state-of-the-art results. Mostly, the an-
notation of large datasets is not feasible. Therefore,
the transfer learning is a suitable approach by train-
ing word embeddings on huge unannotated datasets.
We have used ELMo embeddings which have been
pre-trained on a large Arabic textual data (Che et al.,
2018; Fares et al., 2017)4. Context-free word em-
beddings (Pennington et al., 2014; Mikolov et al.,
2013; Bojanowski et al., 2017) provide a single
word vector for each token irrespective of the con-
text. However, contextual ELMo word embeddings
(Peters et al., 2018) generate the vectors with re-
spect to the character-based contextual informa-
tion in a sentence. The ELMo model contains three
neural network layers. First character-based convo-

4https://github.com/HIT-SCIR/ELMoForManyLangs
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Figure 1: Architecture of the single task learning-based model.
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Figure 2: Architecture of multi-task learning-based
model.

lutional layer, the second and the third layers are bi-
directional LSTM networks to learn the contextual
representations. Due to the character convolutions,
the ELMo embeddings are quite capable to produce
vectors for Out-Of-Vocabulary words. Both STL
and MTL models have been trained by incorporat-
ing the ELMo vectors achieved from the third layer
of the model showing significant improvements in
the NER results.

4 Results and Discussion

The micro-F1 score has been computed for the
evaluation of the models by using seqeval Python

package5. The results for the flat and nested NER
on the 20% test set are shown in Tables 3 and 4.

Models Pre. Rec. F1

Baseline – – 0.8681
Our STL model 0.8745 0.8758 0.8751
Our MTL model 0.8647 0.8806 0.8726

Table 3: Flat NER results (micro F1-score).

Table 3 shows the comparison of the proposed
single and multi-task learning models with the base-
line score for flat NER. Our proposed STL model
performed better than the MTL and the baseline.
However, there is a subtle difference in our models
due to the nested nature of the dataset as a single to-
ken can have multiple IOB labels. The MTL model
may produce multiple labels for flat NER against a
single token therefore, for the selection of a single
label, a naive approach has been used which selects
the left-most label among multiple NE labels.

Models Pre. Rec. F1

Baseline – – 0.9047
Jarrar et al. (2022) 0.8772 0.8909 0.8840
Our STL model 0.8845 0.8923 0.8884
Our MTL model 0.8900 0.8793 0.8846

Table 4: Nested NER results (micro F1-score).

Table 4 shows the results for nested NER from
the proposed STL and MTL models and compares
with the baseline and the F1-score from Jarrar et al.
(2022). While our results fall short of the baseline
model, which is a transformer-based model, they
outperform Jarrar et al. (2022). The STL model
performs better than the MTL model for the nested

5https://pypi.org/project/seqeval
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NER. For the nested NER to be trained on the
STL model, we combined the labels by using a
delimiter (∼) and trained the dataset like flat la-
bels. This label combination resulted in a total
of 298 distinct labels. Beside the contextualized
word embeddings, we also experimented by incor-
porating part of speech(POS) tags and Word2Vec
embeddings. POS tagging has not shown any im-
provements for NER (Tehseen et al., 2022, 2023)
and the F1-score remained around ∼0.78. We used
the Stanford POS tagger (Toutanova et al., 2003)
to tag the Wojood NER dataset and concatenated
the POS encoding vectors with the word encoding
vectors at the input layers of the models. The Ara-
bic Word2Vec (Soliman et al., 2017) improved the
results but the F1-scores still remained under 0.82.
The ELMo emeddings showed significant improve-
ments by producing competitive results for Arabic
NER.

5 Conclusion

This paper presents the description of the models
and their performances for two shared tasks; i) flat
NER and ii) nested NER for Arabic. We proposed
Bidirectional LSTM-based single and multi-task
learning models for both types of datasets. The in-
corporation of character-based contextualized word
embeddings produced competitive results as com-
pared to the baseline provided in the shared task.

References
Ankit Agrawal, Sarsij Tripathi, Manu Vardhan, Vikas

Sihag, Gaurav Choudhary, and Nicola Dragoni. 2022.
BERT-based transfer-learning approach for nested
named-entity recognition using joint labeling. Ap-
plied Sciences, 12(3):976.

Muhammad Tayyab Ahmad, Muhammad Kamran Ma-
lik, Khurram Shahzad, Faisal Aslam, Asif Iqbal,
Zubair Nawaz, and Faisal Bukhari. 2020. Named
entity recognition and classification for Punjabi Shah-
mukhi. ACM Transactions on Asian and Low-
Resource Language Information Processing (TAL-
LIP), 19(4):1–13.

Moustafa Al-Hajj and Mustafa Jarrar. 2022. ArabGloss-
Bert: Fine-tuning BERT on Context-Gloss Pairs for
WSD. arXiv preprint arXiv:2205.09685.

Veera Sekhar Reddy Bhumireddypalli, Srinivas Rao
Koppula, and Neeraja Koppula. 2023. Enhanced con-
ditional random field-long short-term memory for
name entity recognition in English texts. Concur-
rency and Computation: Practice and Experience,
35(9):e7640.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the associa-
tion for computational linguistics, 5:135–146.

Wanxiang Che, Yijia Liu, Yuxuan Wang, Bo Zheng,
and Ting Liu. 2018. Towards better UD parsing:
Deep contextualized word embeddings, ensemble,
and treebank concatenation. In Proceedings of the
CoNLL 2018 Shared Task: Multilingual Parsing from
Raw Text to Universal Dependencies, pages 55–64,
Brussels, Belgium. Association for Computational
Linguistics.

Leyang Cui, Yu Wu, Jian Liu, Sen Yang, and Yue Zhang.
2021. Template-based Named Entity Recognition
using BART. arXiv preprint arXiv:2106.01760.

Sławomir Dadas and Jarosław Protasiewicz. 2020. A
bidirectional iterative algorithm for nested named
entity recognition. IEEE Access, 8:135091–135102.

Xiaojing Du, Yuxiang Jia, and Hongying Zan. 2022.
MRC-based Medical NER with Multi-task Learning
and Multi-strategies. In China National Conference
on Chinese Computational Linguistics, pages 149–
162. Springer.

Qin Fang, Yane Li, Hailin Feng, and Yaoping Ruan.
2023. Chinese Named Entity Recognition Model
Based on Multi-Task Learning. Applied Sciences,
13(8):4770.

Murhaf Fares, Andrey Kutuzov, Stephan Oepen, and
Erik Velldal. 2017. Word vectors, reuse, and replica-
bility: Towards a community repository of large-text
resources. In Proceedings of the 21st Nordic Confer-
ence on Computational Linguistics, pages 271–276,
Gothenburg, Sweden. Association for Computational
Linguistics.

Xiaocheng Feng, Bing Qin, and Ting Liu. 2018. A
language-independent neural network for event detec-
tion. Science China Information Sciences, 61:1–12.

Mustafa Jarrar, Muhammad Abdul-Mageed, Mo-
hammed Khalilia, Bashar Talafha, AbdelRahim El-
madany, Nagham Hamad, and Alaa Omer. 2023.
WojoodNER 2023: The First Arabic Named En-
tity Recognition Shared Task. In Proceedings of
the First Arabic Natural Language Processing Con-
ference (ArabicNLP 2023).

Mustafa Jarrar, Mohammed Khalilia, and Sana Ghanem.
2022. Wojood: Nested Arabic Named Entity Corpus
and Recognition using BERT. In Proceedings of
the Thirteenth Language Resources and Evaluation
Conference, pages 3626–3636.

Mohammad Ebrahim Khademi and Mohammad
Fakhredanesh. 2020. Persian Automatic Text Sum-
marization based on Named Entity Recognition. Ira-
nian Journal of Science and Technology, Transac-
tions of Electrical Engineering, pages 1–12.

787

http://www.aclweb.org/anthology/K18-2005
http://www.aclweb.org/anthology/K18-2005
http://www.aclweb.org/anthology/K18-2005
http://www.aclweb.org/anthology/W17-0237
http://www.aclweb.org/anthology/W17-0237
http://www.aclweb.org/anthology/W17-0237


Lobna Ahmed Mady, Yasmine A Afify, and Nagwa Badr.
2022. Nested Biomedical Named Entity Recognition.
International Journal of Intelligent Computing and
Information Sciences, 22(1):98–107.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their compositionality.
Advances in neural information processing systems,
26.

Nita Patil, Ajay Patil, and BV Pawar. 2020. Named
entity recognition using conditional random fields.
Procedia Computer Science, 167:1181–1188.

Jeffrey Pennington, Richard Socher, and Christopher D
Manning. 2014. GloVe: Global Vectors for Word
Representation. In Proceedings of the 2014 con-
ference on empirical methods in natural language
processing (EMNLP), pages 1532–1543.

Matthew E Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep Contextualized Word Rep-
resentations. arXiv preprint arXiv:1802.05365.

Gorjan Popovski, Barbara Koroušić Seljak, and Tome
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Abstract

The Wojood Named Entity Recognition (NER)
shared task introduces a comprehensive Ara-
bic NER dataset encompassing both flat and
nested entity tasks, addressing the challenge
of limited Arabic resources. In this paper, we
present our team LIPN approach to address-
ing the two subtasks of WojoodNER Shared-
Task. We frame NER as a span classification
problem. We employ a pretrained language
model for token representations and neural net-
work classifiers. We use global decoding for
flat NER and a greedy strategy for nested NER.
Our model secured the first position in flat NER
and the fourth position in nested NER during
the competition, with an F-score of 91.96 and
92.45 respectively. Our code is publicly avail-
able (https://github.com/niamaelkhbir/
LIPN-at-WojoodSharedTask).

1 Introduction

Named Entity Recognition (NER) plays a crucial
role in various Natural Language Processing (NLP)
applications, enabling the extraction and classifi-
cation of entities from unstructured text. These
entities span a wide range of categories, includ-
ing individuals, organizations, locations, and dates,
among others. While NER has witnessed signif-
icant progress, challenges persist, particularly in
contexts marked by resource scarcity and linguistic
complexity, such as the Arabic language.

In this context, the focus of Arabic NLP has pre-
dominantly revolved around flat entities (Liu et al.,
2019; Helwe et al., 2020; Al-Qurishi and Souissi,
2021; El Khbir et al., 2022; Affi and Latiri, 2022),
and the exploration of nested entity recognition in
Arabic NLP has been relatively limited, primar-
ily due to the scarcity of suitable nested Arabic
datasets.

To address these limitations, the WojoodNER
SharedTask 2023 (Jarrar et al., 2023) initiative
was launched with the goal of overcoming these

challenges. This initiative introduces the Wojood
corpus (Jarrar et al., 2022), an extensively an-
notated Arabic NER dataset comprising approx-
imately 550,000 tokens. It includes annotations
for 21 distinct entity types, covering both Modern
Standard Arabic (MSA) and dialectal variations, as
well as flat and nested entity annotations.

The shared task objective is twofold: firstly, to
encourage innovative solutions in flat NER, and
secondly, to tackle nested NER. For both tasks,
the aim is to develop models that can effectively
identify and classify entities while accounting for
complexities.

This paper outlines our strategy for tackling
these subtasks. Our approach relies on a span-
based methodology, employing token encoding,
span enumeration, and subsequent classification.
During inference, we employ global decoding for
flat NER and a greedy decoding strategy for nested
NER. Our contributions led us to achieve the top po-
sition in flat NER and the fourth position in nested
NER during the WojoodNER SharedTask 2023.

In the following sections, we provide detailed in-
sights into our methodology, experimentation, and
the results achieved, highlighting the efficacy of
our approach within the WojoodNER SharedTask
2023.

2 Related Work

Evolution of NER Approaches Early efforts in
NER relied on handcrafted rules and lexicons for
both flat (Zhou and Su, 2002) and nested enti-
ties (Shen et al., 2003; Zhang et al., 2004). Then,
machine learning techniques gained prominence.
Many studies focused on statistical models, such
as Conditional Random Fields (CRFs) and Sup-
port Vector Machines (SVMs). These models
demonstrated improved performance in identify-
ing entities by capturing contextual dependencies
and patterns within the data (McCallum and Li,
2003; Takeuchi and Collier, 2002). Deep learning
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techniques, particularly recurrent neural networks
(RNNs) and recently, transformer-based architec-
tures like BERT (Devlin et al., 2019) and GPT
(Radford et al., 2019), revolutionized NER. These
models leverage contextual embeddings to capture
intricate relationships and dependencies, achiev-
ing state-of-the-art results in various languages
and domains for both flat (Xia et al., 2019; Zheng
et al., 2019; Arkhipov et al., 2019; Lothritz et al.,
2020; Yu et al., 2020; Yang et al., 2021) and nested
(Sohrab and Miwa, 2018; Katiyar and Cardie, 2018;
Dadas and Protasiewicz, 2020; Wang et al., 2020)
entities.

Approaches for NER Traditionally, NER tasks
have been framed as sequence labeling (Lam-
ple et al., 2016; Akbik et al., 2018), i.e., token-
level classification. Recently, innovative ap-
proaches have extended beyond token-level pre-
diction. Some methods have treated NER as a
question-answering problem (Li et al., 2020), while
others have employed sequence-to-sequence mod-
els (Yan et al., 2021; Yang and Tu, 2022). In this
work, we focus on span-based methods (Liu et al.,
2016; Sohrab and Miwa, 2018; Fu et al., 2021;
Zaratiana et al., 2022b), which involve enumerat-
ing all possible spans and then classifying them
into specific entity types.

3 Data

#Sentences #Tokens #F-Ent #N-Ent
Train 16817 394500 50032 62403
Valid 3133 55827 7141 8854

Table 1: Statistics on Train and Validation Splits of
Wojood Corpus.

The Wojood corpus is annotated for 21 different
entity types, and it offers two versions: Wojood
Flat and Wojood Nested. Both versions share iden-
tical training, validation, and test splits, differing
only in the way entities are labeled. In Wojood Flat,
each token receives a label corresponding to the
first high-level label assigned to that token in Wo-
jood Nested. Table 1 presents an overview of the
statistics for the train and validation splits, includ-
ing the number of sentences, tokens, flat entities
(#F-Ent), and nested entities (#N-Ent).

Furthermore, Table 2 provides a breakdown of
entity label counts for both flat and nested versions
within the train and validation splits.

To offer insights into the entity distribution based

Flat Nested
Label Train Val Train Val
CARDINAL 1245 182 1263 183
CURR 19 1 179 21
DATE 10667 1567 11291 1656
EVENT 1864 253 1935 267
FAC 689 85 882 111
GPE 8133 1132 15300 2163
LANGUAGE 131 15 132 15
LAW 374 44 374 44
LOC 510 63 619 76
MONEY 171 20 171 20
NORP 3505 488 3748 520
OCC 3774 544 3887 551
ORDINAL 2805 410 3488 504
ORG 10737 1566 10737 1566
PERCENT 105 13 105 13
PERS 4496 650 4996 730
PRODUCT 36 5 36 5
QUANTITY 44 3 46 3
TIME 286 55 288 55
UNIT 7 - 48 3
WEBSITE 434 45 434 45

Table 2: Entity Label Statistics in Wojood Corpus.
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Figure 1: Entity count distribution by span length in the
Flat Wojood training data.

on span lengths, Figure 1 displays the entity count
distribution concerning span lengths within the Flat
Wojood training data. Note that for the sake of clar-
ity in visualization, we have excluded entity counts
for span lengths of 27, 29, 39, 43, and 124, each
of which occurs either once or twice. We have es-
tablished a maximum entity span length of 10 for
our span-based model. Any entities surpassing this
threshold are automatically excluded. Specifically,
the training set includes 140 such entities, predom-
inantly categorized as Website, Date, and Event.
Similarly, in the validation set, 19 entities exceed
the 10-span limit.

4 System

In this paper, we approach the named entity recog-
nition task as a span classification problem. Given
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an input sequence x = {xi}Li=1, our goal is to clas-
sify all possible spans within the sequence, which
can be defined as:

y =
L⋃

i=1

L⋃

j=i

sijc (1)

where i, j, and c represent the start position, end
position, and span type respectively. The proba-
bility of a specific span classification y given the
input sequence x can be expressed as:

pθ(y|x) =
exp

∑
sijc∈y ϕθ(sijc|x)
Zθ(x)

(2)

where ϕθ(.) is the span scoring function and
Zθ(x) is the partition function. During train-
ing, our objective is to minimize the negative log-
likelihood of the gold span classifications.

Decoding During inference, our aim is to deter-
mine:

y∗ = argmax
y∈Y

∑

sijc∈y
ϕθ(sijc|x) (3)

In other words, we seek to identify the span label-
ing configuration (y ∈ Y) that achieves the highest
score (sum of individual span (sijc ∈ y)). For un-
constrained span classification, a straightforward
approach is to assign the label with the highest
score to each individual span, as follows:

sijc∗ = argmax
c

ϕθ(sijc|x) (4)

However, for both flat and nested NER, such a
decoding strategy is suboptimal as it can lead to
violations of structural constraints. For flat NER,
where overlapping entity spans are not allowed, an
efficient solution has been proposed in our previ-
ous works (Zaratiana et al., 2022c,a)1. This ap-
proach involves a two-stage decoding process: first,
spans predicted as non-entities are filtered out, and
then a maximum independent set algorithm is ap-
plied to the remaining spans to obtain the optimal
set of entity spans. In contrast, for nested NER,
where nesting is permitted but conflicting bound-
aries are prohibited, we employ a greedy algorithm
to achieve a valid span classification. This algo-
rithm iteratively selects the highest-scoring span
that does not conflict with already selected spans.

1https://github.com/urchade/
Filtered-Semi-Markov-CRF

Flat NER

TEAM P R F1

LIPN (Ours) 92.56 91.36 91.96
El-Kawaref 91.43 92.48 91.95
ELYADATA 91.88 91.96 91.92
Alex-U 2023 NLP 91.61 92.00 91.80
tdink NER 90.76 91.73 91.25

Nested NER

TEAM P R F1

ELYADATA 93.99 93.48 93.73
UM6P 92.46 93.61 93.03
AlexU-AIC 92.10 93.13 92.61
LIPN (Ours) 92.31 92.59 92.45
tdink NER 90.03 92.82 91.40

Table 3: Top 5 results for the Wojood flat/nested ner
shared task.

Token and Span Representations In our ap-
proach, the span score ϕθ(sijc|x) is computed as
a linear projection of the span representation, ob-
tained through a 1D convolution of token represen-
tations from a BERT-based model:

sijc := wT
c Conv1Dk([hi;hi+1; . . . ;hj ]) (5)

where hi ∈ RD is the token representation at
position i, k is the size of the convolutional filter
(j-i), and wc ∈ RD is a learned weight matrix for
the span label c.

5 Results

Evaluation Metrics Following the shared task
guidelines, we assess the performance of our model
using precision, recall, and F1-score.

Settings and Hyperparameters For token rep-
resentation, we use bert-base-arabert (Antoun
et al., 2020) as a pretrained language model. Subse-
quently, we process the encoded tokens through a
bidirectional Long Short-Term Memory (bi-LSTM)
encoder to obtain the final representations. We set
a maximum span length of 10 for enumerating all
possible spans, which is a good balance between
recall and training speed (Refer to Limitations Sec-
tion).

Our model is trained with a batch size of 12 and
evaluated with a batch size of 32. We set a learning
rate of 5e-6 for BERT and 1e-3 for other model
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parameters. We use the Adam optimizer and train
our model for 50,000 steps, conducting evaluations
every 250 steps.

We ran our experiments on a server equipped
with v100 GPUs, and we estimated the needed
computational budget for training to be 50 GPU
hours.

Main results Eleven teams took part in the
shared task, but due to space limitations, we present
the results of the top 5 teams from the official
leaderboard, which includes our own, in Table 3.
The main results highlight the performance of our
model in both the flat and nested Named Entity
Recognition (NER) tasks. Our model achieved a
good balance between precision and recall in both
tasks, with a higher F-score in nested NER com-
pared to flat NER.

Results by Class Table 4 presents the F1-scores
associated with each label for both flat NER and
nested NER on the validation set. Our model
demonstrates high performance across both tasks
for various entity types, including CURR, DATE, GPE,
LAW, MONEY, ORDINAl, ORG, PERCENT, and PERS, all
of which achieve an F-score exceeding 92.00.

The worst performance is observed for PRODUCT
and WEBSITE, with F1-scores of 60.00 and 63.77,
respectively. We provide further insights into this
performance in section 6.2.

6 Discussion

6.1 Class Imbalance

One of the problems encountered in the Wojood
dataset is class imbalance, where certain classes
are significantly underrepresented in the training
set. For example, the classes CURR, PRODUCT,
QUANTITY, and UNIT constitute only 0.04%, 0.07%,
0.8%, and 0.01% of the training data, respectively.
In contrast to dominant classes like DATE (21.23%),
GPE (16.25%), and ORG (21.46%).

Such class imbalance can potentially skew eval-
uation results, especially when based solely on F-
scores for these minority classes. Further work
may involve sampling or data augmentation tech-
niques to rebalance the dataset and provide more
equitable representation and accurate assessment of
the performance on these underrepresented classes.

6.2 Analysis of Model Errors

In this section, we analyze the remaining errors of
our model in the validation set for flat NER.

Label Flat Nested
CARDINAL 89.44 87.98
CURR 100 100
DATE 96.20 96.46
EVENT 85.05 84.98
FAC 78.05 82.73
GPE 92.21 96.93
LANGUAGE 83.87 87.50
LAW 95.35 93.18
LOC 81.60 87.25
MONEY 95.00 91.89
NORP 79.25 79.20
OCC 89.66 89.99
ORDINAL 94.59 96.04
ORG 93.57 94.24
PERCENT 96.30 96.30
PERS 95.35 95.62
PRODUCT 60.00 66.67
QUANTITY 80.00 100
TIME 78.35 74.00
UNIT - 80.00
WEBSITE 63.77 66.67

Table 4: F1-Scores by Entity Labels

Correct Span Offsets, but Incorrect Label
Within this category, our model correctly identi-
fies the span offsets but assigns incorrect labels to
these spans. We identified a total of 68 instances
where the model demonstrated this behavior.

To gain deeper insights into these errors, we
provide in Figure 2 a visual representation of the
confusion matrix for entity labels.

Approximately 45% of these errors arise from
the ambiguity associated with certain entity la-
bels, notably LOC, ORG and GPE. These errors
often concern country or city names, such as�èYj�JÖÏ @ �HAK
BñË@ or �éK
Xñª�Ë@, which, depending on
the context, may belong to any of these categories.

Similarly, ambiguity between CARDINAL and
ORDINAL labels accounts for 7% of this error cat-
egory, while WEBSITE and ORG labels contribute
approximately 6%. Also, NORP and ORG labels ac-
count for 7%. The remaining errors on labels can
be found in Figure 2.

We observe comparable error patterns in the
nested NER task. In Figure 3, we provide the con-
fusion matrix for nested NER.

Span Boundary Errors with Correct Label
Within this category, our model correctly predicts
the entity label but fails to accurately identify the
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Figure 2: Confusion Matrix of Entity labels for flat
NER.

start and end positions (span boundaries) of the
entity within the text. We identified 167 instances
where the model demonstrated this behavior. This
category can be further broken down into two sub-
types: (1) Span Start Error: The span start position
is correct but the end position is incorrect; and (2)
Span End Error: The span end position is correct
but the start position is incorrect. Some of these
errors seem to be annotation errors. See Table 5 for
concrete examples.

False Negatives with Novel Entities Another
type of error occurs when our model predicts spans
that are not included in the gold annotations. We
identified 305 instances where the model demon-
strated this behavior. Although we did not conduct
a precise quantification, a notable subset of these er-
rors can be categorized as "false negatives". These
false negatives are not part of the gold standard
annotations, but they may have legitimacy as valid
entities, thus the term "Novel Entities". Table 6 in
the Appendix provides some illustrative examples
of these errors.

7 Conclusion

Our approach to Arabic Named Entity Recogni-
tion in the WojoodNER Shared Task 2023 yielded
competitive results, securing first place in flat NER
and fourth in nested NER. This success highlights
the potential of span-based methods and advanced
decoding strategies. Moreover, we identified ar-
eas for improvement, including addressing class
imbalance and refining span boundary predictions.
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Figure 3: Confusion Matrix of Entity labels for nested
NER.

Limitations

Span Length Limitation Errors: In addition to
the errors mentioned in Section 6.2, another type
of errors is due to the span length limitation. As
mentioned in Section 3, we have set a predefined
limit of 10 tokens for span lengths, thus exclud-
ing all entities above this threshold. This decision
was made to strike a balance between model com-
plexity and computational efficiency. Due to this
imposed constraint, our model cannot predict spans
that surpass the 10-token threshold resulting in a
reduced recall score. Particularly, with 140 and 19
spans surpassing the threshold in the training and
validation set respectively, the maximum attainable
recall score is 99.72 and 99.73 for the training and
validation set respectively.
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Abstract

Named Entity Recognition (NER) is a crucial
task in natural language processing that facil-
itates the extraction of vital information from
text. However, NER for Arabic presents a sig-
nificant challenge due to the language’s unique
characteristics. In this paper, we introduce Ara-
BINDER, our submission to the Wojood NER
Shared Task 2023 (ArabicNLP 2023). The
shared task comprises two sub-tasks: sub-task
1 focuses on Flat NER, while sub-task 2 cen-
ters on Nested NER. We have participated in
both sub-tasks. The Bi-Encoder has proven its
efficiency for NER in English. We employ Ara-
BINDER (Arabic Bi-Encoder for Named En-
tity Recognition), which uses the power of two
transformer encoders and employs contrastive
learning to map candidate text spans and entity
types into the same vector representation space.
This approach frames NER as a representation
learning problem that maximizes the similarity
between the vector representations of an entity
mention and its type. Our experiments reveal
that AraBINDER achieves a micro F-1 score
of 0.918 for Flat NER and 0.9 for Nested NER
on the Wojood dataset.

1 Introduction

Named Entity Recognition (NER) is a fundamental
task in natural language processing that involves
identifying and classifying named entities, such as
person names, locations, organizations, and tempo-
ral expressions, within text. In recent years, deep
learning models, particularly transformer-based ar-
chitectures (Hanslo, 2022), have revolutionized
NER by capturing contextual information effec-
tively. However, applying these models to Arabic
NER presents several difficulties. One of the ma-
jor challenges is the lack of comprehensive and
annotated Arabic NER data, which hinders the
fair evaluation of Arabic NER models (Qu et al.,

∗* Equal contribution

2023). Other previous work addressed Named en-
tity Recognition as a Sequence labeling problem
(Affi and Latiri, 2022), Span-based classification
(Yu et al., 2020) or Seq-to-seq generation (Wang
et al., 2019). There have been some approaches that
dealt with the problem as a machine reading com-
prehension problem (MRC) (Li et al., 2020)(Elko-
rdi et al., 2023). Meanwhile BINDER (Zhang et al.,
2022) deals with NER as a representation learning
problem that maximizes the similarity between the
vector representations of an entity mention and its
type. This makes it easy to handle Nested and
Flat NER alike, and can better leverage noisy self-
supervision signals. Moreover, it demonstrates su-
periority over past approaches in terms of speed
and efficiency.
The use of dual networks dates back to (Brom-
ley et al., 1993) for signature verification and
(Chopra et al., 2005) for face verification. More-
over, (Humeau et al., 2019) conducted a compari-
son of three distinct architectures Bi-Encoder, Poly-
Encoder, and Cross-Encoder all employing deep
pre-trained transformers as encoders. In our solu-
tion, we use the Bi-Encoder architecture that has
also been used in various tasks, such as information
retrieval (Gillick et al., 2018), open-domain ques-
tion answering (Karpukhin et al., 2020), and entity
linking (Wu et al., 2020) and proved to achieve
state of the art results.
Furthermore, in recent work, all tokens or spans
that do not represent entities (non-entities) were cat-
egorized under a single class called "Outside" (O).
Notably, our solution diverges from this conven-
tional method since we use the proposed dynamic
thresholding loss within the context of contrastive
learning. This approach involves learning dynamic
thresholds specific to candidates, aiding in the dif-
ferentiation of entity spans from non-entity ones.
While contrastive learning (CL) has considerably
advanced numerous natural language processing
(NLP) tasks, its application within the Arabic con-
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text has been somewhat limited(Qu et al., 2023).
Recently, There has been a focus on this area as
(Shapiro et al., 2022) demonstrated the efficacy of
CL for Arabic hate speech detection, resulting in
significant improvements over baselines. In a simi-
lar vein, (Abdul-Mageed and Lakshmanan, 2022)
conducted experiments applying CL to diverse Ara-
bic NLP tasks including dialect identification, emo-
tion classification, sarcasm detection, and the iden-
tification of abusive and adult content.

In this paper, we bridge the gap by introducing
AraBINDER, a novel approach to address these
challenges. BINDER (Zhang et al., 2022), learns
to differentiate between entities and non-entities,
even when confronted with limited annotated data.
This capability enhances its generalization poten-
tial, rendering it applicable to both Nested and Flat
NER paradigms. For Sub-task 1 and Sub-task 2, we
apply AraBINDER using our best model achieving
micro F1 scores of 0.918 and 0.90 respectively.

2 Data

We conducted our work on the Wojood (Jarrar et al.,
2022) dataset provided by the shared task (Jarrar
et al., 2023). The shared task focuses on identi-
fying named entity mentions in unstructured text
and classifying them into predefined classes this is
divided into two sub-tasks, sub-task 1 focuses on
Flat NER while sub-task 2 centers on Nested NER.
The data for sub-task 2 differed in the manner that
in the Nested scheme some tokens had more than
one entity type assigned to it.
The corpus of Wojood consists of about 27K sen-
tences and 550K tokens and is manually annotated
covering both Modern Standard Arabic (MSA) and
Dialect Arabic (DA) in multiple domains. It con-
tains about 75K entities, out of which 22.5% are
Nested. The data was annotated for 21 entity types
with IOB tags. The dataset introduced four new
tags which are occupation, website, unit, and cur-
rency.
We follow the data split provided by the shared
task: 70% of the data for training, 10% for devel-
opment, and 20% for testing. Table 1 shows the
label distribution of both Flat and Nested entities
of the training and development sets. Since the pro-
vided data was IOB tagged, we have modified it by
removing the tags and labeling each sentence with
a unique ID. Also, the model uses the start and end
of each span to modify the loss objective which is
explained further on the paper for this purpose we

extract the word’s start and end characters for each
sentence along with the start and end characters for
entities in that sentence.

Tags %Train %Validation
PERS 8 8.24
NORP 6.01 5.87
OCC 6.23 6.22
ORG 21.12 21.11
GPE 24.52 24.43
LOC 0.99 0.86
FAC 1.41 1.25
PRODUCT 0.06 0.06
EVENT 3.1 3.02
DATE 18.1 18.7
TIME 0.46 0.62
LANGUAGE 0.21 0.17
WEBSITE 0.7 0.51
LAW 0.6 0.5
CARDINAL 2.02 2.07
ORDINAL 5.59 5.69
PERCENT 0.17 0.15
QUANTITY 0.07 0.03
UNIT 0.08 0.03
MONEY 0.27 0.23
CURR 0.29 0.24

Table 1: The distribution for Entity types in the train
and validation sets of Wojood.

3 Method

In this section, we introduce the methodology of
AraBINDER, which utilizes the Bi-Encoder archi-
tecture first introduced in (Zhang et al., 2022) for
Arabic-named entity recognition (NER). The foun-
dation of our model is the Bi-Encoder framework,
which involves encoding both entity types and text
using the Transformer-based architecture. To pro-
vide a comprehensive understanding, we begin
by explaining the background of this Bi-Encoder
framework. By leveraging the Bi-Encoder archi-
tecture and incorporating contrastive learning ob-
jectives, AraBINDER presents a robust and effec-
tive approach for Arabic NER. In the following
sections, we will elaborate on the implementation
details and experimental results to validate the per-
formance of our proposed methodology.

3.1 Bi-Encoder for NER

The architecture of AraBINDER, as depicted in
Figure 1, is based on a Bi-Encoder framework that
has primarily been explored in the context of dense
retrieval(Karpukhin et al., 2020). It has been put
to the test in the case of NER for English and Chi-
nese languages and demonstrated superior perfor-
mance so we employ it to the Arabic language.
The Bi-Encoder comprises two Transformer mod-
els, namely the entity type encoder and the text
encoder, which are isomorphic and fully decoupled.
For the task of NER, our model takes two types of
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inputs: entity-type descriptions and text containing
potential named entities. At a high level, the entity
type encoder generates representations for each en-
tity of interest (e.g., "person" in Figure 1), while
the text encoder produces representations for each
input token in the given text where named entities
may appear (e.g., "É¿Q�
Ó" in Figure 1). Based on
these representations, we generate a set of span
candidates and match them with each entity type
in the vector space. As illustrated in Figure 1, the
model aims to maximize the similarity between the
entity type and positive spans while minimizing the
similarity with negative spans. The introduction of
Bidirectional Encoder Representation from Trans-
formers (BERT) (Kenton and Toutanova, 2019) led
to a revolution in the NLP world, as BERT-based
models achieved state-of-the-art results in many
tasks such as Machine Translation (Ghazvinine-
jad et al., 2019), Question Answering (Yang et al.,
2019), Text summarization (Zhang et al., 2019)
and many more tasks. We utilize a pre-trained lan-
guage model and fine-tune it for our NER task.
In our experiments, we experimented with sev-
eral pre-trained BERT-based models on Arabic
such as CAMeLBERT (Inoue et al., 2021) and
AraBERT with both versions (Antoun et al., 2020),
but AraBERTv2 produced better results so we con-
tinued our experiments using it. AraBERTv2 has
two different models that differ in the training data
whereas the second one contains the same training
data but in addition to 60M Multi-Dialect Tweets,
most of its training data is MSA instead of DA.
They also use Farasa (Darwish and Mubarak, 2016)
Arabic morphological segmentation in the text pre-
processing and we believe that this is beneficial to
our task at hand based on the nature of the provided
data, which contained some MSA.

3.2 Contrastive Learning

The primary goal of NER contrastive learning, il-
lustrated in Figure 1, is to bring the representations
of entity mention spans near their corresponding
entity type embeddings (positive instances) and
distant from irrelevant types (negative) in vector
space. For instance, we aim to position the entity
type "Person" closer to the mentioned span "É¿Q�
Ó
" while maintaining a notable distance from any
other word.
To accomplish this, we applied the multi-objective
formulation in (Zhang et al., 2022) that comprises
two distinct objectives based on the span and token

Figure 1: AraBINDER Architecture.

embedding spaces, respectively. These objectives
work together to guide the model in learning mean-
ingful representations that capture the relationships
between entity types and their associated mentions,
enabling accurate and effective NER. Recognizing
that the span-based objective in isolation might fall
short, we enhance it with a position-based objec-
tive. The latter addresses a limitation where all
negative spans receive equal penalties, even if they
partially correspond to correct spans, for example,
spans that share a common start or end token with
the gold entity span. To address the challenge of
predicting partially accurate spans, we introduce
supplementary position-based contrastive learning
objectives, which have the potential to enhance the
model’s ability to predict start and end positions
more accurately.
In the case of handling non-entities, the model, us-
ing the previously mentioned objectives may be
able to distinguish between entities of different
types, but it may fail to push away from non-entities
to address this issue, we use the similarity between
the special token [CLS] and the entity type as a dy-
namic threshold, as shown in Figure 1. Intuitively,
the representation of [CLS] reads the entire input
text and summarizes the contextual information,
which could make it a good choice to estimate the
threshold to separate entity spans from non-entity
spans. In simpler terms, the final equation for the
loss in Eq. (1) consists of three main parts, start
loss, end loss, and span loss following the overall
training objective in (Zhang et al., 2022). The equa-
tions of the three loss functions are given in (Zhang
et al., 2022) and are not included here due to space
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limitations.

L = αℓstart + γℓend + λℓspan (1)

4 Experiments

4.1 Experiment Setting
All experiments were conducted using a single
v100 GPU. We utilized the given training dataset
for training our model and exploited the validation
dataset to choose the hyper-parameters. A maxi-
mum input sequence length is set to 128, sequences
greater than this length would be truncated and se-
quences less than this length would be padded to
obtain the same length. For all experiments, we
ignore sentence boundaries and tokenize and split
text into sequences with a stride of 16. All base
models are trained for 20 epochs with a learning
rate of 3e-5 and a batch size of 8 sequences with
a maximum token length of 128. For evaluation
We follow the standard evaluation protocol and use
micro F1, which indicates that a predicted entity
span is considered correct if its span boundaries
and the predicted entity type are both correct, we
also include precision and recall in our results.

5 Results

In all our experiments, we exploit the AraBERTv2-
Twitter base that is trained on MSA in addition to
Multi-Dialect Arabic Tweets, since our data con-
tain both MSA and DA in multiple domains. We
demonstrate our results on the development set for
Flat NER and Nested NER in Table 2 and Table 3
respectively, while Table 4 and Table 5 show Flat
NER results and Nested NER results on the test set
respectively.

6 Discussion

As can be shown from tables 2 and 3, the model
performs better for Nested NER than for Flat NER
on the development set. We noticed this behav-
ior in several experiments. However, as can be
seen from tables 4 and 5, it performs better for Flat
NER on the test set, This indicates that the model
may have failed to generalize. In the path forward,
our focus will revolve around enhancing the per-
formance of underperforming Nested experiments
while delving into the exploration of alternative en-
coders for Arabic, such as JABER (Ghaddar et al.,
2022), which could potentially enhance our results.
Moreover, we are dedicated to further refine our
data pre-processing strategies to tackle the unique

challenges posed by Arabic, rectifying annotation
errors, and addressing the scarcity of precise data.

Model Recall Precision F1
AraBINDER(ours) 0.918 0.913 0.916

Table 2: Results of Flat NER on the development set.

Model Recall Precision F1
AraBINDER(ours) 0.94 0.918 0.929

Table 3: Results of Nested NER on the development
set.

Model Recall Precision F1
(Jarrar et al., 2022) - - 87.33
AraBINDER(ours) 0.924 0.914 0.918

Table 4: Results of Flat NER on the test set.

Model Recall Precision F1
(Jarrar et al., 2022) - - 0.91
AraBINDER(ours) 0.906 0.893 0.90

Table 5: Results of Nested NER on the test set.

7 Conclusion

In this paper, our approach revolves around the ap-
plication of AraBINDER to tackle both Flat and
Nested Named Entity Recognition (NER) tasks
within the shared context. This methodology in-
volves using a Bi-Encoder architecture, proficiently
encoding both entity types and textual content. The
infusion of contrastive learning into this framework
serves to maximize the similarity between individ-
ual entity types and their corresponding mention
spans.

Our evaluation revolved around BERT-based
models trained on Arabic corpora, with a spe-
cial focus on AraBERT. Through assessment, we
observed that the AraBERTv2-Twitter base, pre-
trained on Arabic data encompassing Modern Stan-
dard Arabic (MSA) and Twitter data, performed the
best. Notably, it performed better for the Flat NER
task, outperforming its Nested NER counterpart.

Limitations

As shown during our experiments, The Nested
NER results were not as good as expected and we
believe that most of the mistakes were due to the
challenge in the nature of Arabic data, and this is
a problem for low-resource languages. We notice
that some words that use conjunctions as person
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names may be confused with team names as in
news reporting. For instance, "John and Johns" are
two names for separate persons in English, while
in Arabic, we find that the "ð" is often linked to the

following name "YÔg@ð XñÒ m×" since there is no
clear separation between them. This can be clas-
sified, at inference time, as a single-person entity
with first and last names, instead of two separate
person entities and this may lead to confusion.
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Abstract

Named Entity Recognition (NER) is the task
of identifying word-units that correspond to
mentions as location, organization, person, or
currency. In this shared task (Jarrar et al., 2023)
we tackle flat-entity classification for Arabic,
where for each word-unit a single entity should
be identified. To resolve the classification prob-
lem we apply StagedNER as proposed by (Elka-
ref et al., 2023), which involves fine-tuning
NER downstream tasks that divides the learn-
ing process of a transformer-model into two
phases, where a model is tasked to learn se-
quence tags and then entity tags rather than
learn both together simultaneously for an input
sequence. We create an ensemble of two base
models using this method that yield a score of
F1 performance of 90.03% on the validation set
and 91.95% on the test. The submitted model
has ranked second for its F1 score, fourth in
precision and ranked first scoring the highest
recall.

1 Introduction

Named Entity Recognition (NER) is a vital
sub-task for a plethora of NLP applications, those
of which include machine translation (Ugawa
et al., 2018), co-reference resolution(Clark and
Manning, 2016) and information extraction (Cheng
et al., 2021). The sub-task exhibits challenges
when addressed from the lens of Arabic data, this
comes back to the fact that the language is one
of the richest in morphological inflections. To
add more, attributes that typically help in locating
entities such as capitalisation is not featured in the
language. Arabic is also agglutinative in nature
where one word could be combination of lemma,
prefixes and suffixes (AbdelRahman et al., 2010)
(Qu et al., 2023).

Arabic NER (ANER) has been approached
using a wide spectrum of methods through the
years however, more recently development of

pre-trained language models (PLMs) specifically
transformer-based models that learn context-aware
representations has elevated the performance on
ANER datasets. These models include MARBERT
and ARBERT (Abdul-Mageed et al., 2021),
AraBERT(Antoun et al., 2020a).
The architecture of these PLMs has been ex-
tended and equipped with different networks.
To exemplify, (Al-Qurishi and Souissi, 2021)
utilized a range of transformer based models
namely AraBERT, XLM-Roberta (Conneau et al.,
2019) and AraElectra (Antoun et al., 2020b)
coupled with Conditional Random Field (CRF) to
fine-tune an ANER downstream task revealing that
AraBERT exhibited the highest scores. BiLSTM
and BiGRU-CRF models have also been fine-tuned
on Arabic BERT in an attempt to classify entities
based on classical Arabic. (Alsaaran and Alrabiah,
2021). In similar vein, we leverage transformer
based models to classify flat entities. However,
we employ an alternative technique to fine-tuning
PLMs on NER tasks where the learning regiment
for a model is distributed over two stages for better
learning (Elkaref et al., 2023).
In the next sections we begin by describing the data
purposed for this shared task (Jarrar et al., 2023) in
section 2 and highlight how we re-purposed train,
validation and test sets to perform a two-staged
fine-tuning process. Next, we give an extensive
explanation of our adopted fine-tuning method in
section 3. In sections 4 and 5 we present results
of the submitted system, and discuss and analyse
system performance on the validation set. Finally,
we summarize and recap the proposed system and
re-highlight performance scores and findings in
section 6.

2 Data

Data utilised was from Wojood corpus (Jarrar et al.,
2022), a rich and substantial corpus for Arabic
NER that encompasses a wide range of entity types.
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The corpus is also further extended to include an-
notation for nested entities, however for the scope
of this shared task paper only annotations purposed
for flat entities are used. The total number of tokens
amounts to over 550K of Modern Standard Arabic
(MSA) and dialectical Arabic tokens. To add more,
MSA tokens are more frequent, where about 86%
of tokens are MSA and the rest come in the Levant
dialect. The corpus covers a different domains for
each Arabic class; MSA tokens were acquired from
two resources, the Birzeit University digital Pales-
tinian archive, "Awraq", and online articles1. The
former covers cultural heritage and modern history
of Palestine while the latter includes web articles of
health, law, finance, politics, migration, terrorism,
ICT and elections. Meanwhile, dialectical tokens
were obtained from supplementary Lebanese and
Palestinian corpora (Haff et al., 2022) (Jarrar et al.,
2014) (Jarrar et al., 2017) and other additional Lev-
ant resources collectively discussing general topics.
Train, development and test splits were provided;
as depicted in figure 1 Out of word vocabulary (O)

Figure 1: Entity distribution of train and validation sets
of Wojood NER corpus without out-of-word vocabulary
tag

1un.org,hrw.org,msf.org,who.org,mipa.
institute,elections.ps,sa.usembassy.
gov,diplo-matie.ma,quora.com

instances exceed other entity classes, where there
were about 258K and 36K in the train and vali-
dation sets of O instances, for that reason figure
1 brings focus to other less dominant meaningful
entities; whereby Date, Organization, Geopolitical,
Occupation and Person are recurring throughout
the data in comparison to Language, Product, Quan-
tity, Currency and Unit which are rarely present.
As briefly mentioned before, the core idea of the
proposed learning technique relies on separation of
learning of sequence labels (BIO) tags and entity
classes, hence the data goes through a separation
of sequence labels and entities. Moreover, we rely
on AraBERT’s pre-processor2 whereby diacritics
and elongations are removed by default.

3 System Description

The backbone of the submitted system relies on
fine-tuning a language model based on BERT’s
transformer architecture (Devlin et al., 2018).
Typically, data utilised in the fine-tuning process
for NER tasks follows BIO format, whereby at
word-level, each entity is accompanied by an
appropriate B (beginning) or I (inside), or O
(outside) tag, hence the model is tasked to learn a
position of an entity and the entity itself altogether.
Meanwhile, we adopt the StagedNER approach
(Elkaref et al., 2023) whereby the learning process
is split into two sub-tasks, the first mimics a
sequence-labelling problem where the model
learns to assign appropriate BIO tags for each
input, and the second sub-task is the original
entity classification task. We note that this method
is not analogous to sequential learning, as two
separate instances of a transformer are leveraged
in this method, thus each instance is assigned to
exclusively learn either a BIO tag or an entity class.

Classifying BIO tags The first stage en-
tails fine-tuning transformer on simply BIO tags of
input sequences. To strengthen the transformer’s
learning at this stage we supply it with Part-of-
Speech (POS) tags as an additional feature to help
identify class spaces better, where representations
from the model are pooled and summed with its
appropriate POS tag.

Classifying Entity types In the second
stage, a second untrained instance of the same
transformer is utilized and is fine-tuned to predict

2https://github.com/aub-mind/arabert
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entity classes. Additionally, BIO labels predicted
from the first stage are passed to the model, in
doing so, we ensure during entity prediction time
the transformer is aware of the boundaries of entity.

Overall Framework In figure 2 we illus-
trate StagedNER’s framework bottom to top, the
input sequence is passed on to the first transformer
instance, where resulting representations for
sub-word tokens are summed then fed to the
classification layer to predict output BIO tags.
Additionally, to incorporate POS tags, they are
firstly added to the tokenizer as special tokens and
then inserted between input token sequences. Next,
the original input sequence is given to the second
transformer where once again sub-word tokens are
summed. When summing sub-word tokens, BIO
tags from the first stage are taken and leveraged
in-order to pool vectors representing the beginning
and end of an entity. The pooled vectors are finally
passed onto the classification layer to predict entity
types. We note that during training and validation
BIO tags utilised were the GOLD BIO tags, while
for the test set we relied on predicted BIO tags
from the first stage transformer.

3.1 Experimental Setup

We utilise AraBERTV02 (Antoun et al., 2020a) a
transformer-based language model pre-trained on
a collection of Arabic corpora3 majority of which
is in MSA. POS tags are generated for train, devel-
opment and test sets using CAMel Tools Part-of-
Speech tagger (Obeid et al., 2020) for MSA and
Levant (LEV) each exclusively. Leveraging POS
tags of different classes of Arabic was motivated
by the nature of that data being a mix of dialectical
(Levant) and MSA. (Jarrar et al., 2022)
Two instances of AraBERT are fine-tuned accord-
ing to hyperparameters mentioned in table 1. We
experimented with the same range of learning rates
for both AraBERT transformers but we found 5e-5
to work best along with a batch size of 8 while
the same dropout rate was used consistently in all
experiments. Additional information about infras-
tructure are given in table 2. A span of experiments
is conducted to yield three models, each of which
utilises either Levant or MSA POS tags or no tags
at all. In doing so, we produce four ensembles us-
ing different combinations of these three models.

3https://huggingface.co/aubmindlab/
bert-large-arabertv02#dataset

Figure 2: Bottom-up illustration of StagedNER frame-
work, starting with BIO tag identification stage and up
to entity classification stage

Hyperparameter Value
learning rate 5e-6, 2e-6, 5e-5

dropout 0.1
epochs 8, 16

Table 1: Hyperparameter experimented with

Infrastructure
GPU A100 80GB
training time 11
(mins/epoch)

Table 2: Infrastructure utilized

We submit four ensembles, three of which are
comprised of two models that use MSA or Levant
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POS tags or none at all, and a final variant that
ensembles systems that uses MSA, LEV and no
tags at all.

4 Results

We report micro F1, precision and recall scores
for development and test sets in tables 4 and 5 for
every ensemble and their unique POS combination.
Additionally we showcase our performance com-
pared to other teams in table 3 Scores show that the

Team F1 P R Rank
LIPN 91.96% 92.56% 91.36% 1

ELYADATA 91.92% 91.88% 91.96% 3
Alex-U 91.80% 91.61% 92.00% 42023 NLP

tdink NER 91.25% 90.76% 91.73% 5
Our System 91.95% 91.43% 92.48% 2

Table 3: Shared task leaderboard and F1, precision and
recall scores on the test set

Ensemble DEV
F1 P R

Baseline 86.81% - -

LEV
+ MSA 89.94% 88.92% 90.98%

+ No POS
LEV

+ MSA 89.95% 89.08% 90.84%
LEV

+ No POS 89.16% 89.90% 90.8%
MSA

+ No POS 90.03% 88.92% 91.12%

Table 4: F1, precision and recall scores for the validation
set

best performing model in-terms of F1 and recall is
the forth ensemble for both validation and test sets
that combined two base models, the first utilised
MSA POS tags while the second relied only on
representations learned during training. However
for precision scores, the ensemble falls behind by
0.01% to an ensemble that leverages Levant and
MSA POS tags.

5 Discussion

By inspecting tables 4 and 5, we can see that en-
sembles that incorporated MSA POS tags has had
the highest F1 scores, this is analogous with the

Ensemble TEST
F1 P R

LEV
+ MSA 91.88% 91.33% 92.44%

+ No POS
LEV

+ MSA 91.92% 91.44% 92.40%
LEV

+ No POS 91.78% 91.11% 92.45%
MSA

+ No POS 91.95% 91.43% 92.48%

Table 5: F1, precision and recall scores for test set

Arabic class distribution within the dataset, where
majority of the data is curated and collected from
MSA resources. We report additional F1, percision
and recall below.

Entity P R F1
CURR 00.00% 00.00% 00.00%
DATE 94.37% 95.21% 94.79%

EVENT 73.78% 77.87% 75.78%
FAC 72.41% 74.12% 73.26%
GPE 90.01% 91.52% 90.76%

LANGUAGE 85.71% 80.00% 82.76%
LAW 82.98% 88.64% 85.71%
LOC 71.64% 76.190% 73.85%

MONEY 95.00% 95.00% 95.00%
NORP 73.53% 79.88% 76.58%
OCC 85.89% 89.52% 87.67%

ORDINAL 95.134% 95.60% 95.36%
ORG 91.08% 93.29% 92.17%

PERCENT 00.00% 00.00% 00.00%
PERS 93.15% 96.31% 94.70%

PRODUCT 50.00% 40.00% 44.44%
QUANTITY 50.00% 66.67% 57.14%

TIME 75.00% 65.45% 69.90%
WEBSITE 54.54% 53.33% 53.93%

Table 6: Scores per entity class

By inspecting table 6, we find that ensemble had
no problem classifying regularly occurring entities
such as Date, GPE, ORG and PERS and managed
to perform competitively on less occurring entities
such as ORDINAL. The ensemble however falls
behind on WEBSITE and PRODUCT. When exam-
ining instances belonging to such entities we found
them to be either dialectical or even non-Arabic
such as AK or l .�

	'ðPð@ð . This in-turn suggests re-
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lying on MSA POS tags is not enough, and using a
model that was not exposed to non-Arabic data dur-
ing pre-training might not be the ideal choice when
dealing with non MSA data, therefore stronger POS
for dialectical data is required that has been trained
on a diverse range of topics. Moreover, we hypoth-
esise that a model pre-trained on dialectical data
such as MARBERT if it was part of the ensemble
we would have witnessed stronger results.

6 Conclusion

In this shared task, we tackled flat entity classifi-
cation on Wojood corpus, a predominantly MSA
dataset, where we applied an alternative fine-tuning
method, where one model is used to learn BIO tags
and another separate model is used to learn entity
classes, instead of a single model that learns to per-
form both tasks jointly. The motivation behind this
was to lessen the number of classes a model had
to learn; where instead of learning sequence vari-
ations of one entity such as I-ORG, B-ORG, the
model simply learns to identify ORG and another
model is tasked to learn BIO sequence tags. To
strengthen the learning of BIO tags we equip the
model with MSA and Levant POS tags and created
four ensembles based on different combinations of
them. Results show that having MSA POS tags
made a difference in performance where the best
performing ensemble that include MSA POS tags
scored 90.03% and 91.95% on the development and
test sets respectively. Our best performing model
can be demonstrated on HuggingFace Spaces4.
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