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Foreword

The tenth Global WordNet Conference took place in Wroclaw (Poland) July 23-27, 2019. Fifty papers
were presented by authors from four continents covering a wide range of topics and languages. New
wordnets were introduced for Swiss German, siSwati, Coptic, Tatar, Cantonese and Mongolian as well as
for different modalities (Spoken WordNet and ASLNet for American Sign Language).

Several authors reported on crosslingual wordnet alignment. Work on WordNet extensions covered ontol-
ogy, gloss corpus annotation and the inclusion of geographical named entities. Applications of wordnets
included sense alignment, semantic annotation, sentiment analysis, cognate detection, coreference res-
olution, document classification, alignment with wikipedia, reasoning, pedagogy and translation. The
current focus on embeddings, an approach to semantics that considers syntagmatic rather than WordNet’s
paradigmatic perspective, was reflected in several presentations.

The present proceedings testify to the continuing growth of wordnet research and development and its
place within the broader communities of colleagues in Natural Language Processing and computational
and theoretical linguistics.

The conference homepage is https://gwc2019.clarin-pl.eu.
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Making Sense of schema.org with WordNet

Csaba Veres
Department of Information Science and Media Studies
The University of Bergen, Norway
csaba.veres@uib.no

Abstract

The schema.org initiative was designed
to introduce machine readable metadata
into the World Wide Web. This pa-
per investigates conceptual biases in the
schema through a mapping exercise be-
tween schema.org types and WordNet
synsets. We create a mapping ontol-
ogy which establishes the relationship be-
tween schema metadata types and the cor-
responding everyday concepts. This in
turn can be used to enhance metadata an-
notation to include a more complete de-
scription of knowledge on the Web of data.

1 Introduction

Schema.org is an initiative to introduce machine
readable metadata into HTML Web pages. It was
launched on June 2, 2011, under the auspices of
a consortium consisting of Google, Bing, and Ya-
hoo!. The schema.org web site initially described
the project as one that "provides a collection of
schemas, i.e., html tags, that webmasters can use
to markup their pages in ways recognized by major
search providers .... making it easier for people
to find the right web pages." (schema.org web site,
2011). The incentive for using the schema was
that web sites that contained markup would appear
with informative details in search results which in
turn enables people to judge the relevance of the
site more accurately. This could lead to higher
user engagement and higher search ranking, which
is the ultimate incentive for web masters.

The initial release contained 297 classes and
187 relations, but by 2016 had grown to 638
classes and 965 relations (Guha et al., 2016). It is
important to note, however, that the expansion of
the schema consists entirely in adding subclasses
and properties to the core classes through the al-

lowed extension mechanism'. From the outset the
immediate sub classes of Thing were stiulated as
Action, CreativeWork, Event, Intangible, Organi-
zation, Person, Place and Product. These high
level conceptual divisions with their implicit onto-
logical commitments are not, and never were open
to discussion.

(Guha et al., 2016) explain that the primary
driving force behind the design of the schema, and
ultimately the reason for its success, was its sim-
plicity. Previous efforts to introduce large scale
metadata failed, in part because each standard was
too narrow in terms of domain coverage. The re-
sult was too many standards for too few appli-
cations. On the other hand the schema offered
a single, unified and broad vocabulary that could
be used across several verticals and promised a
benefit for perhaps the most important driving
force, search rankings. As a part of this sim-
plicity, the schema taxonomy and classes were
intended more as an "organisational tool to help
browse the vocabulary" than a definitive ontology
of world (Guha et al., 2016). In other words, the
schema was designed as an intuitive set of meta-
data classes that could be used to describe the ma-
jority of items people would search for on the Web.

Together these factors ensured that the schema
has enjoyed a significant amount of success.
(Guha et al., 2016) report that in a sample of
10 billion web pages, 31.3% of the pages had
schema.org markup, a growth of 22% from a year
earlier. The markup is used by many different data
consumers for various tasks involving enhanced
search results (rich snippets), populating the
Google Knowledge Graph, exchange of transac-
tion details in email, support for automatic format-
ting of recipes, reviews, etc., and advanced search
features in Apple’s Siri. The fifteen most popu-
lar implemented classes were WebSite, SearchAc-

"https://is.gd/HdnHkp



tion, WebPage, Product,ImageObject, Person, Of-
fer, BlogPosting, Organization, Article, Postal-
Address, Blog, LocalBusiness, AggregateRating,
WPFooter. Many of these refer to elements of the
web page itself rather than the content. The top
fifteen content bearing classes were Product, Im-
ageObject, Person, Offer, Organization, PostalAd-
dress, LocalBusiness, AggregateRating, Creative-
Work, Review, Place, Rating, Event, GeoCoordi-
nates, and Thing. These are sun types of Prod-
uct, CreativeWork, Person, Intangible, Organiza-
tion, Place, and Event. Although the coverage was
intended to be broad, it is clear that the use of the
schema covers its range of types well, but that the
types favour a particular view of web content, in
the interests of the search providers.

The motivation for this paper was to try and
characterize the conceptual biases of the schema
top level categories, by mapping the types to their
corresponding meanings in WordNet. To the ex-
tent that we believe WordNet captures the ontolog-
ical commitments inherent in human language, it
should provide insights about where the two con-
ceptualisations diverge. The further aim, however,
is to use the mappings to enrich the valuable hu-
man provided metadata towards the aim of provid-
ing general but rich meaning annotations to a large
portion of Web content.

It is important to note that we are not advo-
cating WordNet as a gold standard for ontolo-
gies and knowledge representation. On the con-
trary, we agree with (Hirst, 2004) who argues that
WordNet contains modeling decisions which dif-
ferentiate it from formal ontologies. As an exam-
ple, there are cases where synsets have overlap-
ping hyponyms whereas ontologies have disjoint
subclasses. Consider the first noun sense of mis-
take: {mistake, error, fault} which includes the
following hyponyms (among others): {slip, slip-
up, miscue, parapraxisj, {oversight, lapse}, {faux
pas, gaffe, solecism, slip, gaucherie}, and {fail-
ure}. A single act can be both a slip and a faux
pas. The first implies the act was inadvertent, and
the second that it possibly had a social component
such as a mistake in etiquette. A lapse is also a
slip, but it involves some sort of forgetfulness or
inattention on top of the mere slip. A lapse can
also be a faux pas, of course. If the faux pas is
sufficiently severe, it can become a complete fail-
ure. These hyponyms contain more information
that that they are a kind-of mistake, they also con-

tain information about likely causes and implica-
tions, and these can be overlapping. Neverthe-
less, our interest is that people do consider these
as kinds of mistake in everyday discourse. For the
same reason we think it is beside the point to try
and restrucutre WordNet by some formal method-
ology such as DOLCE (Gangemi et al., 2003a).
We are interested here in intuitive relations, not
formal ones.

2 The WordNet Mappings

The mapping involved two stages. First the
schema.org types were aligned with WordNet
synsets, while retaining the structure of the
schema. This stage can be seen as adding infor-
mation to the schema, namely, the corresponding
WordNet synsets. Then, a new hierarchy of con-
cepts was constructed from the synsets involved in
the mapping. That is, by promoting the mapped
synsets to be the central classes, we could get
a better idea what sorts of concepts are in the
schema, in relation to the WordNet taxonomy.

In order to distinguish between the concepts in
the two taxonomies, WordNet names will be pre-
fixed with wn: and the schema with the prefix
schema:. In addition when necessary the Word-
Net name will be qualified with part of speech and
sense tag, as in wn:dog#n#1.

To summarize, we constructed two artefacts at
the end of the process:

e The WordNet to schema.org mapping ontol-
ogy. This retains the schema class struc-
ture. The mappings were manually con-
structed and available on GitHub?.

e The WordNet taxonomy for the synsets that
have been mapped to the schema. This shows
an alternative taxonomy of the words in the
schema.

2.1 The Mapping Ontology

In this ontology the original schema.org taxonomy
was retained, and the WordNet synsets were sim-
ply inserted into this taxonomy. In fig. 1 we see
some example mappings, showing schema:Beach
mapped to wn:beach. Since schema:Beach is a
subtype of schema:CivicStructure, by implication
so too is wn:beach. Similarly, the other Word-
Net synsets in the example become subclasses
of schema:CivicStructure through their respective

https://is.gd/XF0ObJe



alignments. The mapping provides the immedi-
ate benefit that web sites which contained any of
the WordNet synsets in the alignment, could au-
tomatically be connected to their corresponding
schema types. This suggests a method for auto-
matic metadata creation, which will be dicussed
subsequently.

Notice that the mapping is not straightfor-
ward and in this example synsets of quite dis-
tinct types are grouped under the one schema
type. For example wn:bus_terminal <is-a>
wn:facility, wn:cinema <is-a> wn:theater <is-
a> wn:building, and a wn:parking_lot <is-a>
wn:tract,piece_of land. Yet they all map to sub-
classes of schema:CivicStructure.

The second taxonomy was created precisely to
reveal the schema conceptualisation in terms of the
WordNet hierarchy. In other words, "what IS a
schema:CivicStucture in everyday language?"

2.2 The WordNet Ontology

The full WordNet hypernym tree is quite deep, and
quickly leads to a very complex taxonomy. For
this reason we made use of a simple tool which
uses an algorithm to eliminate low information
nodes from a taxonomy (Veres et al., 2013). The
algorithm prunes the tree by counting the number
of outward links at each node, and eliminating any
node that has fewer than a certain number of (user
specified) hyponyms. When this is performed on
every node in the graph, what remains is a num-
ber of intermediate synsets which are the maxi-
mally informative hypernyms of any leaf node. In
the graphs reported here, the lower threshold was
set at 3. The tool essentially implements the algo-
rithm used by (Stoica and Hearst, 2004), but our
interface has the advantage that the parameters can
be dynamically adjusted and visually inspected to
give the most intuitively pleasing result. A similar
procedure was followed in (Izquierdo et al., 2006)
to identify basic level concepts. Our work differs
in that we do not distinguish between nodes above
the basic threshold.

A part of the inferred hierarchy involving
wn:beach is shown in figure 2. Note that wn:beach
is a sibling of wn:mountain, whereas the schema
choice to model the civic structure aspect of beach
puts them in different subclasses; schema:Beach is
a schema:CivicStructure while schema:Mountain
is a schema:Landform. However, since wn:beach
is a hyponym of wn:geological_formation, which

in turn is an equivalent class of schema:LandForm,
it could be inferred that schema:Beach could also
be a schema:LandForm. The benefit of the align-
ment is that a new and sensible schema type could
be added to any markup involving beach. Fig-
ure 3. shows how the WordNet hierarchy con-
nects wn:beach to schema:Landform and poten-
tially other subclasses. A web site about a geo-
graphical area with mountains and beaches could
then be appropriately annotated.

Looking at the taxonomy itself, we can see
what kind of WordNet synsets appear in the
schema. The major division in fig. 4 is
between wn:physical_entity and wn:abstraction,
which is an ontological distinction that is typ-
ically considered fundamental (e.g. (Niles and
Pease, 2001), (Gangemi et al., 2003b)). On this
view the schema describes the world as popu-
lated by physical entities and abstractions, where
the physical entities are predominantly objects,
and abstractions are diverse sorts of events or
roles which the entities engage in. For example
wn:measure is how much there is of something
you can quantify, and wn:state is the way some-
thing is with respect to its attributes. Other sub
types of wn:abstraction, like wn:organization and
wn:tourist_attraction apply to concepts that are
typically human centered, functional collections
of objects (Wierzbicka, 1984). Wierzbicka argues
that putatively taxonomic concept hierarchies are
in fact the majority of the time made up of a mix-
ture of supercategory types, with the most promi-
nent two being taxonomic and functional. (Puste-
jovsky, 1991) draws a similar distinction with the
mechanism of formal and telic roles in his lexical
structures.

The ontological commitment adopted by
schema.org becomes clear if we compare the two
taxonomies. The schema divides schema:Thing
into: schema:CreativeWork, schema:Event,
schema:Intangible, schema:Organization,
schema:Person, schema:Place, and
schema:Product. = The focus is immediately
on the functional categories: telic roles dom-
inate the top level categories of the schema,
and physical entities are sub types of these
abstractions.

The most obvious example of a top-level purely
functional type is schema:Product. Almost any-
thing can be a product, and there is no property
which products have in common except the telic
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role that they are "made available for sale". One
can sell a sewing needle or a Saturn V rocket. Ac-
tually the situation is even more complicated be-
cause Products don’t even have to be individuated
"things". The documentation of schema:Product
reads: "a pair of shoes; a concert ticket; the rental
of a car; a haircut; or an episode of a TV show
streamed online".

The fact that there are in fact a number of func-
tional categories at the highest level helps explain
the strange tangle of types at the lower levels of the
hierarchy, where many different kinds of things (in
the formal, taxonomic sense) can appear if they
serve particular functions. To see how this be-
comes problematical, consider the common func-
tional category weapon which can include items
such as crossbow, flamethrower, gun, knife, poi-
son gas, anthrax bacillus, novichok, boomerang,
and hydrogen bomb. Clearly as individual objects
these would have quite different sets of proper-
ties. The problem for the schema is that differ-
ent formal objects are forced to coexist as sib-
lings in a taxonomy dominated by felic roles.
This results in examples such as schema:Beach
having opening hours, schema:Continent with a
telephone number and review, and other strange
and wonderful things. One is forced to as-
sume that schema:Beach was designated as a
schema:CivicStructure, for example, because the
emphasis is on the facilities available at the beach,
not the beach itself.

The inclusion of telic roles such as
schema:Product at such a high level of gen-
erality has the additional consequence that the
schema does not contain a type which corresponds
to the simple notion of a physical object. There
is no option in schema.org for the structured
markup of cars, boats, computer chips, barbells,
antiques, or any of the other hundred million
human artefacts ancient and modern, except as a
"Product", because the schema lumps these into
the class of "sellable things". Neither does there
seem to be any proper place for natural objects
like cats or dogs> or tree amd forest, which simply
have no place.

Finally it should be noted that the hierarchy
in WordNet does also include purely functional
types among its hypernyms. For example in
the weapon example above we see that wn:gun
is-a wn:weapon is-a wn:object. George Miller

3the search facility suggests schema:AnimalShelter

(in (Fellbaum, 1998)) explains that this was per-
haps an unfortunate problem that might have been
avoided had the importance of Wierzbicka’s work
been realized earlier. However, the structure of
WordNet ensures that, whenever such a confu-
sion exists, the formal properties of the word are
still recorded. One mechanism is that words can
appear in more than one hierarchy. For exam-
ple anthrax bacillus is both a wn:microorganism,
and a wn:weapon. Another possibility is that
words with both roles are listed twice. For ex-
ample wn:chicken#n#1 <is-a> wn:meat#n#1, and
wn:chicken#n#2 <is-a> wn:bird#n#1. The schema
only offers one choice for the poor chicken,
schema:MenuSection.

3 Finding correct mappings

There are a number of potential pitfalls in defin-
ing appropriate mappings between the two tax-
onomies. One of the most important is to avoid
introducing unwanted inferences from the seman-
tics of the mapping axioms. A prevalent example
of this is the use of owl:sameAs to represent equiv-
alence between individuals, or classes in OWL-
Full. owl:sameAs asserts full equivalence between
the individuals such that all of their properties
are automatically shared, even though most com-
monly this is not the desired consequence (Halpin
et al., 2010). To avoid this problem we used the
weaker owl:equivalentClass axiom, which does
not imply complete equality. What is required in-
stead is the weaker condition that every instance
of one class must also be an instance of the other.

Even with a weaker semantics we found that
equivalent classes could not always be found.
One reason is that schema.org includes concepts
which involve various sorts of compounding of
simple concepts, and WordNet contains only com-
mon, lexicalized compounds. For example Land-
marksOrHistoricalBuildings is a compound con-
cept that includes any kind of general landmark as
well as the specific concept of buildings with his-
torical significance. There is no such lexical entry
in English. Most likely there is no such compound
in any language, because the concept is un-natural,
mixing different levels of generalization. Itis anal-
ogous to a concept for roys or teddy bears.

There are also more acceptable compounds like
schema:CivicStructure which is "a public struc-
ture such as a town hall or concert hall". This is
of course a perfectly acceptable compound, which



happens not to be in WordNet. In every case that
an acceptable WordNet compound could not be
found, we decided to make the schema.org con-
cept a subclass of one or more WordNet synsets
that captured part of the compound. For the above
example of schema:CivicStructure, the obvious
superclass is wn:structure#n#1.

Sometimes the compound nature of
the schema terms is hidden. For ex-
ample the terms that are subclasses of
schema:LocalBusiness are a mixed group of ex-
plicit compounds (e.g., schema:MovingCompany,

schema:IceCreamShop) and implicit
compounds (e.g., schema:Electrician,
schema:Locksmith, schema:HousePainter).
That is, schema:Electrician is really meant
to be something like "ElectricianBusi-
ness" and not just "Electrician". The
compound  schema:HousePainter is  even

more complicated because it has an exact
match in wn:house_painter#n#1, but in fact
schema:HousePainter is really meant to be a
HousePainterBusiness, so the exact match is
illusory. The important modelling decision
is whether or not to reintroduce the hidden
compound in mapping to WordNet. That is,
should schema:Electrician be regarded in its
ordinary word sense as "a person who is an
electrician", or should it be modelled as an
"electrician business"? In other words, these
concepts could simply be declared as subclasses
of wn:place_of_business to maintain the intended
interpretation in the schema. The most flexible
solution was to declare an equivalent class rela-
tion between schema:Electrician and the person
interpretation in WordNet, wn:electrician#n#1.
This choice captures the notion that electricians
are people. However it is also possible to infer
that wn:electrician is a wn:place_of_business, as
shown in Figure 5.

There is a small set of schema.org types for
which we did not establish mappings. One
group involved technical compounds describ-
ing the structure of web pages with terms like
schema:AboutPage and schema:CheckoutPage.
These are all subtypes of schema:WebPage, for
which we did define a mapping. The second group
was the primitive data types, schema:DataType
which are not part of the main taxonomy sub-
sumed by schema:Thing.

4 Using the WordNet Mappings

The practical motivation for mapping the schema
to WordNet was to enrich the metadata that can be
assigned to concepts in a web page. We have al-
ready seen this in examples such as beach. A sec-
ondary motivation was to make it easier for web
masters to find the schema types without know-
ing anything about its structure. We have already
developed a prototype of a tool in which the user
can highlight any word in text, nominate its corre-
sponding synset, and the application will attempt
to guess the correct schema type. Consider the fol-
lowing example scenario.

There is a geological landmark called the
Jenolan Caves in the Blue Mountains, Australia.
Suppose a web master wanted to mark up the web
site for Jenolan Caves. A quick search will reveal
that there is no matching type in the schema for
caves. Using the WordNet mappings it is possible
for the designer to find the most appropriate types,
without any knowledge of the schema. The synset
wn:cave is a wn:geological_formation, which in
turn maps to schema:Landform. However, the
mapping ontology can also suggest additional
useful classifications. The coordinate terms of
wn:cave contain some terms which are defined in
the schema, including our old friend beach. Recall
that wn:beach is mapped to schema:CivicStructure
through schema:Beach (see Figure 6). Thus
Jenolan Caves could be marked with both schema
types, and the properties of the facilities at the
premises could be specified. Of course the an-
notation effort does not have to stop there. Since
the WordNet synset is available, it can also be in-
cluded in the markup, which in turn enables the
markup to be used with a huge number of map-
pings to other resources*.

While this process is currently being performed
through our prototype tool where users specify the
disambiguated sense (Veres and Elseth, 2013), this
does not necessarily have to be performed man-
ually. With sufficiently accurate disambiguation
methods, any web page could be automatically an-
notated with schema and WordNet metadata. This
would be useful for any downstream task includ-
ing the construction of knowledge graphs, as pre-
viously mentioned.

The Jenolan Caves example requires the ability
to declare multiple types. The original syntax for

*nttps://wordnet .princeton.edu/
related-projects
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the schema, microdata is not able to express mul-
tiple types. The recommendation therefore is to
use rdf-a’ or json-1d® which are inherently built to
express multiple types from any vocabulary.

5 Conclusion

We proposed a method for evaluating the concep-
tual bias of schema.org by comparing the type
terms against their usage in everyday language as
stipulated in WordNet. The observation is that
schema.org favours the markup of web sites pro-
moting goods, services, and locations fulfilling
some human centred need. This then results in the
observed data that the majority of web sites which
contain schema.org, are about products and goods
and services. If search rankings favour sites with
markup, and if most markup is about goods and
services, then search results will come to favour
goods and services. Anecdotally, this could be one
factor for why it is sometimes easier to find where
to buy something rather than information about the
thing itself. The bias diminishes the potential for
providing a rich source of general semantic meta-
data on the web, for use in diverse use cases.

We argued that the schema needs types that de-

Shttps://rdfa.info/
Shttps://json-1d.org/

scribe a more neutral view of the world, for exam-
ple artefacts, to describe things independently of
the roles they can play. A metadata specification
should be able to annotate a chicken as a kind of
bird as well as a kind of food.

Our suggestion to include WordNet mappings
into the markup effort is one way to sneak more
general markup into the annotation process. The
requirement is that multiple types must be a stan-
dard feature of the annotation, with different types
describing different aspects of the item. A car is
an artefact designed for locomotion, but can also
acquire its role as a product if it is put up for sale.
This addition would not compromise people who
want to advertise their products. In fact, it would
give them more freedom to express physical prop-
erties of their products like size, construction ma-
terial, origin, and so on.

In summary, we used WordNet as a standard
representation of everyday word use, to provide
clarity to the types proposed in schema.org. We
proposed a method to help people mark up Web
sites that do not fit neatly into the service ori-
ented world view, by enabling them to annotate
their contribution to world knowledge as broadly
as possible. This is clearly of benefit to all users
who see the web as a vehicle for disseminating in-
formative structured data as freely as possible.
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Leaving No Stone Unturned When Identifying and Classifying Verbal
Multiword Expressions in the Romanian Wordnet
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Abstract

We present here the enhancement of the
Romanian wordnet with a new type of in-
formation, very useful in language pro-
cessing, namely types of verbal multiword
expressions. All verb literals made of two
or more words are attached a label specific
to the type of verbal multiword expression
they correspond to. These labels were cre-
ated in the PARSEME Cost Action and
were used in the version 1.1 of the shared
task they organized. The results of this an-
notation are compared to those obtained in
the annotation of a Romanian news corpus
with the same labels. Given the alignment
of the Romanian wordnet to the Princeton
WordNet, this type of annotation can be
further used for drawing comparisons be-
tween equivalent verbal literals in various
languages, provided that such information
is annotated in the wordnets of the re-
spective languages and their wordnets are
aligned to Princeton WordNet, and thus to
the Romanian wordnet.

1 Introduction

The Romanian wordnet (RoWN) is a rich lexi-
cal and semantic resource. Its development fol-
lowed the expand method (Vossen, 2002) and
started within the BalkaNet project (Tufis et
al., 2004). Alignment with Princeton WordNet
(PWN) (Miller, 1995; Fellbaum, 1998) was a con-
sequence of this working method and has always
been one of the objectives whenever new synsets
were developed for enlarging the RoWN. Con-
sequently, alignment with all the other wordnets
aligned with PWN is obtained, which is a great
asset for both interlingual lexical comparison or
for applications working in a multilingual environ-
ment.

Maria Mitrofan
RACAI
Bucharest, Romania
marial@racai.ro

The expand model in wordnets development
implies importing the structure of the PWN (that
is, its semantic relations) and translating the
source synsets (from PWN), so that the meaning
encoded by the English synset is rendered in the
target language (Romanian, here). As a conse-
quence, a Romanian synset may have one of the
following structures: (i) list of words; (ii) list of
free word combinations; (iii) empty list. (i) A
list of words is a list of simple words (ex. zdmbi
(“smile”)) and/or expressions (ex. casd de bani
(house of money “strong box”)). These expres-
sions are what in lexicographic terms is called id-
ioms, terms, etc. (ii) Whenever no word or ex-
pression could be found in Romanian for render-
ing the meaning of the English synset, a free word
combination, when possible, was used for imple-
menting the respective synset: ex.: pune jos is a
literal in the Romanian synset equivalent to the
PWN 3.1 {ground:10} (gloss: place or put on the
ground). These are examples of Recurrent Free
Phrases, as Bentivogli and Pianta (2004 ) call them.
(iii) In case not even such a combination could be
found, the synset was left empty and a special tag
is used for keeping track of them (they are marked
as NL, i.e. non lexicalized): ex.: the English
synset {change state:1, turn:4} (gloss: undergo
a transformation or a change of position or ac-
tion) has a non-lexicalized corresponding synset in
RoWN. However, as already pointed out (Vincze
etal., 2012; Bentivogli and Pianta, 2004; Agirre et
al., 2005), these lexical gaps should be reduced as
much as possible when use of wordnets is envis-
aged for tasks in a multilingual environment (see
machine translation), but also for word sense dis-
ambiguation (Bentivogli and Pianta, 2004).

As far as this structure of its synsets is con-
cerned, ROWN looks as rendered in Table 1. One
should bear in mind the fact that it is impossible
to distinguish automatically between expressions
and free word combinations. That is why, on rows
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4 and 5 in Table 1 both types of literals, expres-
sions and free combinations of words, are counted
together. As one can see, almost 70% of all Ro-
manian synsets are made up of only simple liter-
als. Those made up of only multiword literals rep-
resent 21.2% of all synsets. Less than 5% of the
Romanian synsets are made up of both simple and
multiword literals, having almost the same distri-
bution as non-lexicalized synsets.

Types of synsets Number Percent
all synsets 59,348 -
synsets containing
only simple literals 41,188 69.5%
synsets containing
simple literals,
expressions
and free word 2,813 4.7%
combinations
synsets containing
expressions and/or free 12,590  21.2%
word combination
non-lexicalized synsets 2,157 4.6%

Table 1: Distribution of different types of synsets
in ROWN.

As far as the distribution of simple literals and
expressions in RoOWN is concerned, Table 2 shows
that, at the literal level, the situation is somehow
different: almost 65% of the whole number of
unique literals are simple ones, whereas 35% are
multiword ones. When considering their all oc-
currences, we notice that the simple ones are more
frequent (76.5%), given their polysemy which is
bigger than that of multiword units (see also (Ben-
tivogli and Pianta, 2004)), which account for only
23.5% of the number of all literals in RoOWN.

At present, we are carrying out a bilateral
(Romanian-Bulgarian) project of annotating the
different types of multiword expressions in the
Romanian wordnet. The first step is annotat-
ing the verbal multiword expressions (VMWEs).
This follows naturally from our participation in the
PARSEME Cost Action! and in the creation and
annotation of the corpora used in the PARSEME

"https://typo.uni-konstanz.de/parseme/

Types of synsets Number Percent
all literals 85,277 -
simple literals 65,246 76.5%
expressions and/or
free word
combination 20,031 23.5%
unique literals 50,480 -
unique simple 32,664  64.7%
literals
unique expressions
and/or free word
combination 17,816 35.3%

Table 2: Distribution of different types of literals
in ROWN.

shared tasks 1.0 (Savary et al., 2017) and 1.1
(Ramisch et al., 2018). This paper focuses on
the annotation of Romanian wordnet data. We
present the PARSEME typology of VMWESs and
the types applicable to Romanian (section 2), the
process of annotating the verbal literals in ROWN
with these types of VMWEs (section 3) and we
discuss the obtained results, as well as a compari-
son with those from the annotation of a Romanian
news corpus with the same types of VMWEs (sec-
tion 4), before concluding the paper.

2 Typology of verbal multiword
expressions

For the organization of a shared task on the auto-
matic identification and classification of VMWEs,
the existence of an annotated corpus was one
of the prerequisites. The interest in this initia-
tive manifested by representatives of quite a large
number of languages lead to fruitful discussions
and the creation of an annotation manual defining
the scope of the task, the types of VMWE:s to be
annotated and their characteristics. The annotation
guidelines capture the idiosyncrasies of all the lan-
guages involved.

According to the last version of these guide-
lines2, VMWEs fall into universal, quasi-universal

http://parsemefr.lif.univ-mrs.fr/
parseme-st—-guidelines/1.1/index.php?
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and language specific categories, the first two hav-
ing some subcategories, as follows:

e universal categories are types of VMWEs
that exist in all natural languages (at least in
those participating in the PARSEME corpus
annotation action). Their subcategories are:

— light verb constructions (LVC) - they
are made up of a verb and a predica-
tive noun (directly following the verb or
being introduced by a preposition), the
latter having semantic arguments. De-
pending on the semantics of the verb,
two subtypes are identified:

* LVC.full - these are expressions in
which the verb’s contribution to the
expression’s semantics is (almost)
null (we call the verb “light”): ex-
ample: pay a visit;

* LVC.cause - in these expressions the
verb has a causative meaning, i.e.
it identifies the subject as the cause
or source of the event or state ex-
pressed by the noun in the expres-
sion: example: give a headache;

— verbal idioms (VID) - they are made
up of a verb and at least one of
its arguments and have a totally non-
compositional meaning (Vincze et al.,
2012): example: kick the bucket (die);

e quasi-universal categories exist only in some
of the languages under study. They are:

— inherently reflexive verbs (IRV) - these
are verbs that are accompanied by a
clitic pronoun with a reflexive meaning:
example: help oneself;

— verb-particle construction (VPC) - these
are verbs accompanied by a particle
which totally or partially changes the
meaning of the verb: example: put off;

— multi-verb constructions (MVC) - they
are sequences of two adjacent verbs
functioning together as a single pred-
icate with the same subject; this type
does not exist in English.

Romanian displays only the following types
of VMWEs from the PARSEME classification:
LVC.full: [lua o decizie (make a decision),

page=home

LVC.cause: da bdtdi de cap (give headaches),
VID: trage pe sfoard (pull on rope “cheat”) and
IRV: se preface (“pretend”). These labels were
used for the annotation of the Romanian corpus
used in the shared task version 1.1 (as in version
1.0 the VMWESs types were slightly different). No
language specific categories were necessary in the
corpus annotation.

3 Annotation of the Types of VMWEs in
RoWN

The task of annotating the VMWEs in a wordnet
is different in some respects from their annotation
in a corpus. First, all components are present as
one literal in the synset, whereas in a corpus they
need to be identified, according to the specifica-
tions available for all languages (e.g., auxiliaries,
clitics or negation are not annotated as parts of
the expression). Second, whenever at least one
element of the VMWE inflects for number, gen-
der, etc., it has a unique form in the wordnet, the
one considered lemma, while in the corpus all in-
flected forms may be found and need to be recog-
nized. Third, no voice alternation is to be found in
the wordnet, while this can be spotted in a corpus.
Fourth, when the decision on whether a word com-
bination is a VMWESs depends on the meaning of
that combination, the gloss attached to the synset
is useful for this and the decision is based on it.

The annotation of VMWESs in RoWN was done
by one linguist, with experience in annotating
VMWE:s in a corpus, following the PARSEME
guidelines. Thus, we cannot discuss here the diffi-
culty of this annotation or any controversial cases.
The data are stored in a standoff file>. The file con-
tains the literals in each synset, their VMWE label
and the unique identifier of each synset, which is
taken from PWN 3.0.

All VMWEs in RoWN were identified, ex-
tracted and were assigned to one of the types
of VMWEs applicable to Romanian (LVC.full,
LVC.cause, IRV and VID). However, these types
proved not enough for this task. The free word
combinations with a verb as head could not be an-
notated with any of these labels, as expected, in
fact. Consequently, we marked them with a new
label, NONE: they have a literal, compositional
meaning, they do not display the characteristics
of the VMWE classes: such an example is culege
nuci (pick nuts).

*http://www.racai.ro/en/tools/text/
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This type of annotation is done at the literal, not
at the synset level (see also the discussion about
the distribution of different types of VMWEs
within a synset, in the next section).

Although the vast majority of VMWESs belong
to only one type, there are literals which are an-
notated differently when belonging to different
synsets, i.e. when having different meanings. Out
of only a handful of such cases, here is one exam-
ple: the expression scoate fum (give out smoke)
is annotated as NONE when being in the synset
corresponding to the English {fume:4; smoke:4}
(gloss: emit a cloud of fine particles) and it is an-
notated as VID when belonging to the synsets cor-
responding to the English {steam:3} (gloss: get
very angry).

4 Annotation Results

The distribution of the types of VMWEs in the
RoWN is presented in Table 3. As one can see,
there is a great number (1,211) of artificial verbal
expressions (the label NONE). The most frequent
type of expressions is IRV (989), followed by VID
(614). The numbers of LVC.full and LVC.cause
are quite low: 102 and 42, respectively.

Type No. Yo %
ignoring NONE

LVC.full 102 34 5.8

LVC.cause 42 14 2.4

VID 614 209 35

IRV 989 333 56.5

NONE 1,211 40.8

double ann. 5 0.2 0.3

TOTAL 2,963

Table 3: The distribution of VMWEs types in the
RoWN.

As far as the correlation of these figures with
those found in the corpus annotated in PARSEME
(see Table 4) is concerned, we notice that the fre-
quency distribution is roughly the same, with IRV
the most frequent type, followed by VID, while
the subtypes of LVC are both rare.

We can conclude that the IRV type is the most
frequent both at the lexicographic level and in lan-
guage use for Romanian.

Figure 1 shows the presence of VMWEs in
synsets of different lengths. We notice their
greatest presence in shorter synsets (especially of
lengths 1 or 2).

Type No. Freq. Rel. freq.
LVC.full 39 312 5.31
LVC.cause 8 181 3.08
VID 171 1,602 27.28
IRV 268 3,777 64.32
TOTAL 486 5,872 -

Table 4: The distribution of VMWEs types in a
Romanian news corpus.

No. of VMWESs per synset
1 |2 |3 |a |5]6
1 |867
2 | 246 | 220
No.of [3 |79 |54 |41
literals
oer |4 |30 |18 |15]|12
ynsetis 111 |7 |6 |3 |4
6 |3 |0 |2 |0 |0
711 |o |o |0 |o]oO
8 |1 |1 |0 |0 |o]oO

Figure 1: The distribution of VMWEs in synsets
of different lengths.

Figure 2 shows the distribution of RoWN
synsets made up only of VMWEs by the num-
ber of literals in the synset. This is relevant for
the productivity of the synonymy relation between
VMWESs. As one can see, most of these expres-
sions (867) do not have synonyms. It is notewor-
thy that this is the case mainly with those anno-
tated as NONE, which is further proof of their ar-
tificial nature. There are 220 literals in which there
are pairs of synonymous VMWEs. Synonymy
among three VMWEs is displayed by 41 synsets,
among four VMWEs by 12 synsets, among five
VMWE:s by 4 synsets, among six VMWEs by 1
synset, and among twelve VMWEs by 1 synset.
This very rich synset is {fi de garda, fi de paza,
fi de straja, fi de santineld, face de gardd, face de
strajd, face de pazd, face de santineld, sta de pazd},
which is the equivalent of the PWN synset {stand
guard:1, stand watch:1, keep guard:1, stand sen-
tinel:1} (gloss: watch over so as to protect). This
Romanian synset is based, on the one hand, on
the synonymy among the nouns in the VMWEs
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structure (gardd, pazd, strajd, santineld) and, on
the other hand, on their collocation with three dif-
ferent verbs (fi, sta, face) for rendering the same
meaning.

We analyzed the (277) synsets in which all lit-
erals are VMWE:Ss in order to identify the synsets
for which all types of MWESs occurring in the re-
spective synsets are the same. After excluding
those synsets containing only strings annotated as
NONE (129), we counted 37 synsets in which
the literals are all VID, 3 in which they are all
LVC.full, 2 in which they are all LVC.cause and
other 2 in which they are all IRV.

Figure 2: Distribution of synsets containing only
VMWEs.

5 Conclusions

We have presented here the enhancement of the
RoWN with a new type of syntagmatic informa-
tion, namely labels for VMWEs. The impor-
tance of and, at the same time, the challenges
raised by these lexical units for processing natu-
ral languages have been previously discussed (see,
among many others, (Sag et al., 2002), (Baldwin
and Kim, 2010)). Moreover, the impact of MWEs
resources on the MWESs recognition in texts was
proven by RiedlBiemann, : “In the case that high
quality MWE resources exist, these should be
used. If not, it is possible to replace them with
unsupervised extraction methods”. Savary et al.
(2019) are also in favour of the creation of lan-
guage resources containing MWEs, as many and
diverse as possible; their presence in resources
available for training systems for MWE identifi-
cation being more important than their frequency
(in annotated corpora). The results obtained in
the annotation of the VMWESs in the ROWN are
presented, as well as a a comparison with those
obtained by annotating a news corpus with these

types of VMWEs is drawn, showing that the dis-
tribution of types and their frequencies at the lex-
icon level are different from those at the corpus
level. As further work, we envisage adding in-
formation about prepositional restrictions of the
verbs in RoOWN. This was another type of VMWEs
in PARSEME, but annotating it was optional and
we neglected it. The data annotated as presented
here have been compared and discussed with the
Bulgarian data, as the wordnets for both these lan-
guages have been annotated with VMWESs (Barbu
Mititelu et al., 2019).
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Abstract

In this paper we consider an approach to veri-
fication of large lexical-semantic resources as
WordNet. The method of verification proce-
dure is based on the analysis of discrepancies
of corpus-based and thesaurus-based word
similarities. We calculated such word similari-
ties on the basis of a Russian news collection
and Russian wordnet (RuwWordNet). We ap-
plied the procedure to more than 30 thousand
words and found some serious errors in word
sense description, including incorrect or ab-
sent relations or missed main senses of am-
biguous words.

1 Introduction

Large lexical-semantic resources such as Prince-
ton WordNet (Fellbaum, 1998) and wordnets cre-
ated for other languages (Bond and Foster, 2013)
are important instruments for natural language
processing. Developing and maintaining such re-
sources requires special efforts, because it is diffi-
cult to find errors or gaps in structures consisting
of thousands lexical units and relations between
them.

In previous works, various methods on lexical
enrichment of thesauri have been studied (Snow
et al., 2006; Navigli and Ponzetto, 2012). But an-
other issue was not practically discussed: how to
find mistakes in existing thesaurus descriptions:
incorrect relations or missed significant senses of
ambiguous words, which were not included acci-
dentally or appeared recently.

In fact, it is much more difficult to reveal
missed and novel senses or wrong relations, if
compared to novel words (Frermann and Lapata,
2016; Lau et al., 2014). So it is known that such
missed senses are often found during semantic
annotation of a corpus and this is an additional
problem for such annotation (Snyder, Palmer,
2004; Bond, Wang, 2014).

Moscow, Russia
parkatl3@yandex.ru

In this paper, we consider an approach how to
use embedding models to reveal problems in a
thesaurus. Previously, distributional and embed-
ding methods were evaluated in comparison with
manual data (Baroni and Lenci, 2011; Panchenko
et al., 2016). But we can use them in the opposite
way: to utilize embedding-based similarities and
try to detect some problems in a thesaurus.

We study such similarities for more than 30
thousand words presented in Russian wordnet
RuWordNet (Loukachevitch et al., 2018)".

The structure of the paper is as follows. Section
2 is devoted to related work. In Section 3 we
briefly present RuWordNet. Section 4 describes
the procedure of calculating two types of word
similarities based on thesaurus and a corpus. In
Section 5 we analyze discrepancies between the-
saurus-based and corpus-based word similarities,
which can appear because of different reasons. In
Section 6 we study groupings of distributionally
similar words to an initial word using the thesau-
rus.

2 Related Work

In (Lau et al. 2014), the task of finding unat-
tested senses in a dictionary is studied. At first,
they apply the method of word sense induction
based on LDA topic modeling. Each extracted
sense is represented to top-N words in the con-
structed topics. To compute the similarity between
a sense and a topic, the words in the definition
are converted into the probability distribution.
Then two probability distributions (gloss-based
and topic-based) are compared using the Jensen-
Shannon divergence. It was found that the pro-
posed novelty measure could identify target lem-
mas with high- and medium-frequency novel
senses. But the authors evaluated their method
using word sense definitions in the Macmillan

! http://ruwordnet.ru/en/
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dictionary and did not check the quality of rela-
tions presented in a thesaurus.

A series of works was devoted to studies of
semantic changes in word senses (Gulordava and
Baroni, 2011; Mitra et al., 2015; Frermann,
Lapata, 2016) . Gulordava and Baroni (2011)
study semantic change of words using Google n-
gram corpus. They compared frequencies and dis-
tributional models based on word bigrams in 60s
and 90s. They found that significant growth in
frequency often reveals the appearance of a novel
sense. Also it was found that sometimes the sens-
es of words do not change but the context of their
use changed significantly. For example, the con-
text of word parent considerably change in 90s
because of the most frequent collocation single
parent family.

In (Mitra et al., 2015), the authors study the
detection of word sense changes by analyzing
digitized books archives. They constructed net-
works based on a distributional thesaurus over
eight different time windows, clustered these
networks and compared these clusters to identify
the emergence of novel senses. The performance
of the method has been evaluated manually as
well as by comparison with WordNet and a list
of slang words. But Mitra et al. did not check if
WordNet misses some senses.

The task of revising and verifying of resources
is important for developers of WordNet-like re-
sources. Some ontological tools have been pro-
posed to check consistency of relations in
WordNet (Guarino and Welty, 2004; Alvez et
al., 2018).

Some authors report about revision of mis-
takes and inconsistencies in their wordnets in the
process of linking the wordnet and English
WordNet (Cristea et al., 2004; Rudnicka et al.,
2012). Rambousek et al. (2018) consider a
crowdsourcing tool allowing a user of Czech
wordnet to report errors. Users may propose an
update of any data value. These suggestions can
be approved or rejected by editors. Also visuali-
zation tools can help to find problems in
wordnets (Piasecki et al. 2013; Johannsen et al.,
2011).

Loukachevitch (2019) proposed to use em-
bedding-based word similarities to find possible
mistakes or inconsistencies in a WordNet-like
thesaurus. In the current paper we provide some
additional details for the (Loukachevitch, 2019)
study.

3  RuWordNet

RuWordNet was created on the basis of another
Russian thesaurus RuThes in 2016, which was
developed as a tool for natural language pro-
cessing during more than 20 years
(Loukachevitch and Dobrov, 2002). Currently,
the published version of RuWordNet includes
110 thousand Russian words and expressions.

The important feature of RuWordNet (and its
source RuThes), which is essential for this study,
is that a current news collection is used as a ref-
erence  collection for maintenance  of
RuWordNet. Periodically, a new corpus (of last
year news articles) is collected, single words and
phrases absent in the current version of the the-
saurus are extracted and analyzed for inclusion
to the thesaurus (Loukachevitch, Parkhomenko,
2018). The monitoring of news flow is important
because news articles concern many topics dis-
cussed in the current society, mention new terms
and phenomena recently appeared.

The current version of RuWordNet comprises
the following types of relations: hyponym-
hypernym, antonyms, domain relations for all
parts of speech (nouns, verbs, and adjectives);
part-whole relations for nouns; cause and en-
tailment relations for verbs. Synsets of different
parts of speech are connected with relations of
POS-synonymy. For single words with the same
roots, derivational relations are described. For
phrases included in RuWordNet, relations to
component synsets are given.

4 Comparison of Distributional and

Thesaurus Similarities

To compare distributional and thesaurus similari-
ties for Russian according to RuWordNet, we
used a collection of 1 million news articles as a
reference collection. The collection was lemma-
tized. For our study, we took thesaurus words with
frequency more than 100 in the corpus. We ob-
tained 32,596 words (nouns, adjectives, and
verbs).

Now we should determine what thesaurus rela-
tions or paths are taken to determine semantically
similar entries. In the current study, we consider
the following entries as semantically related to the
initial thesaurus entry:

e jtssynonyms,

o all the entries located in the 3-relation
paths, consisting of hyponym-hypernyms
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relations or/and part-whole relations be-
tween synsets from the initial entry;

e all the entries linked with other direct re-
lations to the initial entry;

e for ambiguous words, all sense-related
paths were considered and thesaurus en-
tries along these paths were collected to-
gether.

In such a way, for each word, we collected the
thesaurus-based "bag" of similar words (TBag).

Then we calculated embeddings according to
word2vec model with the context window of 3
words, planning to study paradigmatic relations
(synonyms,  hypernyms,  hyponyms,  co-
hyponyms). Using this model, we extracted twen-
ty the most similar words w; to the initial word
w,. Each w; should also be from the thesaurus. In
such a way, we obtained the distributional
(word2vec) "bag" of similar words for wy (DBag).

Now we can calculate the intersection between
TBag and DBag and sum up the similarities in the
intersection. Figure 1 shows the distribution of
words according to the similarity score of the
TBag-DBag intersection. The axis X denotes the
total similarity in the TBag-DBag intersection: it
can achieve more than 17 for some words, denot-
ing high correspondence between corpus-based
and thesaurus-based similarities.

Relative adjectives corresponding to geograph-
ical names have the highest similarity values in
the TBag-DBag intersection, for example,
samarskii (related to Samara city), vologodskii
(related to Vologda city), etc. Also nouns denoting
cities, citizens, nationalities, nations have very
high similarity value in the TBag-DBag intersec-
tion.

2500

2000

1500 1

1000 4

0

Figure 1. Distribution of numbers of thesaurus words
according to total similarity in TBag-DBaf intersec-
tion

Among verbs, verbs of thinking, movement (to
drive — to fly), informing (to say — to inform — to

warn — to assert), value changing (to decrease —
to increase), belonging to large semantic fields,
have the highest similarity values (more than 13).

For example, according to the word2vec mod-
el, word cxazame (to say) is most similar to such
words as: noouepxnymo (to stress) 0.815, zas-
eums (to announce) 0. 81, odobasums (to add)
0.80, 3amemumuw (to notice) 0.79 .. And all these
words are in TBag of this word in RuWordNet

On the other hand, the rise of the curve in low
similarity values demonstrates the segment of
problematic words.

5 Analyzing Discrepancies between Dis-
tributional and Thesaurus Similari-
ties

We are interested in cases when the TBag-DBag
intersection is absent or contains only 1 word
with small word2vec similarity (less than the
threshold (0.5)). We consider such a difference
in the similarity bags as a problem, which should
be explained.

For example, mposney (troyanets) is described
in the thesaurus as a citizen of ancient Troya with
the corresponding relations. But in the current
texts, this word means a kind of malicious soft-
ware (troyan horse program), this sense of the
word was absent in the thesaurus. We can see that
Dbag of word mposney contains:

spedonocuvui (malicious) 0.76,  npoepamma
(program) 0.73, mposnckuu (trojan) 0.71,
...eupyc (virus) 0.61,...

This means that the DBag and TBag are com-
pletely different, Dbag of word mposney does
not contain anything related to computers and
software.

We obtained 2343 such problematic "words".
Table 1 shows the distribution of these words
according to the part of speech.

It can be seen that verbs have a very low share
in this group of problematic words. It can be ex-
plained that in Russian, most verbs have two as-
pect forms (Perfective and Imperfective) and also
frequently have sense-related reflexive verbs. All
these verb variants (perfective, imperfective, re-
flexive) are presented as different entries in
RuWordNet.

Therefore, in most cases altogether they should
easily overcome the established threshold of dis-
crepancies. In the same time, if some verbs are
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found in the list of problematic words, they have
real problems of their description in the thesaurus.

Part of speech | Number
Nouns 1240
Adjectives 877
\erbs 226
Total 2343

Table 1. Distribution of parts of speech among prob-
lematic words

To classify the causes of discrepancies, we or-
dered the list of problematic words in decreasing
similarity of their first most similar word from the
thesaurus, that is in the beginning words with the
most discrepancies are gathered (further, Problem
List). In the subsections, we consider specific rea-
sons, which can explain discrepancies between
thesaurus and corpus-based similarities.

5.1 Morphological
prints

Ambiguity and Mis-

The most evident source of the discrepancies is
morphological ambiguity when two different
words w; and w, have the same wordform and
words from DBag of w; in fact are semantically
related to w, (usually w, has larger frequency).
For example, in Russian there are two words
bank (financial organization) and banka (a kind
of container). All similar words from Dbag to
banka are from the financial domain: gosbank
(state bank), sberbank (saving bank), bankir
(banker), etc. The analyzed list of problematic
words includes about 90 such words.

The technical reason of some discrepancies
are frequent misprints. For example, frequent
Russian word zaseums (zayavit —to proclaim) is
often erroneously written as zasumso (zavit — to
curl). Therefore the DBag of word zavit includes
many words similar to zayavit such as coo6-
wums (to inform), or otmetit (to remark). Anoth-
er example are words statistka (showgirl) and
statistika (statistics).

5.2 Named Entities and Multiword Expres-
sions

The natural reason of discrepancies are named
entities, which names coincide with ordinary
words, they are not described in the thesaurus, and
are frequent in the corpus under analysis. For ex-
ample, mucmpans (mistral) is described in
RuWordNet as a specific wind, but in the current
corpus French helicopter carrier Mistral is active-
ly discussed.

Frequent examples of such named entities are
names of football, hockey and other teams popu-
lar in Russia coinciding with ordinary Russian
words or geographical names (Zenith, Dynamo,
etc.). Some teams can have nicknames, which are
written with lowercase letters in Russian and can-
not be revealed as named entities, for example
Russian word upucka (iriska) means a kind of
candy. In the same time, it is nickname of Everton
Football Club (The Toffees).

Word The most Phrase Freq. Most similar word according to the corpus
frequent phrase (Total freq. with frequency
Torutensrii (adj) ToruieHOE Macio 78 (112) Munpansusiii (adj) (mindalnyi — adjective
(toplenyi — rendered) (toplenoe maslo from mungans (almond)) 180
- rendered butter) Mindalnoe maslo ( almond oil) 57
PasmounTs (verb) PasmounTts cuer 183 (336) Cpasusate (verb) (sravnyat” — equalize)
(razmochit’ — to open | (razmochit’ schet — 6678
(the score)) to open the score) Cpapuste cuer (to equalize the score)
5294
Kanuransueiii (adj) KanuranbHblii pe- | 12015 (17985) | Kampemont (noun) (kapremont — abbrevia-
(kapitalnyi — capital) MOHT (kapitalnii tion from kapitalnii remont — major repair)
remont — major re- 3504
pair)
3aBapHoii (ad)) 3aBapHoit kpem | 37 (126) TeikBennsiit (adj) (tykvennyi — adjective
(zavarnoi — boiled) (zavarnoi krem — cus- from teixBa (pumpkin) 175
tard) TeikBeHHble cemeuku (pumpkin seeds) 15
IopsiBucteiii (adj) IopeBucteiii  Betep | 1176 (1512) Merens (noun) (metel’ — blizzard) 7479
(poryvistii )- (poryvistii ~ veter —
rough wind)

Table. 3 Impact of multiword expressions on discrepancies between the thesaurus and corpus-based data
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Some discrepancies can be based on frequent
multiword expressions, which can be present or
absent in the thesaurus. A component w; of mul-
tiword expression w, can be distributionally simi-
lar to other words frequently met with w, or it can
be similar to words related to the whole phrase w;
Wo.

It can be noted that if a word w; occurs in a
phrase w;w, more than half times (the order of
components can be different) it can become
distributionally similar to w, or ws; which also
often met in phrase wzw, even if w; and wsare not
similar in sense. Table 3 shows examples of simi-
larity discrepancies, which seems to be explained
with frequent co-occurrence in a specific phrase.

For example, word monnensiii (toplenyi — ren-
dered) occurs in the phrase Ttomienoe wmacio
(toplenoe maslo — rendered butter) 78 times of
112 of its total frequency. Because of this, this
word is the most similar to word munoanbuwiii
(mindalnyi — adjective to almond), which is met
in the phrase munoansnoe macno (mindalnoe
maslo — almond oil) 57 of 180 times. But two
words monuenwiiit 1 mundanvhsiii cannot be con-
sidered as sense-related words.

53

In some cases, the idea of distributional similar-
ity is clear, but the revision cannot be made the
thesaurus. We found two types of such cases.
First, such epithet as eaueanm (giant) in the current
corpus is applied mainly to large companies (IT-
giant, cosmetics giant, technological giant, etc.).
But it can be strange to provide the relations be-
tween words giant and company in a thesaurus.

The second case can be seen on the similarity
row to word maccasxcucmrka (Women massager),
comprising such words as hairdresser, housekeep-
er, etc. This is a kind of specialists in specific per-
sonal services but it seems that an appropriate
word does not exist in Russian to create a more
detailed classification of such specialists.

Another interesting example of a similarity
grouping is the group of “flaws in the appear-
ance”: word yenmorum (cellulite)? is most similar
to words: mopwuna (crease of the skin), nepxomo
(dandruff), xapuec (dental caries), oonwvicenue
(balding), eecnywxu (freckles). It can be noted
that a bald head or freckles are not necessary
flaws of a specific person, but on average they are
considered as flaws. On the other hand, such

Thesaurus Relations

? https://en.wikipedia.org/wiki/Cellulite

phrases as nedocmamxu éneutHocmu, Hedocman-
ku enewrnezo euda (flaws in the appearance) are
quite frequent in Internet pages according to glob-
al search engines, therefore maybe it could be use-
ful to introduce the corresponding concept for cor-
rect describing the conceptual system of the mod-
ern personality.

But also real problems of thesaurus descriptions
were found. They included word relations, which
could be presented more accurate. For example,
word mamada (tamada — toastmaster) was linked
to more general word, not to sedywuii (veduschii
— master of ceremonies).

5.4  Senses Unattested in Thesaurus

Also significant missed senses including seri-
ous errors for verbs were found. As it was men-
tioned before, in Russian there are groups of relat-
ed verbs: perfective, imperfective, and reflexive.
These verbs usually have a set of related senses,
and also can have their own separate senses. In the
comparison of discrepancies between TBag and
Dbag of verbs, it was found that at least for 25
verbs some of senses were unattested in the cur-
rent version of the thesaurus, which can be con-
sidered as evident mistakes. For example, the im-
perfective sense of verb otpravlyatsya (depart)
was not presented in the thesaurus.

Several dozens of novel senses, which are the
most frequent senses in the current collection,
were identified. Most such senses are jargon
(sports or journalism) senses, i.e. 0epou (derby as
a game between main regional teams) or rasec as
a type of a pass in football (high-cross pass). Also
several novel senses that belong to information
technologies  were  detected: npoutueKa
(proshivka — firmware), coycems (abbreviation
from coyuanvuasn cems (social network).

The modern news discourse allows using words
and expressions of the colloquial register (Patrona,
2011; Busa, 2013). In our analysis, several collo-
quial (but well-known) word senses absent in
RuwWordNet were found. For example, verb o6-
aceuvcst (obzechsya) in the main sense means
‘burn oneself’. In Dbag the colloquial sense
‘make a mistake’ is clearly seen.

For word koppexmop (corrector), two most
frequent unattested senses were found: cosmetic
corrector and correction fluid. The Dbag of this
word looks as a mixture of cosmetics and station-
ary terms: eyawwn (gouache), xucmouxa (tassel),
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monanvnoiit (tonal), uepnuna (ink), munozpadg-
cxutt (typographic), etc.

Currently, about 90 evident missed senses (dif-
ferent from named entities), which are most fre-
quent senses of words in the collection, are identi-
fied from the analysis of the differences in two
similarity lists .

5.5 Other cases

In some cases, paths longer than 3 should be
used to provide better correspondence between
thesaurus-based and corpus-based similar words.

Besides, the collected news corpus contains
some number of Ukrainian texts, which are also
written in the Cyrillic alphabet. Some Russian
words coincide with Ukrainian words but have
different senses and contexts in texts. Therefore,
distributional similarities of such words are very
different from the Russian thesaurus similarities.

6 Searching for regularities in Dbags

We supposed that we can group words in the
corpus-based set of similar words (DBag) of prob-
lematic words using synonyms and part-of-speech
synonyms of RuWordNet.

In such a way we can find more clear indica-
tions to some missed relations or novel senses. We
have gathered synonyms, summed up their simi-
larity scores to the target word, and again reor-
dered list according to the descending order of the
maximum similarity in DBag. For example, we
obtained for word paccexams (to cut in the the-
saurus sense) the maximum similarity score 3.58
with the following group of words: muamucs,
npowvdamscs, npoHeCmucsb, HeCmucb, HOCUMbCA
(rush, race, hasten). And this is the clear indica-
tion of the novel sense of this word absent in the
thesaurus.

At the same time we obtained for word onun-
nonozuit (long-legged) the following most similar
group Oenokypulii  C8emMIOB0NOCHIE  ONOHOUHU-
cmuuii (blond, blonde, light-haired). There is no
semantic similarity between words orurnnornozui
(long-legged) and csemnosonocwiii (light-haired)
but there frequent co-occurrence and occurrence
with the same nouns (desywxa, kpacasuya, kpa-
comka - Qirl, beauty) generate such similarity val-
ues.

It is also evident, that word kpocceopo (cross-
word) is distributionally similar to group paszza-
ovlsanue, paszeaovisams, omeaovieanue (QUESS,
guessing, solve) (score 1.51) only because of
their frequent co-occurrence.

From this experiment, we can conclude that
trying to extract some novel senses or missed
relations on the basis of corpus-based
embeddings, it is important to account for the
diversity of contexts and co-occurrence of words
predicted to be related. Low diversity of frequent
contexts and significant co-occurrence can lead
to erroneous conclusion on word semantic simi-
larity.

7 Conclusion

In this paper we discuss the usefulness of ap-
plying a checking procedure to existing thesauri.
The procedure is based on the analysis of discrep-
ancies between corpus-based and thesaurus-based
word similarities. We applied the procedure to
more than 30 thousand words of Russian wordnet
RuWordNet, classified sources of differences be-
tween word similarities and found several dozens
of serious errors in word sense description includ-
ing too general relations, missed relations or unat-
tested main senses of ambiguous words. It is im-
possible to find such diverse problems in short
time without automatic support.

We highly recommend to use this procedure
for checking wordnets — it is possible to find a lot
of unexpected knowledge about the language and
the thesaurus.

In future, we plan to develop an automatic pro-
cedure of finding thesaurus regularities in DBag
of problematic words, which can make more evi-
dent what kind of relations or senses are missed in
the thesaurus.
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Abstract

GermaNet (Henrich and Hinrichs, 2010;
Hamp and Feldweg, 1997) is a compre-
hensive wordnet of Standard German spo-
ken in the Federal Republic of Germany.
The GermaNet team aims at modelling the
basic vocabulary of the language. Ger-
man is an official language or a minor-
ity language in many countries. It is
an official language in Austria, Germany
and Switzerland, each with its own codi-
fied standard variety (Auer, 2014, p. 21),
and also in Belgium, Liechtenstein, and
Luxemburg. German is recognized as a
minority language in thirteen additional
countries, including Brasil, Italy, Poland,
and Russia. However, the different stan-
dard varieties of German are currently
not represented in GermaNet. With this
project, we make a start on changing this
by including one variety, namely Swiss
Standard German, into GermaNet. This
shall give a more inclusive perspective
on the German language. We will argue
that Swiss Standard German words, Hel-
vetisms, are best included into the already
existing wordnet GermaNet, rather than
creating them as a separate wordnet.

1 Introduction

GermaNet is a comprehensive wordnet of Stan-
dard German spoken in the Federal Republic of
Germany. German is an official language or a mi-
nority language in many countries. It is an offi-
cial language in Austria, Germany and Switzer-
land, each with its own codified standard variety
(Auer, 2014, p. 21), and also in Belgium, Liecht-
enstein, and Luxemburg. German is recognized
as a minority language in thirteen additional coun-
tries, including Brasil, Italy, Poland, and Russia.

However, the different standard varieties of Ger-
man are currently not represented in GermaNet.
More generally, among wordnets, there seems to
be a lack of accounting for different standards of
the same language. To the best of our knowl-
edge, the Princeton WordNet (Fellbaum, 1998) is
the only wordnet so far which accounts for stan-
dard varities by marking specifically American or
specifically British words. Moreover, a colloquial
wordnet of English has recently been created (Mc-
Crae et al., 2017). Therefore, it seems worthwhile
integrating other German varieties into GermaNet.
The central question to this paper, therefore, is
how we can successfully model standard varieties.
The present study focuses on Swiss Standard Ger-
man (Swiss StdG). Swiss StdG differs from Ger-
man on all linguistic levels (Diirscheid and Sutter,
2014, p.37). An orthographic difference pertains
to the Eszett B (“sharp S), which is in all cases
replaced by ss in Swiss StdG (Diirscheid and Sut-
ter, 2014). There are also remarkable phonological
differences, such as the primary stress of the ini-
tial syllable in, for instance, Biiffet (Clyne, 1984,
p-16). Grammar differences are also found in word
order, gender differences, and word derivation pat-
terns. However, lexical differences are by far the
most frequent (Diirscheid and Sutter, 2014). At a
train station, Swiss people buy a Billet (German
variant: Fahrschein; ‘“ticket”) which they then
show to a Kondukteur (Schaffner, ’conductor”)
in the Erstklasswagen (Wagen der ersten Klasse;
“first class carriage”). Since wordnets consist of
lexemes, we are concerned with the lexical differ-
ences. As is common in the literature, we will
refer to words which are idiosyncratic for Swiss
StdG as Helvetisms and to those idiosyncratic for
German StdG as Teutonisms.

Our approach shall attain a broader represen-
tation of German in wordnets and offer a frame-
work for other languages, of which different stan-
dard varieties exist, such as Portuguese, Swedish
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or French. The paper is structured as follows.
First, we will give an overview of GermaNet (Sec-
tion 2). In Section 3, we will demonstrate how
words of Swiss StdG can be collected from lexico-
graphic sources (Section 3.1) and by corpus-based
methods (Section 3.2). Section 3.3 presents char-
acteristic examples of Swiss StdG words that have
been harvested from lexicographic and corpus-
based sources. Section 4 suggests a framework
of how to integrate Swiss Standard German . We
conclude by discussing possible future work with
regard to German varieties (Section 5).

2 GermaNet

GermaNet is a lexical semantic network that is
modelled after the Princeton WordNet for En-
glish. The resource has been under development
for more than twenty years and is still being ex-
tended on a continuous basis. The GermaNet team
aims at constructing a lexical resource in digital
form that models the basic vocabulary of the lan-
guage. GermaNet covers the most frequently used
German adjectives, nouns, and verbs. The cov-
erage of GermaNet is determined by frequency
lists compiled from very large digital text corpora
of contemporary German. The current data re-
lease 13.0 of GermaNet contains 128,100 synsets,
164,814 lexical units, and 148,929 literals. In ad-
dition to the inventory of lexical and conceptual re-
lations used in the Princeton WordNet, GermaNet
contains a set of lexical relations for nominal com-
pounds. These relations indicate the semantic re-
lations that hold between the constituent parts of
a compound. Compounds are also morphologi-
cally decomposed into their constituent parts. Re-
lease 13.0 contains a total of 82,309 compounds
that have been decomposed in this way (Hinrichs
etal., 2013).

The coverage of GermaNet is by and large re-
stricted to Standard German. Regional variants
and colloquial terms are included only to the ex-
tent that they occur frequently in large text cor-
pora and are widely understood. The concept
“bread roll” is expressed in Standard German by
the lemma Brotchen and has many regional vari-
ants. One such variant is the term Wecken, which is
included in GermaNet. Wecken belongs to South-
ern dialects of Germany, but its meaning is widely
known, and it occurs with considerable frequency
in German corpus data. Therefore, it is reasonable
to include such a variant in GermaNet. Compared

to regional variants, colloquial words are included
in GermaNet to a higher degree as long as their us-
age is stable over an extended period of time and
as long as they are not offensive.

GermaNet is also linked to the Interlingual In-
dex (ILI; Vossen 1998) that is used to link word-
nets for different languages. The synsets for cur-
rent release of the GermaNet records can be linked
to the ILI via 28,566 ILI records. The lexical
units in GermaNet can also be linked to a total
of 29,550 Wiktionary sense descriptions (Henrich
etal., 2014).

3 Detecting and Describing Helvetisms

Switzerland distinguishes itself from Austria
and Germany in the sense that Swiss StdG is
in a diglossic relationship with the Swiss di-
alects. While Swiss German dialects, so called
Mundarten, are used in everyday communication,
Swiss StdG occurs in written texts and in news
media (Clyne, 1992, p. 119). The Swiss Ger-
man dialects align themselves with canton bound-
aries and are acquired as children’s first language.
Swiss StdG is acquired only once children enter
grade school. It is also worth noting that the Ger-
man Alemannic dialects form a continuum that
straddles the German and Swiss border. While it
would be worthwhile to include regional varieties
of both Germany and Switzerland, this project
limits itself to the standard varieties only. In this
section, we will discuss how relevant Swiss StdG
words can be acquired by lexicographic resources
and by data-driven methods.

3.1 Lexicographic Resources

The dictionary “Duden” is the common refer-
ence book for the German language, aiming at
a full representation of the language '(Duden,
2017). The “Schweizerhochdeutsche Duden”
(Swiss High German Duden), however, merely
lists specific Swiss StdG terms (Bickel and Lan-
dolt, 2018). Additionally, the German Duden
marks typically schweizerisch ("Swiss”) or dster-
reichisch (”Austrian”) words, while Teutonisms,
such as Tesafilm (“sellotape”) are not marked.
The German Duden allows for a detection of
words which are present in Switzerland as well
as in Southern Germany. For instance, the us-
age of Nastuch (handkerchief”) is entered as
stiddeutsch, schweizerisch. Furthermore, the

"https://www.duden.de/
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Swiss High German Duden specifies mundart-
nahe words, i.e., words derived from Swiss di-
alects. Thus, both of these reference works make
the gradual characteristics of Swiss StdG to the
Mundarten and to German StdG, to a certain de-
gree, explicit. Lexicographic resources offer a
valuable data set of words to include in a word-
net. However, some words listed in lexicographic
resources are no longer widely used or are used
only in certain regions. We, therefore, also con-
sult data-driven methods, which will be described
in the following section.

3.2 Data-Driven Methods

Word lists were obtained from two different data
sources: The German and the Swiss section of the
Leipziger Wortschatz Corpus Collection and news
crawls for German and Swiss online materials.
The Leipziger Wortschatz Corpus was data-mined
by Schneider (Schneider, 2018) using a document
classification technique. This method yielded a
word list of 21,788 lemmas of all parts-of-speech
for which the corpus was tagged. Each lemma was
accompanied by a score that indicated the degree
to which a word belongs to one standard variety
or the other, or whether the word is likely to oc-
cur in both varieties. Since the document classi-
fication technique does not control for frequency,
we also used a frequency-based approach that was
facilitated by the frequency lists for the Swiss and
German section that are made available along with
the Leipziger Wortschatz data. Both frequency
lists were truncated to obey a frequency thresh-
old of 50 occurrences. In order to obtain candi-
date lemmas for Helvetisms, all lemmas from the
German frequency list were eliminated from the
Swiss frequency list. The same frequency-based
method was also applied to filter frequency lists
for the news crawls for German and Swiss online
domains.

The word lists obtained by the document clas-
sification method and by the frequency-based
method need to be manually inspected in order
to acquire reliable lexical material for Helvetisms
relevant for inclusion in a wordnet. Amongst other
things, this also means that the candidate lem-
mas need to be restricted to the three word classes
of nouns, verbs and adjectives. Filtering out the
other word classes, we obtained 3,712 lemmas of
Helvetisms from the Leipziger Corpus and 3,139
from the crawl. The Duden includes approxi-

mately 3,500 lemmas. In order to estimate how
many of the words are Helvetisms, we analysed
samples including 10% of each data set. Based
on the analysis of the samples, 57.14% of the Du-
den, 9.19% of the list of the Leipziger Corpus,
and 5.48% of the crawl list are expected to be
Helvetisms. Thus, our data set includes approx-
imatly 2,500 Helvetisms, without considering po-
tential overlap between the data set. An analysis of
the overlap between the samples of the Leipziger
Corpus and the Duden and the crawl list and the
Duden respectively shows that the overlap is rel-
atively small. The overlap between the samples
from the Leipziger Corpus and the samples from
the Duden is 48.6% while the overlap between the
samples from the crawl list and the samples from
the Duden is merely 11.8%.

3.3 Swiss StdG Words

The Helvetisms that can be harvested from lex-
icographic resources or from digital corpora fall
into different categories (see Lingg 2006; Clyne
1984): words that are derived from the Mundart,
loanwords, particularly from French, and culture-
specific words pertaining to domains such as pol-
itics or sports. The noun Beiz ("pub”) is one ex-
ample of a word that is derived from Mundart.
It is used interchangeably with the word Kneipe,
which belongs to the standard varieties spoken in
Germany and Switzerland. French loanwords in-
clude lemmas such as Jupe (skirt”), which corre-
sponds to German StdG Rock. Additionally, Swiss
StdG Papeterie (stationary shop”) is synonymous
to the German StdG Schreibwarengeschdift. A fur-
ther category includes words which are related
to Switzerland’s culture and tradition, administra-
tion and education, and government and political
system. Switzerland has special sports, such as
Schwingen, a kind of wrestling, and Hornussen,
which obtains its name from a puck called Hor-
nuss. Due to the different political systems in Ger-
many and Switzerland, words related to politics
are usually specific to its variety. The Swiss polit-
ical system enables people to propose laws in the
form of an Initiative (“popular initiative). Fur-
thermore, Gegenvorschlag (”counterproposal”) is
not as in the German variety merely a “counter
proposal”, but it is usually used to refer to a sug-
gested alternative to a popular initiative. With re-
gard to Switzerland’s education system, we find
words, such as Sportferien ("winter break’) and
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Maturitdtspriifung ("final exam”).

One phenomenon that cuts across the various
categories of Helvetisms is the word formation
process of compounding that is as productive in
the Swiss StdG variety as it is in other German va-
rieties. Compounds in Swiss StdG can either be
composed of two words which are not associated
with any particular variety, or they can include
one or more Helvetisms. The constituent words
of the nominal compounds Siissgetrinke (“soda”),
Todesschein (“death certificate”) and Gratiseintritt
(“free admission”) are all words that are used in
both Swiss and German StdG. Yet, all three com-
pounds are characteristic of Swiss StdG, and have
as their German StdG counterparts Erfrischungs-
getrdnke, Totenschein and freier Eintritt respec-
tively. Compounds of Swiss StdG also include
loanwords from French, such as Veloschloss and
Retourbillet. In Veloschloss the modifier is taken
from French, whereas in Retourbillet both the
head and the modifier are French loanwords.

4 Introducing Swiss StdG into the World
of Wordnets

Representing Swiss StdG in a wordnet can be ap-
proached in two different ways. In this section, we
discuss the two options and illustrate the approach
we adopted by specific examples that show how to
model Swiss StdG words in a wordnet.

4.1 Two Possible Approaches

The first option is to build a separate wordnet for
Swiss StdG and map this new wordnet to the ex-
isting GermaNet via the Inter-Lingual-Index (ILI;
Vossen 1998). This would generalise the ap-
proach taken in EuroWordnet, where several Euro-
pean languages are connected via the ILI. This ap-
proach provides a means for systematically link-
ing synonymous and hyponymic words between
the two varieties. However, please note that this
approach treats Swiss and German StdG as sepa-
rate languages in the same way as is done in Eu-
roWordnet for, among others, French and German.
Such a solution has the following major draw-
back: it disregards the fact that the vocabulary of
Swiss and German StdG is largely overlapping, so
that the construction of a separate Swiss wordnet
would, to a considerable extent, be redundant with
the existing GermalNet in both structure and lexi-
cal coverage. Recall that our current estimates for
Helvetisms amount to approximately 2,500 lem-

mas (see 3.2), which is only around 10% of the
words present in GermaNet.

The second option is to integrate Swiss StdG
words directly into GermaNet. This approach fol-
lows the strategy adopted in the Princeton Word-
Net, where words particular to American and
British varieties of English are explicitly marked
by means of so-called domain region pointers.
These pointers link the lexical units to geograph-
ical places. For instance, the word boot, which
is the British expression for the American trunk,
is marked with the domain region marker relat-
ing the word to the synset [United Kingdom, UK,
U.K., Britain, United Kingdom of Great Britain
and Northern Ireland, Great Britain]. The in-
troduction of domain region pointers into Ger-
maNet allows the modelling of Helvetisms and
Teutonisms by linking them to the synsets of
[Helvetien, Schweiz] and [BRD, Bundesrepublik
Deutschland, Deutschland] respectively. In this
approach, words that are used in both varieties
are not linked to either of the two synsets. Note
also that such an approach is easily generalis-
able to additional standard varieties of German,
whose variety-specific vocabulary would have to
be linked to the appropriate synset of the region in
which it is spoken.

4.2 Specific Examples

The Swiss StdG words will be integrated into Ger-
maNet so that they are consistent with the overall
structure of GermaNet. The same relations will be
used, and the only new addition will be the added
regional marker to [Helvetien, Schweiz] or [BRD,
Bundesrepublik Deutschland, Deutschland] in or-
der to include the three word categories (nouns,
verbs and adjectives) 2.

For the integration of Helvetisms into Ger-
maNet, five different cases need to be observed,
which are summarised in table 1. They involve
lemmas that are different in both varieties for the
same concept (case 1), lemmas that are particular
to Swiss StdG or German StdG in addition to syn-
onymous lemmas occurring in both varieties (case
2), and, lastly, lemmas for concepts only used in
Swiss or German StdG (case 3). The three differ-
ent cases are exemplified in tables 2 to 4, and in-
volve in each case different parts-of-speech. The
cases in which different lemmas are used for the

2As opposed to the Princeton WordNet, GermaNet does
not contain adverbs
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case description

different lemmas

for the same concept
additional lemma

in Swiss StdG
additional lemma

in German StdG

lemma and concept
used in Swiss StdG only
lemma and concept

used in German StdG only

case 1

case 2

case 3

Table 1: Case distinction for Swiss
and German StdG words

same concept, e.g. “breakfast” (see table 2), are
treated as co-hyponyms in GermaNet, and each
lexical unit is tagged by the regional markers link-
ing it to Switzerland, e.g. Morgenessen, and to
Germany, e.g. Friihstiick. The treatment of case
2 in GermaNet is also straightforward: words that
are particular to Swiss StdG, e.g. Estrich, and to
German StdG, e.g. Kraftfahrzeug (see table 3), are
introduced as additional lexical units into the rel-
evant synset, e.g. the synset for “car” or “attic”,
and are tagged by the appropriate regional domain
pointer. The other members in the synset, which
belong to both varieties, e.g. Dachboden and Auto,
remain untagged. The lemmas that belong to case
3 denote concepts only used in Swiss or German
StdG, e.g. Sechselduten (a Swiss spring holiday)
and Mettwurst (a German sausage) (see table 4).
Thus, the synsets which include lemmas of case 3
contain (a) lexical unit(s) that are all tagged by a
regional domain pointer.

If one merges the two standard varieties of Ger-
man spoken in Switzerland and Germany in the
way just outlined, which steps does a lexicogra-
pher have to follow to enter all words that appear
in a list consisting of Swiss StdG words into Ger-
maNet? Such a word list may have been compiled
from a lexicographic resource, such as the Swiss
StdG Duden, or from a corpus of Swiss StdG texts,
such as the data from the Leipziger Corpus. Given
the assumption that the new word should be incor-
porated into the existing structure of GermaNet,
lexicographers need to follow a sequence of steps
summarized as the flow chart in Figure 1. The first
step is to ensure that the word is not already in-
cluded in GermaNet. If this is the case, the lex-
icographer determines whether the word is a true

Helvetism or not. To make this decision, we rely
on native speaker intuition, and also additional
sources of information, such as Swiss High Ger-
man corpora and German High German Corpora,
are consulted. If the word, however, is not used
in Swiss StdG only, the lexical unit is inserted as
a new synset and tagged by the regional pointer
to [BRD, Bundesrepublik Deutschland, Deutsch-
land] if it is a Teutonism, else it is left unmarked.
If the word is, indeed, a Helvetism, there are two
possible next steps: either there is already a synset
to which the Helvetism can be added (case 1 or
case 2), or a new synset has to be created (case
3). In both cases, the lexical unit is marked with
the regional domain pointer, linking it to [Helve-
tien, Schweiz]. If the Helvetism is inserted into an
already existing synset, the other members of the
synset have to be checked with respect to whether
they are Teutonisms and have to be tagged by the
regional domain pointer (case 1), or whether they
are used in both varieties and are thus left un-
marked (case 2).

Already existing words in GermaNet must be re-
examined as to whether they are Helvetisms, Teu-
tonisms or used in both varieties. This does not
only concern words on the Swiss word list which
are already included in GermaNet, but it applies to
all words present in GermaNet.

5 Discussion and future work

In this paper, we have shown how to include
Swiss StdG into GermaNet by following the ap-
proach taken in the Princeton WordNet for link-
ing words from different standard varieties to re-
gional domain pointers. We have emphasised the
need for distinguishing between Swiss Mundarten
and Swiss StdG and have limited our modelling
to the latter. As data sources, we have consulted
both lexicographic sources and corpus material
and have shown the relative merits of these two
sources. It would be worthwhile to broaden the
empirical base for identifying Helvetisms by us-
ing other data sources, such as informant studies, a
traditional method for collecting data on language
varieties, and crowdsourcing, which has already
been applied to collect colloquial words in a word-
net context by McCrae et al. (2017).

Once the integration of Helvetisms into Ger-
maNet has reached a stable state, the additional
data will be released with the yearly updates of the
GermaNet resource. GermalNet can be licensed
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process word
from word list

Helvetism
A { mark as Helvetism ]

- is it a Helvetism. is
is it already ) g Teutonism ( ]
. Teutonism mark as Teutonism
in GermaNet? . 1
or neutral?

neutral

{ leave unmarked

yes

no
[ create new synset is it a Teutonism? mark as Teutonism

leave unmarked

II

are the other
members in synset
Teutonisms?

tag other members
as Teutonism
case 1

is there a synset insert word and mark
to insert it into? it as Swiss StdG

leave other mem-
bers unmarked
case 2

create new synset and
mark it as Swiss StdG
case 3

Figure 1: Workflow for lexicographers to include lexemes from the Swiss word list
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example variety meaning part-of-speech

1. Morgenessen Swiss StdG breakfast noun
Friihstiick German StdG

2. parkieren Swiss StdG park verb
parken German StdG

3. Abdankung Swiss StdG funeral service | noun
Trauerfeier German StdG

4. Aktion Swiss StdG bargain offer noun
Sonderangebot | German StdG

rule

Table 2: Different lemmas in Swiss and German StdG for the same concept (case 1)

example variety meaning ‘ part-of-speech
Beiz Swiss StdG breakfast noun
Kneipe Swiss StdG and German StdG
Estrich Swiss StdG attic noun
Dachboden Swiss StdG and German StdG
gehduselt Swiss StdG chequered adjective
kariert Swiss StdG and German StdG
tiberrissen Swiss StdG excessive adjective
tibertrieben Swiss StdG and German StdG
Kraftfahrzeug | German StdG car noun
Auto Swiss StdG and German StdG

6. | artig German StdG well-behaved | adjective
brav Swiss StdG and German StdG

7. | lauschen German StdG eavesdrop verb
hinhéren Swiss StdG and German StdG

8. | schmuck German StdG decorative adjective
dekorativ Swiss StdG and German StdG

Table 3: Additional lemma in Swiss StdG (1-4) and German StdG (5-8) (case 2)

by academic institutions for research purposes free
of charge. Non-academic institutions can license
GermaNet for the purpose of internal research and
development or for the development of commer-
cial products or services.

A natural next step would be to extend the cur-
rent approach to other standard varieties, such as
the standard varieties spoken in Lichtenstein and
Austria. These two countries are of particular
interest since both border with Switzerland, and
Austria also borders with Germany. Another va-
riety of German worthwhile studying is the Ger-
man spoken in Luxembourg, a country with Let-
zeburgisch, German and French as the three of-

ficial languages. Letzeburgisch has been officially
recognised as an independent language, but histor-
ically has been influenced by Dutch, French and
German.

Another issue that we have only touched upon
briefly in this paper is the modelling of regional
varieties, such as the Swiss Mundarten or regional
varieties spoken in Germany. It would be interest-
ing to explore to what extent the approach taken
in the Princeton WordNet and also in this paper to
the treatment of standard varieties could be gen-
eralised to the treatment of regional varieties as
well. Here, we can only give some examples from
different regional varieties of Switzerland in or-
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example variety meaning part-of-speech
1. | Ausgang Swiss StdG nightlife noun
- German StdG
2. | Gegenvorschlag | Swiss StdG counterproposal noun
- German StdG | (in the context of a referendum)
3. | strahlen Swiss StdG to look for mountain crystals verb
- German StdG
4. | Sechselduten Swiss StdG traditional spring holiday noun
- German StdG
5. - Swiss StdG
Mettwurst German StdG | German sausage noun
6. | - Swiss StdG
Autohaus German StdG | car dealer noun
7. | - Swiss StdG
Jahresurlaub German StdG | annual holiday noun
8. | - Swiss StdG
dufte German StdG | smashing adjective

Table 4: Lemma and concept used in Swiss StdG only (1-4) or in German StdG only (5-8) (case 3)

der to sketch what such an extension would look
like. In Swiss Mundarten, the German and Swiss
StdG verb weinen (to cry”) has the two variants
briciggd and briiele in the dialect spoken in the
canton of Zurich and grdnnd is the variant used in
the canton of Berne. Similarly, the noun Brétchen
(bread roll”) has the Mundarten variants Weggli
used in the canton of Zurich, Miitschli in the can-
ton of Berne and Schwdobli in the canton of Basel.
Modelling such variants in GermaNet would mean
to include the variants, e.g. Weggli, Miitschli and
Schwoobli or grinnd, bridggd and briiele, in one
synset that also contains the lexical unit Brotchen
used in Standard German. The regional variants
are then linked to the appropriate domain pointers
for the Swiss cantons, while the lexeme Brotchen
remains unmarked.
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Danish in Wikidata lexemes
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Abstract

Wikidata introduced support for lexico-
graphic data in 2018. Here we describe the
lexicographic part of Wikidata as well as
experiences with setting up lexemes for the
Danish language. We note various possible
annotations for lexemes as well as discuss
various choices made.

1 Introduction

Wikipedia’s structured sister Wikidata (Vrandecié
and Krotzsch, 2014) at https://www.wikidata.
org/ supports interlinking different language ver-
sions of Wikipedia as well as several other Wikime-
dia sites, such as Wikibooks and Wikimedia Com-
mons. One wiki that has been missing from the list
is Wiktionary, — the dictionary wiki. Wiktionary
has a structure different from the other wikis as
multiple different words and concepts might be de-
scribed on the same page, only connected through
the same orthographic representation.

In 2018, Wikidata enabled support for lexico-
graphic data via special lexeme wiki pages. Com-
pared to Wiktionary, Wikidata lexemes offer a so-
lution with directly machine-readable data: it is
not necessary to write parsers to obtain the lex-
eme data in a structured format. Wikidata lex-
emes also reduce the amount of redundant in-
put: In Wiktionary, each language edition sets
up its own dictionary, and a word described in
one Wiktionary is not directly available in another
Wiktionary. Further issues with Wiktionary are
the linkage to the Wikidata concept ontology and
the linkage to external resources such as WordNet
(Miller, 1995). Neither of these links is non-trivial
to set up, though matching lexical entries between
Wiktionary and WordNet may be done with good
accuracy (McCrae et al., 2012).

Below we will describe how lexemes are sup-
ported on Wikidata,' and list some of the Danish
resources relevant for Wikidata lexemes. Then we
will detail how Danish lexemes have been anno-
tated and discuss some of the choices made.

!There is an introduction to Wikidata lexemes on

Wikidata itself at https://www.wikidata.org/wiki/
Wikidata_talk:Lexicographical_data

2 Wikidata lexemes

Wikidata stores lexeme data on a new type of pages
prefixed with the letter ‘L’ and further identified
with an integer, e.g., the Danish lexeme gentagelse
(repetition) has the identifier “L.117” and available
for view and edit at https://www.wikidata.org/
wiki/Lexeme:L117. On the same page, multiple
senses and forms for the lexeme may be defined.
They are identified by suffixes to the lexeme iden-
tifier, e.g., the plural indefinite form gentagelser
would be identified as “L117-F3”, while the first
sense—if it was defined—would have been identi-
fied as “L117-S1”. Forms and senses are defined
separately, so it is currently difficult to define a
specific sense for a specific form. Lexemes, forms
and senses may be associated with properties, and
these properties are identified with integer prefixed
with the letter ‘P’.

The Wikidata lexeme data maps to an RDF
representation,” and the RDF data is queryable
via the Wikidata Query Service SPARQL end-
point at https://query.wikidata.org/. The
mapping uses part of the Lexicon Model for On-
tologies (LEMON) ontology (Cimiano et al., 2016;
McCrae et al., 2012). The central OWL con-
cepts for the lexeme data are ontolex:LexicalEntry,
ontolex:Form and ontolex:LexicalSense for lex-
eme, form and sense respectively with the prefix
http://www.w3.org/ns/lemon/ontolex#. Fach
of these three OWL concepts has associated ba-
sic data in Wikidata. Apart from the identifier,
the lexeme has the lemma, language and lexical
category, the form has its orthographic representa-
tion and grammatical features while the sense may
have multiple glosses. This basic data cannot be
associated with qualifiers and references like nor-
mal Wikidata properties.

Links from Wikidata lexemes (L-pages) to Q-
items (i.e., the ordinary Wikidata items) are of two
kinds: Either for the description of the lexical and
grammatical “metadata” for the lexeme or for the
description of the meaning of a sense. In the latter
case, the Q-items function as the wordnet notion

*https://www.mediawiki.org/wiki/Extension:
WikibaseLexeme/RDF_mapping
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Danish Total Description SPARQL query fragment
1268 43816  Number of lexemes [] a ontolex:LexicalEntry
4826 118742  Number of forms [1 a ontolex:Form
617 11194 Number of sense [] a ontolex:LexicalSense
8594 218803 Number of grammatical feature links [] wikibase:grammaticalFeature []

Table 1: Statistics for lexeme data in Wikidata. See also the statistics displayed on the Ordia website at

https://tools.wmflabs.org/ordia/statistics/.

of synsets. Wikidata has specific properties to link
Q-items to synsets in external lexical resources,
including BabelNet (Navigli and Ponzetto, 2010)
(P2581) and the Collaborative Interlingual Index
(P5063) (Bond et al., 2016). Alternatively, the
more generic property for Linked Open data URIs
(P2888) can be used. Wikidata has linked some
WordNet synsets used in ImageNet. The corre-
spondence between the resources is not necessarily
straightforward to establish (Nielsen, 2018).

Some statistics for the lexeme data in Wikidata
are displayed in Table 1. It displays, e.g., that the
number of forms is close to 120°000. In compari-
son, the English Wiktionary has currently around
5.9 million content pages, while the Danish Wik-
tionary has around 38 thousand.” The numbers
are not directly comparable as multiple forms may
be listed on one Wiktionary content page. A count
on the distinct number of (monolingual) form rep-
resentations in Wikidata gives 89’728 on 27 March
2019 based on the following SPARQL query:

SELECT
(COUNT(DISTINCT (?representation))
AS 7count)

{ [] ontolex:representation
?representation . }

3 Danish resources

There are some Danish resources relevant for Wiki-
data lexemes, e.g., corpora for language usage ex-
amples. As Wikidata is distributed under the Cre-
ative Commons Zero (CCO0) license, the resources
incorporated into Wikidata need to be compatible
with that license.

Old out-of-copyright Danish works are typically
with an antiquated spelling, e.g., where the first
letter of nouns has a capital letter. Wikipedia and
Wiktionary may not be used because their content
is under an attribution and share-alike license, not
compatible with the CCO license. Modern Dan-
ish sentences can be retrieved from, e.g., Danish
law texts at https://www.retsinformation.dk/,
Danish translations of international treaties and

conventions, such as the Treaty of Lisbon, and

3 https://en.wiktionary.org/wiki/Special:
Statistics and https://da.wiktionary.org/wiki/
Speciel:Statistik

the Danish part of the Europarl corpus (Koehn,
2005). Fairy tales by Hans Christian Andersen can
be found with modern spelling.

Of the lexicographical resources, the standard
Danish dictionary, Retskrivningsordbogen, has a re-
strictive license. Another large Danish dictionary
with over 300’000 entries and used, e.g., with the
computer program aspell, is under the GNU Gen-
eral Public License and is not compatible with
Wikidata’s CC0. DanNet (Pedersen et al., 2009)
has a WordNet-derived open license and a Wiki-
data property (P6140) for the DanNet words —
corresponding to Wikidata lexemes—has been cre-
ated in November 2018. DanNet is distributed as
OWL, so should fit well with Wikidata lexemes.

NST Lexical database for Danish® has Speech
Assessment Methods Phonetic Alphabet (SAMPA)
pronunciation specification for over 235’000 Danish
words and stated to have the CCO license.

As of June 2019, we have used 160 sentences
from the Danish part of the Europarl corpus,® and
linked to 1258 DanNet 2.2 word identifiers,® while
the NST phonetic data has hardly been used.

4 Annotating lexemes, forms and
senses

Wikidata has a continuously growing number of
properties that can be used to annotate lexemes,
forms and senses. General properties—that are rel-
evant for lexemes of most word classes—are usage
example (P5831), word stem (P5187) and derived
from (P5191), where the latter may indicate et-
ymological origin or origin of derivations. Com-
pound parts may be linked with a property (P5238)
and the order of the parts may be specified with a
property used as a qualifier (P1545). The Wikidata
property for DanNet words (P6140) are linked to
version 2.2 of the resource. As of March 2019, 844
lexemes with associated information about DanNet
words are linked.” The data model of Wikidata al-

“https://www.nb.no/sprakbanken/show?serial=
sbr-26

®See Ordia’s statistics at https://tools.wmflabs.
org/ordia/reference/Q5412081

5The SPARQL query SELECT ?dannet { ?lexeme
wdt:P6140 7dannet } on the Wikidata Query Service.

"https://www.wikidata.org/wiki/Property_
talk:P6140 displays the DanNet property statistics.
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lows for the specification of “no value”, thus it is
possible to specify that a lexeme cannot be found
in the DanNet 2.2 resource. For instance, adverbs
and rare nouns, such as lommevogn (L40687), are
not in DanNet and indicated as such. The wusage
example property (P5831) can store a short free-
form text and the qualifier stated in (P248) can
point to a Q-item with metadata about a work
where the text appears. A related property is at-
tested in (P5323) which also can point to a Q-item.

Lexemes may also be associated with classes via
the instance of property (P31). Properties rele-
vant for lexemes across word classes in Danish are,
e.g., whether they loan words and/or compound
words.

Forms may be associated with hyphenation and
pronunciation specification. Wikidata has proper-
ties for X-SAMPA, TPA transcription and Kirshen-
baum code. These pronunciation properties have
been used on Wikidata’s Q-items, but so far not
(or very limited) for Danish lexemes.

Senses can be associated with language style
(P6191) and perhaps most importantly with item
for this sense property (P5137) which links the
senses of lexemes to the Q-items and thus with
the rest of the Wikidata knowledge graph. Syn-
onyms, antonyms, hypernyms and hyponyms may
be inferred from the information in that part of the
Wikidata knowledge graph.

Links between lexemes in different languages can
currently be made with a specific translation prop-
erty (P5972) applicable for senses, or the connec-
tion between lexemes can be made through their
senses and the P5137 property linking to Q-item
that then binds lexemes from separate languages
together.

4.1 Verbs

Verbs can be associated with conjugation class
through the P5186 property. We have followed the
scheme of (Allan et al., 1995) where there are four
main Danish conjugation categories. The auxil-
iary verb(s) for a verb can be specified with P5401.
Some verbs can be assigned to a class, e.g., motion
verbs, auxiliary verb, transitive/intransitive verb
or deponent verb. The valence (P5526) can also
be specified.

4.2 Nouns

Danish nouns may be characterized by grammati-
cal gender and class. Classes of commons nouns
may be countable or mass noun, singulare tan-
tum, plurale tantum, collective noun, ‘nexual’
or ‘innexual’ noun or nomen agentis. The dis-
tinction between nexual and innexual is based
on (Hansen and Heltoft, 2019) where the former
may refer to “actions and processes, activities and
states,” and the later “objects or compounds”.

4.3 Images and audio

Senses may be associated with images by referenc-
ing filenames in the free media archive Wikimedia
Commons. The link may help language learners
and possibly be a resource for training natural lan-
guage processing machine learning models in the
same way that ImageNet has used WordNet, see
(Nielsen, 2018; Nielsen and Hansen, 2018) for ap-
plications of the use of Wikidata. Typically the
senses of nouns may be associated with images,
while it may be difficult to identify good images
to be associated with, e.g., adverbs. A few Danish
verbs have been associated with images, e.g., ga
(walk) and “visual” adjectives, such as rgd (red),
are also associated with images.

Lexemes can be associated with images. Pho-
tos of written signs may exemplify how words are
used in the environment, e.g., a photo of a street
sign reading “Cyklist vig for gaende” is used to il-
lustrate the usages of the lexeme cyklist (143527,
cyclist).

Audio files can be associated with the lexico-
graphic data. For forms, the P443 property can
link to one of the currently around 130 pronuncia-
tion audio files for Danish words, while senses can
link to sound files with the P51 property, e.g., the
sense for bi (L37259, bee) links to a sound record-
ing of bees buzzing and the sense for bil (L36385,
car) is associated with an audio file of a starting
and driving car.

5 Discussion

Wikidata is entirely field-based and especially for
lexemes there are very few means to enter free-form
information. While exceptions can be noted in
standard dictionaries such as Wiktionary, almost
every piece of information added for a lexeme in
Wikidata must be associated with a property. The
explicitness of Wikidata complicates the modeling
of language. Below we discuss a few of the issues
that have appeared for the Danish language.

5.1 Lexeme splitting

The English lexeme they (L371) incorporates the
forms they, them, their, theirs, themselves and
themself, while French vous (plural you) and votre
are separate lexemes (L9289 and 1.9289). In the
Danish online dictionary Den Danske Ordbog, the
corresponding forms for they are split into several
dictionary entries, while the German Wikidata lex-
emes ich (L7877, the personal pronoun I) has cur-
rently no other form than ich. The issue was the
subject of an inconclusive discussion on Wikidata.®
As noted by one of the discussants, if the pronouns

8https://www.wikidata.org/wiki/Wikidata_

talk:Lexicographical_data/Archive/2018/11#How_
to_split_or_merge_stedord_(Q36224).
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are split, a question is how to link between such
different lexemes. A related issue for Danish ap-
pears for some adverbs, which could easily be re-
garded as separate lexemes, such as hjem, hjemad
and hjemme (home, homeward, at home). Here the
words are distinguished by telicity and a dynam-
ic/static feature, e.g., hjemad is atelic and dynamic
(Hansen and Heltoft, 2019, p. 216). Possibly new
specific properties could describe the relationships.

Wikidata’s choice of separating form and sense
complicates modeling of some words. wvand (wa-
ter), ol (beer) and tgj (cloths) are examples of
words that each are regarded as one lexeme but
where the specific forms are associated with spe-
cific semantics: The common gender version of gl
relates to a countable noun as in “one beer”, while
the neuter version relates to a mass noun. Here
we could split the lexeme into two Wikidata lex-
emes, e.g., vand with common gender and vand
with neuter, but that would complicate their re-
lations to other lexemes, e.g., in terms of com-
pounding and etymology. A related issue occurs
for deponent verbs. For finde/findes (active/pas-
sive; find/exist) the lexemes have been separated
(139637 and 1.44601) following the convention of
DanNet.

In case of, e.g., the lexemes mor and moder
(mother) their singular forms are different but they
have the same meaning and their plural form,
mgdre, is the same. There is no way of merging
the separate plural forms when mor and moder
are regarded as separate lexemes as the forms are
tied to separate lexeme pages. The creation of a
dedicated property could link such forms together.

5.2 Compound splitting

Danish is a language rich in compounds. The
compounds and affixes of a lexeme can be spec-
ified with the P5238 property where other lex-
emes can be linked. The currently longest Danish
lexeme in Wikidata, ejendomsadministrationsvirk-
somhed (building administration business), could
be split as ejendom-s-administration-s-virksomhed
with two s-interfixes and three words with a
good semantic relation to the complete lexeme.
With a more granular level, the word could be
split into ejen-dom-s-ad-ministr-ation-s-virk-som-
hed, where affixes have been split from the roots.
Here, dom and wvirk has little semantic relation-
ship to the compound lexeme. With the cur-
rent setup of the P5238 property and the struc-
ture of Wikidata, it is difficult to see how the
two splits can coexist with the same lexeme. Cur-
rently, we typically split on the highest level, e.g.,
ejendomsadministration-s-virksomhed.  The lex-
eme pages for ejendomsadministration and wvirk-
somhed can further split the compounds and de-
rived words.

5.3 Linking compounds to parts

When orthographically similar words with the
same etymology are split across multiple lexemes it
may be unclear which lexeme a compound derives
from. For instance, the compound vaskemaskine
(L42991, washing machine) could be analyzed as
consisting of: 1) a verb stem (vask), an interfix
(-e-) and a noun (maskine), or 2) a verb in its
infinitive form (vaske) and a noun, or 3) a noun
(vask), an interfix and a noun. During data entry
one would need to make an explicit choice. The
same choice may appear for affixations, such as for-
be-handle. While be- is arguably a prefix (1.44579),
for may be a prefix or an adverb, — or possibly an
preposition.

5.4 Genitive

Danish genitive, where an -s suffix is added, has
traditionally been regarded as a case, but newer
words for Danish grammar challenge that notion
and argues that it is a clitic and a derivation mak-
ing a nominal to non-nominal (Hansen and Heltoft,
2019, p. 255). Originally, we began adding the
genitive -s forms for the Danish nouns, but has
discontinued it after becoming aware of the issue.
The Swedish part of Wikidata lexeme continues to
add the genitive -s forms for nouns. If we were to
add the genitive for Danish nouns, then one could
argue that genitive versions of other word classes
should also be added, — as words from other word
classes can be used as nouns, e.g., de rgdes valgsejr
(literally, the reds’ election victory) where the ad-
jective rgde has the added genitive -s. The ad-
vantage of have the -s forms is that lookup, e.g.,
for spellchecking may be more convenient. Other
Danish digital dictionaries record the -s form.

5.5 Data quality

The structured format of the data and the query
tools associated with Wikidata enable us to per-
form some completeness and internal consistency
checks. For instance, we may formulate a SPARQL
query that returns Danish lexemes without any us-
age examples. We have used the Shape Expressions
(ShEx) language (Baker and Prud’hommeaux,
2017) to formalize such checks, and these ShEx
definitions are available on separate pages on Wiki-
data (Nielsen et al., 2019). As an example, the
ShEx definition E65° checks Danish numerals re-
garding data about language, lemma, word stem,
word class, DanNet, usage example, sense, form
and hyphenation.

Shttps://www.wikidata.org/wiki/
EntitySchema:E65
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5.6 Applications

What can Wikidata lexemes be used for? Wikidata
itself has a dedicated page for application ideas.'”
For spellchecking the current number of lexemes in
Wikidata can hardly compete with already estab-
lished larger word lists, but in the long run using
the lexeme forms for spellchecking might be of in-
terest. The advantage is that it is collaboratively
extensible, likely able to quickly catch up on neol-
ogisms and evolving jargon in comparison to stan-
dard dictionaries. It is less clear if Wikidata lex-
emes can be used for more advanced natural lan-
guage processing, such as part-of-speech tagging
and grammar checking. The ability of the cur-
rent Wikidata lexeme system has limited means
for specifying grammar.

6 Related Research

Among related research, there are several studies
reporting the extraction of data from Wiktionary
and using the structured data for linguistic tasks
or building a resource (Zesch et al., 2008; McCrae
et al., 2012; Sérasset, 2014; Pantaleo et al., 2017).
For instance, the Java- and database-based system
by Zesch et al. (Zesch et al., 2008) for reading, stor-
ing and querying lexical semantic knowledge from
Wikipedia and Wiktionary enables a user, e.g., to
programmatically query for hyponyms of senses.
The parser of the described system needs to be
adjusted for each language edition of Wiktionary
as each edition may use different markup for the
lexical semantic information.

The lexicographic part of Wikidata is still com-
parably small, but contrary to many other on-
line dictionaries with rich semantics, Wikidata
users can add and edit the lexicographic informa-
tion and more or less immediately see it becom-
ing available in the powerful query facility of the
SPARQL-based Wikidata Query Service. Our Or-
dia Web application at http://tools.wmflabs.
org/ordia takes advantage of this service (Nielsen,
2019).
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Abstract

Semantic information about entities, specifi-
cally, how close in meaning two mentions are
to each other, can become very useful for the
task of coreference resolution. One of the most
well-researched and widely used forms of pre-
senting this information are measures of se-
mantic similarity and semantic relatedness.
These metrics are often computed, relying up-
on the structure of a thesaurus, but it is also
possible to use alternative resources. One such
source is Wikipedia, which possesses the cate-
gory structure similar to that of a thesaurus. In
this work we describe an attempt to use se-
mantic relatedness measures, calculated on
thesaurus and Wikipedia data, to improve the
quality of a coreference resolution system for
Russian language. The results show that this is
a viable solution and that combining the two
sources yields the most gain in quality.

1 Introduction

Coreference resolution is a very important part of
many natural language processing tasks, and for
solving it generally information from several
language layers is required. Among those, the
importance of semantic information, as opposed
to more shallow features, e.g. string-based, mor-
phologic or syntactic ones, is sometimes debated
(see e.g. Durrett and Klein (2013)), but it is nev-
ertheless seen as useful for overcoming the po-
tential plateau of quality, as V. Ng (2017) noted.
As far as English language is concerned, vari-
ous thesauruses are usually used as sources of
semantic information, the most popular of them
being the WordNet (Harabagiu et al., 2001,
Ponzetto and Strube, 2006 among others). An-
other such resource is Wikipedia that, while not a
thesaurus by itself, is sometimes considered as

such due to its structure of categories, connected
to each other by the relation of inclusion
(Ponzetto and Strube, 2006).

For Russian language the room for improve-
ment of coreference resolution systems still ex-
ists, as has been demonstrated by results of the
Ru-Eval-2014 competition for Russian corefer-
ence resolvers (Toldova et al., 2014). The usage
of semantic information is also not as wide-
spread, partly due to lesser volume of resources
available: fewer thesauruses exist for Russian
than there are for English, the most prominent of
them being the RuThes (Loukachevitch et al.,
2014), consisting of appr. 70 000 synsets, and the
Russian segment of Wikipedia is also smaller.
Consequently, fewer attempts at using semantic
information have been made.

Nevertheless, the results of Toldova et al.
(2014) mentioned above clearly show that se-
mantic information needs to be explored to
properly resolve cases such as (1) below.

(1) People who survived the wreck of the ship
told that the main reason for the tragedy
was the oil-burner being very old.

Additional information that can be obtained
from a thesaurus is required to correctly join oil-
burner to the ship. On the other hand, while the-
sauruses seldom contain information about
named entities, such as people, additional re-
sources would be required to obtain information
of this kind. Data that can only be obtained from
an encyclopedia such as Wikipedia is required
for examples like (2):

(2) Victor Vekselberg would like to engage
Grigori Perelman to work in the “Silicon
Valley”. The fortune has smiled upon the
mathematician...

To deal with cases similar to the ones de-
scribed above, a system would require to look-up
the related content in a resource and properly
infer the relation between the mentions.
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This paper presents an attempt at using infor-
mation, obtained from RuThes and Russian Wik-
ipedia, to improve the quality of coreference res-
olution for the Russian language. More precisely,
we explore the efficiency of using measures of
semantic similarity and semantic relatedness, as
guantified representations of how close the
meanings of two concepts are. In our research we
employ the measures, extracted from the afore-
mentioned resources, as features used in machine
learning solutions.

The achieved results suggest that integrating
features based on semantic information does in-
deed improve the system performance, with the
highest increase in quality being gained by com-
bining the data from both resources.

2 Related Work

Thesauruses, in particular WordNet, have been
widely used for purposes of coreference resolu-
tion in a variety of ways. Some of these include
extracting hypernym chains or semantic classes,
derived from high-level nodes (Poesio and
Vieira, 2000; Soon et al., 2001) or calculating
special confidence measures of different paths
between concepts (Harabagiu et al., 2001). Se-
mantic similarity has also been frequently em-
ployed in automated coreference resolution, ei-
ther calculated from thesaurus data or unannotat-
ed corpora (Ponzetto and Strube, 2006; Versley,
2007), or based on word embeddings (Clark and
Manning, 2016). A large spectrum of different
semantic similarity values that can be calculated
based on thesaurus structure has been suggested
by various researchers. Overview of the most
influential ones are given, e.g., in (Budanitsky
and Hirst, 2006).

For Russian the research of coreference reso-
lution using thesaurus data has been smaller in
scale with the only participant system of Ru-
Eval-2014 that used semantic information rely-
ing on a proprietary ontology (Bogdanov et al.,
2014). Recently, Toldova and lonov (2017) have
introduced a coreference resolution system, sup-
plemented with semantic information from hy-
pernym chains extracted from RuThes, achieving
certain improvements in quality. Our research
differs in approach with employing semantic
similarity measures instead.

The Wikipedia data is also often used in sys-
tems of coreference resolution, including the
Stanford parser (Raghunathan et al., 2010). Gen-
erally, the text content of the page is considered
for analysis, with its category structure being

used in a similar way to a thesaurus in (Ponzetto
and Strube, 2006). The text information and cat-
egories of a page from Russian Wikipedia have
been used by Azerkovich (2018) with a positive
result, but the category tree as a whole was not
considered.

3 Calculating Semantic Relatedness

3.1 Resources Used

Two main sources of semantic information were
used in this research: RuThes thesaurus and the
Russian segment of Wikipedia. RuThes is a the-
saurus, created by a team of linguists, with its
freely available part, RuThes-Lite, including 55
000 entities that correspond to 158 000 lexical
entries. The structure of RuThes is similar to that
of WordNet, with concepts in the thesaurus
linked to each other by the set of labeled rela-
tions that includes IS-A, PART-WHOLE and a
number of associative relations.

The Russian segment of Wikipedia with ~1.5
min articles, while being smaller than the English
one (over 5 min articles), is still one of its larg-
est, making it an important knowledge source.
The feature of Wikipedia that allowed to include
its information in our analysis is its category
structure: each article can be placed within one
or several categories, which, in its own turn, can
be categorized further. Because one article can
belong to several categories, and one category
can be included in several parent categories, the
structure of Wikipedia categories is not a tree in
a strict sense, but a more general graph.

For both resources the following set of
measures of semantic similarity was calculated:
the path-based measures of Rada et al. (1989),
Wu and Palmer (1994) and Leacock and
Chodorow (1998); information content-based
measure of Resnik (1995). Because the relations
between parent and child categories in Wikipedia
do not strictly correspond to IS-A relations, it
would be more correct to consider the scores for
this source as measures of semantic relatedness
rather than semantic similarity.

For Wikipedia pages the measure of gloss
overlap by Banerjee and Pedersen (2003) was
also computed. This was not done for RuThes
data, because not all synsets there are provided
with a gloss, which is required to apply this
measure.

3.2

In the case of RuThes, values of semantic simi-
larity measures for two referential expressions

Mining Semantic Information
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were obtained by calculating the scores for head
lemmas of the groups in question. In case of
heads of any or both groups being ambiguous,
measures for all possible combinations of mean-
ings were obtained, and after obtaining the val-
ues, the following two features were created: the
maximum value of the similarity score, and the
average value of the similarity score. If one or
both mentions were absent from the thesaurus,
the measure scores were considered to be zero.

In the case of Wikipedia, the problem of am-
biguity had to be addressed slightly differently.
To calculate the semantic relatedness measures,
firstly, the pages corresponding to the referring
expressions in question had to be obtained. For
that purpose, the groups were queried to Wikipe-
dia search engine. In case a disambiguation page
was encountered, all hyperlinks from the page
were analyzed. If a link led to the page, contain-
ing the other queried group, it was used as the
hit. If no such links were found, the first hyper-
link on the page was used. After resolving the
referring expressions to their Wikipedia pages,
the gloss overlap measure of the pages’ texts was
calculated.

The rest of the set of metrics was calculated in
the same way as for RuThes, using the graph of
categories to which the obtained pages belong.
Following the observations of Ponzetto and
Strube (2006), the possible depth of nodes was
limited to 4 to assure less noisy results, due to
higher levels of the category structure being too
strongly connected. The values of path-based and
information content-based measures were ob-
tained for all combinations of categories for both
pages, after which the same two features as for
thesaurus data was calculated: the maximum val-
ue of the similarity score, and the average value
of the similarity score. As with the RuThes data,
if any of the mentions was not mapped to a cor-
responding Wikipedia page, the measures were
considered zero.

3.3

As an additional step in preparing to use the val-
ues of measures, described above, as features for
a coreference resolution algorithm, it was tested
to what extent these measures correlate with hu-
man judgement on coreference.

To achieve that, the chosen set of measures
was calculated for a set of referring expressions
with pre-existing coreference annotation. As the
source of annotation, the Russian coreference
corpus RuCor was used. It is the corpus, created
for the purposes of the task of automated anapho-

Correlation with Human Judgement

ra and coreference resolution for RU-EVAL-
2014 (Toldova et al., 2014). For 200-pair sets of
coreferent and non-coreferent pairs semantic re-
latedness was calculated, and then the Pearson
correlation coefficient with the annotation was
calculated. To enable the calculations, the pairs
from the evaluation set were assigned the maxi-
mum measure value if they were annotated as
coreferent, and the minimum value if marked as
not coreferent.

The results of evaluation are presented in Ta-
ble 1. As can be seen from the tables, the values
of measures generally do correlate with human
judgement, justifying their usage as features for
analysis, except from the gloss overlay, which
was not used in further experiments. Different
measures also correlate differently with corefer-
ence annotation: while the measures, obtained on
the data from RuThes display higher correlation
in general, the data from Wikipedia correlates
relatively well with annotation for named enti-
ties. This leads to conclude that combining data
from both resources can give the most coverage
and, potentially, a larger improvement to quality
of the analysis.

Source Rada | Wu | Lea- | Res- | Gloss
cock | nik

RuThes 0.56 0.59 | 0.51 0.30 n/a

(non-

empty)

Wikipedia | 0.7 06 |01 0.2 0.2

(NEs)

Table 1: Correlation with coreference annotation

4 Using Semantic Relatedness for Ma-
chine Learning Feature Creation

4.1

The research was conducted on the data of the
aforementioned RuCor corpus (Toldova et al.,
2014), as the largest available corpus of Russian
with coreference annotation. It consists of 180
texts of a variety of genres that in total contain
3838 coreferential chains with 16557 referential
expressions. For the Ru-Eval-2014 task it was
split in the training and test sets (70% and 30%
of the corpus volume, respectively), which were
retained for our experiments. All texts in the cor-
pus have been preprocessed and morphologically
tagged using the set of instruments developed by
Sharoff and Nivre (2011). The annotation, pro-
vided by the corpus creators, was used as the

Corpus Data Used
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golden standard, against which the systems were
evaluated.

4.2

For our research we used a machine learning al-
gorithm based on a decision tree classifier, which
has been tested in application to coreference res-
olution for Russian in (Toldova and lonov, 2017).
It is based on the work of (Soon et al., 2001), and
uses a similar set of baseline features that we
supplemented with described above features, de-
rived from thesaurus data.

The system is based on a pairwise approach,
according to which the classifier, being given a
pair of referring expressions, decides whether
they corefer or not, based on the feature values.
The candidate pairs for analysis were created the
following way: from each pair of coreferent ex-
pressions a positive instance is created, and then
every NP between the anaphor and the anteced-
ent is paired to the anaphor to create a negative
instance. In our research we relied upon the NP
boundaries, obtained from the corpus markup
instead of automatically generated ones, in order
to maximize the influence of the features we in-
troduce in addition to the baseline set.

4.3

The baseline system was based on the set of fea-
tures, derived from the original set, suggested by
Soon et al. (2001). It included features of various
types: string-based, distance, morphological,
syntactic and semantic. But, as it was originally
created for the English language, several features,
such as definiteness, were meaningless in the
case of Russian, due to linguistic differences.
Because of that, they were removed and, in some
cases, replaced with alternative ones. The result-
ing feature set is given in Table 2.

Learning Algorithm

Baseline Features

Feature type Features

String features e Mention strings match

e One of mentions is an iden-
tifier of the other

e One of mentions is an ab-

breviation of the other

Distance  fea- | o

tures

Number of sentences be-
tween mentions

e Number of sentences is
greater than 3

Morphological
features

Mentions match in gender
Mentions match in number
Both mentions are proper
Anaphor is a demonstrative

pronoun
e One of mentions is a pro-
noun

Syntactic fea- | e

tures

The potential anaphor is an
appositive of the antecedent
e Mentions are subject and

object of the same sentence
¢ Both mentions are subjects
e Both mentions are first
words in a sentence

Semantic fea- | o

tures

Both mentions are animate

Table 2: Baseline feature set

All features were represented by their numeric
value if applicable, or indicator functions, equal
to 1 in case the feature is true, and 0 in case it is
false.

The performance of the system, using only the
baseline set, was compared to performance of its
version, using the set enhanced with features de-
rived from thesaurus data of RuThes and Wik-
ipedia: maximum and average values of the se-
mantic relatedness measures.

4.4  Performance Evaluation

The performance of systems was evaluated,
based upon a number of metrics: MUC (Vilain et
al., 1995), B® (Baldwin and Bagga, 1998) and
CEAF (Luo, 2005). The following versions of
the baseline system were included in the compar-
ison: enhanced with the RuThes-based features;
enhanced with Wikipedia-based features; en-
hanced with features from both resources.

The Table 3 below contains the results of the
comparison by metric, with maximum improve-
ments over the baseline highlighted in bold. The
improvements, achieved in the aforementioned
work of Ponzetto and Strube (2006) by adding
Wikipedia-based and Wordnet-based features are
also given for comparison.

45 Discussion

The results of the evaluation show that features
based on semantic relatedness measures do in-
crease the system performance compared to the
baseline to a certain degree. While the increase is
similar in scale to the numbers demonstrated in
earlier work of Ponzetto and Strube (2006), it
may still be not large enough for statistical im-
portance This prevents us from labelling it a de-
cisive improvement and calls for further devel-
opment of the method.
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MUC B3 CEAF
P R F P R F
Baseline 72.76 | 59.49 | 65.46 | 71.01 | 44.50 | 54.71 | 49.02
Baseline + Wikipedia 70.28 | 59.71 | 64.56 | 66.50 | 44.63 | 53.41 | 46.36
Baseline + RuThes 72.72 | 59.43 | 65.41 | 71.15 | 44.44 | 54.71 | 48.91
Baseline + RuThes + Wikipedia 73.57 | 60.01 | 66.10 | 71.77 | 44.93 | 55.26 | 49.66
(Ponzetto and Strube, 2006), Wikipedia | +1.3% | -0.5% | +0.8%
(Ponzetto and Strube, 2006), Wordnet | +2.2% | -0.9% | +1.3%

Table 3: Evaluation metrics

Still, the resulting increase in quality is larger
compared to that of similar work by Toldova and
lonov (2017): 0.54% of MUC score and 0.55%
of B® score, compared to 0.26% and 0.19% cor-
respondingly. As in our research we used seman-
tic information in the form of semantic related-
ness measures, compared to hypernym chains in
(Toldova and lonov, 2017), we can assume that
more precise preprocessing of information and
usage of features beyond Boolean ones can lead
to more improvements in systems’ performance.

Study of the results reveals that the largest in-
crease in quality is observed when combining the
features from both sources, with the improve-
ment seen across all evaluation metrics. This cor-
responds to the assessment of correlation with
human judgement described above.

The results also allow to conclude that infor-
mation from both used sources serves to improve
the quality of the analysis in different ways.
While the data from RuThes can be used to im-
prove the system’s precision, the data from Wik-
ipedia helps to increase the recall of the perfor-
mance. This can be contributed to the difference
in content between the sources: while RuThes, as
a thesaurus created by a team of linguists, is less
in size, but better structured than Wikipedia, the
latter possesses a more contrived and not neces-
sarily transparent category system, but contains
more information about wider range of phenom-
ena.

5 Conclusions and Future Work

In this paper we described an attempt to improve
the quality of coreference resolution for Russian
by introducing features, based on semantic in-
formation, obtained from thesaurus data. For that
end, we used the thesaurus of Russian RuThes
and the Russian segment of Wikipedia to com-
pute several semantic relatedness measures to be
used as features in a coreference resolution sys-
tem.

While the results of evaluation of the system
cannot yet be called final, they suggest that the

quality of coreference resolution for Russian can
be improved by using features based on semantic
information. It is important to remark that the
maximum profit was achieved by combining the
features from both sources, with Wikipedia also
being useful despite its open-source nature and
being open to free editions by any user. While
recent research relying on neural networks for
coreference resolution achieve better results for
Russian (e.g. (Le et al., 2019)), the gains of using
semantic information observed by us and other
researchers allow to assume that such algorithms
could benefit from implementing it, as well.

Future work, inspired by this research, lies in
exploring other coreference resolution algorithms
and improving the quality of semantic features
extraction. The former involves exploring more
productive techniques of coreference resolution,
in particular, assessing the potential of integrat-
ing semantic level information in neural net-
works. The latter involves employing a wider
range of semantic relatedness measures, as well
as increasing the efficiency of using Wikipedia-
based information. As an alternative to the online
encyclopedia, DBpedia can be used. It possesses
clearer structure and labeled relations, which
could simplify computing semantic relatedness
from its data.
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Abstract

Arabic WordNet (AWN) represents one of
the best-known lexical resources for the
Arabic language. However, it contains var-
ious issues that affect its use in different
Natural Language Processing (NLP) appli-
cations. Due to resources deficiency, the
update of Arabic WordNet requires much
effort. There have only been only two up-
dates it was first published in 2006. The
most significant of those being in 2013,
which represented a significant develop-
ment in the usability and coverage of Ara-
bic WordNet. This paper provides a study
case on the updates of the Arabic Word-
Net and the development of its contents.
More precisely, we present the new con-
tent in terms of relations that have been
added to the extended version of Arabic
WordNet. We also validate and evaluate
its contents at different levels. We use its
different versions in a Word Sense Disam-
biguation system. Finally, we compare the
results and evaluate them. Results show
that newly added semantic relations can
improve the performance of a Word Sense
Disambiguation system.

1 Introduction

Natural language processing (NLP) is part of com-
puter linguistics, which is also part of artificial
intelligence. There are many disciplines in NLP.
Information extraction is one of them. It can be text
mining, information retrieval, named entity recog-
nition. . . All these disciplines require lexical and se-
mantic resources to proceed and generate satisfac-
tory results. The more inclusive the resource, the
more accurate the results will be. Lack of resources,
especially for less-resourced language such as Ara-
bic, has always been a persistent problem. One of

Mounir Zrigui
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the reliable resources for the Arabic language is
Arabic WordNet (AWN) (Black et al., 2006).

Princeton WordNet (PWN) (Miller, 1995; Miller,
1998), English WordNet or simply WordNet is the
original and most developed of all wordnets. From
its first publication, it proved its reliability with var-
ious NLP tasks. Many researchers were inspired
by its usability and made a wordnet for their own
languages. Now we have more than 77 wordnet!,
which AWN is one. Researches now are aiming
either to create new wordnets for other languages
(or dialects) or improve existing ones. Creating
new wordnets can be done by gathering an exhaus-
tive repository of meanings and senses, e.g. dictio-
nary or corpora, and assigning all words for each
sense. This approach is called the merge approach
(Vossen, 1998). More common is the ‘expansion’
approach. It consists of translating the core of
PWN? and extending it through more concepts re-
lated to the language. This is called the top-down
approach. AWN has followed this approach.

Generally speaking, a wordnet is a group of
synsets interconnected with different relations. A
synset is a set of synonyms. In other words, it is a
group of words that share the same meaning. Re-
lations can be synonymy, antonymy, hyponymy,
meronymy. .. The enrichment of a wordnet can
follow the axe of synsets or relations. Besides,
the coverage in terms of synsets with diverse re-
lations can be very useful in many NLP applica-
tions, especially Question Answering (QA) and
Word Sense Disambiguation (WSD). Numerous
approaches present themselves to construct and ex-
tend wordnets, from statistics to word embedding-
based approaches (Neale, 2018).

Even without enrichment, AWN showed great
results with several NLP applications like infor-

"http://globalwordnet.org/resources/
wordnets—in-the-world

It contains the most frequently used words in any lan-
guage and it has about 5,000 words.
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mation retrieval (Abbache et al., 2016; Bouhriz
et al., 2015) and query expansion (Abbache et al.,
2018) even for e-learning applications (Karkar et
al., 2015). But, AWN has seen many attempts to
enrich its content with different approaches, either
by adding new synsets or new entities or even new
specificity of the Arabic language like broken plu-
rals® (Abouenour et al., 2013; Saif et al., 2017;
Ameur et al., 2017; Batita and Zrigui, 2017; Batita
and Zrigui, 2018). Despite these efforts, AWN
remains inadequate to the needs of complex mod-
ern systems. There remains a huge gap between
the contents of AWN and the Arabic language it-
self, and also between AWN and other wordnets
like PWN. This paper cites several significant pro-
grammes that have been undertaken to improve
the contents of AWN. This paper also seeks to
shine a light on the semantic relations of AWN and
their importance for improving the performance of
NLP applications. Finally, the paper provides an
overview of tests we have undertaken with three
versions of AWN in a concurrent NLP application.

The paper is structured as follows. The next
section is an overview of the various updates and
extensions of the AWN along a detailed discussion
about its content. Section 3 summarises most of
the significant research undertaken to enrich the
semantic relations in AWN. Section 4 discusses
the procedures that we follow to validate the newly
added relations. Section 5 presents the conducted
tests to show much the enriched AWN can affect a
WSD system. Finally, section 6 will be our conclu-
sion with some future works.

2 Versions of Arabic WordNet

The AWN project started in 2006. The goal was
to build a freely open source lexical database for
the Modern Standard Arabic available for the NLP
community (Abbache et al., 2018). By that time, it
has 9,698 synsets, corresponding to 21,813 words.
Synsets were linked by 6 different types of seman-
tic relations (hyponymy, meronymy, etc.), in a total
of 143,715 relations (Cavalli-Sforza et al., 2013).
Entities are distinguished by their part of speech
POS: noun, verb, adverb, or adjective. Synsets
are linked to their counterpart in PWN and the
Suggested Upper Merged Ontology (SUMO) via
the so-called Interlingual Index (ILI) (Black et al.,
20006).

31t is non-regular plural that involves internal changing in
the structure of an Arabic word.

In 2010, a second version has been published
by Rodriguez et al. (Rodriguez et al., 2008). It
has 11,269 synsets corresponding to 23,481 words
with 22 types of semantic relationships in a total
of 161,705 relations. This version has a browser
written with JAVA that has an update and search
functions (Rodriguez et al., 2008). This version
is rich with more specific concepts related to the
Arabic cultures like named entities and the Arabic
language like broken plurals (Batita and Zrigui,
2018). Several researchers have taken advantage
of this version in most of their work in different
areas of NLP to improve the performance of their
systems.

Recently, an extended version has been pub-
lished in 2015 by Regragui el al. Regragui et al.
(Regragui et al., 2016). This version is seen as an
improvement of the coverage and usability of the
previous version of AWN (Abouenour et al., 2013).
It includes 8,550 synsets which correspond with
60,157 words, among which we find 37,342 lem-
mas, 2,650 broken plurals, and 14,683 verbal roots.
Regragui et al. (Regragui et al., 2016) changed
the structure of the database to the Lexical markup
framework (LMF) (Francopoulo et al., 2006), the
ISO standard for NLP abd machine-readable dic-
tionary (MRD) lexicons. They made it publicly
available and ready to use from the Open Multilin-
gual Wordnet?,

Table 1 below summarizes the statistics of enti-
ties, synsets, and relations of PWN and the three
previous versions of AWN.

PWN V1 V2 Ex.V
Entities (206,978 21,813 (23,481 |60,157
Synsets 117,659 9,698 11,269 8,550

Relations (283,600 ({143,715 (161,705 41,136

(22 (6 types)|(22 (5 types)
types) types)
Table 1: Statistics of PWN with 3 versions of
AWN.

First of all, we notice that the number of enti-
ties and synsets in PWN is very high compared
to all the versions of AWN. In versions 1 and 2
(V1 and V2), we find that the number of entities
is proportional to the number of synsets which is
approximately two to three times the number of
entities, which is not the case in the extended ver-
sion (Ex.V). On the one hand, V2 contains more

*nttp://compling.hss.ntu.edu.sqg/omw/
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synsets and fewer entities than the Ex.V. On the
other hand, V2 has 11,269 synsets connected with
161,705 relations and Ex.V has only 8,550 synsets
connected with only 41,136 relations. By compar-
ing the number of relations in PWN with V2, we
note that V2 is nearly rich in terms of connections
between synsets. As a result, we can say that Ex.V
is more affluent than the other versions of AWN in
terms of synsets but impoverished in terms of rela-
tions. Abouenour et Al. (Abouenour et al., 2013)
put a focus on the entities, in this paper, we focus
on the relations between them.

3 Related Works

Until now, there are several attempts to enrich
the AWN using different methods and approaches.
Most of the works focused on the improvement of
the number of entities and synsets (Rodriguez et
al., 2008; Alkhalifa and Rodriguez, 2009; Aboue-
nour et al., 2010; Abouenour et al., 2013; Regragui
et al., 2016; Ameur et al., 2017; Saif et al., 2017;
Lachichi et al., 2018). The main reason behind
those works is the richness of the Arabic Language.
One study on both Arabic and English Gigaword
corpus has shown that to deal with the same linguis-
tic content of 100,000 words in English, it takes
approximately 175,600 words in Arabic (Alotaiby
et al., 2014). In other words, one English word
can be processed with approximately two Arabic
words. Thus, resource-based applications expect
more coverage of the Arabic language.

In contrast, the work on the relations of AWN
is much less. Boudabous et Al. (Boudabous et
al., 2013) proposed a linguistic method based on
two phases. The first one defines morpho-lexical
patterns using a corpus developed from Arabic
Wikipedia. The second one uses the patterns to
extract new semantic relations from the entities
in AWN. A linguistic expert has validated the ob-
tained relations. While some of the new relations
were good others were not - for various reasons,
including the size of the corpus and the patterns
applications.

In our first work on the AWN (Batita and Zrigui,
2017) we focused on the enrichment of antonym
relations. As many studies have shown that the
antonym relation is universal, but, it has been noted
that there are different perspectives towards this
lexical relation in different cultures (Hsu, 2015).
Antonyms detection, in general, is a tough task
for the NLP community. After a deep study, we

have found that the extended version of AWN has
only four types of relations. One of them is the
antonym relations with only 14 pairs. This work
has been concentrated on the extended version of
AWN because it has been proved by Abouenour
et al. (Abouenour et al., 2013) that it has given
excellent results when testing in a Q/A system. We
proposed a pattern-based approach to extract new
antonym relations from the entities of AWN. For
that, they extract patterns from an Arabic corpus
and used a corpus analysis tool to recognize auto-
matically the antonym pairs from other pairs. The
analysis tool is the Sketch Engine (Kilgarriff et al.,
2004). It has many useful metrics like the LogDice
which gives a higher score to most likely related
pairs. The results were filtered using the LogDice
and the validation was manual.

After that our next step was the derivational re-
lations in AWN (Batita and Zrigui, 2018). By that,
we tackled another matter of the Arabic language
which is the morphological aspect. The deriva-
tional and morphological problem has been a sub-
ject in different wordnet from other languages (Ko-
eva et al., 2008; Mititelu, 2012; Sojat etal., 2012).
Generally speaking, and when it comes to studying
a language aspect, rule-based approaches seem the
more promoting one because they rely on linguistic
rules verified by an expert or by a native speaker.
Based on that, wz relied on that kind of approach
to add new derivational relations between entities
in AWN. We studied the derivational aspect of the
Arabic language to make a set of transformation
rules. Those rules are based on’the POS switch,
for example between the verb M.:/ kataba® (write)

and the noun ZJ § kaatibun (writer) there is a Has-

DerivedVerb relation. Rules are made by an expert
and validated carefully to guaranty the precision
of the results. For more information on the trans-
formation rules see (Batita and Zrigui, 2018). In
the end, we got 8 different relations with different
frequencies. The validation of the rules and the
finale results has been made by a lexicographer.

The knowledge-based systems in general and
wordnet-based systems specifically shown good re-
sults when they used a rich wordnet with as many
relations as possible (Fragos et al., 2003; Seo et
al., 2004; Alkhatlan et al., 2018). Yet, the use of
a wordnet, in general, has shown a great result in
different areas of NLP such as humor detection

SWe used the transliteration system of IKTEX.
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(Barbieri and Saggion, 2014) and human feelings
(Siddharthan et al., 2018) even in the cybercrime in-
vestigation (Igbal et al., 2019). Given a sufficiently
large database with many words and connections
between them, many applications are quite capable
of performing sophisticated semantic tasks. That is
why work on the relations in AWN has to increase
because richer resource can achieve significant re-
sults in a real-world NLP application. Evaluation
and validation of the relations need to be consid-
ered as essential and continuous steps to guaranty
the credibility of a resource. Basically, validation
can be done either manually by verifying each rela-
tions individually or automatically using different
approaches. In the next, we will describe how we
validated the newly added relations in the previous
updates.

4 Validation of the New Relations in
Arabic WordNet

The previously cited works on the enrichment of
the relations in AWN confronted different parts
of the Arabic language, in general, using different
methods and approaches. Table 2 summaries all
the relations (new and pre-existing) of the extended
version of AWN along with their frequency.

Relation Frequency
Hyponym 21,851
Hypernym 21,851
NearSynonym 673
Haslnstance 1,295
IsInstance 1,295
Antonym 800
HasDerivedVerb | 2,005
ActiveParticiple | 1,347
PassiveParticiple | 1,004
Location 985
Time 752
Instrument 184
HasDerivedNoun | 1,784
Relatedness 804
Total 56,630

Table 2: Relations of the extended version of Ara-
bic WordNet with their frequencies.

We will focus on the extended version published
by Regragui et al. (Regragui et al., 2016) and the
new relations that we already added (Batita and
Zrigui, 2017; Batita and Zrigui, 2018). Since many
relations need to be validated (12), we initially

used an automatic approach, which we developed.
While the majority of the new relations are specific
to the Arabic language (8 derivational relations),
with the developed approach we will be working
only on the three general relations: hyponyms, hy-
pernyms, hasInstance, isInstance, and synonyms.
We were inspired by the aspect of the dictionary
and the construction of wordnets since they are
based on the synonyms and the is-a relations (hy-
ponym/hypernym).

Our automatic approach says that ‘if a word
w has a dictionary definition and belongs to a
synset s with other words wy, ..., wy then there is
a strong probability that w mentions one or more
of wy in her definition and/or other words (wy.)
Jfrom the synonym/hypernymy/instance of s’. An
example will simplify the point of the view:

o W: bl rlf (dammage)

e S = talkala__v1AR: Tow « iy <y~\3 rakl,
tlf, sda (corrosion, damage, rust)

e  Hyponym = AinohaAra vl AR:
aid  eaxs Qi) ainhar, tdhwr, fsad (col-
lapsed, deteriorated, ruined)

e Definitionofw: Jdas ¢ Ak ‘iJj‘ 2l
tf alzrs fsad, ¢ib (The implant is damaged,
corrupted, damaged)

As we can see, W € S and its definition have
a word (Jwd fsd) that refers to the hyponym of

s. If so, then the relation is validated, otherwise it
should be reviewed. We collect all the definition of
the words that have one of the three relations from
different dictionary®. All definitions are stored in
one file. The file is structered as a table and each
line contains one definition per word. Stop words
are eliminated and remaining words have been lem-
matized’. Finally, we applied our idea and we got
the results of each relation as described in table 3.
The high accuracy of the synonyms due to their
limited number (we have only 412 relations). False
relations are due to one of the following reasons (i)
either a problem with the lemmatization or (ii) the
granulate of the definition or (iii) the diacritization
and/or correct written form of the word.

As a start-up, the first approach yields to pro-
moting accuracy. To guaranty efficiency and high
confidentiality, a second validation is done manu-
ally by native speakers and a linguistic expert. The

®For that we used the website of AIMaany https://
www.almaany.com/.
"We used the Farasa toolkit (Abdelali et al., 2016).
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Relations Accuracy (%)
Haslnstance/IsInstance | 89,1
Hypernym/Hyponym | 86,2
Synonym 96,7

Table 3: Accuracy of the automatic validation ac-
cording to each relation.

remaining relations (derivational and wrongly vali-
dated by the first method) have been reviewed one
by one. Native speakers made suggestions for some
relations that may or may not hold between words.
As an example, the two words u.\o 9 win (prepare to

do) and ‘o_‘a.! nzm (organize) are connected by the

hyponym relation. Native speakers suggested that it
should be eliminated but the expert said otherwise.
So, the expert takes the final decisions. If a relation
is obvious and does not exist, the expert can add it,
as well as he can eliminate it otherwise. Besides his
knowledge, the decisions of the expert are based
on the following conditions:

e The suggestions of the native speakers.

e A clear definition of the words in the Arabic
dictionary )\ 3l Isan alvb (Lisan al-
Arab).

e The existence of the relation between the
words in question in AWN (some words do
not have any relation at all).

e The correctness of two words that hold the
relation.

e The existence of a relatedness between the
words in the Arabic dictionary.

In the end, we got 81% correct relations, 5%
wrong relations, 12% partially wrong relations (one
of the pair of the words is wrong), and 2% of the
words with no relations at all. Most of the wrong re-
lations were found in the relations that are specifics
to the Arabic language, like Instrument and Relat-
edness because they are based on transformation
rules. Sometimes, words (irregular ones) that share
this kind of relations do not follow any transforma-
tion rules. Some changes have been made by the
linguistic expert regarding the 12% of the relations
that are partially wrong by either changing one of
the two words or replacing if the word does not
exist in AWN. Finally, we could not do anything
for the 2% of the words that have no relations at
all.

5 Evaluation with a Word Sense
Disambiguation System

In literature, we find different approaches to eval-
uate any lexical resources and the choice between
them depending mainly on the kind of the resource
itself and for what purpose (Brank et al., 2005).
Since AWN is a lexical database in the first place,
then its evaluation should follow one of the follow-
ing strategy:

e Comparing it to a golden standard wordnet (in
most cases, PWN).

e Using it in real-life NLP application and eval-
uating the obtained results.

As for the first approach of evaluation, many
researchers have faced difficulties with it. Aboue-
nour et al. (Abouenour et al., 2013) compared the
content of AWN with the content of PWN and the
Spanish WordNet. They found that the number of
synsets in AWN is around 8% (too low) of those of
PWN, while the Spanish wordnet represents 49%.
Taghizadeh et al. (Taghizadeh and Faili, 2016),
also, compared their newly constructed Persian
WordNet with FarsNet and they found a precision
of 19%, which is too low to consider their resource
as a reliable one.

Basically, one can tell if a wordnet is a reliable
resource or not by how far it can help a system
to achieve better results. This kind of evaluation
seems to be a better way to test the extended AWN.
As mentioned above (section 2), many researchers
used the AWN in their applications and it helped
achieve great results. As we are concentrated on
the relations of AWN, we looked into some NLP
applications to see how the relations between the
entities in AWN can affect the precision of an NLP
application.

Word Sense Disambiguation WSD seemed the
most successful system to show the effectiveness
of the relations between the words. The choice of
the WSD system was made following a study of
different systems that profit from the relations in
AWN. The aspect of the disambiguation is based on
the similarity between words, which is exactly what
the relations in AWN are made for in the first place.
Besides, many WSD systems have been based on
the relationship between words (Fragos et al., 2003;
McCarthy, 2006; Kolte and Bhirud, 2009; Zouaghi
et al., 2011; Zouaghi et al., 2012; Dhungana et
al., 2015) and other applications, like information
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retrieval and Q/A system, rely more on the words
themselves rather than the relations between them.
All of this gives the WSD the advantage to be our
best candidate.

Since our aim is to evaluate the impact of the
relations in AWN on a WSD system, the choice
of the WSD algorithm is not the main task. We
implement the very simple algorithm of Galley et
al. (Michel and Kathleen R., 2003) with a slight
difference. The algorithm proceeds as follows:

1. Build a representation of all possible combi-
nation of the text.

2. Disambiguate all words in the text.
3. Build a lexical chains.

The algorithm takes a text as an input and pro-
ceeds all of the possible combinations between the
current word and all the previous words. After that,
a weighted edge takes the place if one of the senses
of the current word has a semantic relation with
any senses of the previous words. At the end of the
text, a disambiguation graph is built with the nodes
represent the senses of each word of the text and
the edges representing the semantic relations be-
tween the senses of the words since AWN links the
senses and not the words. Finally, the weights of
each edge are summed up to represent a final score
to each sense for each word in the text. The cor-
rect sense of the target word have the highest score.
One thing to mention here is that this algorithm
works with only 4 semantic relations (synonym,
hypernym/hyponym, and sibling) and the weight
of each edge is assigned according to the type of
relations and the distance between the two words.

We use the Khaleej-2004 corpus (Abbas et al.,
2011). It contains 5690 documents divided to 4
categories; international and local news, economy,
and sports. It has a total of nearly 3 millions words.
We did not work on optimizing the weight nor the
distance between the words. The only difference
that we made is the number of relations. We imple-
mented this algorithm to work with more relations.
All relations in the extended version of AWN are
token into consideration. We tested the algorithm
with three versions of AWN; the version 2, the ex-
tended version with and without the new relations.
Table 4 shows the obtained results.

As we can see from table 4, the enriched AWN
with the semantic relations yields a significant im-
provement with a 78,6% of precision. We remark

Tested Precision| Recall F1 score
versions of | (%) (%)

AWN

V2 69,2 57,6 72
Ex.V with-| 72,7 66,9 69,6
out new rela-

tions

Ex.V with | 78,6 71,1 74,6
new  rela-

tions

Table 4: Precision, recall, and f1 score with differ-
ent versions of AWN.

that the precision of V2 and the Ex.V without the
new relations are very close. That is due to the
diversity of the first one in terms of relations (22
types) and the richness of the second one in terms
of hyponym/hypernym relations (19,806 relations).
Despite the fact that V2 has more relations than
Ex.V (161,705 and 50,787), the difference between
their precisions is that V2 does not have much of
specific relations related to the Arabic language.
As an example, (2= zfis a polysemous verb. Two

of his senses are completely different. One could
be ‘playing music’ and the other ‘strike.” In the
extended AWN and without the enrichment of the
relations, it has only two relations, hyponym with
the verb J.:..‘ $¢l (fill) and hypernym with the verb

c f? ahrg (get it out). When we run the test

in the WSD system, we could get the appropriate
sense. After the test with the new relations, we got
the Instrument relation a with a higher score.

The obtained results with the enriched AWN
showed the importance of the resource and the
relations between its words, even in a simple
knowledge-based WSD algorithm like the one we
used.

6 Conclusion

In this paper, we presented the different versions
of the AWN along with a study case on the newly
added relations to its extended version. Next, we
described the content of different versions of AWN
with some remarkable works done to enrich its rela-
tions. Then, we cited many evaluation approaches
in general and how we evaluated AWN specifically.
We provided an automatic method to validate some
of the relations in AWN. In the end, we found
the most reliable approach is the human evalua-
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tion, despite the fact that it does not take advantage
of computer programs and relies heavily on time-
consuming work. To make the new content more
accurate, we tested different versions of AWN with
a real-life NLP application (WSD system). We at-
tended interesting and promising results with the
extended version of AWN. Before making it on-
line and ready for the NLP community, we are still
working on improving and refining the semantic
relations in AWN to get more accuracy and we are
running some test in different NLP applications.
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Abstract

The paper presents an effort on trans-
ferability of noun — verb and noun -
adjective derivative and semantic rela-
tions to noun — noun relations. The ap-
proach relies on information from seman-
tic classes and existing inter-POS deriva-
tive and (morpho)semantic relations be-
tween noun and verb, and noun and ad-
jective synsets. We have added semantic
relations between nouns in WordNet that
are indirectly linked via verbs and adjec-
tives. Observations on the combination
between the relations and semantic classes
of nouns they link, may facilitate further
efforts in assigning semantic properties to
nouns pointing to their abilities to partici-
pate in predicate-argument structures.

1 Introduction’

The present work? aims at revealing hidden
(indirect) semantic relations between nouns in
WordNet by using information that is already
available from the inter-POS derivative and (mor-
pho)semantic relations between noun — verb, and
noun — adjective synsets, and the semantic class
of lexical concepts expressed by the members of a
noun—noun pair.

The main relation among words in WordNet is
synonymy (or near-synonymy; synonyms are
defined as words which denote the same concept
and are interchangeable in many (but not all)
contexts). The synonyms (called ’literals’) are

'For the requirements of the academic system, Tsve-
tana Dimitrova takes responsibility for sections 2 and 3, and
Valentina Stefanova — for 1 and 4.

2We would like to thank three anonymous reviewers as
well as the participants at the 10th Global WordNet Confer-
ence for their valuable comments and suggestions. Special
thanks also go to Ivelina Stoyanova from the Institute for Bul-
garian Language (BAS), for the help with data extraction.

grouped into unordered sets (synsets) which are
linked via the so-called ’conceptual relations’.
Most relations between synsets connect words of
the same part-of-speech (POS). Noun synsets are
linked via hypernymy / hyponymy (superordinate)
relation, and meronymy (part-whole) relation.
Verb synsets are arranged into hierarchies via
hypernymy / hyponymy relation. Adjectives are
organised in terms of antonymy and similarity,
and relational adjectives (pertainyms) are linked
to the nouns they are derived from. Adverbs are
linked to each other via similarity and antonymy
relations.

Thus, WordNet consists of four sub-nets, with
few cross-POS relations — the so-called ’(mor-
pho)semantic’ relations between semantically
similar words that share a stem with the same
meaning (e.g., writer is an Agent of write, see
(Fellbaum et al., 2009)); pertainym relations:
noun — adjective (e.g., pope — papal); adjective —
adverb (e.g., bad — badly); derivative relations:
noun — verb (e.g., write — writer); adjective — verb
(e.g., writing — write); noun — adjective (e.g., pope
— papal).

Lexical concepts expressed by the synsets are
further semantically classified by assigning the
so-called ’semantic primitives’ (or ’semantic
primes’ or ’semantic classes’) to each synset
((Fellbaum et al., 2009); (Miller et al., 1993)).
Noun and verb synsets are subjected to elaborate
semantic classifications — nouns are organised
into 25 semantic classes such as noun.person,
noun.animal, noun.plant, noun.process, noun.act,
noun.location, etc., and verbs — into 15 classes —
verb.stative, verb.communication, verb.cognition,
verb.perception, etc. Only three labels are applied
to the adjective synsets — adj.all (mainly) for
descriptive adjectives, adj.pert for pertainyms,
and adj.pp! for adjectival participles, but there
are efforts on more detailed classifications of
adjectives in wordnets for other languages (the
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WordNet for German (GermaNet), see (Hamp and
Feldeg, 1997); WordNet for Russian (RussNet),
see (Azarova and Sinopalnikova, 2004); the
Polish WordNet (pIWordNet), see (Maziarz et al.,
1997); and the Bulgarian wordnet (BulNet), see
(Stefanova and Dimitrova, 2017), (Dimitrova and
Stefanova, 2018).

2 Nouns in WordNet

Nouns in WordNet are organised within the
superordinate / subordinate (hypernymy / hy-
ponymy) hierarchy. The hierarchical seman-
tic organisation is limited in depth, and dis-
tinguishing features are added to create lexi-
cal inheritance system where each word inherits
the distinguishing features (attributes (modifica-
tion), parts (meronymy), functions (predication)
from its superordinates ((Miller 1990, 1990)).
An example would be {diarist:1} [10011486-n]>,
which, as a hyponym of {writer:2} [10801291-
n], is classified as noun.person and could be an
Agent of the verb synsets {write:1} [00993014-
v], {write:3} [01007027-v], write:4 [01031966-
v], and {write:5} [01691057-v] just like its hyper-
nym.

Nouns are further related to verb synsets via
derivative and/or (morpho)semantic relations —
(morpho)semantic relations are applied to deriva-
tionally related noun — verb pairs, but not vice
versa — not every derivationally related pair is
(morpho)semantically linked, and to adjectives —
via derivative and pertainym relations (pertainym
relations are usually applied to adj.pert adjectives,
and nouns and adjectives are derivationally linked
but not every derivationally linked pair noun — ad-
jective is in pertainym relation).

Some nouns linked via a verb have an explicit link
through hypernym/hyponym relation: (1) they can
be two hyponyms of the same hypernym, e.g., the
nouns {exhibition:1} [eng-30-00522145-n] and
{exposure:3} [eng-30-00522537-n] are deriva-
tionally linked via the verb {expose:9; exhibit:3}
[eng-30-02140033-v], and are co-hyponyms of
the noun synset {presentation: 1; demonstration: 1}

3Throughout the paper, the numbers of the literals follow
those applied in the database used by the viewer Hydra avail-
able at: http://dcl.bas.bg/bulnet/. We do not give all literals
and definitions due to space limitation but only ids of synsets
acc. to PWN 3.0 — in square brackets, with POS marked at
the end. There may be changes to semantic classes and (mor-
pho)semantic relations between the PWN and the version on
http://dcl.bas.bg/bulnet/, for detail see (Leseva et al., 2015).

[eng-30-00521562-n]; (2) One can be a hyponym
of the other, as with {relish:2; flavour:2} [eng-
30-05715864-n] which is a hyponym of {taste:9;
taste sensation:1; taste perception:1} [eng-30-
05715283-n], and the two are derivationally and
morphosemantically (as Event) related to {taste:6;
savor:4; savour:4} [eng-30-02194286-v]).

In the next section 2., we will discuss the relations
between these nouns by taking into account the se-
mantic class of the nouns and the ’linking verb’,
and the (morpho)semantic relations between the
two (if available).

3 Nouns linked via verb synsets

In WordNet, verb and noun synsets are related
via derivative and (morpho)semantic relations
that link semantically similar verbs and nouns
that share a stem with the same meaning. Verbs
impose selectional restrictions on the entities
selected for their argument positions, particularly
on characteristics of the nouns taking specific
semantic roles. For example, the Agent of cog-
nitive verbs is expected to be animate and human
(but not animal) while that of consumption verbs
is animate but can be both human and animal.
Selectional restrictions also apply to complements
— for example, motion verbs may have as their In-
strument nouns referring to vehicles and artifacts
while their Location or Direction complement
can be location, object or artifact.

Previous studies have further differentiated nouns
which are linked via (morpho)semantic relations
to different verb classes. (Paiva et al., 2014) and
(Real and Rademaker, 2015) offer extension of the
classification of deverbal nominals in Portuguese
drawing upon work on Portuguese nominalisa-
tions (Real, 2014) where eight possible classes
of eventive nominalisation have been proposed:
action of, result of, physical result of, iteration of
the act of, resulting state from, abstract result of,
locative, collectivisation of.

In previous work on the Bulgarian wordnet, (mor-
pho)semantic relations Agent and Undergoer
were subdivided by taking into account the infor-
mation about: verb and noun semantic classes,
sentence frames encoding predicate-argument
structure of the simple sentences that verbs can
form, and noun suffixes, to formulate additional
(morpho)semantic relations, such as Experiencer,
Actor, Recipient ((Dimitrova, 2018)). (Leseva
et al., 2018) have proposed subcategorisation
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of nouns by taking into account information
from WordNet, VerbNet, and FrameNet, which
resulted in formulating subcategories such
as: Agent_communicator, Agent_effector,
Agent_experiencer, Agent undergoer, Arti-
fact_undergoer, etc.

Our proposal on introducing noun — noun se-
mantic relations is based on the assumption that
selectional restrictions are imposed not only by
verbs but also by nouns derived from verbs such
as nominalisations (e.g., writing), agentive nouns
(e.g., writer), resultative nouns (e.g., written),
etc. They are related to the source verb (e.g.,
write) not only via (morpho)semantic but also
via derivative relations. We additionally take into
account the relations between the semantic classes
of the nouns linked through derivative relations
via verb synsets.

Some — but not all — derivationally linked nouns
are linked also via (morpho)semantic relations,
as in (1) where {writing:2} and {writer:1} are
Event and Agent, respectively, of {write:7}.
Other derivationally related nouns, however, such
as {pen:3} below, are only derivationally (but not
(morpho)semantically) linked:

Ex.

{write:7; compose:3; pen:1} [01698271-v]
verb.creation ’produce a literary work’

has Event: {writing:2; authorship:2; penning:1}
[00929718-n] noun.act

has_Agent: {writer:1; author:3} [10794014-n]
noun.person

derivative: {pen:3} [03906997-n] noun.artifact
We assume that in many cases, the (mor-
pho)semantic relations between the nouns
may reflect the (morpho)semantic relations be-
tween the respective nouns and the verb, i.e.,
{writing:2} is an event nominal which has an
Agent {writer:1}. This assumption, however
sketchy, can be tentatively extended to other
derivationally related nouns; thus, we can add a
semantic relation Instrument to {pen:3}, which
can be additionally related as an Instrument for
{writing:2; penning:1} and an Instrument of
{writer:1}:

Ex.:

{writing:2; authorship:2; penning:1} noun.act
has_Agent: {writer:1; author:3} noun.person
has_Instrument: {pen:3} noun.artifact

{writer:1; author:3} noun.person
has Instrument: {pen:3} noun.artifact

Some noun synsets have been already linked

via  hypernym/hyponym  relations, f.ex.
{squandering:1}  is_hyponym_ of  {waste:5;
wastefulness:1}, and {wastrel:1;  waster:2}

is_hyponym_of {prodigal:2; profligate:3; squan-
derer:1}, and all of them are linked to the verb
{consume:4; squander:1; waste:6}. Thus, the
relation between them is overtly exposed though
it can be categorised further.

In the following section, we propose a set of
semantic relations that can be applied to the noun
— noun pairs*

3.1 Noun — noun relations through verbs

As already stated, noun synsets that are deriva-
tionally related to a verb synset, can be linked
through semantic relations that mirror (or are in-
herited from) the (morpho)semantic relations be-
tween noun and verb synsets on the basis of the
assumption that a deverbal noun may inherit the
argument structure of the source verb. Some noun
— verb relations in WordNet are derivative only, but
(morpho)semantic ones can be additionally formu-
lated (see (Stoyanova et al., 2013).

Nouns of all semantic classes can be derivationally
related to verbs, as in: cook: cooking (noun.act) is
done by using a cooker (noun.artifact) as an In-
strument by a cook (noun.person) as an Agent;
toast: toasting (noun.act) is done by using a
toaster (noun.artifact) as an Instrument to pro-
duce a toast (noun.food) as a Result. Further, a
cook (noun.person) uses a cooker (noun.artifact)
as an Instrument for cooking (noun.act); a toaster
(noun.artifact) produces a toast (noun.food) as a
Result when toasting (noun.act); etc. We have
formulated a number of noun — noun relations,
some of which such as Agent, Instrument, Result,
Property, Location, mirror or are inherited from
noun — verb (morpho)semantic relations; in some
cases the type of relation was changed (Event
can become Result) or additionally specified as
with Resulting_State. There are also newly for-
mulated relations such as Actor, Causator, Patient,
Possessor, Experiencer, Cause, Time, etc. Re-
lations are inverse, asymmetric and intransitive,
e.g., is_Agent_of / has_Agent; is_Subevent_of /
has_Subevent, etc.

The new relations assigned to nouns, may al-
low us to further assign semantic subclasses (re-

“The set is to be extended further but for now we cover
only the main relations.
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flecting their properties) to the nouns at hand.
Thus, if a noun classified as noun.person is related
via Experiencer relation, we may assume that it
lacks properties like agentivity and control. More-
over, these properties would restrict the noun’s
properties that enable its participation in certain
predicate-argument structures (if a noun is classi-
fied as noun.object or noun.artifact and is linked
to other noun(s) via a Location relation, we may
assume that it may also participate in Location re-
lations with other verbs selecting a Location rela-
tion.

3.1.1 Noun - noun relations: an overview

We have manually assigned® the semantic rela-
tions to 2,303 noun — noun pairs.

Persons

A noun labeled as noun.person can express a
variety of relations to verbs and deverbal nouns
such as Agent, Causator, Experiencer, Recipient,
etc. Other semantic classes here are noun.group
and noun.animal.

The Agent relation (513)° is inherited from
noun — verb relations and links nouns mostly
classified as noun.person related via verbs of se-
mantic classes such as verb.creation, verb.motion,
verb.change, verb.competition. Nouns classified
as noun.person have conscious and active ref-
erents, while the other noun in the pair refers
to explicitly active predicates such as noun.act,
noun.event, NOUn.process, noun.communication.
Ex.: {etcher:1} [10064977-n] is_Agent_of
{etching:1} [00938791-n].

The Actor relation (174) links a noun which
cannot be considered an active participant in the
situation but refers to an entity who has abilities
to perform the action referred to by the other noun
(noun.animals linked to verbs via Agent relation
are marked as Actors). Ex.. {inhabitant:1}
[09620078-n]  is_Actor_of  {inhabitation:1}
[01054545-n].

In the Causator relation (34), the other noun
refers to a resultative phenomenon such as
noun.event, noun.phenomenon, noun.motive, etc.
Ex.: {bell ringer:3; ringer:4} [10714851-n]
is_Causator_of {ring:12; ringing:3} [07391863-
nj.

SFor the resource, see: https://dcl.bas.bg/semantichni-
mrezhi/ , with any further additions and changes.

Due to space limitation, only the total number of rela-
tions added is given in brackets here.

Three relations are labeled according to a seman-
tic role differentiated on the basis of the verb
class, (morpho)semantic relations and the class of
the other noun in a pair. The Experiencer relation
(98) holds between a noun.person and a noun
classified mostly as noun.feeling or noun.state
via verb.emotion, verb.perception, verb.body.

Ex.: {lover:1} [09622302-n] is_Experiencer_of
{love:8} [07543288-n]

Nouns that are linked via Patient relation (85) are
related to the verb via an Undergoer relation and
can be noun.person or noun.animal, and the other
noun in the pair is noun.feeling, noun.possession,
noun.cognition, etc.

Ex.: {beloved:2;  love:9} [09849598-n]
is_Patient_of {love:8} [07543288-n].

The Recipient relation (17) holds between a noun
related to the verb via an Agent relation, and
a noun labeled as noun.food, noun.competition,
noun.possession, noun.communication,
noun.artifact, etc., as in: {luncher:1} [10277132-
n] is_Recipient of {lunch:3;  luncheon:1}
[07575076-n].

The Possessor relation (17) involves a noun
labeled noun.attribute, and more rarely a
noun.possession,  as  in: {economiser:1}
[10044470-n]  is_Possessor_of {economy:2}
[05644727-n].

In a previous effort ((Dimitrova, 2018)), (mor-
pho)semantic relations Agent and Undergoer
were subdivided to formulate additional (mor-
pho)semantic relations between nouns and verbs
such as Experiencer, Actor, Recipient to be
applied to the Bulgarian wordnet. Inthere, the
relation Experiencer surpasses the relation
Agent with two verb classes — verb.perception
and verb.emotion. However, observations on
the data about noun — noun relations show that
if a noun.person is related to noun.feeling and
noun.state, it is most likely to be Experiencer
(53) or Causator (21) especially if linked via
verb.emotion and verb.body. If a noun.person is
linked to noun.state, it can be also Patient, Pos-
sessor, and Actor (e.g., {suspect:6} [10681383-n]
is_Patient_of {suspicion:4} [13982839-n].

The Agent relation, however, still holds between
noun.person and noun.act disregarding the class
of the verb: a noun.person which is linked to a
noun.act via verb.cognition is most likely to be
Agent as referring to a person in professional
function.
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A noun labeled as noun.person 1is most
likely a Possessor or a Recipient in relation
to noun.possession (esp. when linked via
verb.possession).

Thus, one may assume that if a noun.person
is related to other nouns of classes such as
noun.feeling and noun.state via Experiencer
relation, it may lack properties such as agentivity
and control (a sleeper may snore (just like a
snorer) but cannot read or drive a car).

In addition, there are nouns classified as
noun.group which are linked via Agent or
Patient relation, as in: {mover:1; moving com-
pany:1} [08478482-n] is_Agent of {move:16}
[01850315-v]. Here, we may assume that
the group and/or its members have properties
characteristic of a person.

Artifacts

A noun.artifact refers to non-animate nouns and
is linked with Instrument (166) relation to nouns
of all other classes but mostly predicative ones, as
in:

Ex.: {printer:2} [-04004767-n] is_Instrument_of
{printing:4; printing process:1} [06677302-n]
{machinist:1; mechanic:3}  [10279018-n]
has_Instrument {machine:4} [03699975-n]

The noun.artifact is usually linked to the verb
synset via Instrument or Means (morpho)semantic
relations.

noun.artifact can be also Result of a noun.act, as
in:

excavation:3 [03302121-n] is_Result_of excava-
tion:2; digging:1 [00941974-n]

Another relation that can link a noun.artifact and
a noun.act is Theme (306) as in:
{piece:9} [03932203-n]
{patching:1} [00267349-n]

The Theme relation often links non-animate
nouns related to the verb via an Undergoer
relation (and (Uses) which was subdivided into
Theme and Patient depending on the character-
istics of the noun’s referent (a non-animate noun
such as noun.food, noun.plant, etc. would be
Theme, while animate and human nouns would be
Patient), as in:

Ex.: {draft:12;
is_.Theme_of {
[10712690-n]
{plant:1; flora:1} [00017222-n] is_Theme_of
{planting:1} [00919513-n]

Most noun — noun pairs linked via Instrument

is_Theme_of

tipple:2}  [07883980-n]
tippler:1;  social drinker:1}

relation contain a noun classified as noun.artifact
— these nouns are related to verbs via Instrument
and Vehicle (morpho)semantic relations. Nouns
classified as noun.substance are linked to verbs
via Material and Uses relations. In these cases, a
noun.substance refers to a man-made entity.

If a noun is classified as noun.object and is
linked to noun.act, noun.event or noun.state, it
may be Theme (21) and Result (25) but also
Location (11) and Uses (9); if it is linked to
noun.act and noun.state via the same verb, it is
Result of noun.act and Theme of noun.state.
One may also assume that noun.artifact can be
argument of various predicates (a cooker can be
an Instrument of cooking (but also, indirectly, of
frying or boiling) but also a Location of putting,
or a Theme of repair, or a Result of producing,
etc.).

Events

A noun — noun relation that is mostly inher-
ited from the noun — verb relation is Result
(219) which holds between a noun labeled as
noun.artifact, noun.food, noun.object, etc. (linked
to the verb synset via the (morpho)semantic
relation Result) and a noun.act.
Ex.: {toast:3}  [07686873-n]
{toasting:1} 00246552-n

The subcategorised relation Resulting_state (89)
holds between a noun classified as noun.state
or noun.feeling and nouns of various classes
such as noun.state, noun.feeling, noun.event
via verb.perception, verb.emotion, verb.change,
verb.body classes.

Ex.: {disturbance:7; upset:17} [14403282-n]
is_Resulting_state_of {upset:4} [00554850-n]
The type of the relation can be changed, as in:
{snap:23} [07394236-n] is_Result_of {snap:4}
[00344699-n] (the noun - verb relation was
Event).

A new relation that encodes the relation between
two predicative nouns is Subevent (144) — it
mostly holds between a noun referring to the
act as such and a noun which may refer to the
beginning, the end or any moment in-between
the starting and ending point. This relation often
holds between noun.act and noun.event, with the
former referring to an event within the act, and
between noun.process and noun.act assuming that
a process consists of a series of acts. An example
here is: {start:20} [07325190-n] is_Subevent_of
{beginning:1; start:1} [00235435-n]. The as-

is_Result_of
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sumption that the lexical inheritance condition is
valid here, would mean that any Subevent may
have Agent or Instrument of the main event, e.g.,
if {barrage:2; bombardment:3} [00987863-n]
has_Agent blaster:1; chargeman:1 [09859557-n],
and has_ Instrument {shell:12} [04190464-n],
its Subevent blast:15 [07408171-n] would inherit
these relations, and any of the verbal predicates
related to the verb {blast:6; shell:4} [01135922-v]
such as its hyponym {crump:2} [01136393-v] and
its hypernym {bombard:3; bomb:1} [01131902-
v], may select for arguments the nouns at hand
(i.e., the person blaster as an Agent, the artifact
shell as an Instrument, and the event blast as a
Subevent).

Others

The relation Location (121) links nouns classified
as noun.location, noun.object, and noun.artifact
with noun.process, noun.act, noun.state via
verb.stative, verb.motion, verb.body through
Location and Event (morpho)semantic relations:
{hatchery:1}  [08581299-n] is_Location_for
{hatch:8; hatching:2} [13491464-n]

Nouns labeled noun.object or noun.artifact can
be linked not only to verbs but to other noun(s)
via Location relation prompting an assumption
that the noun classified as noun.artifact may also
participate in Location relations with other verbs
selecting a Location relation (a person can be
hospitalised in a hospital as a Location but can
also live or dance (however unusual it may seem)
in a hospital as a Location).

The relation Uses (176) holds between nouns
that refer to all non-human and non-predicative
referents such as noun.substance, noun.artifact,
including noun.animal, as in:  {hawker:1}
[10076604-n] Uses {hawk:3} [01605630-n])

The relation Cause (63) holds between a
noun.phenomenon or noun.motive and a noun.act,
noun.process, noun.event, etc., as in: {soaker:2}
[11502102-n] Causes {drenching:1; soaking:2}
[00277811-n]

The relation Property (52) links a noun clas-
sified as noun.attribute to a noun of any other
class, as in: {invalid:5; shut-in:3} [10214230-n]
has Property {disability:1;  disablement:1}
[14548343-n], and this property may be charac-
teristic of many other nouns of the same class (a
chief executive can has a disability).

The relation Time (29) holds between a noun.time
and a noun.act, noun.process, etc., as in: {period

of play:1; play:52} [15256915-n] is_Time_for
{playing:1} [00041188-n].

3.2 Case study

Here, we offer some observations on co-
occurrence between the classes of nouns in a
pair. We have manually assigned relations on
noun — noun pairs linked via verb.perception,
verb.competition, and verb.consumption. In Table
1, we give figures on noun.persons.

Noun.person are often Agents with noun.act,

verb.perception

noun.class | noun.class| Rel [No]

person act Agent [45]

person event Causator [4]

person commun- | Agent [3], Actor

ication [2]

person feeling Agent [3]

person state Experiencer [4]

person cognition | Agent [4],
Experiencer [5]

verb.consumption

person act Agent [29],
Actor [7],
Experiencer [1]

person quantity | Agent [1]

person cognition | Experiencer [1]

person state Experiencer  [2],
Actor [2]

person feeling Experiencer [2]

verb.competition

person act Agent [55], Actor
[20], Recipient [2],
Causator [1]

person animal Theme [4], Uses[2]

person artifact Uses [10], Theme
[2], Instrument [4]

Table 1: Noun.person linked via verb.perception,
verb.consumption, and verb.competition.

and Experiencers with noun.feeling and
noun.state, and they Uses (incl. as Instruments)
noun.artifacts. Further, with verb.perception and
verb.competition, noun.event is Subevent and
Result of noun.act, while noun.act is Subevent
of noun.process. With verb.consumption,
noun.events (4) are much rarer.

Nouns labeled noun.food and noun.artifact are
often Themes of noun.act when the two are linked
via verb.consumption.
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The Location relation links nouns classified as
noun.location and noun.artifact with noun.act.
(The (morpho)semantic relation Location is rarely
found with the three verb classes.)

The observations on noun — noun relations
may help us formulate some principles behind
combinations between a semantic relation, a
verb synset of a particular semantic class, and a
set of noun synsets from other classes that are
indirectly linked though a verb via derivative
and morphosemantic relations. If we assume
that the nouns linked to verbs are arguments to a
predicate, the features associated with a particular
concept in argument position, can be inferred also
by observing other nouns linked to the same verb.

4 Nouns linked via adjective synsets

An adjective denotes a property that is perma-
nently inherent for an entity it modifies or refers
to and is attributed to it in its entirety. Therefore,
an adjective can be defined as part-of-speech
whose denotative function is realised through its
connection to the noun. Adjectives and nouns
in WordNet are linked to each other mostly
via derivative relations. Descriptive adjectives
(adj.all) are organised into clusters based on
similarity of meaning (synonymy) and binary
opposition (antonymy).  Relational adjectives
(adj.pert) are (derivationally) related and linked
to the synset which contains their source noun
(as a literal). Adjectival participles (adj.ppl) are
related via participle relation to verbs they are
derived from. Thus, adjectives are organized
via a set of relations that encode their properties
of attribution, antonymy, similarity, derivation;
fuzzynymy and thematic category (in the Eu-
roWordNet (Vossen, 2002).

However, from a derivational point of view, the
distinction between descriptive and relational
adjectives can be somewhat fuzzy, as descriptive
adjectives can be also derived from nouns and
refer to an attribute property of the defined entity
(expressed by the noun). The property qualifies
and characterises the entity expressed by the
noun from which they are derived (e.g., pitiful
- pity, etc.). Hence, an adjective may express
one-sided relationship with the entity denoted by
the motivating noun, though adjectives, which
are derived from a noun, are motivated by it. In
WordNet, an explicit noun — adjective relation
with relational adjective (adj.pert) is pertainymy

— an antisymmetric (derivative) relation between
a relative adjective and the noun from which it
is derived. The basic meaning of the relational
adjective is determined by the noun from which
it is derived, and these adjectives may inherit
relations from the noun (Koeva, 2014). Some de-
scriptive adjectives in WordNet may not be linked
via pertainymy relation but can be derivationally
related to a source noun.

We have extracted noun synsets which are
indirectly linked via adjectives — a noun is deriva-
tionally related to an adjective which, in its turn, is
related via similarity relation to another adjective
which is related to another noun. We applied the
following scheme of extracted nouns:

Noun derivative Adjective similar_to Adjective
derivative Noun.

An example is given below where a noun —
noun relation is assumed between {north wind:1;
northerly:4; norther:1} and {north:3}.

Ex.:
{north  wind:1; norther:1}  [11487950-n]
noun.phenomenon

derivative: {northerly:2; northern:1}

[01601069-a]
similar_to: {north:2}
has_attribute:  {north:3} 08561081-n
noun.location
{north wind:1; norther:1} is_Related_to {north:3}

Some of these noun — noun pairs contain lit-
erals that are derivationally related (literals have
the same root of at least one of the literals in
the synset) though the synsets are not explicitly
related via derivative relation; with others, only
the adjectives are derivationally linked. We have
identified only 31 noun — noun pairs that have at
least one literal that is derivationally related, as in
the example below.
Ex.
{salinity:1} [04993604-n] noun.attribute
derivative: {saline:1} [01074458-a]
similar_to: {salty:1} [01073822-a]
derivative: {salt:7;  table
[07813107-n] noun.food

salt:1}

We have attempted to explore the dependence
between the semantic classes of the nouns that
are indirectly related via adjectives linked via
similarity relation, to formulate noun — noun
relations which were experimentally applied.
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4.1 Noun - noun relations through adjectives

The majority of noun — noun pairs here contain
literals that are not derivationally related — 1,193
pairs — but noun synsets are otherwise related
through derivationally related adjectives, as
exemplified below.
Ex.:
{ceremony:1} [01026897-n] noun.act

derivative: {ceremonial:1} [01042491-a]

similar_to: {formal:2} [01041916-a]
has_attribute:  {formality:2;

ness:1} [04911420-n] noun.attribute
We have formulated four noun — noun seman-
tic relations mostly drawing upon classes and
definitions of the nouns. Here, we exemplify
the co-occurrence of noun semantic classes
that are most often found in our data. For a
cleaner representation of dependencies between
semantic classes of nouns we will present them
in separate groups acc. to the formulated relations.

formal-

Result is a relation referring to a consequence
of performing any action, process, event. Here,
nouns classified as noun.act can express Re-
sult of noun.artifact[3]7, noun.attribute [33],
noun.cognition [4], noun.feeling [4], etc. For
example, {empiricism:2} [00635699-n] noun.act,
which is derivative of : {empirical:1; empiric:1}
[00858917-a] — similar_to: {experiential:1;
existential:1} [00859632-a], has non-explicit
relation ~ with  {experience:6}  [05758059-
n] noun.cognition. Hence, we can link
{empiricism:2} with the relation is_Result_of to
{experience:6} and formulate dependence of the
type: act Result cognition, which means that an
action can be a Result or can lead to a certain
result of knowledge.

Nouns labeled as noun.event can be Result of
noun.attributes [11]. For example {discharge:17;
outpouring:3; run:49} [07407777-n] noun.event
is_Result_of {fluidity:2; fluidness:2; runniness:1}
[04937043-n] noun.attribute.

Property is a relation that links nouns re-
ferring to concepts that are considered to be
characteristic of another noun mostly classified as
noun.attribute (but also noun.state, noun.feeling).
Nouns labeled as noun.animal are characterised
by properties classified as noun.attribute [9] which

"The number in brackets shows the occurrences of the
noun pairs.

are not obligatorily associated with the animal
(body part). For example, {scale:5}% [01902877-
n] noun.animal has Property {roughness:3} or
animal has_Property of some attribute.

Nouns classified as noun.attribute are Properties
of noun.act [13], noun.artifact [8], noun.cognition
[31], noun.communication [7], noun.person
[11], noun.state [33], noun.feeling [21]. For
example, {neurotic:3} [10354898-n] noun.person
has_Property {obsessiveness:1} [04626062-n]
noun.attribute.

Nouns classified as noun.body has property of
nouns labeled as noun.attribute [12], noun.state
[3]. So {fuzz:1} [05261894-n] noun.body
has Property  {hairiness:1}  [04683453-n]
noun.attribute

Noun.state is property of nouns classified as
noun.feeling [3] and noun.person [14].  For
example, {subservience:2; subservientness:1}
[13952466-n] noun.state  is_Property_of {
slave:2} [10609325-n] noun.person.

Nouns labeled as noun.plant [7], noun.quantity
[4], noun.shape [11] have properties marked
as noun.attribute like in the case of the
example {thorn:3; prickle:4} [13089631-n]
noun.plant has_Property {sharpness:3; keen-
ness:1} [04705324-n] noun.attribute

Nouns classified as noun.person is characterised
by noun.attribute [37], noun.cognition [4] or
noun.state [6], e.g.: {teenager:1} [09772029-
n] noun.person has Property {youngness:1}
[04928416-n] noun.attribute.

Part of is a relation which links nouns refer-
ring to concepts as constituent elements of other
concepts. This is a relation linking a noun refer-
ring to an event or entity which are associated
with another event or entity. In this case Part_of
is more often related to abstract nouns such as
event and entity than to nouns having separate
components as in the examples: ’the finger is part
of the hand’; ’this piece is part of the pie’, where
the meronymy relation is to be applied.

Nouns labeled as noun.communication can be Part
of noun.cognition [4] or noun.attribute [30], as
in: {irony:3} [07106246-n] noun.communication
is Part_of {incongruity:1; incongruousness:1}
[04714847-n] noun.attribute.

8Here, we give only noun — noun pairs due to limitation
of space.
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Related is a general relationship that shows
that there is connectivity between different ob-
jects, phenomena, dimensions but it is more of a
free association relation that has not been properly
defined yet.

Nouns of semantic class noun.cognition are
related to noun.attribute [47], noun.person [4],
noun.state [5]. For example {insightfulness:1}
[05621808-n]  noun.cognition  is_Related_to
{perceptiveness:1} [04843875-n] noun.attribute.
Nouns labeled noun.feeling are related to nouns of
classified as noun.attribute [8] or noun.state [9],
as in: {uneasiness:3} [07507329-n] noun.feeling
is_ Related_to  {discomfort:2}  [14446652-n]
noun.state.

Nouns classified as noun.food are related to nouns
classified as noun.attribute [14], noun.substance
[3], as in: {fizz:2} [07919310-n] noun.food
is_Related_to  {bubbliness:1; frothiness:1}
[04733347-n] noun.attribute.

Nouns labeled as noun.object are related to
concepts classified as noun.attribute [10]:
{reef:5} [09406793-n] noun.object is_related_to
{shallowness:2} [05135725-n] noun.attribute
Noun.substance and noun.time are related
to noun.attribute [25, 12] or noun.state |[3,
2] {vapor:2} [15055633-n] noun.substance
is_Related_to  {cloudiness:3}  [14524198-n]
noun.state

Considering the observed results, some de-
pendencies have been formulated, which for the
moment copy the information from the semantic
classes of the related nouns:

act_Result_attribute [31];

attribute_Property _state [33];

attribute _Property_cognition [31];
attribute_Property_act [13];

attribute _Property_feeling [21];

body_Property _attribute [12];
state_Property_person [14];

shape_Property _attribute [11];
person_Property_attribute [37];
cognition_Related_attribute [47];
substance_Related_attribute [25];
time_Related_state [12].

To sum up, nouns, which refer to an attribute may
be a result of a certain act, as well as a property of
or related to a particular shape, person, physical
body, cognition or substance. Further, they may

have certain properties of state, cognition, act or
feeling. Nouns for state are properties of a person,
while nouns that indicate time may be related
to a particular state. Some of these relations
such as Property and Result can be traced back
to noun — noun pairs linked via verbs, hence
they may further deepen the lexical-semantic
inter-relatedness.

5 Conclusion

The paper offers an approach to identification
of semantic relations between nouns in WordNet
that are indirectly linked via derivative relations
through verbs and adjectives. In many cases, the
derivationally related nouns preserve the seman-
tics of the verb and the adjective, though there
are some restrictions. We have formulated a ba-
sic set of semantic relations which mostly repeat
the knowledge encoded on different levels of the
network. Noun — noun relations also reflect cer-
tain restrictions on nouns that are related to verbs
of certain classes. The new relations assigned to
nouns, will not only increase the inter-relatedness
and density of WordNet relations but would allow
us to assign new semantic properties to nouns. The
work will continue with extending both the num-
ber of related noun — noun pairs and the set of the
semantic relations formulated.
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Abstract

In this paper we consider the linking pro-
cedure of Russian wordnet (RuwWordNet)
to Wordnet. The specificity of the proce-
dure in our case is based on the fact that a
lot of bilingual (Russian and English)
lexical data have been gathered in anoth-
er Russian thesaurus RuThes, which has
a different structure than WordNet. Pre-
viously, RuThes has been semi-
automatically transformed into
RuWordNet, having the WordNet-like
structure. Now, the RuThes English data
are utilized to establish matching from
the RuWordNet synsets to the WordNet
synsets.

1 Introduction

The Princeton WordNet thesaurus (Fellbaum,
1998, Miller, 1998) created for the English lan-
guage is one of the most popular linguistic re-
sources used in natural language processing. In
many countries their own projects on creating
WordNet-like resources (wordnets) for national
languages have been initiated (Vossen, 1998).
The Open Multilingual WordNet project is
currently being developed (Bond and Paik, 2012;
Bond and Foster, 2013; Rudnicka et al., 2017).
The goal of the project is to link together the ex-
isting wordnets created for different languages
with an open license'. To connect a new lan-
guage to the project, it is necessary to associate
synsets of this language with WordNet synsets
and present the data in the required format.
Sources of links of a specific wordnet to Eng-
lish synsets of Princeton WordNet can be differ-
ent (Vossen, 1998; Piante et al., 2002). Some
wordnets have been developed with semi-
automatic translation of Princeton WordNet
synsets, and therefore these links exist from the

L http: // compling.hss.ntu.edu.sg/omw/
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beginning. The creators of the Finnish wordnet
(FIWN) translated Princeton WordNet manually,
using the work of professional translators. As a
result, the Finnish wordnet was created on the
basis of translation of more than 200 thousand
word senses of Princeton WordNet words within
100 days (Lindén and Niemi, 2014). Other
wordnets are developed from scratch using own-
language text corpora and dictionaries (Rudnicka
et al., 2017). In such cases, their linking to
WordNet synsets should be organized as a spe-
cial procedure based on bilingual dictionaries
and expert verification.

In the current study, we describe another way
of aligning the Russian wordnet (RuWordNet)
and WordNet synsets. RuWordNet was semi-
automatically generated from another Russian
thesaurus RuThes, which is being developed for
more than 20 years (Loukachevtich et al., 2018;
Kirillovich et al., 2017). For bilingual text pro-
cessing, the RuThes concepts also have English
representation. This English part of the RuThes
thesaurus has been collected from various
sources, including several text collections (news
articles, European Community documents, etc.),
English and Russian-English dictionaries, and
others. Currently, the RuThes concepts have
more than 140 thousand English text entries. In
the paper we describe the process of linking
RuWordNet with WordNet, which exploits the
previously gathered bilingual data in RuThes.

The paper is structured as follows. In Section
2 we consider related work. Section 3 describes
RuWordNet thesaurus and its source - RuThes
thesaurus, including representation of bilingual
Russian-English lexical units and phrases. Also
the general scheme of links. In Section 4 we con-
sider the general scheme of linking RuWordNet
and WordNet using RuThes bilingual data. Sec-
tion 5 presents two main steps of linking
RuWordNet and WordNet: automated linking
through RuThes bilingual information and man-
ual linking of WordNet core concepts.
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2 Related Work

For the first time, the idea of linking wordnets
was proclaimed in EuroWordNet project
(Vossen, 1998). In order to establish communica-
tion between different languages, the synsets of
each wordnet should refer to the so-called
interlingual index (ILI), for which the Princeton
WordNet synsets were used. The index is an un-
ordered list of synsets with glosses. To accurate-
ly describe the correspondence of specific
synsets of each language and overcoming lexical
gaps that may arise in a particular language, sev-
eral different equivalence relations from synsets
of a specific language to the ILI index were pro-
posed: synonym, near-synonym, hyperonym,
hyponym.

Christea et al. (2004) list the main problems of
linking English-language WordNet and another
wordnet using Romanian wordnet (Tufis et al.,
2013) as an example. The first type of difficulties
is related to the fact that potential matches in
WordNet correspond to several synsets denoting
similar senses, and the explanations of synsets
are very similar. Additional analysis is needed to
choose the most appropriate synset.

The second type of problems is associated
with the absence of lexicalized means of naming
a concept denoted by the English synset. In such
cases, an additional synset is introduced into the
Romanian wordnet, which contains a non-
lexicalized expression. The next type of prob-
lems stems from the fact that the word sense sys-
tem in the English WordNet is more fractional
than in the Romanian wordnet. In such cases,
new senses were entered into the Romanian
wordnet.

Linking between Polish wordnet (pIWordNet )
and WordNet was performed in 2012 (Rudnicka
et al., 2012). To establish links, the following set
of interlingual (1) relationships was used: I-
synonymy, I-hyponymy, I-hyperonymy, I-
meronymy, I-holonymy, I-quasi-synonymy (near
synonymy), |- inter-register synonymy. The lat-
ter relation is established when the synsets in
Polish and English have the same meaning, but
refer to different language registers. The match-
ing between the Polish and English synsets was
performed manually. In the process of searching
for equivalents, inaccurate descriptions of Polish
word senses could be corrected.

Maziarz et al. (2013) provide quantitative
characteristics of the established relations: the I-
hyponymy relation was the most frequent link
between synsets of WordNet and plWordNet.

This can be explained by the existence of a large
number of lexical and cultural lacunae, greater
lexicalization of the category of gender in the
Polish language (for example, for the names of
roles, posts of people), the use of diminutive
names in Polish, etc.

3 RuWordNet Thesaurus

The Russian wordnet RuWordNet
(Loukachevitch et al., 2016; Loukachevitch et
al., 2018) has been created on the basis of anoth-
er Russian thesaurus RuThes in 2016
(Loukachevitch, Dobrov, 2002).

Main units of RuThes are concepts, each con-
cept has a monosemous and clear name and the
set of text entries that convey the corresponding
concept in texts. The text entries of a concept can
include single words of different parts of speech,
multiword expressions and also compositional
phrases, with the same meaning. To represent
bilingual data, the RuThes concept has the Eng-
lish name of concept and the set of English text
entries with the same variety of text entries.

To create RuWordNet, the RuThes data were
transformed: the concepts were subdivided to
part-of-speech-related synsets and traditional
WordNet-like relations were established between
the synsets. Table 1 presents the quantitative
characteristics of synsets and language units in
RuWordNet.

Further we consider the organization of Eng-
lish part in the RuThes because we use these data
for linking RuWordNet and WordNet.

Part of Number of | Number of Number
speech | synsets unique of senses
Russian
entries
Noun 29,296 68,695 77,153
Verb 7,634 26,356 35,067
Adj. 12,864 15,191 18,195

Table 1. Quantitative characteristics of the synsets
and Russian entries in RuwWordNet

3.1

RuThes is a linguistic ontology presented as a
hierarchy of concepts. Each concept has a unique
name in Russian and in English (if existing). A
concept is associated with a set of Russian text
entries and English text entries.

Text entries of the same concepts in both lan-
guages can include single words of different
parts of speech, multiword expressions, and
compositional phrases that can express this con-

RuThes as a Bilingual Resource
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cept. Current volume of RuThes is more than 60
thousand concepts, 200 thousand Russian text
entries and 146 thousand English text entries.

The English text entries were collected for
many years from several sources, including bi-
lingual dictionaries, analysis of English docu-
ments in various projects, such as knowledge-
based text categorization.

During last years, each new concept intro-
duced into RuThes is provided with the English
name and English text entries, if they exist. The-
se English translations are specially searched in
bilingual resources or translated with online-
translation services. Then all English variants are
verified on Internet-pages to check if they really
exist and express the intended senses, because
any found translations can be incorrect.

Besides direct translations, also cross-category
synonyms are added as text entries, for example,
adjective or verb derivations expressing the same
concept. Additionally, multiword phrases ex-
pressing the same concept are searched for and
introduced, because for various applications it is
important to match a thesaurus concept in texts
using its variant forms.

For example, for concept ITPOMBILIJIEH-
HOCTb (promyshlennost’)/ INDUSTRY the fol-
lowing English text entries have been introduced:
industry, industrial, industrial sphere, sphere of
industry. From this example, the importance of
adding such multiword variants can be seen: they
are unambiguous, but their components have
several senses.

Mo Tepm v MNOE3Q

NOE34 (COBOKYMHOCTb BAFOHOB)
NOE34 HA MATHUTHOW NOAYLUKE
NOE3AKA

NOE3AKA HA PABOTY

NMOE3AKA TYAA U OBPATHO

NOE3AHASA BPUTALA

50 |~| Crp 1 na1 o

TURNAROUND TRIP

c1no6, mat

CuHOoHMMbI Euge... v - - -
ROUND TRIP

ROUNDTRIP

TO AND FRO JOURNEY

TO AND FRO TRIP

TRIP TO AND FRO

TURNAROUND TRIP

Figure 1. English text entries for the RuThes

concept IIOE3[KA TYJA U OBPATHO (TURNA-
ROUND TRIP)

Figure 1 shows English variants collected for
the RuThes concept ITOE3[IKA TYJA U OBPAT-
HO (TURNAROUND TRIP). It could be noted that
corresponding synset in WordNet contains only
the round trip lexical entry.

Figure 2 demonstrates English text entries for
the RuThes concept IIOE3[KA HA PABOTY
(COMMUTE TO WORK). In WordNet word com-
mute has 1 noun sense and 5 verb senses, which
means that this word can be quite difficult for
word sense disambiguation. But when we intro-
duce unambiguous variant phrases commute for
work and commute to work, we provide reliable
way to detect this concept in texts because these
phrases are quite frequent according to Google
(commute for work — 143 thousand pages, com-
mute to work — 12 min. pages).

MOE3AKA HA PABOTY
NOE3AKA TYAA U OBPATHO
NOF3NHAG RPUTANA
S0+ M 4 Cwp 1207 w1955 » M O
¢ 60301 no 60350, ua 9772
COMMUTE TO WORK 00
CHHOHWMBI Ewe.. v ® + -

COMMUTE

COMMUTE FOR WORK
COMMUTE TO WORK

Figure 2. English text entries for the RuThes
concept ITOE3/IKA HA PAFOTY (COMMUTE TO
WORK)

RuThes is a Russian-oriented resource. In such
cases when a single Russian word corresponding
to an English word sense is absent, the following
solutions can be made:

- If the sense can be expressed with an ex-
isting Russian phrase (multiword expres-
sion or a compositional phrase) then an
additional concept can be introduced,

- in other cases, such English word can be
attached to the closest RuThes concept.
For example, English word watch (porta-
ble timepiece) is linked to the RuThes
concept Y4ACKI (TIMEPIECE) (Figure 3)

On Figure 3 the upper left form contains a list
of concepts with "gacer" substring. The lower left
form shows text entries for the highlighted con-
cept. In the middle between these forms, the Eng-
lish concept name (TIMEPIECE) can be seen. The
right upper form presents the relations of the high-
lighted concept.
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KoHuenrs! + - Ewe

v  OrHoweHus

o Tepm + YACbI Nevicteun: @ 2 &= N lMepeitn
YACHI OTtHow Act HauMmeHoBaHue KoHuenTa
YACH! PABOTHI HVXL bYW IBHUK
YACH C KYKYLIKOM HWXE  KBAHTOBBIE YACHI
HWXE  KBAPUEBbBIE YACbI
HWXE  KNENCWUAPA (BoasHble Yacek!)
HWXE  MEXAHWYECKMUE YACDHI
| HAXE | HAPYYHBIE YACHI
HWXKE  NECOYHbIE YACbI
HWXtE  CEKYHAOMEP
50 _‘ el 1. |wit o c1n03 M3 HWXE COJIHEYHbIE YACbI
- HIAWwE TAVArDAm
TIMEPIECE (118 WRISTWATCH (1]8}
CHHOHMMBI Ewe... » - + 4 - CHHOHMUMBI 5 + g -
CLOCK WRIST WATCH
TIME MEASURING INSTRUMENT WRISTWATCH

TIMEPIECE
WATCH

Figure 3. The differences in conceptualization of timepieces in Russian and English: there is no Rus-

sian word for English watch, as a portable timepiece

The low right form of Fig. 3 describes text en-
tries of the highlighted concept HAPYYHLIE
YACHI (WRIST WATCH).

4  General Scheme of
RuWordNet to WordNet

Linking

The synsets of RuWordNet contain reference
links to RuThes concepts from which these
synsets were generated. Therefore English text
entries collected in the English part of RuThes
now can be used for matching RuWordNet and
WordNet synsets.

RuThes
Concepts Wardnes
Russian || English @ o
text text @
entries entries
(167,000) || (146,000) RuWordnet
@ Russian
» text

entries

(110,000)

Figure 4. The scheme of linking RuWordNet
to WordNet through the RuThes concepts with
English text entries

Figure 1 shows the connections between the
resources. Initially, thesaurus RuThes has been
created. Most concepts of RuThes have Russian
and English names and Russian and English text

entries. Then the Russian part of RuThes was
semi-automatically transformed to the WordNet-
like thesaurus RuWordNet (link 1). Currently,
we are semi-automatically creating links between
the English part of RuThes and the WordNet
synsets (link 2). From these two procedures, we
obtain links from the RuWordNet synsets to the
WordNet synsets (link 3).

5 Linking Procedure

The process of linking of WordNet and
RuWordNet synsets includes two parts:

e  Automatic matching the RuThes English
entries with the WordNet units with fur-
ther validation by experts and the transfer
of the Russian established link from
RuThes to RuWordNet, which has direct
correspondence with RuThes,

e Analysis of the core wordnet synsets
(Boyd-Graber et al., 2006), which are con-
sidered to be frequent and most salient.
The task of the analysis is to check if the
English-Russian links were established, or
some corrections are needed, or the link
cannot be established because of the ab-
sence of proper lexicalization in Russian.

Currently, I-S (inter-language synonym) and |-
NS (inter-language quasi-synonym) are estab-
lished between WordNet and RuWordNet
synsets (through RuThes concepts). The relation-
ship of interlanguage synonymy is established if
the synset and concept have very close sets of
denotations, but there are some features of the
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word meanings that are different in the two lan-
guages

In subsections we consider these two proce-
dures and their results.
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English text entries of RuThes were automati-
cally matched with WordNet entries. Table 2
shows the main types of situations that occurred
as the result of the performed matching for
nouns. Let us consider some examples for each
type of linking of the RuThes concepts and
WordNet synsets.

Type 1.1. (one-to-one) links are usually repre-
sented by the concepts of certain domains, for
example, chemistry (hydrogen, helium), finance
(credit system, central bank), politics (communist
party, iron curtain), medicine (thrombophlebitis,
bronchial asthma), geographical names (Minsk,
White sea), names of animals and plants, etc.

Linking translated RuThes Concepts

Number of
RuThes
concepts
9,629

Types of matching between RuThes
concepts and WordNet noun synsets

1. RuThes concept has only single
English text entry, among them:
1.1. One-to-one matching with
WordNet synset
1.2. One-to-many matching with
WordNet synsets
1.3. No matching with WordNet
synsets
2. RuThes concept has several
English text entries, among them:
2.1. Only one English text entry has
single matching with a WordNet
synset
2.2. Several English text entries
correspond to monosemous
WordNet units
2.2.1. Several English text entries
mainly match with one of the
WordNet synsets
2.3. Several text entries and all their
matches with WordNet are ambigu-
ous
2.4. Several English text entries but
none of them matches with
WordNet units
Table 2. The quantitative results of automatic
matching English text entries in RuThes and the
WordNet synsets

1,373

4,935

3,803

19,715

4,343

3,344

1,611

4,425

5,589

As an example of the 1.2 type of links, the
word energy can be considered, which is the only
option in RuThes for the concept ENERGY as a
physical characteristic, and also corresponds to
the concept HUMAN ENERGY in the group of

synonyms (energy, human energy, life energy,
vigor, vigor).

In WordNet, the word energy is included into
7 synsets of nouns, one of which obviously cor-
responds to the physical meaning of the word
energy (as in RuThes). One of the senses in
WordNet corresponds to energy as a specific
state of mind, enthusiasm. This sense clearly ex-
ists in Russian, but is absent in RuThes, and
should be added.

Therewith, the word energy is attributed by
the authors of WordNet to the synset: Depart-
ment of Energy, DOE (Department of Energy,
United States; created in 1977). In RuThes, there
is a similar entity, called Munucmepcmeo mon-
ausa u snepzemuxu (Ministry of Fuel and Ener-
gy) with the translations: Department of Energy,
Energy department, etc, but the text entry energy
is absent. In this case, the RuThes concept and
the WordNet synset will be matched by other
text entries (type of comparison 2.3.).

Some of the RuThes concepts and WordNet
synsets cannot be matched, when a WordNet
synset includes only single words, but in RuThes
the related concept is linked only with phrases as
text entries. For example, for the RuThes concept
30JI0TOH IIBET (golden color) there is a direct
analogue in WordNet, namely synset: (n) amber,
gold (a deep yellow color). However, RuThes
contains only English noun phrases as text en-
tries: golden color, gold color, golden colour,
gold colour.

The above-mentioned example of the synset
amber, gold also demonstrates another problem,
which arises from the comparison of two thesauri
for different languages, namely the differences in
conceptualization, i.e. what exactly is considered
in each resource to be the same concepts, and
what is considered to be different. Conceptual-
ization may be erroneous in one of the resources.
In some cases it may be not clear enough how it
is better to divide words into synsets (attributed
to concepts).

The unified synset amber, gold in WordNet
means that the concepts of golden and amber
colors are united in WordNet, while in RuThes
they have different concepts. Description and
comparison of different colors and their shades is
a difficult task. However, the existing systems
for presenting colors on the html pages of the
Internet, for example, distinguish between amber
and gold colors, matching code FFD700 to the
gold color, and code FFBFOO to the amber color,
that is, the RuThes presentation is more correct.
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It is possible to find examples of another kind,
when two synsets of WordNet correspond to a
single RuThes concept. For example, in RuThes
there is the concept ATOMHAA DHEPIHA (atom-
ic energy), the text entries for which in Russian
are the phrases amomnas suepeus (atomic ener-
gy) and soepnas suepeus (nuclear energy), and
in English the name of this concept is formulated
as NUCLEAR ENERGY, and the following phrases
are listed as text entries: atomic energy, atomic
power, nuclear energy, nuclear power.

In WordNet, two synsets correspond to this
single RuThes concept: 1) atomic energy, nucle-
ar energy (energy released by a nuclear reaction);
2) atomic power, for civilian use. In the second
synset, atomic power is considered as a function
of the atomic energy from the first synset, name-
ly the use in power engineering. However, it
seems that the same treatment of this sense can-
not be reproduced in Russian.

Another example of the differences in concep-
tualization is related to the concept of clock.
There are three basic concepts in WordNet: time
piece, timekeeper, horologe and its two hypo-
nyms: clock (a timepiece that shows the time of
day) and watch, ticker (a small portable time-
piece), including wrist or pocket watches.

Wikipedia shows a different type of conceptu-
alization of these concepts for the English lan-
guage, when clock and timepiece are united into
one article, and the watch has another article. In
RuThes, there is one concept of Y4ACKI (Time-
piece), with English-language translations: clock,
watch, timepiece, and various subspecies of
clocks, since in Russian there is no more general
concept corresponding to the dimension of time
than uacwt (clock), nor individual words that cor-
respond to small, “portable” clocks.

Thus, it can be seen that the comparison be-
tween semantic systems of different resources
reveals flaws (repetition of sense, lack of senses)
in one of the descriptions or different conceptual-
izations. Therefore, it is hardly worth setting the
task of complete linking of all concepts (Synsets).

It can be seen from the Table 2 that the pub-
lished version of RuThes contains about 9 thou-
sand concepts (of 31 thousand concepts), which
have English text entries but no matching with
WordNet noun synsets (Types 1.3 and 2.4). The-
se concepts include:

e Russian and near-to Russia geographic

names (about 1300 concepts),

e concepts having only verbs or adjectives
as text entries,

e  Russia-specific cultural and social con-
cepts: gzhel (Russian style of blue and
white ceramics), sopka (specific hills in
Siberia), kalach (Eastern European bread),
kissel (viscous fruit dish), gorodki (ancient
Russian folk sport),etc.,

e concepts based on multiword expres-
sions, which are absent in WordNet.

The direct matching of RuThes concepts and
WordNet synsets, utilizing unambiguous and the
most frequent correspondences (with post-
editing), gave the following numbers of the es-
tablished links between RuWordNet and
WordNet synsets:

e 8,608 from 29,296 noun synsets,

e 996 from 7,634 verb synsets,
e 2,100 from 12,864 adjective synsets.
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Additionally to the above-described matching to
WordNet based on the RuThes English text en-
tries, the independent examination of the
WordNet core synsets is hecessary because some
English words can be absent in the English coun-
terpart of the RuThes thesaurus. In this case, a
professional linguist searches for each WordNet
core synset direct link to a RuWordNet synset
using both English text entries from RuThes and
also any additional resources.

Currently, we have 90% of synonym and near-
synonym links for the WordNet core concepts
with the RuwWordNet synsets, and it seems a very
high level for the resources, which have been
developed independently. About 400 new
RuWordNet synsets have been proposed to in-
troduction.

Table 3 shows statistics on established rela-
tions between RuwWordNet and WordNet synsets
for core synsets.

Translating Core Concepts

Part of Speech | Number of | Percent of
core concepts | established
links (%)
Nouns 3300 90.3
Adjectives 698 85.0
Verbs 999 94.0
Total 4997 90.0

Table 3. Statistics on established relations be-
tween the RuWordNet and WordNet synsets for
the core synsets

69



Some examples of core WordNet noun synsets
for which the correspondece in RuWordNet are
metonymic transfer of source senses:

e (n) village, small town, settlement (a
community of people smaller than a town)

e (n) university (the body of faculty and
students at a university)

e  (n) manner of speaking, speech, delivery
(your characteristic style or manner of ex-
pressing yourself orally)

Other examples of absent noun links are quite
diverse:
e (n) style (editorial directions to be fol-
lowed in spelling and punctuation and
capitalization and typographical display)

e (n) survivor (one who outlives another)
"he left his farm to his survivors"

e (n) search (an investigation seeking an-
swers) "a thorough search of the ledgers
revealed nothing

For adjectives, the most frequent problems of
linking between two resources is the absence of
an adjective form for a specific concept, which
can be expressed with a particle (that is a verb
form) in Russian. For example, the following
"core" adjectives senses are absent in Russian:

e absent — omcymcmeyrowuii (otsutstvuy-
ushchiy),

e  afraid — ucnyeannwiui (ispugannyy),
o asleep — cnawuir (spyashchiy).

The main reason of absense of verbal links is
due that such senses are expressed only with
light verb+noun constructions in Russian:

e [cast]: select for a play or movie,
o [cater] supply food ready to eat,

e [demonstrate] march, march in protest.

6 Conclusion

In this paper we have considered the procedure
for linking Russian wordnet (RuWordNet) to
WordNet. The specificity of the procedure is
based on the fact that a lot of bilingual (Russian
and English) lexical data have been gathered in
another Russian thesaurus RuThes, which has
the structure different from WordNet. At first,
Russian wordnet was semi-automatically gener-
ated from RuThes. Now, the RuThes English

data are utilized to establish matching from the
RuWordNet synsets to the WordNet synsets
(through RuThes concepts).

Additionally, the WordNet core concepts are
manually looked through to establish direct rela-
tions between RuWordNet and WordNet. Cur-
rently, 90% of the core Wordnet synsets are pro-
vided with links to RuWordNet, which is quite a
large percentage for the independently developed
resources.
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Abstract

We describe how a natural language inter-
face can be developed for a wordnet with a
small set of handcrafted templates, leveraging
on sentence embeddings. The proposed ap-
proach does not use rules for parsing natural
language queries but experiments showed that
the embeddings model is tolerant enough for
correctly predicting relation types that do not
match known patterns exactly. It was tested
with OpenWordNet-PT, for which this method
may provide an alternative interface, with ben-
efits also on the curation process.

1 Introduction

A natural way of interacting with computational
systems or knowledge bases is to use the same lan-
guage we use for interacting with other humans.
However, due to all the complex phenomena of
natural language, most systems rely on browsing,
keyword-based search interfaces or their combi-
nation. This is simpler at the technical level and
avoids having to deal with Natural Language Un-
derstanding issues. The previous phenomena in-
clude ambiguity and language variability and are
the reason why matching natural language with
formal queries is not a trivial task. To overcome
this challenge, we investigate how a model of sen-
tence similarity can be exploited by a natural lan-
guage interface (NLI) for a wordnet. Our ap-
proach is tested in OpenWordNet-PT (de Paiva
et al., 2012) (OWN-PT), probably the most active
Portuguese wordnet (de Paiva et al., 2016b).

The development of this system, dubbed
NELIO, requires only a small set of handcrafted
templates for each query to be covered. In-
stantiating those templates with arguments from
OWN-PT results in a large set of sentences, used
for training a doc2vec (Le and Mikolov, 2014)
model. The latter is a variation of the popu-
lar word2vec (Mikolov et al., 2013) but, besides
learning dense vector representations of words, it

Alexandre Rademaker
IBM Research and EMAp/FGV
Rio de Janeiro, Brazil
arademaker@gmail.com

learns a representation for documents (sentences,
in our case), based on the words used and on a
document label. Such a model can be used e.g.,
for predicting the most suitable label for an unseen
document. In this work, we rely on the trained
doc2vec model for predicting the relation type that
a natural language query is asking for. We then
use this information for querying OWN-PT and
retrieving suitable answers. This process is fast
enough and avoids writing a set of rules for pars-
ing natural language queries. Besides providing
a more natural way of interacting with OWN-PT,
NELIO turns out to be an alternative way of ex-
ploring OWN-PT and reveal flaws that, otherwise,
would not be easy to spot.

The remainder of this paper briefly overviews
OWN-PT, describes the development of NELIO,
reports on performed experiments, including a
systematic evaluation of the model in this context,
and, before concluding, overviews related work.

2 OpenWordNet-PT

OpenWordNet-PT (OWN-PT) is an ongoing
project to build a wordnet for Portuguese. It
is aligned with Princeton WordNet (Fellbaum,
1998) (PWN), but still has about half of its size. So
far, only partial evaluations of its coverage were
performed, namely of verbs (de Paiva et al., 2016a,
2014), nouns (Rademaker et al., 2014), and (gen-
tilic) adjectives (Real et al., 2016).

OWN-PT is freely available in RDF/OWL. Its
data can be retrieved via a SPARQL endpoint, but
it can also be explored through its own web inter-
face! or through the interface of the Open Mul-
tilingual WordNet (Bond and Foster, 2013). As
previously suggested (Real et al., 2015), a visual
interface helps to discover interesting issues to
work on. The research presented here is related
to lessons previously learned.

"http://openwordnet-pt.org
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3 System Development

NELIO interprets questions, in Portuguese, that
ask for concepts, lexicalised as y, which are re-
lated in some way to another concept lexicalised
as x, mentioned in the question. This section de-
scribes the steps for developing its current version.

3.1 Question Templates

To enable the generation of prototypical questions,
a small set of templates for each covered relation
was handcrafted by the first author of this paper.
Such templates generalise possible ways of asking
the desired questions in Portuguese. All templates
currently used (between 3 and 10 per relation) are
revealed in table 1, grouped according to the target
relation. Most semantic relations in OWN-PT are
covered. Yet, due to their different scope, lexical
relations were left out of this set.

3.2 Model Training

The generation of prototypical questions results
from filling the templates, automatically, with
real examples from OWN-PT. Those questions
were used to train a doc2vec (Le and Mikolov,
2014) model, with the name of the target semantic
relation set as their label. Examples of generated
questions include:

(hyponymOy)
(hypernymOf)
(memberHol..Of)
(substanceHol..Of)

que formas hd de correr?

qual é o hiperénimo de maga?
quais os membros de Liga Arabe?
de que é feito molho de soja?

(partHolonymOf)  que partes tem Portugal?
(partMeronym)  de que faz parte Bresldvia?
(antonymOf)  qual é o contrdrio de liquido?
(x_causes) qual é o efeito de ferir?
(entails) o que implica migrar?

The learned model can be exploited in a clas-
sification task. More precisely, given a fragment
of text, it can be used for predicting the appro-
priate label. Once predicted, the label is used to-
gether with the relation argument that appears on
the question (x) for generating a SPARQL query,
which can be made to OWN-PT for retrieving the
possible answers.

3.3 Fixed Argument Extraction

Besides classifying the question into a relation
type, the fixed relation argument x must be ex-
tracted from the input text. In all handcrafted tem-
plates, this argument is the last term of the ques-
tion. In fact, for the type of considered ques-
tions, there would not be many variations where

this was not the case. Therefore, the extraction of
x was simplified in such a way that it is always
the last sequence of words in the question. More
precisely, in order to cover multiword expressions,
the system searches for the longest lexical form in
OWN-PT starting with the i"*, i € (1, n], and end-
ing in the last token of the question. For instance,
given the question gue tipos hd de intoxicacdo al-
imentar? (what types are there of food poison-
ing?), the system checks, in the following order,
whether OWN-PT covers the forms: tipos hd de
intoxicacdo alimentar, hd de intoxicacdo alimen-
tar, de intoxicagdo alimentar, intoxicagdo alimen-
tar. It stops once it finds that the lexical form
intoxicagdo alimentar (food poisoning) exists.

3.4 SPARQL Generation

With the label and the fixed argument, a SPARQL
query can be generated to get all the valid lexical
forms for y. Figure 1 shows the generated query
for the question que formas hd de correr?, with la-
bel [hyponymOf] and x = correr. It retrieves lex-
ical forms (I f) in OWN-PT synsets (s2) for which
the aligned PWN synset (sen2) is a hyponym of
another PWN synset (senl) that is aligned with
an OWN-PT synset with the lexical form correr.

prefix wn30:
prefix owl:

<https://w3id.org/own-pt/wn30/schema/>
<http://www.w3.0rg/2002/07/owl#>

SELECT ?1f WHERE ({
?sptl wn30:containsWordSense ?wsl .
?wsl wn30:word ?word .
?word wn30:lexicalForm "correr"@pt .
?senl owl:sameAs ?sptl .
?sen2 owl:sameAs ?spt2 .
?sen2 wn30:hyponymOf ?senl .
?spt2 wn30:containsWordSense ?ws2 .
?ws2 wn30:word/wn30:lexicalForm ?1f .

Figure 1: SPARQL query for retrieving the hyponyms
of correr. Query is available in OWN-PT’s SPARQL
endpoint at https://ibm.co/20Cptyv.

4 Experiments

NELIO was implemented in Java, using Apache
Jena® for querying OWN-PT and DeepLearn-
ing4]? for training the doc2vec model, more
specifically, the ParagraphVectors class. This sec-
tions illustrates NELIO’s usage and reports on a
simple evaluation made automatically.

https://jena.apache.org/
‘https://deeplearning4y.org/
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X hyponymOf Y (8 templates)

que (tipos|géneros|espécies|sub-classes
especificagdes|formas) ha de <Y>?

que (hipdénimos|subordinados) tem <Y>?

what (types | genres | species | subclasses | specifications | forms)
are there of (Y')?
what (hyponyms|subordinates) does (Y') have?

X hypernymOf Y (4 templates)

qual é a classe de <Y>?

qual é o hiperdnimo de <Y>?

qual é o conceito superordenado de <Y>?
o que é <Y>?

what is the class of (Y')

what is the hypernym of (Y')?

what is the superordinate concept of (Y )??
what is (Y')?

X memberHolonymOf Y (10 templates)

quais os (membros|constituintes|componentes) de <Y>?
que membros tem <Y>?

o que tem <Y>?

de que é constituido <Y>?

o que inclui <Y>?

0 que estd em <Y>?

em que se (divide|decompde) <Y>?

what are the (members|constituents|components) of (Y )?
what members does (Y') have?

what does (Y') have?

what is (Y') made of?

what does (Y') include?

what is there in (Y')?

in what can (Y') be divided|decomposed?

X partHolonymOf Y (9 templates)

quais as (partes|constituintes|componentes) de <Y>?
que partes tem <Y>?

o que tem <Y>?

de que é constituido <Y>?

o que inclui <Y>?

em que se (divide|decompde) <Y>?

what are the (parts|constituents|components) of (Y)?
what parts does (Y') have?

what does (Y') have?

what is (Y') made of?

what does (Y') include?

in what can (Y') be (divided|decomposed)?

X substanceHolonymOf Y (7 templates)

quais as substéncias de <Y>?
que substéncias tem <Y>?

o que tem <Y>?

de que é (constituidolfeito)
o que inclui <Y>?

o0 que estd em <Y>?

<Y>?

what are the substances of (Y')?
what substances does (Y') have?
what does (Y') have?

what is (Y') made of?

what does (Y') include?

what is there in (Y')?

X memberMeronymOf Y / X partMeronymOf Y (3 templates)

de que faz parte <Y>?
onde se inclui <Y>?
a que pertence <Y>?

what is part of (Y)?
where is (Y') included?
what does (Y') belong to?

X substanceMeronymOf Y (4 t

es)

de que faz parte <Y>?

what is part of (Y')?

onde se inclui <Y>? where is (Y') included?
onde encontramos <Y>? where can we find (Y')?
onde se encontra <Y>? where is (Y') found?
X causes Y (7 templates)
qual é o (efeito|resultado) de <X>? what is the (effect|result) of (X)?
qual é a consequéncia de <X>? what is the consequence of (X )?
o que (causal|faz|origina) <X>? what does (X') (cause|make|originate)?
em que resulta <X>? what does (X) result in?
X causes Y (2 templates)
o que leva a <Y>? what leads to (Y')?
o que resulta em <Y>? what does (Y') result in?
X entails Y (4 templates)
o que (acarretalimplica) <Y>? what does (Y') (entail|implies)?
o que se (infere|conclui) de <Y>? what may one (infer|conclude) of (Y')?

X antonymOf Y (5 templates)

qual é o (antdnimo|contrdrio|oposto|inverso) de <X>?

o que é diferente de <X>?

what is the (antonym|contrary|opposite|inverse) of (Y)?
what is different from (Y')?

Table 1: Handcrafted templates for querying the NLI interface. The vertical bar is an abbreviation, in the templates

files, each word used constitute one template.

4.1 Examples

The resulting doc2vec model identifies the correct
relation type in most situations. Besides being
easy to train, a good thing about it is that no syn-
tactic analysis is required and, still, the text of the
questions does not have to match the original tem-
plates exactly. This provides an interesting level
of tolerance while dealing with syntactic variabil-
ity. Table 2 shows some of the questions answered
correctly that, despite sharing some words, do not
perfectly match any template.

On the other hand, since the model is based
on the surface forms of words, it does not handle
variation of vocabulary. For instance, the ques-
tion “qual é a matéria de chocolate?” (what is the

matter of chocolate?) is answered with hyponyms
of ‘chocolate’, instead of its substances, because
no substanceHolonymOf template includes the
word matéria (matter). However, this situation
can be easily fixed by adding a single template
with this word for the previous relation, e.g.,
matéria-prima de <Y>?.

4.2 Generalisation

Combining all possible question templates with
all the relation instances in OWN-PT results in
298,249 different questions. Those questions were
generated, shuffled and used as a dataset for train-
ing and testing NELIO.

In a simple experiment for analysing how well
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Question | Answer

tipos de peixe?
types of fish?

sardinha, arenque, enchova, Peixe Esportivo, atum, salmonete, manjuba, eperlano, Salmdo ...
sardine, herring, anchovy, sport fish, tuna, surmullet, smelt, salmon ...

forma de andar?
way of walking?

andar a galope, retornar, afastar-se, serpear, correr terras, descarrilhar, perseguir, coxear ...
gallop, return, depart, creep, drift, derail, seek, limp, ...

0 que é um cdo?

what is a dog? | domestic animal, canid

animal_doméstico, canideo, cdo

membros de Passeridae?
members of Passeridae?

Pardal, pardal, Passer
sparrow, Passer

que tem na Polonia?
what is there in Poland?

Auschwitz-Birkenau, Priissia, Rio vistula, Bydgoszcz, Rio oder, Czestochowa, Varsovia, ...
Auschwitz-Birkenau, Prussia, Vistula river, Bydgoszcz, Oder river, Czestochowa, Warsaw, ...

onde fica a Polonia? | Europa

where is Poland? | Europe

que resulta de extender? | esticar
what results from stretching? | to stretch

que implica olhar?
what implies looking?

olhar, ver, mirar, inspecionar, assistir, examinar, observar
to see, to eye, to inspect, to watch, to skim, to observe, to lay eyes on

baixo
short

contrdrio de alto?
opposite of tall?

Table 2: Questions correctly answered by NELIO.

the model generalises, it was tested with different
proportions of training and testing data. Table 3
presents the accuracy, i.e., the proportion of ques-
tions correctly answered in this experiment.

This also showed that, some of the incorrect an-
swers were in fact empty, due to misclassification
of the relation type, which suggested a second ex-
periment: similar to the previous but, when the
given answer was empty, NELIO tried to get an
answer with the second or third relation type pre-
dicted by doc2vec. As expected, this resulted in
higher accuracies, also in table 3 (Top-3).

Training Test Accuracy

Prop. #Questions | Prop. | 1stlabel Top-3
90% (268,424) 10% 93.3% 97.2%
75% (223,687) 25% 929% 97.5%
50% (149,125) 50% 932% 97.6%
25% (74,562) 75% 91.9% 97.6%
20% (59,650) 80% 92.1% 97.9%
15% (44,737) 85% 89.6% 97.0%
10% (29,825) 90% 80.3% 95.9%
5% (14,912) 95% 792%  94.9%

Table 3: Accuracy when answering questions depend-
ing on proportion of training data.

When considering only the top label, training
the model with 90% (=268k), 50% (~149k), or
even 20% (~59k) of the questions, results in accu-
racies above 90%. This happens mainly because,
although there are only a few templates, they are
instantiated many times. With lower training pro-
portions, accuracy drops more considerably. Yet,
with only 5% it is still close to 80%.

Accuracy is different for different relations. For
instance, with 90% of training data, it ranges from
100%, for entails, antonymOf and hyponymOf, to

73%, for substanceMeronymOf. A closer look
shows that, except for the meronym-holonym re-
lations, all accuracies are higher than 94% (hyper-
nymOf). The problem with the former is that they
are very similar and, for this reason, share several
templates among them, which confuses the model.
The aforementioned issue is significantly min-
imised when the top-3 labels are considered. In
this case, accuracies are 97% or higher with 15%
or more training data. Specifically, they are 98%
or higher for all relation types, except for the
meronym-holonym, which are still the most prob-
lematic. The lower accuracy in this scenario is for
memberHolonymOf (87.9%).

5 Related Work

Traditional Automatic Question Answering (QA)
follows an Information Retrieval perspec-
tive (Kolomiyets and Moens, 2011). Queries
are typically natural language questions (NLQs)
and answers are retrieved from a collection of
written documents. But the development of
natural language interfaces (NLIs) for databases
has also been a research topic for a long time (An-
droutsopoulos et al., 1995). Here, the primary
challenge involves translating NLQs to formal
queries made to a database. Knowledge-based
QA systems are a specific case of the previous.
Several NLIs for ontologies e.g.,
Querix (Kaufmann et al., 2006), PANTO
(Wang et al., 2007), FREyA (Damljanovic et al.,
2010) — translate NLQs to SPARQL with a set of
rules on the result of syntactically parsing NLQs,
possibly using PWN for synonym expansion. A
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similar approach (Unger et al., 2012) may be
based on SPARQL templates, to be filled with
entities and predicates identified in the NLQ.

Other systems rely on domain-independent se-
mantic parsers that learn how to map NLQs to
predicates in a large knowledge base, based on
question-answer pairs. SEMPRE (Berant et al.,
2013) maps words to predicates and then com-
bines the predicates to the final logical form. An-
other possibility (Kwiatkowski et al., 2013) is to
parse utterances for producing an underspecified
logical form, before mapping lexical predicates to
the target ontology predicates. The previous sys-
tems were assessed while resorting to Freebase for
answering NLQs. Yet, as opposing to Freebase or
DBPedia, wordnets have a much smaller number
of predicates. So, it could be worth exploring how
semantic parsers could be adapted for our work.

Once translated to SPARQL, generally to a sub-
set of this language, expressiveness is limited. To
avoid this, SQUALL (Ferré, 2014) is a controlled
natural language for querying and updating RDF
datasets. Nouns and intransitive verbs are used
as classes; relation nouns and transitive verbs as
properties; and proper nouns as resources. Syn-
tactic and semantic analysis is implemented as a
Montague grammar, an approach that would work
for querying a wordnet, considering the simplicity
of its RDF model. On the other hand, SQUALL
requires that end-users comply with its controlled
syntax, and know the RDF vocabulary.

An alternative approach (Bordes et al., 2014)
learns low-dimensional embeddings of words and
entities, respectively in questions and relation
types of Freebase. This way, representations of
questions and of their corresponding answers are
close to each other in the joint embedding space.
More recent works (Neelakantan et al., 2016;
Zhong et al., 2017) rely on neural networks for
translating NLQs to formal queries, thus avoiding
domain-specific grammars or rules.

6 Conclusion

We have described how we can leverage on sen-
tence embeddings in the development of a NLI for
a wordnet. The proposed procedure was applied
to OWN-PT with some success. When trained in
a subset with at least 20% of the possible ques-
tions, generated with a small set of templates, and
tested with the remaining questions, accuracies
were higher than 91%, when using the first pre-

diction, or 97%, when trying with the first three
predictions, in case the previous did not return an
answer. This simple experiment confirmed that the
proposed approach works well with the doc2vec
model for predicting the correct relation type. De-
spite the positive results, this experiment revealed
that the system is confused by similar relations,
for which the templates share vocabulary, namely
the three types of meronymy. The problem can
be minimised by considering the top-3 predictions,
but others, such as merging the three relations, can
be analysed in the future.

Still, this was a limited experiment, where
known limitations of the system had a low impact.
This includes questions with vocabulary not cov-
ered by the templates, or questions that do not end
with the fixed word. The former can be minimised
by adding alternative templates. The second is due
to a simplification that works for many cases, but
fails for some, as in the question ‘quais frutas exis-
tem?’ (what fruits exist?), where the target word is
frutas. The previous question has to be made like
‘quais os tipos de fruta?‘. In the future, we will
devise more general ways of extracting the target
argument from the question, e.g., having in mind
that, among the words/expressions in the question,
it should be the least frequent in the dataset; or
maybe training an automatic sequence labeller for
identifying the target argument in the context of a
question. In the latter case, training data should
also include templates that do not end with the tar-
get argument.

Other possible directions for future work in-
clude: (i) Presenting the answers according to
the senses they apply to, because context is not
enough for disambiguation (currently, there is
an option for considering only the first sense);
(i1) Adding alternative types of question e.g., what
is the relation between (x) and (y)? or is (y)
related to (x)?, to be answered, respectively,
with the name of a relation between z and y in
OWN-PT, or yes/no, depending on the existence
of such a relation; (iii) Exploring recent models
for representing sentence meaning, learned from
natural language inference data (Conneau et al.,
2017), though available data in Portuguese (Fon-
seca et al., 2016; Real et al., 2018) may not be
enough.

Despite its limitations, NELIO was already
helpful for finding issues in OWN-PT that need to
be fixed. It showed flaws such as inconsistencies

76



in the capitalization (e.g., Salmdo, Pardal), pres-
ence of underscores instead of spaces (e.g., an-
imal_doméstico), or plural instead of singular
form (e.g., epidemias, montanhas), not to men-
tion actual errors (e.g, dangar entails andar, in En-
glish, dancing entails walking).

A mid-term goal is to make NELIO available
from a web interface. In the meantime, its source
code is available online, at https://github.
com/hgoliv/nli_openwordnet-pt. Al-
though, so far, the proposed approach was only
used as a NLI for a wordnet, in principle, a sim-
ilar approach could be used in the development of
a NLI for any knowledge base represented as a-
relatedTo-b triples.
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Abstract

In this paper, we investigate mapping of
the WORDNET hyponymy relation to fea-
ture vectors. Our aim is to model lexical
knowledge in such a way that it can be
used as input in generic machine-learning
models, such as phrase entailment pre-
dictors. We propose two models. The
first one leverages an existing mapping of
words to feature vectors (fastText), and at-
tempts to classify such vectors as within or
outside of each class. The second model is
fully supervised, using solely WORDNET
as a ground truth. It maps each concept to
an interval or a disjunction thereof. The
first model approaches but not quite attain
state of the art performance. The second
model can achieve near-perfect accuracy.

1 Introduction

Distributional encoding of word meanings from
large corpora (Mikolov et al., 2013; Mikolov et al.,
2018; Pennington et al., 2014) have been found to
be useful for a number of NLP tasks.

While the major goal of distributional ap-
proaches is to identify distributional patterns
of words and word sequences, they have even
found use in tasks that require modeling more
fine-grained relations between words than co-
occurrence in word sequences. But distributional
word embeddings are not easy to map onto on-
tological relations or vice-versa. We consider in
this paper the hyponymy relation, also called the
is-a relation, which is one of the most fundamen-
tal ontological relations. We take as the source of
truth for hyponymy WORDNET (Fellbaum, 1998),
which has been designed to include various kinds
of lexical relations between words, phrases, etc.

Supported by Swedish Research Council, Grant number
2014-39.

However, WORDNET has a fundamentally sym-
bolic representation, which cannot be readily used
as input to neural NLP models.

Several authors have proposed to encode hy-
ponymy relations in feature vectors (Vilnis and
McCallum, 2014; Vendrov et al., 2015; Athi-
waratkun and Wilson, 2018; Nickel and Kiela,
2017). However, there does not seem to be a
common consensus on the underlying properties
of such encodings. In this paper, we aim to fill
this gap and clearly characterize the properties that
such an embedding should have. We additionally
propose two baseline models approaching these
properties: a simple mapping of FASTTEXT em-
beddings to the WORDNET hyponymy relation,
and a (fully supervised) encoding of this relation
in feature vectors.

2 Goals

We want to model the hyponymy relation (ground
truth) given by WORDNET — hereafter referred
to as HYPONYMY. In this section we make this
goal precise and formal. Hyponymy can in gen-
eral relate common noun phrases, verb phrases or
any predicative phrase, but hereafter we abstract
from all this and simply write “word” for this un-
derlying set. In this paper, we write (C) for the re-
flexive transitive closure of the hyponymy relation
(ground truth), and (Cjy) for relation predicted
by a model M.' Ideally, we want the model to
be sound and complete with respect to the ground
truth. However, a machine-learned model will typ-
ically only approach those properties to a certain
level, so the usual relaxations are made:

Property 1 (Partial soundness) A model M is

"We note right away that, on its own, the popular met-
ric of cosine similarity (or indeed any metric) is incapable of
modeling HYPONYMY, because it is an asymmetric relation.
That is to say, we may know that the embedding of “animal”
is close to that of “bird”, but from that property we have no
idea if we should conclude that “a bird is an animal” or rather
that “an animal is a bird”.
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partially sound with precision « iff., for a pro-
portion « of the pairs of words w,w' such that
w Cyr w' holds, w C w' holds as well.

Property 2 (Partial completeness) A model M is
partially complete with recall « iff., for a propor-
tion « of the pairs of words w, w' such that w C w’
holds, then w C s w' holds as well.

These properties do not constrain the way the
relation (Cpy) is generated from a feature space.
However, a satisfying way to generate the inclu-
sion relation is by associating a subset of the vec-
tor space to each predicate, and leverage the inclu-
sion from the feature space. Concretely, the map-
ping of words to subsets is done by a function P
such that, given a word w and a feature vector z,
P(w, z) indicates if the word w applies to a situa-
tion (state of the world, sentence meaning, sentory
input, etc.) described by feature vector x. We will
refer to P as a classifier. The inclusion model is
then fully characterized by P, so we can denote it
as such (Cp).

Property 3 (Space-inclusion compatibility)
There exists P : (Word x R?) — [0, 1] such that

(W' Cpw) <= (Vo.P(w,z) < P(w,x))

Any model given by such a P yields a relation
(Cp) which is necessarily reflexive and transitive
(because subset inclusion is such) — the model
does not have to learn this. Again, the above prop-
erty will apply only to ideal situations: it needs to
be relaxed in some machine-learning contexts. To
this effect, we can define the measure of the subset
of situations which satisfies a predicate p : RY —
[0, 1] as follows:

measure(p):/ D

Ra

(x)dx

(Note that this is well-defined only if p is a mea-
surable function over the measurable space of fea-
ture vectors.) We leave implicit the density of the
vector space in this definition. Following this def-
inition, a predicate p is included in a predicate ¢
iff.

measure(p A q) _ Jga P(x)gq(x)dx
measure(p) Jga p(x)dz

Following this thread, we can define a relaxed in-
clusion relation, corresponding to a proportion of
p of p included in ¢:

=1

Property 4 (Relaxed Space-inclusion compatibil-
ity) There exists P : Word — R? — [0,1] and
p € [0,1] such that

Jra P(w', 2) P(w, z)dx
— = fRd P(w,z)dx =P

(w' Cp w)

In the following, we call p the relaxation factor.

3 Mapping WORDNET over fastText

Our first model of HYPONYMY works by lever-
aging a general-purpose, unsupervised method
of generating word vectors. We use fastText
(Mikolov et al., 2018) as a modern representa-
tive of word-vector embeddings. Precisely, we
use pre-trained word embeddings available on the
fastText webpage, trained on Wikipedia 2017 and
the UMBC webbase corpus and the statmt.org
news dataset (16B tokens). We call FTDom the
set of words in these pre-trained embeddings.

A stepping stone towards modeling the inclu-
sion relation correctly is modeling correctly each
predicate individually. That is, we want to learn a
separation between fastText embeddings of words
that belong to a given class (according to WORD-
NET) from the words that do not. We let each word
w in fastText represent a situation corresponding
to its word embedding f(w). Formally, we aim to
find P such that

Property 5 P(w, f(w')) =1 <= v Cw

for every word w and w’ found both in WORDNET
and in the pre-trained embeddings. If the above
property is always satisfied, the model is sound
and complete, and satisfies Property 3.

Because many classes have few representative
elements relative to the number of dimensions of
the fastText embeddings, we limit ourselves to a
linear model for P, to limit the possibility of over-
fitting. That is, for any word w, P(w) is entirely
determined by a bias b(w) and a vector #(w) (with
300 dimensions):

P(w,z) = §(0(w) - =+ b(w) > 0)

where d(true) = 1 and J(false) = 0.

We learn 0(w) and b(w) by using logistic re-
gression, independently for each WORDNET word
w. The set of all positive examples for w is
{f(w) | v € FTDom,w’ C w}, while the
set of negative examples is {f(w') | w' €
FTDom,w’ ¢ w}. We train and test for all the
predicates with at least 10 positive examples. We
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Figure 1: PCA representation of animals. Birds

are highlighted in orange.

use 90% of the set of positive examples (w’) for
training (reserving 10% for testing) and we use the
same number of negative examples.

We then test Property 5 on the 10% of positive
examples reserved for testing, for each word. On
average, we find that 89.4% of positives are identi-
fied correctly (std. dev. 14.6 points). On 1000 ran-
domly selected negative examples, we find that on
averale 89.7% are correctly classified (std dev. 5.9
points). The result for positives may look high, but
because the number of true negative cases is typi-
cally much higher than that of true positives (often
by a factor of 100), this means that the recall and
precision are in fact very low for this task. That is,
the classifier can often identify correctly a random
situation, but this is a relatively easy task. Con-
sider for example the predicate for “bird”. If we
test random negative entities (“‘democracy”, “pa-
per”’, “hour”, etc.), then we may get more than
97% accuracy. However, if we pick our samples
in a direct subclass, such as (non-bird) animals,
we typically get only 75% accuracy. That is to say,
25% of animals are incorrectly classified as birds.

To get a better intuition for this result, we show
a Principal Component Analysis (PCA) on ani-
mals, separating bird from non-birds. It shows
mixing of the two classes. This mixture can be ex-
plained by the presence of many uncommon words
in the database (e.g. types of birds that are only
known to ornithologists). One might argue that
we should not take such words into account. But
this would severely limit the number of examples:
there would be few classes where logistic regres-
sion would make sense.

We are not ready to admit defeat yet as we are

ultimately not interested in Property 5, but rather
in properties 1 and 2, which we address in the next
section.

4 Inclusion of subsets

A strict interpretation of Property 3 would dic-
tate to check if the subsets defined in the pre-
vious section are included in each other or not.
However, there are several problems with this ap-
proach. To begin, hyperplanes defined by 6 and b
will (stochastically) always intersect therefore one
must take into account the actual density of the
fastText embeddings. One possible approxima-
tion would be that they are within a ball of certain
radius around the origin. However, this assump-
tion is incorrect: modeling the density is a hard
problem in itself. In fact, the density of word vec-
tors is so low (due to the high dimensionality of
the space) that the question may not make sense.
Therefore, we refrain from making any conclusion
on the inclusion relation of the subsets, and fall
back to a more experimental approach.

Thus, we will test the suitability of the
learned P(w) by testing whether elements
of its subclasses are contained in the super-
class. That is, we define the following quantity
Q(w/7 w) =

average{ P(w', z) | x € FTDom, P(w, f(z))}
which is the proportion of elements of w’ that
are found in w. This value corresponds to the
relaxation parameter p in Property 4.

If w' C w holds, then we want Q(w’, w) to be
close to 1, and close to 0 if w’ is disjoint from w.
We plot (figure 2) the distribution of Q(w’, w) for
all pairs w’ C w, and a random selection of pairs
such that w’ & w. The negative pairs are gener-
ated by taking all pairs (w’, w) such that w’ C w,
and generate two pairs (wy,w) and (w’, w2), by
picking w; and wso at random, such that neither
of the generated pairs is in the HYPONYMY rela-
tion. We see that most of the density is concen-
trated at the extrema. Thus, the exact choice of p
has little influence on accuracy for the model. For

= 0.5, the recall is 88.8%. The ratio of false
positives to the total number of negative test cases
is 85.7%. However, we have a very large num-
ber of negatives cases (the square of the number of
classes, about 7 billions). Because of this, we get
about 1 billion false positives, and the precision is
only 0.07%. Regardless, the results are compara-
ble with state-of-the art models (section 6).
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Figure 2: Results of inclusion tests. On the left-
hand-side, we show the distribution of correctly
identified inclusion relations in function of p. On
the right-hand-side, we show the distribution of
(incorrectly) identified inclusion relations in func-
tion of p.

S WORDNET predicates as disjunction of
intervals

In this section we propose a baseline, fully super-
vised model model for HYPONYMY.

The key observation is that most of the HY-
PONYMY relation fits in a tree. Indeed, out of
82115 nouns, 7726 have no hypernym, 72967 have
a single hypernym, and 1422 have two hypernyms
or more. In fact, by removing only 1461 direct
edges, we obtain a tree. The number of edges
removed in the transitive closure of the relation
varies, depending on which exact edges are re-
moved, but a typical number is 10% of the edges.
In other words, when removing edges in such a
way, one lowers the recall to about 90%, but the
precision remains 100%. Indeed, no pair is added
to the HYPONYMY relation. This tree can then
be mapped to one-dimensional intervals, by as-
signing a position to each of the nodes, accord-
ing to their index in depth-first order (iz(w) be-
low). Then, each node is assigned an interval cor-
responding to the minimum and the maximum po-
sition assigned to their leaves. A possible directed
acyclic graph (DAG) and a corresponding assign-
ment of intervals is shown in Fig. 3. The corre-

Figure 3: Two trees underlying the same dag.
Nodes are labeled with their depth-first index on
the left and their associated interval on the right.
Removed edges are drawn as a dotted line.

sponding definition of predicates is the following:

P(w,z) =z >lo(w) Az < hi(w)
lo(w) = min{izy(w') | w' Cp w}
hi(w) = max{izy(w’) | w' Cpw}

where (Cr) is the reflexive-transitive closure of
the T tree relation (included in HYPONYMY). The
pair of numbers (lo(w), hi(w)) fully characterizes
P(w). In other words, the above model is fully
sound (precision=1), and has a recall of about 0.9.
Additionally, Property 3 is verified.

Because it is fully sound, a model like the above
can always be combined with another model to
improve its recall with no impact on precision
— including itself. Such a self-combination is
useful if one does another choice of removed
edges. Thus, each word is characterized by an n-
dimensional co-product (disjoint sum) of intervals.

w Cprw' =

\/ (loi(w’) > loj(w) A hig(w') < hz’i(w))
i
loj(w) = min{izy, (W) | W' Cr, w}
hii(w) = max{izr, (w') | w' Cr, w}
By increasing n, one can increase the recall to
obtain a near perfect model. Table 4b shows
typical recall results for various values of n. How-
ever Property 3 is not verified: the co-product of
intervals do not form subspaces in any measurable
set.

6 Related Work: Precision and recall for
hyponymy models

Many authors have considered modeling hy-
ponymy. However, in many cases, this task was
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not the main point of their work, and we feel that
the evaluation of the task has often been partially
lacking. Here, we review several of those and at-
tempt to shed a new light on existing results, based
on the properties presented in section 2.

Several authors (Athiwaratkun and Wilson,
2018; Vendrov et al., 2015; Vilnis et al,
2018) have proposed Feature-vector embeddings
of WORDNET. Among them, several have tested
their embedding on the following task: they feed
their model with the transitive closure of HY-
PONYMY, but withhold 4000 edges. They then test
how many of those edges can be recovered by their
model. They also test how many of 4000 random
negative edges are correctly classified. They re-
port the average of those numbers. We reproduce
here their results for this task in Table 4a. As we
see it, there are two issues with this task. First, it
mainly accounts for recall, mostly ignoring preci-
sion. As we have explained in section 4, this can
be a significant problem for WORDNET, which is
sparse. Second, because WORDNET is the only in-
put, it is questionable if any edge should be with-
held at all (beyond those in the transitive closure
of generating edges). We believe that, in this case,
the gold standard to achieve is precisely the tran-
sitive closure. Indeed, because the graph presen-
tation of WORDNET is nearly a tree, most of the
time, the effect of removing an edge will be to de-
tach a subtree. But, without any other source of
information, this subtree could in principle be re-
attached to any node and still be a reasonable on-
tology, from a purely formal perspective. Thus we
did not withhold any edge when training our sec-
ond model on this task (the first one uses no edge
at all). In turn, the numbers reported in Table 4a
should not be taken too strictly.

7 Future Work and Conclusion

We found that defining the problem of represent-
ing HYPONYMY in a feature vector is not easy.
Difficulties include 1. the sparseness of data, 2.
whether one wants to base inclusion on an under-
lying (possibly relaxed) inclusion in the space of
vectors, and 3. determining what one should gen-
eralize.

Our investigation of WORDNET over fastText
demonstrates that WORDNET classes are not
cleanly linearly separated in fastText, but they are
sufficiently well separated to give a useful recall
for an approximate inclusion property. Despite

Authors Result
(Vendrov et al., 2015) 90.6
(Athiwaratkun and Wilson, 2018) 92.3
(Vilnis et al., 2018) 92.3
us, fastText with LR and p = 0.5 87.2
us, single interval (tree-model) 94.5
us, interval disjunctions, n = 5 99.6

(a) Authors, systems and respective results
on the task of detection of HYPONYMY in WORDNET

n recall
1 091766

2 0.96863

5 0.99288

10 0.99973

(b) Typical recalls for multi-dimensional interval model. (Pre-
cision is always 1.)

Figure 4: Tables

this, and because the negative cases vastly out-
number the positive cases, the rate of false neg-
atives is still too high to give any reasonable preci-
sion. One could try to use more complex models,
but the sparsity of the data would make such mod-
els extremely sensitive to overfitting.

Our second model takes a wholly different ap-
proach: we construct intervals directly from the
HYPONYMY relation. The main advantage of
this method is its simplicity and high-accuracy.
Even with a single dimension it rivals other mod-
els. A possible disadvantage is that the multi-
dimensional version of this model requires dis-
junctions to be performed. Such operations are
not necessarily available in models which need
to make use of the HYPONYMY relation. At this
stage, we make no attempt to match the size of
intervals to the probability of a word. We aim to
address this issue in future work.

Finally, one could see our study as a criticism
for using WORDNET as a natural representative of
HYPONYMY: because WORDNET is almost struc-
tured like a tree, one can suspect that it in fact
misses many hyponymy relations. This would
also explain why our simple fastText-based model
predicts more relations than present in WORD-
NET. One could think of using other resources,
such as JEUXDEMOTS (Lafourcade and Joubert,
2008). Yet our preliminary investigations suggest
that these suffer from similar flaws — we leave a
complete analysis to further work.
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Abstract

This paper proposes a framework for in-
vestigating which types of semantic prop-
erties are represented by distributional
data. The core of our framework consists
of relations between concepts and prop-
erties. We provide hypotheses on which
properties are reflected in distributional
data or not based on the type of relation.
We outline strategies for creating a dataset
of positive and negative examples for vari-
ous semantic properties, which cannot eas-
ily be separated on the basis of general
similarity (e.g. fly: seagull, penguin). This
way, a distributional model can only dis-
tinguish between positive and negative ex-
amples through evidence for a target prop-
erty. Once completed, this dataset can be
used to test our hypotheses and work to-
wards data-derived interpretable represen-
tations.

1 Introduction

When it comes to representations of word mean-
ing, we currently have to choose between rel-
atively transparent, interpretable representations
that are low in coverage and opaque embedding
representations with high coverage. While the for-
mer lend themselves well to reasoning, the latter
are hard to interpret and their reasoning poten-
tial remains limited. Ideally, we would have ‘the
best of both worlds’: data-derived, high-coverage
transparent representations we can reason Over.
Reasoning over such vectors would open new op-
portunities for the study of phenomena at the core
of lexical semantics, such as similarity and ambi-
guity (one form - multiple meanings) and variation
(one meaning - multiple forms).

In this paper, we present a framework for
analyzing what type of semantic information is

antske.fokkens@vu.nl,

piek.vossen@vu.nl

present in distributional data as a first step towards
such semantic representations. We consider word
meaning from the perspective of semantic proper-
ties, which enables us to explain semantic similar-
ity and dissimilarity and reason over word mean-
ings. We propose a methodology that can be used
to create datasets representing concepts and their
semantic properties, which can be used to test hy-
potheses about what type of information is present
in distributional models.

When trying to model the type of semantic in-
formation represented by linguistic context, the
following questions arise: Which aspects about
the meaning of a word can be expected to be men-
tioned in (written) utterances? Do people talk
about the yellowness of lemons? Or would they
rather give accounts of what lemons are used for?
We propose a number of hypotheses about which
type of semantic knowledge is encoded in the lin-
guistic context based on the semantic relation be-
tween a particular concept and property.

If distributional vectors contain information
about a semantic property, it should be possible to
distinguish positive examples of the property from
negative examples purely on the basis of the dis-
tributional vector. As distributional semantic rep-
resentations usually provide good indications for
general relatedness or similarity, one major pitfall
of our approach is that words can easily be sepa-
rated into positive and negative examples because
they happen to fall into rather distinct categories.
Therefore, we specifically aim to collect challeng-
ing examples (e.g. fly: seagull, penguin rather than
fly: seagull, table). We propose a framework for
sampling and defining concept-property pairs that,
in future work, will be annotated and used to test
our hypothesis. To the best of our knowledge, this
will be the first dataset specifically designed to an-
alyze the ability of embeddings to encode property
information.

Besides being a diagnostic tool, we hope that
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the resulting resource will provide complementary
information to traditional lexical semantic repre-
sentations. A core notion in lexical semantics is
semantic similarity. Different lexical resources
reflect this notion in different ways. Whereas
Princeton Wordnet (Fellbaum, 2010; Miller, 1995)
structures semantic knowledge in terms of hierar-
chical categories, we approach similarity from the
perspective of property overlap. Implicitly, knowl-
edge about property overlap is also represented in
hierarchically structured categories, as they cap-
ture information about shared and distinguishing
properties. We expect that the final dataset will
be a complementary resource to WordNet as it
could yield insights into semantic categorization
in terms of semantic properties. Currently, our
setup only takes English data in consideration, but
we think that valuable insights could be gained
from extending it to more languages thus enabling
cross-linguistic comparisons.

The remainder of this paper is structured as
follows: Section 2 outlines insights on semantic
properties from various research domains. Based
on this, we present a framework of properties and
concepts in Section 3, followed by our method for
creating our dataset suitable for testing our hy-
potheses in Section 4. We conclude and discuss
the implications of our framework in Section 5.

2 Theoretical Background

This section provides an overview of theories and
observations about the type of knowledge encoded
in linguistic contexts. In general, we assume that
semantic information can either be encoded ex-
plicitly (e.g. by expressions such as lemons are
yellow) or implicitly (e.g. the lemon rolled off the
table, which indirectly indicates that lemons have
a round shape). Both sources of evidence provide
sufficient information for humans to infer these
properties. It is an open question to what extent
this is represented by embedding models. We start
this investigation by raising the question of what
type of information is likely to be mentioned (ei-
ther implicitly or explicitly) in natural language.
Different theoretical and applied fields have ad-
dressed this question, namely, language genera-
tion, corpus linguistics and cognitive theories of
word meaning. We draw from approaches about
referential expressions (Section 2.1), typical prop-
erties and concepts revealed in similes (Section
2.2) and afforded actions and processes (Section

2.3). The remainder of this section provides an
outline of these factors which form the basis of
our proposed framework, introduced in Section 3.

2.1 Gricean Maxims

One major function of language is to ‘point’ to-
wards things in the world. This is explicitly
modeled in approaches to natural language gen-
eration, which include referring expression gen-
eration (REG) as a subtask (Gatt and Krahmer,
2018). Dale and Reiter (1995)’s seminal work pro-
poses to model REG in terms of Gricean maxims
(Grice, 1975). In essence, humans are expected
to refer to objects by being maximally informative
while not providing more information than neces-
sary, resulting in the use of maximally discrimi-
native attributes. When given a choice of objects
with a range of different, but partly overlapping
attributes and the task of singling out a particu-
lar one, humans are expected to use only the at-
tribute(s) which is (are) most informative.

Experimental data show that people do tend to
overspecify (in as much as 50% of cases (Koolen
et al., 2011)) for several reasons: Arts et al. (2011)
argue that overspecification in terms of highly
salient attributes may facilitate identification of the
referent. Rubio-Fernandez (2016) claim that the
overspecification of color attributes can facilitate
object search as it is easier to find something based
on multiple pieces of information. For instance,
finding a blue cup is easier if you can look for
something blue and for a cup, in particular when
the target object is the only cup and the only blue
object. A complementary observation was made
by Koolen et al. (2011), who show that overspec-
ification increases with the difficulty of the ref-
erence task. However, color attributes also tend
to be overspecified for objects which are typically
described in terms of color, such as clothes. This
later phenomenon possibly is language-dependent,
as it was observed for English speakers but not
Spanish speakers. More generally, Sedivy (2003)
found that color attributes tend to be used redun-
dantly for objects that have a high color-variability
(i.e. things that naturally come in several col-
ors, such as t-shirts). Complementary, Koolen
et al. (2011) observe that overspecification occurs
for concepts whose instances can be described in
terms of many different attributes.

These insights have been obtained from highly
controlled lab settings with limited situational
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context. An attempt to generalize to the infor-
mation included in utterances ‘in the wild’ can be
seen as somewhat of a leap. Nevertheless, we ex-
pect that in general, people tend to avoid mention-
ing information which is already available to their
interlocutors through their (physical) experience
of the world. For instance, we expect that peo-
ple would hardly ever specify the color or taste of
a lemon (unless it is a highly unusual one), since
this information is already available to people who
have had some sort of experience with lemons. In
contrast, we expect that people are more likely to
specify target objects in terms of attributes (e.g.
color) in case of high variability of attributes or in
case strong association between concepts and at-
tributes (typicality). The former could either be
due to (1) the reference task being actually harder
because of the high variety of attributes or (2) the
observed tendency to overspecify in cases of high
attribute-variability. The next section discusses
how typicality can result in contexts that explicitly
reflect shared knowledge.

2.2 Stereotypicality

Veale (2013) explores the way different seman-
tic properties of concepts (most of which can be
seen as having ‘multifaceted’ meanings) can be
extracted from text corpora. He proposes that
“[..] words! are represented as bundles of the
typical properties and behaviors they are com-
monly shown to exhibit in everyday language”
(Veale, 2013, p.1) and presents an automatic sys-
tem to extract and reason over the different af-
fective contents associated with concepts via their
most salient properties. For instance, the word
baby can receive a positive interpretation when
appearing in a context highlighting cuteness and
peacefulness, but just as well be used in less flat-
tering descriptions such as cry like a baby.

Veale’s approach shows that information about
stereotypical concepts of a property is mentioned
in natural language, as it relies on pattern extrac-
tion from corpora. Specifically, stereotype infor-
mation tends to be expressed in similes of forms
like as ADJECTIVE as a NOUN (e.g. as mindless
as a zombie) or in the case of activities VERBing
like a NOUN (e.g. drooling like a zombie) (Veale
and Hao, 2007) .

It seems that implied information about con-

!'This paper is on word meaning. The expression ‘word’
should be read as referring to word meaning.

cepts tends to be mentioned explicitly if the con-
cept can serve as a particularly good example to
illustrate the (implied) property. While it is un-
likely to find instances stating the obvious (e.g.
coal is black), it is more likely to find utterances in
which the stereotypical concept is used to illustrate
a property of something else (e.g. eyes as black as
coal).

2.3 Common Actions and Affordances

Based on accounts in cognitive psychology and
cognitive linguistics, we expect (highly implied)
knowledge relating to specific types of afforded
actions (as introduced by Gibson (1954)) likely to
be reflected by linguistic context. Glenberg (1997)
argues that a central component of our memory is
a set of actions that are available to an agent in a
certain situation, which he calls ‘mesh’.

Glenberg and Robertson (2000) explore this no-
tion by comparing embodied to high-dimensional
(i.e. distributional) theories of meaning. Their ex-
perimental results indicate that distributional mod-
els provide good indications about the kinds of ac-
tions and processes concepts are usually involved
in. They are, however, unable to reflect possible
(i.e. afforded) actions that are highly unusual.

We hypothesize that this is due to a tendency
of people to describe and report on specific events
in the world, which consist of combinations of ac-
tions and processes. Specific events, in contrast
to general properties, are very unlikely to be im-
plied knowledge and therefore have to be commu-
nicated (e.g. dogs have four legs versus My dog
ran towards the ball). A large corpus is more
likely to contain patterns that arise from specific
activities and processes (e.g. dogs will often be in-
volved in running events), while unusual activities
will be too erratic to lead to meaningful regulari-
ties in the data that end up represented in distribu-
tional models.

2.4 Summary of Factors

When determining whether a specific semantic
property is likely to be encoded by distributional
information, we consider the following factors to
be relevant:

Impliedness: Which information is already
known, Which information has to be made
explicit?

Variability: Do the instances of a concept
vary with respect to the target property?
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Typicality: Is a concept likely to be used to
illustrate a property?

Affordedness: Do certain properties afford
activities that instances of a concept engage
in? In other words: Are there properties of a
concept which enable certain activities?

3 Contextually Encoded Properties

Based on the observation outlined in Section 2, we
present predictions about whether a specific dis-
tributional vector representation of a concept is
likely to encode information about a specific se-
mantic property or not. To operationalize this, we
translate the factors discussed in Section 2 to de-
scriptions of relations between concepts and prop-
erties. We assume that knowledge about proper-
ties of concepts is generally implied and hence
unlikely to be expressed explicitly (following the
Gricean maxim of quantity). However, there are a
number of factors which cause violations against
this general tendency. We translate these com-
peting forces to relations between properties and
concepts. We outline them below and summarize
them in Table 1, which also provides an overview
of our hypotheses.

Typicality. Typical properties of instances of a
concept are usually also highly implied (e.g. rose -
red). While a high level of impliedness in com-
bination with Gricean maxims would mean that
the property is unlikely to be mentioned explicitly,
typicality may have the opposite effect. Based on
the observations by Veale (2013), we expect that
typical examples of a property can often serve to
illustrate the property in a another concept (e.g.
coal serves to illustrate blackness in the phrase
eyes as black as coal, rose may serve to illustrate
redness, etc). In contrast, properties that immedi-
ately come to mind when thinking of a concept,
but not vice-versa are unlikely to be represented,
but can be seen as highly implied (e.g. green is a
typical property of broccoli, but broccoli is usually
not used to illustrate greenness).

Affordedness. In general, we propose that af-
forded and usually performed activities are repre-
sented, while afforded and not usually performed
activities are not (e.g. bowling ball - roll v.s. can-
dle - roll). Usually performed activities can be
seen as highly implied knowledge about a concept.
However, the fact that activities usually form part
of specific events (which are not part of our im-
plied knowledge) makes them much more likely to

be mentioned in communication than other highly
implied properties. In addition to being afforded
properties themselves, activities can also provide
indirect evidence for other properties. In particu-
lar, they provide indirect evidence for those prop-
erties which enable the activity. For instance,
bowling balls are commonly involved in rolling-
activities. The context is likely to provide direct
evidence of the activity rolling (e.g. The bowling
ball rolled by 5-foot-10).> The same evidence can
also serve as an indirect indication for the prop-
erty affording the rolling-activity, namely being
round. Many properties of a concept are, how-
ever, not necessarily reflected in activities. Con-
sider, for instance candles: even though they are
often round (an affording property for the activity
of rolling), rolling is not something they typically
do. In the remainder of this paper, we use the fol-
lowing sub-types of properties: We distinguish ac-
tivities from attributes. Activities can be afforded
and usually performed or afforded and not usually
performed (or not afforded at all). Attributes can
fall under any of the relations outlined here. In
addition, they can afford activities.

Variability. This factor refers to the degree
of variation in instances of a concept. In gen-
eral, we propose that variable properties are likely
to be represented by linguistic contexts because
they can be relevant for further distinctions and are
not automatically implied. For instance, a color
attribute can distinguish between different sub-
categories of bears or distinguish between peppers
with different tastes, knives can be used for dif-
ferent cooking activities or processes, etc. These
variable properties can have different degrees of
discriminatory power. On one end of the spec-
trum, they distinguish between different concep-
tual categories (e.g. subcategories of bears). At
the other end of the spectrum, they distinguish in-
stances of the same category (e.g. t-shirts of differ-
ent colors or dogs trained for different activities).
While in this later case, there is a very high proba-
bility of properties to be mentioned explicitly, we
do not expect the evidence to be enough to be cap-
tured by a distributional semantic model: due to
the high degree of variance, individual properties
will be mentioned sporadically at best. Properties
that can only apply to instances of concepts in ex-
ceptional cases are not expected to be represented.

https://www.latimes.com/archives/
la-xpm-1991-05-30-sp-3586-story.html
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factor present absent
typicality concept is typical ~ property is typi-
of the property cal of the concept
afforded ac- usually per-  possible but
tivities formed not usually
performed
affording affording usually not relevant for
attributes performed activi-  usually per-
ties formed activities
variability limited (also val-  wide selection
(options) ues on a scale or
opposites)
variability subcategories not relevant for
(categories) subcategories
Table 1: Overview of relations between con-

cepts and properties: present and absent indicate
whether the concept-property relation is hypothe-
sized to be apparent from distributional data.

Table 1 provide an overview of the relevant
factors and related prediction. A single concept-
property pair can be related to more than one fac-
tor. For instance, sky - blue can be described in the
following terms:

Implied : blue is a highly implied prop-

erty of sky
Typical (concept) : blue is a typical property of sky

Typical (property) : sky is a stereotypical example
of something which is blue

Variable (limited) : skies can also be grey or black

If at least one description falls under present in
Table 1, we expect the context to contain evidence
for the property. Whether this evidence is suffi-
cient for a distributional model to represent the
property is an open question.

4 A Dataset of Concepts and Properties

This section describes the design of our dataset.
We first outline the experiments we envision, be-
cause they provide the motivation of some of the
key properties of our dataset.

To conduct experiments on whether the predic-
tions introduced in Section 3 hold, we plan to use
approaches suggested in the field of investigating
neural network representations, such as diagnos-
tic classification (Belinkov et al., 2017; Hupkes
et al., 2018; Derby et al., 2018). In particular,
we plan to extend the experiments presented in

(accessed 2019/09/30)

Sommerauer and Fokkens (2018), which try to in-
vestigate whether dimensions of embedding repre-
sentations can capture semantic properties. While
this seems to be implied by the method of infer-
ring the missing word in an analogy pair by means
of vector subtraction and addition (Mikolov et al.,
2013; Levy and Goldberg, 2014), analogy calcula-
tion methods have been heavily criticized, calling
this notion into question (Linzen, 2016; Gladkova
and Drozd, 2016; Gladkova et al., 2016). To shed
light on this, we proposed an experimental set-up
in which we tested whether a supervised machine
learning system could successfully learn to distin-
guish vectors of words clearly associated with a
property from vectors of words which are clearly
not associated with the property.

Any supervised classification approach relies on
finding regularities which are shared among all or
most examples of a particular class and distinguish
them from other classes. Therefore, the distribu-
tion of positive and negative examples of prop-
erties is crucial to ensure that the vector dimen-
sions discovered by the classifier actually corre-
spond to the semantic property under investigation
rather than some other information which happens
to correlate with it. To illustrate the importance
of the similarity distribution of positive and neg-
ative examples, consider the following: Suppose
our dataset for the property red consists of names
of red fruits (positive examples) and green garden
plants (negative examples). If we train and test a
classifier on such a dataset, it is very likely that
it can reach relatively high performance. But did
it learn to identify the semantic property red in a
distribution? In such a case, it would be impos-
sible to draw a clear conclusion for the following
reasons: The names of the red fruits most likely
share more properties than being red, such as hav-
ing a sweet taste, being used for similar things, or
largely falling into the category of berries. Con-
sequently, more information connects these exam-
ples than the property red. The same holds for
the negative examples: they belong to a relatively
coherent category and probably share many prop-
erties. Many of these properties will not be shared
with the positive examples. This means that a
classifier can rely on a multitude of indications,
none of which are necessarily evidence of the tar-
get property red. Figure 1 illustrates different sce-
narios of shared and distinguishing features.

To address this challenge, our dataset has to ad-
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Figure 1: A schematic representation of vectors of positive and negative examples of a property. To
ensure that shared and distinguishing patterns identified by a classifier are representative of the target
property, positive and negative examples should only be separable based on the target property.

here to the following requirements:

1. For each property, there is a sufficient number
of positive and negative examples.

2. The distinction between positive and nega-
tive examples cannot be made on the basis of
general similarity alone (see Figure 1). The
candidates should include (1) positive exam-
ples that differ with respect to most proper-
ties except the target property, i.e. that have
low overall similarity (e.g. fly: seagull, air-
plane) and (2) negative examples that share a
number of properties with positive examples,
creating high similarity between positive and
negative examples (e.g. fly: seagull, penguin)

Most existing feature norm sets (McRae et al.,
2005; Devereux et al., 2014) do not contain in-
formation about negative examples, as they only
list (salient) properties of concepts. One might
consider to derive negative examples by viewing
all concepts not labeled with a certain feature as
negative examples of the feature. This approach,
however, results in a number of wrongly labeled
instances, as positive cases are not always labeled
as such (for instance, 18 out of 36 concepts labeled
as is_a_bird are not labeled as is_an_animal in the
CSLB feature norms (Devereux et al., 2014)).

Our main objective is to collect fine-grained in-
formation for property-concept pairs to fill this
gap. Through crowd annotations, we aim to di-
vide these property-concept pairs into three cat-
egories: Properties which apply to all or most,
some or hardly any or no instances of a con-
cept. We draw the line in the middle of the ‘some’
category, which encompasses different degrees of

variability: while we expect attributes with little
variance to have enough evidence for a model, at-
tributes with a high degree of variability are most
likely not encoded.

The second requirement can be fulfilled by con-
trolling (a) the selection of target properties (see
Section 4.1), (b) the selection of candidate con-
cepts from resources (Section 4.2) and (c) the se-
lection of particularly challenging examples in the
distributional semantic space (Section 4.3). Sec-
tions 4.4 and 4.5 provide further details on the
setup of our crowd sourcing task.

4.1 Selecting Challenging Properties

We select semantic properties which apply to
concepts that are spread across traditional, tax-
onomic categories. We consider the following
types of properties: perceptual attributes (e.g. col-
ors, shapes, temperature), part attributes (e.g. hav-
ing wheels), complex attributes (high level seman-
tic categories such being dangerous) and activities
(e.g. swim, fly). We hand-selected specific proper-
ties (listed in Section B of the Appendix) for each
type based on the criteria of them cutting across
taxonomic categories and applying to a large num-
ber of concepts.

4.2 Selecting Challenging Concepts

We collect candidate concepts from existing com-
putational and psycholinguistic resources, listed in
Table 2, and from a distributional model. By ex-
ploiting the feature norm sets and the stereotype
data, we get a limited set of candidates ‘for free’
by searching for the selected properties directly.
By searching for target properties directly (e.g.
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concepts associated with round in ConceptNet via
the relations HasProperty or NotHasProperty), we
only receive limited sets of examples, in particular
with respect to negative candidates. Therefore, we
extend the search by including concepts of particu-
lar traditional, taxonomic categories whose mem-
bers we expect to have or not have the target prop-
erty. We explain the idea through the activity fly.

Concepts that are similar and only differ with
respect to fly or categories which contain positive
and negative examples are particularly useful. We
exploit this in our sampling strategy: we know
that while most birds can fly, some cannot. The
category of insects also contains both cases. In
addition, we could add vehicles. While the first
two categories contain similar concepts that share
a large number of properties, the later category
introduces words that share almost no properties
with the first two except the target property.

For this type of search, we exploit the hy-
ponymy relations of WordNet as well as proper-
ties from the feature norm sets and the corpus data.
For WordNet, we manually select the synset rep-
resentative of a category (based on synset mem-
bers and definitions) and collect all lemmas of its
hyponym-synsets. In the feature norm data, we
simply search for the target property. In addition,
we use the positive and negative examples derived
from the CSLB norms and annotated by the crowd
as described by Sommerauer and Fokkens (2018).

This strategy is successful for some properties
(e.g. 105 probably positive and 256 probably neg-
ative candidates for the black) but less for others
(e.g. 6 probably positive and 63 probably negative
candidates for round). While we try to select neg-
ative examples that are difficult to distinguish from
positive ones through other properties than the tar-
get property, it is not entirely clear whether this
is the case. To extend our examples and at the
same time target particularly challenging negative
examples, we use an existing distributional model
as a source of additional examples.

4.3 Challenging Examples using Embeddings

Distributional semantic models provide relatively
good indications of word similarity, reflecting the
assumption that words with similar meanings tend
to appear in similar linguistic contexts. However,
they cannot give us precise information about what
makes words similar. The main challenge of our
approach is to select examples that could not be

type resources
feature McRae et al. (2005), CSLB norms
norm sets (Devereux et al., 2014)
lexicon WordNet (Fellbaum, 2010; Miller,
1995)
ConceptNet (Speer and Havasi,
2012)
stereotype concepts representing stereotypes
data of properties (Veale, 2013)
feature subset annotated on top of the
norms CSLB norms (Sommerauer and
negative Fokkens, 2018), quantified McRae
extension norms (Herbelot and Vecchi, 2015)

Table 2: Overview of resources.

distinguished purely on the basis of this distribu-
tional similarity. Therefore, we specifically select
examples from a distributional model which have
a very high chance of being classified wrongly
based on their similarity (e.g. penguin for fly, or
heroine for dangerous while other positive exam-
ples are weapons or animals). If it can be classified
correctly, we can interpret this as good evidence
for the property to be encoded in the distributional
vector representation.

To operationalize this, we select positive ‘seed’
words and calculate a vector representation for
them by taking the average of the seeds. This al-
lows us to specifically select candidates with em-
bedding representations that are overall similar to
positive examples of a property (by taking the n
nearest neighbors of the averaged representation).
We select these positive ‘seeds’ by using positive
examples of a property we are confident about (i.e.
we do not include concepts returned by a search
for a category containing ‘mixed’ examples).

This results in a selection of candidate concepts
which are very difficult to separate into positive
and negative examples based on general similar-
ity. We collect the 200 nearest neighbors of this
approximate property representation. We exclude
negative examples further away from the centroid
than the furthest positive example by manual in-
spection. The embedding model used in this step
is the skip-gram model with negative sampling
(using recommended settings according to Levy et
al. (2015)), trained on the full Wikipedia corpus
(dump from August 2018).

4.4 Sampling for the Crowd

The strategies outlined above result in rather large
numbers of candidates not all of which are useful
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(e.g. the distributional model returns non-standard
spelling variants and words other than nouns). We
reduce and clean the resulting sets (1) by means
of preprocessing and (2) sampling based on char-
acteristics with potential impact on how well dis-
tributional data can represent information. The
characteristics we consider are (1) different types
of ambiguity, (2) psycholinguistic factors such
as concreteness and familiarity represented in the
MRC database (Coltheart, 1981), word frequency
(3) the distance to the centroid vector calculated
over all positive examples of a property.

type n wup  min cos abs-

syns  sim wup  syns  conc
sim

homonyms 8.28 032 020 020 0.60
(6.97) (0.16) (0.18) (0.20)

metaphors 8.32 0.35 0.24 0.24 0.45
(7.68) (0.19) (0.21) (0.23)

metonymy 3.01 0.53 0.48 0.57 0.24

(ap- (2.72) (0.32) (0.35) (0.38)

prox.)

monosemy 1.97 0.78 0.76 0.80 0.09
(243) (0.32) (0.35) (0.31)

Table 3: Averages on nouns only (standard devia-
tion in parentheses).

We create bins for each characterization, dis-
tinguishing four types of polysemy and three his-
togram bins for each of the other characteristics.
Except for cosine to centroid, we use the distri-
bution of all nouns recorded in the LDOCE dic-
tionary (Proctor, 1978) to divide candidates across
bins. For each characterization, we randomly draw
examples from each bin until we reach a certain
predefined number of examples for probably pos-
itive, probably negative or undecided candidates.
The resulting distributions are summarized in Ta-
ble 4.

We aim to include different types of ambigu-
ity, since ambiguity is of particular interest for
our further research. We are not aware of a lex-
ical resource providing fine-grained information
about types of ambiguity. To approximate it,
we exploit metaphor annotations in the MIPVU
corpus (Steen, 2010) and the distinction between
homonymy, polysemy and monosemy informa-
tion in the LDOCE dictionary. The third group
we distinguish consists of other forms of polym-
semy (metonymy, specialization and generaliza-
tion). While it is not feasible to verify this ap-
proximation manually, we tested a number of ten-

property pos neg pos/neg total
warm 20 28 118 166
hot 19 20 108 147
red 46 59 69 174
square 6 23 90 119
green 57 58 60 175
cold 18 22 81 121
sweet 28 1 145 174
blue 22 60 61 143
yellow 45 65 64 174
round 37 2 101 140
black 60 58 34 152
juicy 20 6 148 174
swim 57 61 62 180
roll 4 1 115 120
lay_eggs 61 61 32 154
fly 58 61 61 180
dangerous 63 61 17 141
used_in_cooking 59 60 60 179
female 57 11 48 116
wheels 54 16 45 115
wings 58 60 29 147
made_of_wood 59 12 81 152

Table 4: Overview of dataset size after sampling.

dencies which should hold if our approximation
strategies are appropriate: The similarity between
senses of ambiguous words should correlate with
the semantic phenomena involved in it: Senses of
homonymous words should be least similar while
mentonymous senses should be most similar. This
can be measured in terms of WordNet similarity
or embedding vector similarity with the monose-
mous synset members of the senses. The sense
similarity/distance can also be analyzed in terms
of very broad semantic areas that a sense can fall
into. Homonymous senses accidentally share the
same form and metaphorical words often express
mappings between abstract and concrete domains.
Therefore, we expect that the latter two tend to
have senses in both the abstract and concrete part
of the WordNet hierarchy, while this should not be
the case for metonymous senses (which typically
remain restricted to one part of the hierarchy).

As the results summarized in Table 3 indicate,
the ambiguity bins seem to provide a decent rep-
resentation homonyms, words with metaphorical
and metonymous senses and (for the same of com-
parison) monosemous words. We therefore use
them for sampling.

4.5 Framework for Collecting Judgments

The resulting candidate concepts should be anno-
tated in terms of their relations to the target prop-
erty. To do this in an efficient way, we present
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relation examples T/F
unusual In an unusual situation, chocolate could be pink. True
In an unusual situation, chocolate could be brown. False
affording_activity Having ink is necessary for things a pen usually does or for things we usually  True
do with a pen.
Being grey is necessary for things a car usually does or for things we usually  False
do with a car.
typical_of_concept Being spicy is typical of a chili pepper. True
Being sweet is a typical property of a carrot. False
variability _open A t-shirt can be white or of another property of the same category as white  True
there is a very wide set of possible options.
A pepper can be white or of another property of the same category as white  False

there is a very wide set of possible options.

Table 5: Examples of concept-property relations for crowd annotation with most appropriate True/False-

judgment.

crowd workers with statements about the relation
between a concept and a property and ask them to
indicate whether it is generally true or false. We
opt for this set up rather than presenting work-
ers with all options, as it is faster and will most
likely seem more attractive.? Rather than present-
ing generic, abstract descriptions of a property-
concept pair, we present sentences such as the ex-
amples presented in Table 5, which are supposed
to be natural-sounding and easy to judge.

5 Discussion and Conclusion

In this paper, we have outlined a method to create
a dataset of semantic properties of concepts which
can be used to evaluate whether and to what extent
distributional models reflects semantic properties.
This work can be positioned in our larger research
goals, which involve creating transparent, inter-
pretable lexical semantic representation in terms
of semantic properties which lend themselves well
for reasoning over ambiguity and variation. The
dataset will be made available upon completion.*
The main goal of this paper is to propose a
design for a dataset that can be used to test the
ability of word embeddings to represent seman-
tic properties. A more precise understanding of
what information word embeddings can provide is
highly relevant for improving NLP systems rely-
ing on embeddings as lexical semantic representa-
tions. Moreover, it can help in deciding whether
embeddings are an appropriate representation in
computational models of cognitive processes (as

3At this point, the exact set-up of the task is still under
development. The resulting dataset will be made available
once data have been collected.

‘nttps://github.com/cltl/semantic_
property_dataset

for instance discussed by Utsumi (2011)). Eventu-
ally, we plan to move towards data-derived inter-
pretable word representations in terms of semantic
properties.

The dataset proposed here enables us to use
methods suggested in the area of studying repre-
sentations and learning processes in neural net-
works, specifically diagnostic classification to test
whether embeddings represent properties. In par-
ticular, we can go beyond the approach presented
by Derby et al. (2018), who use all concepts for
which a property has not been elicited as negative
examples of a property.

In addition to proposing a dataset design, we of-
fer specific hypotheses based on a variety of ob-
servations from different fields about information
that is likely or unlikely to be expressed in En-
glish natural language corpora. Rather than mak-
ing claims based on entire categories of semantic
properties, we base our predictions on underlying
factors involved in the relations between concepts
and properties. By testing these hypotheses, we
hope to go beyond insights from experimental ap-
proaches comparing the information captured in
embeddings to semantic feature norm sets (e.g. Fa-
garasan et al. (2015), Herbelot and Vecchi (2015),
Tsvetkov et al. (2015), Derby et al. (2018), Som-
merauer and Fokkens (2018)).

Finally, we hope that comparing the rela-
tions captured by our dataset to traditional, tax-
onomic categories represented in WordNet may
yield insights about the relation between proper-
ties of concepts and categorization. This could
be extended to other languages to enable cross-
linguistic comparisons.
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A Framework of semantic relations between concepts and properties

factor ‘ relation description ‘ example ‘ represented ‘ instances
impliedness | (A/an) [concept] is part of a | animate - | no all/most

larger category of which all | cat

members are [attribute].
typicality (of | (A/n) [concept] is a typical ex- | green - | no all/most
the concept) | amples of things which are [at- | broccoli

tribute].
typicality (of | [attribute] is a typical property of | blue - sky yes all/most
the property) | (a/an) [concept].
afforded (at- | Being [attribute] is necessary for | has a point - | yes most/all
tribute) activities/processes (a/an) [con- | dagger

cept] is usually involved in.
variability [attribute] is an important factor | grey - bear | yes some
(distinction) | to distinguish different subcate-

gories of members of the cate-

gory [concept].
variability (A/an) [concept] can be [at- | red - pepper | yes some
(limited) tribute] or another attribute of

same category as [attribute] -

there is a limited set of possible

options.

(A/an) [concept] can be [at- | warm - wa- | yes some

tribute] or a bit more [attribute] | fer

or the opposite of [attribute].
variability (A/n) [concept] can be [at- | pink - t-shirt | no some
(open) tribute] or another attribute of

same category as [attribute] -

there is a very wide set of op-

tions.
Variability (A/an) [concept] is [attribute] | blue - horse | no few/none
(unlikely) could only be true in a rather un-

usual situation.
Variability (A/an) [concept] is [attribute] | round - idea | no few/none
(creative) can only be true in a creative,

figurative way of speaking.
Impossible It is impossible that (a/an) [con- | solid - steam | no none

cept] is [attribute].

Table 6: Overview of relations between attributes and concepts.
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factor

\ relation description

example

represented

instances

impliedness

(A/an) [concept] is/are part of
a larger category of which all
members can do/are involved in
[activity].

breathe
cat

no

most/all

typicality (of
the concept)

’[activity]’ is a typical activity or
process of (a/an) [concept].

fly - bird

no

all/most

typicality (of
the property)

(A/an) [concept] is/are typi-
cal example(s) of things which
do/are involved in the activity or
process ’[activity]’.

hunt - riger

yes

all/most

afforded (ac-
tivity)

(A/an) [concept] usually does/is
involved in the activity or pro-
cess ’[activity]’.

(A/an) [concept] can do/be in-
volved in the activity or process
’[activity]’ but this is not what
it/they usually does/do.

run - horse

roll - pen

yes

no

most/all

most/all

variability
(distinction)

Doing/being involved in the ac-
tivity or process ’[activity]’ is an
important factor for distinguish-
ing different subcategories of
members of the category [con-
cept].

cooking
knife

yes

some

variability
(open)

(A/an) [concept] can do/be in-
volved in the activity or pro-
cess '[activity]’ or not, but this
is not an important factor for
distinguishing different subcate-
gories of members of the cate-
gory [concept].

play - dog

no

some

Variability
(unlikely)

Variability
(creative)

(A/an) [concept] does/is in-
volved in the activity or process
"[activity]” could only be true in
a highly unusual situation.

(A/an) [concept] does/is in-
volved in the activity or process
’[activity]’ can be only true in
a creative, figurative way of

speaking.

fly - car

fly - idea

no

no

few/none

few/none

Impossible

It is impossible that (A/an) [con-
cept] does/is involved in the ac-
tivity or process [activity].

Table 7: Overview of relations between activities and concepts.
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B Overview of selected properties

property type ‘ category ‘ properties

attributes perceptual warm, hot, red, square, green, cold, sweet, blue, yel-
low, round, black, juicy

‘ parts ‘ wheels, wings, made_of_wood

‘ complex ‘ dangerous, found_in_seas, used_in_cooking, female
activities swim, roll,

lay_eggs, fly

Table 8: Overview of properties currently included (open for expansion).
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Abstract

In this paper we discuss how Walenty is
using PLWORDNET to represent semantic
information. We decided to use PLWORD-
NET lexical units and synsets to describe
both the predicate meaning and the seman-
tic fields of its arguments. The original de-
sign decision required some further refine-
ment caused by the structure of PLWORD-
NET and complex relations between argu-
ments.

1 Introduction

Walenty, a comprehensive valency dictionary of
Polish developed at the Institute of Computer Sci-
ence, Polish Academy of Sciences (ICS PAS), is
created to a large degree as a part of CLARIN-PL
(Przepidrkowski et al., 2014a; Przepidrkowski et
al., 2014b).! It was meant to be used both by com-
puter programs (e.g. it is employed by two parsers
of Polish, POLFIE? (Patejuk and Przepiérkowski,
2012) and Swigra3 (Wolifiski, 2004)) and by lin-
guists.

The dictionary comprises above 18,000 entries
(with over 101,000 schemata and 31,000 frames),
including 13,000 verbs, 4,000 nouns, 950 adjec-
tives and 200 adverbs. Therefore, nonverbal en-
tries form 28% of the lexicon.

Walenty is composed of two main layers:
syntactic and semantic. =~ The syntactic layer
was described in (Przepiérkowski et al., 2014c;
Przepiérkowski et al., 2014a; Hajnicz et al.,
2016b), whereas (Przepidrkowski et al., 2014b)
focuses on its phraseological component. On the
other hand, the semantic layer was sketched in
(Hajnicz et al., 2016a).

The semantic layer of Walenty is strictly con-
nected with PLWORDNET (Piasecki et al., 2009;
Piasecki et al., 2016), one of two Polish wordnets.*

"http://www.clarin-pl.eu/en/
http://zil.ipipan.waw.pl/LFG
*http://zil.ipipan.waw.pl/%C5%9Awigra
“The other one is PolNet (Vetulani et al., 2009; Vetulani,
2014; Vetulani and Kochanowski, 2014) developed at Adam
Mickieiwcz University by Zygmunt Vetulani Group.

Tomasz Bartosiak
Institute of Computer Science,
Polish Academy of Sciences
Warsaw, Poland

tomasz.bartosiak@gmail.com

PLWORDNET describes the meaning of a lexical
unit by placing this unit in a network of relations
(such as synonymy, hypernymy, meronymy, etc.).

In this paper we want to focus on how semantic
layer of Walenty was influenced by PLWORDNET
and its structure.

2 Related works

There exist valency dictionaries connecting syn-
tactic and semantic information about predi-
cates and their arguments. The most famous is
FrameNet’ (Fillmore et al., 2003; Ruppenhofer et
al., 2006) based on a theory called Frame Seman-
tics (Fillmore, 1976; Fillmore and Baker, 2001).
It is organised around the notion of a semantic
frame representing a situation. A semantic frame
is evoked by lexical units representing correspond-
ing meanings of words (not only verbs). Frames
are lists of semantic roles called frame elements
(FEs).

FrameNet contains about 800 hierarchically or-
ganised frames evoked by 10000 lexical units.
Frames are organised in a hierarchy which relates
lexical units evoking them. Apart from a hierar-
chy, frames are organised into scenarios. Never-
theless, FrameNet lexical units are not related to a
wordnet (in particular, Princeton WordNet, (Fell-
baum, 1998; Miller and Fellbaum, 2007)) and cre-
ate independent structure®.

Another important valency dictionary is Verb-
Net’ (Kipper-Schuler, 2005) based on the classifi-
cation of verbs by Levin (1993). Each verb class
in VerbNet is completely described by semantic
roles, selectional restrictions on the arguments,
and frames consisting of a syntactic description
and semantic predicates with a temporal function.
VerbNet describes about 5250 senses of 3800 verb
lemmas. Each verbal sense in VerbNet may refer
to a set of Wordnet senses that captured the mean-
ing appropriate to the corresponding Levin’s class

Shttps://framenet.icsi.berkeley.edu/
fndrupal/

®There were several attempts to relate the resources, cf.
(Cao et al., 2010).

"https://verbs.colorado.edu/~mpalmer/
projects/verbnet.html
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obléciy, / oblékat;
ustroit . / stroit;

impf
=canbepassive vyes
=class dress—-41.1.1

obléci:1/oblékat:1/obléknout:1

¢ / obléknout ; /

-frame: AG<person:1>%.  VERB
PAT<person: l>ﬁ§1nu3
ART<garment : 1>}

—synonym: ustroit:1/stroit:1

—use: prim

-refl: obj_dat

obléci:1/oblékat:1/obléknout:1/
ustroit:1/stroit:1

—-frame: AG<person:1>23,  VERB
PAT<person: 1>,
ART<garment : 1>3 shon

—-synonym:

-use: prim

-refl: obj_ak

Figure 1: An exemplary entry of Verbalex va-
lency dictionary

(Dang et al., 1998; Kipper et al., 2000). More-
over, selectional restrictions are based on seman-
tic categories labelling WordNet files. The syntac-
tic valency information is represented by means of
LTAG trees.

There exist several Czech valency dictionar-
ies. Two of them, VALLEX (Lopatkové et al.,
2003; Zabokrtsky and Lopatkovd, 2007) and
PDT-VALLEX (Haji€ et al., 2003; Uresovd, 2009),
are based on Functional Generative Description
(Sgall et al., 1986). Despite common origins those
dictionaries have been developed independently,
following different approaches. While the first
one tries to encompass all frames for a given lex-
eme, the latter is connected with Prague Depen-
dency Treebank and has only those frames that
were encountered in the corpus. In both dictio-
naries frames representing semantics are syntax
driven, with multiple syntactic realisations of a
single word meaning creating multiple (often dif-
ferent) frames. Nonetheless, frames are not con-
nected to any wordnet.

A third one, VerbalLex (Hlavackova and Horak,
2006) is connected with the Czech WordNet (Pala
and Smrz, 2004; Rmbousek et al., 2017). Va-
lency frames are connected with whole synsets,
not particular lexical units. The semantic char-
acteristic of arguments has two level representa-
tion and consists of a set of semantic roles in-
cluding 40 elements from EuroWordNet top on-
tology (Vossen, 1998) and more precise seman-
tic types including specific literals (lexical units)
from the set of Princeton WordNet Base Concepts
with relevant sense numbers. Semantic types cor-
respond to selectional restrictions/preferences. On

the other hand, the frames are connected to Levin’s
classes and hence with VerbNet.

Figure 1 presents an exemplary entry of Ver-
balex. A frame corresponds to a synset contain-
ing five lexical units, but only three of them can

be used in | 1] as other two do not follow the same
syntax.

There exist some Polish valency dictionaries as
well. The most important are (Polanski, 1980
1992, Swidzir’lski, 1994). Only the first one in-
cludes semantic information, i.e. abstract selec-
tional restrictions (cf. Figure 2, e.g. NPi‘ has
to have ‘Anim’ property, while NP has to have
‘Abstr’ property). A corpus-based dictionary in-
cluding some purely syntactic valency information
is (Banko, 2000).

LUBIC
1 zaN NP
NP4 + ({ZaﬂTsA,ieﬂS
NPy — NP%,
zeby N S
1P

NPy — [+Hum]
NP, — [+Anim] NP} — [
NP% — [+Absti]

—Abstr

— Anim } [+Abstr]

Figure 2: Exemplary entry for the verb LUBIC
‘like’ in Polanski’s valency dictionary

3 Basic information about the dictionary

The representation language of Walenty is in gen-
eral universal w.r.t. parts of speech. Each lex-
ical entry is identified by its lemma (e.g. verb
GNIEWAC ‘irritate’ noun GNIEW ‘anger’, ‘irrita-
tion’ or adjective GNIEWNY ‘angry’, ‘irritated’).

On the syntactic level, each entry is divided into
subentries according to its grammatical proper-
ties. Reflexive mark, aspect (both only for verbs),
predicativity (only for adjectives and adverbs) and
negativity are taken into account. For instance,
the entry GNIEW has exactly one subentry gniew
(,,), whereas GNIEWAC has two subentries gniewaé
(_,,imperf) and gniewa¢ sie (_,,,imperf).

Each subentry may have any number of syntac-
tic valency schemata® assigned, each being a set of
syntactic positions. A syntactic position is a set of
phrase types — if two morphosyntactically differ-
ent phrases may occur coordinated, they are taken
to be different realisations of the same position
(Szupryczynska, 1996). Labels are used to dis-
tinguish special argument positions — subject and
object (if they occur). In Walenty we decided that

8We use a term schema for the syntactic level representa-
tion and a term frame for the semantic level representation.
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subject and object syntactic positions” are marked
only for verbs. However, there exist theories, e.g.
generative ones, in which nouns, at least some of
them (derived nominals), have (deep) subjects and
objects (Chomsky, 1970). The required informa-
tion can be inferred from dependencies between
derivationally connected entries as both syntactic
positions represent the same argument, cf. section
6. Additional label head was introduced in order
to represent a non-local control dependency be-
tween the head of an adjective and its infinitival
argument (e.g. Szukajq kompozytorow gotowych
tworzy¢ z nimi nowoczesny teatr. ‘[They] are look-
ing for composers [who are] ready to create a mod-
ern theater with them.”). This matter, similarly as
other issues specific for syntax of nonverbal pred-
icates, goes beyond the scope of this article.

4 Semantic layer

The semantic layer is composed of semantic
frames. Each frame is a set of semantic argu-
ments represented as pairs (semantic role, selec-
tional preferences). The set of semantic roles is
presented in Figure 3 — they have colours assigned
to them in a fixed way. More information about
semantic roles in Walenty is included in (Hajnicz
et al., 2016a). We assume that there cannot be
two identical frames for a single entry, as other-
wise there would be no way to distinguish between
their meanings. This requirement does not con-
cern frames identified by multi-word lemmas if
they correspond to a different meaning.

Initial Group

Grou Ending Group

' Result

Accompanying
P

" Instrument

Ry | IENEsRaiten . | Puose |
~ Time
"' Duration
. !oregrouna »
Attributes -)urce N ' Goal -

Figure 3: Table of Walenty’s roles

“Representation of subject and object in Walenty was de-
scribed in (Przepiérkowski et al., 2014a).

4.1 Identification of the meaning

Each frame is connected to the meaning of a predi-
cate. Those meanings are identified by PLWORD-
NET lexical units (LUs). We use PLWORDNET
version 2.1, as it was the current version at the
moment we started works on the semantic layer
of Walenty.

Contrary to Verbal.ex, Walenty frames are as-
signed to predicate lemmas, not to synsets. There-
fore, synonyms are not related within the dictio-
nary. This approach prevents us from overlook-
ing some subtle differences between frames con-
cerning selectional preferences or even presence
of a particular argument (e.g. Instrument). The
technical matter concerning potential side-effects
of changes in PLWORDNET are also important.

Nevertheless, it is possible for multiple LUs to
correspond to the same frame. There are three
main reasons for that to happen:

1. Lexical units are derivationally connected.
This includes:

e reflexive and non-reflexive verbs, pro-
vided that they represent the same
meaning (diathesis alternations, e.g.
GNIEWAC ‘to irritate’ and GNIEWAC SIE
‘to be angry’),

e noun and adjective derivatives of verbs
(e.g. DBAC ‘to care’, DBALOSC ‘acare’,
DBALY ‘careful’ and NIEDBALY ‘care-
less’).

2. A single word describing different aspects of
situation (e.g. POZYCZAC can mean either ‘to
borrow’ or ‘to lend’ depending on syntactic
structure being a convers of itself).

3. Despite having different hypernyms, a lexi-
cal unit cannot be distinguished by seman-
tic frame only (e.g. KOMENTOWAC ‘to com-
ment’ has two lexical units in PLWORDNET—
the first with hypernym KRYTYKOWAC ‘to
criticise’ and the other with hypernym IN-
TERPRETOWAC ‘to interpret’— both taking
same types of arguments, but being used in
different larger contexts).

On the other hand, some lexical units may be
absent in PLWORDNET. In such cases new LUs
are added, indicated by capital letters instead of
numbers following the lemma of an LU (word-
net standard), in order to differentiate them from
the original wordnet LUs. Such new LUs are pro-
vided with glosses'® as well as potential location
in PLWORDNET structure. For instance, mleé-A
lit. ‘mill” from Figure 5 should be a hyponym of
krecic-4 ‘rotate’. This will facilitate including them
by PLWORDNET developers.

%0riginal PLWORDNET LUs may have glosses in Wa-
lenty as well.
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4.2 Selectional preferences

Arguments, identified by semantic roles, are
provided with selectional preferences (Katz and
Fodor, 1964; Resnik, 1993). Unlike some other
dictionaries, we do not use a fixed set of qual-
ifiers, like abstract/concrete, solid/liquid/gaseous
etc. We want to be much more precise, hence we
use PLWORDNET synsets (represented by LUs)
and relations to represent selectional preferences.
Therefore, it is dogs that generally BARK, we tend
to DRINK beverages (not all liquids), and we pre-
fer to use bandages to BANDAGE (not every cloth).

The selectional preferences are represented as a
list of elements of the following four types (ele-
ments of different types can cooccur in the same
list):

1. a PLWORDNET synset,

2. apredefined set of synsets,

3. aPLWORDNET relation to another argument,
4. a PLWORDNET relation to another synset.

The most basic way to represent selectional
preferences is a direct use of PLWORDNET
synsets. For instance, the frame of the verb BAN-
DAZOWAC ‘bandage’ with a strictly constrained
meaning is presented in Fig. 4: istota ludzka-1 ‘hu-
man being’ bandages czes¢ ciafa-1 ‘body part’ of
stworzenie-5 ‘creature’ by means of bandaz-1 ‘ban-
dage’. Contrary to Verbalex, we use selectional
preferences form a Polish wordnet, not an English
one. As a consequence, no interlingual relations
are required to check whether selectional prefer-
ences are satisfied in a particular sentence. How-
ever, the rich structure of PLWORDNET disallow
us to use only hyponymy relation in this respect.

bandazowaé-1

Rama: pewna [9873]

Rola: Instrument Theme, Foreground Theme, Background

Preferencie

3 bandaz-1
selekcyjne:

istota ludzka-1

czg$¢ ciata-1 stworzenie-5

Figure 4: A frame for the verb BANDAZOWAC
with PLWORDNET selectional preferences only

In many situations, groups of PLWORDNET
synsets commonly occur together in a single se-
lectional preference. For example, both foods and
drinks can be tasted or pasteurised. Similarly,
both people and organisations/companies can buy,
sell or store goods. What is more, people can
speak about anything — objects, abstracts and sit-
uations. As such semantically connected concepts
may be composed of many unrelated PLWORD-
NET synsets, we decided to add symbols repre-
senting such common combinations.

Table 1 lists all the predefined selectional pref-
erences. The first column contains their labels,
the second column contains their English meaning
whereas the third column contains lists of corre-
sponding PLWORDNET LUs. Such organisation
of information simplifies the work of lexicogra-
phers elaborating Walenty, decreases its sensitiv-
ity to changes in PLWORDNET and increases the
readability of the dictionary, the more so as such
lists can be really long. What is most important,
we can modify these lists without bothering of re-
vising all corresponding entries. This feature has
a positive impact on the cohesion of the resource.

Complicated structure of PLWORDNET (caused
by specifics of Polish language) made us also in-
troduce PLWORDNET relations to another synset
as a way of representing selectional preferences.
For instance, an Instrument for PISAC ‘write’
could be a pen, a ballpen, a pencil etc. However,
in PLWORDNET their direct hypernym is artykut
papierniczy-1 ‘writing materials’ which is evidently
too wide (as it includes, e.g. ‘notebook’). They are
correctly joined by the holonymy (collection) relation
to przybory do pisania-1 ‘writing implements’, as
this term is used in Polish only in plural. =~ This
representation is equivalent to listing directly all
relevant synsets, bu less sensitive to changes in
PLWORDNET.

For some predicates, arguments considered sep-
arately represent a wide class of entities, but actu-
ally they are closely related to each other. For in-
stance, one meaning of MLEC ‘mill’ concerns ob-
jects moving their parts through some substance.
For example, windmill can mill air with its sails,
while water wheel can mill water with its blades
(but not with sails as it has none). Classic selec-
tional preferences tell us nothing about what can
be used by those objects for milling, but we can
clearly see that they have to have to be internal
parts of original object. Therefore, we introduced
selectional preferences determined by means of
relations to another argument. Meronymy seems
to be a appropriate relation here, cf. Figure 5.

mlec-A

Rama: brak [42655]

Rola: Instrument, Background Instrument, Foreground

Preferencje
selekcyjne:

meronimia (typu czesc)
-= [Instrument, Background]

urzadzenie-5 substancja-1

Figure 5: Selectional preferences based on rela-
tions between arguments for the verb MLEC

5 Connecting both layers

In Walenty, syntactic and semantic valency infor-
mation are represented separately. Nevertheless,
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they are closely connected, but this relation is a
many-to-many one. On one hand, one semantic
frame can be syntactically implemented by several
schemata (diathesis alternation). On the other, one
schema can be used in several frames. Relating
a frame and a schema we directly link semantic
arguments with corresponding syntactic positions.
Let us consider the verb GNIEWAC SIE ‘be angry’
/ GNIEWAC ‘irritate’. The corresponding frame to-
gether with some schemata being its realisations
are presented in Figure 6.

This is yet another difference between Walenty
and Verbalex. Two VerbalLex frames presented
in Figure 1 differ only in the syntactic realisations
of arguments. Nevertheless, the joint representa-
tion forces duplication of all information — syntac-
tic and semantic. Moreover, lexical units involved
in both syntactic realisations are connected with
both frames, whereas in Walenty a lexical unit can
label only one frame. For example, one Walenty
frame in Figure 6 is connected to 9 verb schemata.

6 Common frames

Representation of verbs, nouns and adjectives
does not differ on semantic level. What is impor-
tant, derivationally connected entries of different
PoSes are attached to the same frames. This is im-
portant for a correct interpretation of paraphrase.
For historical reasons, this does not concern as-
pectual pairs.

It is worth noting that VerbNet and Verbal.ex
are focused solely on verbs, whereas FrameNet
and PDT-VALLEX concern nouns and adjectives
as well.

Let us consider the noun GNIEW ‘anger’ deriva-
tionally connected with the verb GNIEWAC SIE
‘be angry’, cf. Figure 7 (4 out of 15 schemata
are visualised on the figure). Please note that the
frame presented in Figures 6 and 7 is connected
with the six PLWORDNET lexical units: gniewny-1,
gniewac-1, gniewa¢ sig-1, gniewaé sig-2, gniew-1 and
gniew-2. This means that the frame is shared by
three entries: GNIEWAC, GNIEW and GNIEWNY,
and units representing the meaning of the current
entry is written in bold.

7 Lexical units with multi-word lemmas

Walenty has a rich phraseological component
(Przepidérkowski et al., 2014b). Hajnicz et al.
(2016a) considers the simpler case when a lexi-
calised dependant does not change the meaning of
a predicate and represents a fixed form of an ar-
gument (or a modifier). However, the more in-
teresting case is when an idiomatic construction
changes the meaning of the predicate, and its lexi-
calised dependant semantically is not an argument.

PLWORDNET contains lexical units having
multi-word lemmas, and we decided to adapt this
approach in Walenty. The semantic frame for the
idiom kras¢ catusa ‘steal a kiss’ is presented in
Figure 8. The fact that the frame is linked to an id-
iom is marked with a white rectangle with Lemma
inside; a lexicalised dependant is marked white as
well. Such phraseology appears for nonverbal en-
tries as well'!. We have chosen an idiom having
both verbal and nominal realisation, which is not
a typical case.

LUs identifying such idioms have multi-word
lemmas composed of a lemma of the main pred-
icate (here: the verb KRASC ‘steel’) and its syn-
tactically dependant part (here: the noun CAEUS
‘kiss’ in accusative) in a syntactically coherent
way, see Figure 8. The structure of such a lemma
could be more complicated, e.g. pfakac¢ nad ro-
zlanym mlekiem ‘cry over spilt milk’, cf. 9. Sim-
ilarly as in the general case, such lemma can be
present in PLWORDNET or added in Walenty.

8 Conclusions and future works

This article describes the relations between two
Polish language resources PLWORDNET and Wa-
lenty valency dictionary. The relations appear on
two levels. First, PLWORDNET lexical units are
connected to each semantic valency frame as their
meaning identifiers. In particular, this concerns
LUs with multi-word lemmas. Moreover, synsets
(represented by LUs) are used to represent selec-
tion preferences of arguments.

Walenty is based on PLWORDNET version 2.1.
Therefore, one of the main future tasks is to update
the connection to the current version of PLWORD-
NET. This will be a very complicated task due
to the fact that the changes in PLWORDNET are
deep, which sometimes may cause a shift of the
meaning of a particular LU. We plan to apply
mappings between LUs from the source and the
target PLWORDNET versions and estimate their
reliability comparing their neighbourhood in the
net. The special attention should be paid to to the
LUs deleted from the PLWORDNET. On the other
hand, we plan to automatically check, for all LUs
added by Walenty developers, whether there exist
relevant new PIWordNet units. The operation will
be based on the synonymy/hypernymy relations.
The whole procedure aims at maximal limitation
of manual work.

In further future we want to connect semanti-
cally related frames of different entries in a hierar-
chical structure similar to hypernymy. This may
involve unification of frames into a FrameNet-like
hierarchy with inheritance. We are also interested
in enriching the semantic layer with other seman-
tic relations like presupposition or causation. The
(morpho)syntactic level will not be influenced by
these changes.

""However, most of nominal or adjectival idioms are fixed
and do not open any valency positions. Such idioms are not
considered in Walenty.
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ALL
LUDZIE
ISTOTY
PODMIOTY
WYTWOR
JADLO
DOBRA
KOMUNIKAT
KONCEPCJA

POEOZENIE
MIEJSCE
OTOCZENIE
CZAS
OBIEKTY
CECHA
CZYNNOSC
SYTUACJA

KIEDY
CZEMU
ILOSC

gniewny-1, gniewaé-1, gniewac sig-1, gniewac sig-2,gniew-1,gniew-2

Table 1: List of predefined selectional preferences

PEOPLE
CREATURES
FIRMS

ARTEFACT

FOOD

ESTATE
COMMUNICATION
IDEAS

LOCATION
PLACE
SURROUNDINGS
TIME

OBJECTS
ATTRIBUTE

ACT

SITUATION

WHEN
WHY
AMOUNT

(osoba-1, grupa ludzi-1)

(istota zywa-1, grupa istot-1 )

(LUDZIE, podmiot-3, media-2)

(rzecz-4, wytwor-1, element-3, zbiér rzeczy-1>

(pokarm-1, nap6j-1)

(JADLO, mienie-1, przedmiot-1, wytwor-1, zbiér rzeczy-1)

(informacja-1, wypowiedz-1)

(informacja-1, wytwér umystu-1, dzieto-2, dyscyplina-2, tresé-1, zalezno$é¢-3, model-1,
rzecz-2, tematyka-1, struktura-2, wiedza-1, zwyczaj-1, prawo—3>

(miejsce-1 , przestrzen-1, obiekt-2)
(Iokal—1 , budowla-1, rejon-1, obszar-1, panstwo-1, jednostka administracyjna-1, woda—4)
(powierzchnia-z, rzecz-4, wytwér-2, pomieszczenie-3, istota 2ywa-1>
(chwila-1, czas-3, czas-8, godzina-3)
(obiekt-2, element-3, zbiér-1)
(cecha-1, zespét cech-1, atrybut-3)
(czynnos¢-1, czyn-1)
(CZYNNOSC, zdarzenie-2, stan-1, okoliczno$é-1, okolicznoéci-1, ciag zdarzeri-1,
dziatalnogé-1)

(CzZAS, SYTUACJA)

(CECHA, SYTUACJA, LUDZIE)

(iloéé—1, rozmiar-1, rozmiar-2, jednostka-4, wielkoéé—6)

gniewac (_,,imperf): gniewac sie (_,,imperf):

Rama: pewna [47086] Sechemat: pewny [3945] Schemat: pewny [8011]
. Funkcja: | subj
e Experiencer, Experiencer, Stimulus, Stimulus, s
: Background Foreground Ba g
. np(str) | prepnp(na,acc) | prepnp(za,acc)
np(str) | np(inst) np(str)
LUDZIE LUDZIE CECHA ALL
Typy fraz: prepncp(za,acc,int)
Typy fraz: nep(inst,int)
s
Preferencje e
selekcyjne: nep(inst, ze)
RELAT
->
[Stimulus,
Foreground] Schemat: | pewny [8010]
Schemat: pewny [2263]
Funkcja: | subj
Funkcja:
np(str) | prepnp(na,acc) | prepnp(o,acch
t t
nP(str) np(str) Typy fraz: prepncp(o,acc,int)
Typy fraz: | ncp(strint) prepncp(o,acc, ze)
ncp(str,ze)

Figure 6: A screenshot with a semantic frame and schemata being its syntactic realisation

gniewny-1,gniewac-1,gniewac sie-1,gniewac sie-2, gniew-1, gniew-2 gniew (,,):
Rama: pewna [47086] Schemat: pewny [16072] Schemat: pewny [66094]
Funkcja: Funkcja:
ke Experiencer, Experiencer, Stimulus, Stimulus,
Background Foreground Background g
possp prepnp(na,acc) prepnp(o,acc) possp prepnp(na,acc)
LUDZIE LUDZIE CECHA ALL Typy fraz:
prepncp(o,acc,ze) Typy fraz: prepncp(na,ace,int)
SYTUACIA
Preferencje
selekeyjne: prepncp(naacc,ze)
RELAT
->
Schemat: 20187,
[Stimulus, chemal e L
Foreground]
Funkca: Schemat: pewny [15797]
possp | prepnp(na,acc) | prepnp(za,acc) Funkcja: _
Typy fraz: prepncp(za,acc,int) Typy fraz: | possp | prepnp(na,acc) | cp(ze)
prepncp(za,acc,ze)

Figure 7: A screenshot with a semantic frame and schemata being its syntactic realisation form the noun

perspective
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(a)

kradziez catusa-A, Kras€ calusa-A krasé (_, imperf):

(b)

kradziez (,,):

Schemat: | pewny [33629]

metaforyczna [68941]
Rama: Lemma

Rola:

Typy fraz:

Preferencje

lex(np(str),_,'catus', natr)

Schemat:

pewny [71236]

Typy fraz: lex(np(gen), _,'catus',atr)

istota ludzka-1 istota ludzka-1

erencj;
selekcyjne:

Figure 8: A frame representing idiom kras¢ catusa(a) from the verb perspective (b) schema of the noun

placz nad rozlanym miekiem-A,piacz-2, plakaé nad rozlanym mlekiem-A,

ptakac (_,,imperf):

pewny [28241]

subj

ptakac-3
Schemat:
metaforyczna [156725]
Rama: Lemma
Funkcja:
Rola: Experiencer
Typy fraz:

np(str) lex(prepnp(nad,inst),sg,'mleko’,ratr1({lex(ppasp(agr),agr,agr,aff,'rozlac',natr)}))

ISTOTY LUDZIE
Preferencje

selekcyjne:

SYTUACIA

Figure 9: A frame representing idiom ptakac nad rozlanym mlekiem
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Abstract

In this article, we tackle the issue of the
limited quantity of manually sense anno-
tated corpora for the task of word sense
disambiguation, by exploiting the seman-
tic relationships between senses such as
synonymy, hypernymy and hyponymy, in
order to compress the sense vocabulary of
Princeton WordNet, and thus reduce the
number of different sense tags that must
be observed to disambiguate all words of
the lexical database. We propose two dif-
ferent methods that greatly reduce the size
of neural WSD models, with the benefit
of improving their coverage without addi-
tional training data, and without impacting
their precision. In addition to our meth-
ods, we present a WSD system which re-
lies on pre-trained BERT word vectors in
order to achieve results that significantly
outperforms the state of the art on all WSD
evaluation tasks.

1 Introduction

Word Sense Disambiguation (WSD) is a task
which aims to clarify a text by assigning to each
of its words the most suitable sense labels, given a
predefined sense inventory.

Various approaches have been proposed to
achieve WSD: Knowledge-based methods rely on
dictionaries, lexical databases, thesauri or knowl-
edge graphs as primary resources, and use algo-
rithms such as lexical similarity measures (Lesk,
1986) or graph-based measures (Moro et al.,
2014). Supervised methods, on the other hand, ex-
ploit sense annotated corpora as training instances
for a classifier such as SVM (Chan et al., 2007;
Zhong and Ng, 2010), or more recently by a neu-
ral network (Kégebick and Salomonsson, 2016).
Finally, unsupervised methods automatically iden-

didier.schwab}@univ-grenoble-alpes.fr

tify the different senses of words from unanno-
tated or parallel corpora (e.g. Ide et al. (2002)).

Supervised methods are by far the most pre-
dominant as they generally offer the best results
in evaluation campaigns (for instance (Navigli et
al., 2007)). State of the art classifiers used to com-
bine specific features such as the parts of speech
and the lemmas of surrounding words (Zhong and
Ng, 2010), but they are now replaced by neural
networks which learn their own representation of
words (Raganato et al., 2017b; Le et al., 2018).

One major bottleneck of supervised systems is
the restricted quantity of manually sense anno-
tated corpora: In the annotated corpus SemCor
(Miller et al., 1993), the largest manually sense
annotated corpus available, words are annotated
with 33760 different sense keys, which corre-
sponds to only approximately 16% of the sense
inventory of WordNet (Miller, 1995), the lexical
database of reference widely used in WSD. Many
works try to leverage this problem by creating
new sense annotated corpora, either automatically
(Pasini and Navigli, 2017), semi-automatically
(Taghipour and Ng, 2015), or through crowdsourc-
ing (Yuan et al., 2016).

In this work, the idea is to solve this issue by
taking advantage of the semantic relationships be-
tween senses included in WordNet, such as the
hypernymy, the hyponymy, the meronymy, the
antonymy, etc. Our method is based on the ob-
servation that a sense and its closest related senses
(its hypernym or its hyponyms for instance) all
share a common idea or concept, and so a word
can sometimes be disambiguated using only re-
lated concepts. Consequently, we do not need to
know every sense of WordNet to disambiguate all
words of WordNet.

For instance, let us consider the word “mouse”
and two of its senses which are the computer
mouse and the animal mouse. We only need to
know the notions of “animal” and “electronic de-
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vice” to distinguish them, and all notions that are
more specialized such as “rodent” or “mammal”
are therefore superfluous. By grouping them, we
can benefit from all other instances of electronic
devices or animals in a training corpus, even if
they do not mention the word “mouse”.
Contributions: In this paper, we hypothesize that
only a subset of WordNet senses could be con-
sidered to disambiguate all words of the lexical
database. Therefore, we propose two different
methods for building this subset and we call them
sense vocabulary compression methods. By us-
ing these techniques, we are able to greatly im-
prove the coverage of supervised WSD systems,
nearly eliminating the need for a backoff strategy
that is currently used in most systems when deal-
ing with a word which has never been observed
in the training data. We evaluate our method on
a state of the art WSD neural network, based on
pretrained contextualized word vector representa-
tions, and we present results that significantly out-
perform the state of the art on every standard WSD
evaluation task. Finally, we provide a documented
tool for training and evaluating neural WSD mod-
els, as well as our best pretrained model in a dedi-
cated GitHub repository'.

2 Related Work

In WSD, several recent advances have been made
in the creation of new neural architectures for su-
pervised models and the integration of knowledge
into these systems. Multiple works also exploit the
idea of grouping together related senses. In this
section, we give an overview of these works.

2.1 WSD Based on a Language Model

In this type of approach, that has been initiated by
Yuan et al. (2016) and reimplemented by Le et al.
(2018), the central component is a neural language
model able to predict a word with consideration
for the words surrounding it, thanks to a recurrent
neural network trained on a massive quantity of
unannotated data.

Once the language model is trained, it is used to
produce sense vectors that result from averaging
the word vectors predicted by the language model
at all positions of words annotated with the given
sense.

At test time, the language model is used to pre-
dict a vector according to the surrounding context,

"https://github.com/getalp/disambiguate

and the sense closest to the predicted vector is as-
signed to each word.

These systems have the advantage of bypassing
the problem of the lack of sense annotated data by
concentrating the power of abstraction offered by
recurrent neural networks on a good quality lan-
guage model trained in an unsupervised manner.
However, sense annotated corpora are still indis-
pensable to contruct the sense vectors.

2.2 'WSD Based on a Softmax Classifier

In these systems, the main neural network directly

classifies and attributes a sense to each input word

through a probability distribution computed by a

softmax function. Sense annotations are simply

seen as tags put on every word, like a POS-tagging
task for instance.

We can distinguish two separate branches of
these types of neural networks:

1. Those in which we have several distinct and
token-specific neural networks (or classifiers)
for every different word in the dictionary (la-
cobacci et al., 2016; Kagebick and Salomons-
son, 2016), each of them being able to manage
a particular word and its particular senses. For
instance, one of the classifiers is specialized in
choosing between the four possible senses of
the noun “mouse”. This type of approach is
particularly fitted for the lexical sample tasks,
where a small and finite set of very ambigu-
ous words have to be sense annotated in several
contexts, but it can also be used in all-words
word sense disambiguation tasks.

2. Those in which we have a larger and general
neural network that is able to manage all dif-
ferent words and assign a sense in the set of all
existing sense in the dictionary used (Raganato
et al., 2017b).

The advantage of the first branch of approaches

is that in order to disambiguate a word, limiting

our choice to one of its possible senses is compu-
tationally much easier than searching through all
the senses of all words. To put things in perspec-
tive, the average number of senses of polysemous
words in WordNet is approximately 3, whereas
the total number of senses considering all words

is 206 941.

The second approach, however, has an interest-
ing property: all senses reside in the same vector
space and hence share features in the hidden layers
of the network. This allows the model to predict
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an identical sense for two different words (i.e. syn-
onyms), but it also offers the possibility to predict
a sense for a word not present in the dictionary
(e.g. neologism, spelling mistake...).

Finally, in two recent articles, Luo et al. (2018a)
and Luo et al. (2018b) have proposed an improve-
ment of these type of architectures, by computing
an attention between the context of a target word
and the gloss of its different senses. Thus, their
work is one of the first to incorporate knowledge
from WordNet into a WSD neural network.

2.3 Sense Clustering Methods

Several works exploit the idea of grouping to-
gether mutiple WordNet sense tags in order to cre-
ate a coarser sense inventory which can potentially
be more useful in some NLP tasks.

In the works of Ciaramita and Altun (2006), the
authors propose a supervised system that learns
and predicts “Supersense” tags, which belong to
the set of the broad semantic categories of senses,
organizing the sense inventory of WordNet. This
tagset consists, in their work, of 26 categories
for nouns (such as “food”, “person” or “object”),
and 15 categories for verbs (such as “emotion” or
“weather”). By predicting supersense tags instead
of the usual fine-grained sense tags of WordNet,
the output vocabulary of their system is shrinked
to only 41 different classes, and this leads to a
small and easy-to-train model able to perform par-
tial WSD, which could be useful and sufficient for
other NLP tasks where the fine-grained distinction
is not necessary.

In Izquierdo et al. (2007), the authors propose
several methods for creating “Basic Level Con-
cepts” (BLC), groups of related senses with a gen-
erally smaller size than supersenses, and which
can be controlled by a threshold variable. Their
methods rely on the semantic relationships be-
tween senses of WordNet, and, in the same way as
Ciaramita and Altun (2006), they evaluated their
clusters on a modified WSD task, where super-
senses or BLC have to be predicted instead of the
original sense tags from WordNet.

The main difference between our work and
these works is that our end goal is to improve fine-
grained WSD systems. Even though our methods
generate clusters of related senses, we guarantee
that two different senses of a lemma reside in two
different clusters, so at the end, even if our su-
pervised system produces a cluster tag for a target
word, we are still able to find back the true sense

tag, by simply keeping track of which sense key of
its lemma belongs to the predicted group.

3 Sense Vocabulary Compression

Current state of the art supervised WSD systems

such as Yuan et al. (2016), Raganato et al. (2017b),

Luo et al. (2018a) and Le et al. (2018) are all con-

fronted to the following issues:

1. Due to the small number of manually sense an-
notated corpora available, a target word may
never be observed during the training, and
therefore the system is not able to annotate it.

2. For the same reason, a word may have been ob-
served, but not all of its senses. In this case
the system is able to annotate the word, but if
the expected sense has never been observed, the
output will be wrong, regardless of the architec-
ture of the supervised system.

3. Training a neural network to predict a tag
which belongs to the set of all WordNet senses
can become extremely slow and requires a lot
of parameters with a large output vocabulary.
And this vocabulary goes up to 206 941 if we
consider all word-senses of WordNet.

In order to overcome all these issues, we propose a
method for grouping together multiple sense tags
that refer in fact to the same concept. In conse-
quence, the output vocabulary decreases, the abil-
ity of the trained system to generalize improves, as
well as its coverage.

3.1 From Senses to Synsets: A Vocabulary
Compression Based on Synonymy

In the lexical database WordNet, senses are orga-
nized in sets of synonyms called synsets. A synset
is technically a group of one or more word-senses
that have the same definition and consequently the
same meaning. For instance, the first senses of
“eye”, “optic” and “oculus” all refer to a common
synset which definition is “the organ of sight”.

Ilustrated in Figure 1, the word-sense to synset
mapping is hence a way of compressing the out-
put vocabulary, and it is already applied in many
works (Yuan et al., 2016; Le et al., 2018), while
not being always explicitly stated. This method
clearly helps to improve the coverage of super-
vised systems however. Indeed, if the verb “help”
is observed in the annotated data in its first sense,
the context surrounding the target word can be
used to later annotate the verb “assist” or “aid”
with the same valid synset tag.
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___________________

___________________

___________________

"act as an assistant"

word-sense
vocabulary

synset
vocabulary

Figure 1: Word-sense to synset mapping (com-
pression through synonymy) applied on the first

two senses of the words “help”, “aid” and “assist”.

Going further, other information from WordNet
can help the system to generalize. Our first new
method takes advantage of the hypernymy and hy-
ponymy relationships to achieve the same idea.

3.2 Compression through Hypernymy and
Hyponymy Relationships

According to Polguere (2003), hypernymy and hy-
ponymy are two semantic relationships which cor-
respond to a particular case of sense inclusion: the
hyponym of a term is a specialization of this term,
whereas its hypernym is a generalization. For in-
stance, a “mouse” is a type of “rodent” which is in
turn a type of “animal”.

In WordNet, these relationships bind nearly ev-
ery noun together in a tree structure’ that goes
from the generic root, the node “entity” to the
most specific leaves, for instance the node “white-
footed mouse”. These relationships are also
present on several verbs: for instance “add” is a
way of “compute” which is a way of “reason”.

For the sake of WSD, just like grouping to-
gether the senses of the same synset helps to better
generalize, we hypothesize that grouping together
the synsets of the same hypernymy relationship
also helps in the same way. The general idea of
our method is that the most specialized concepts
in WordNet are often superfluous for WSD.

Indeed, considering a small subset of WordNet
that only consists of the word “mouse”, its first
sense (the small rodent), its fourth sense (the elec-

2We computed that 41 607 on the 44 449 polysemous nouns of
WordNet (94%) are part of this hierarchy.

D entity#1
________ g

Figure 2: Sense vocabulary compression trough
hypernymy hierarchy applied on the first and
fourth sense of the word “mouse”. Dashed arrows
mean that some nodes are skipped for clarity.

tronic device), and all of their hypernyms. This is
illustrated in Figure 2. We can see that every con-
cept that is more specialized than the concepts “ar-
tifact” and “living_thing” could be removed. We
could map every tag of “mouse#1” to the tag of
“living_thing#1” and we could still be able to dis-
ambiguate this word, but with a benefit: all other
“living things” and animals in the sense annotated
data could be tagged with the same sense. They
would give examples of what is an animal and then
show how to differentiate the small rodent from
the hand-operated electronic device.

Therefore, the goal of our method is to map ev-
ery sense of WordNet to its highest ancestor in the
hypernymy hierarchy, but with the following con-
straints: First, this ancestor must discriminate all
the different senses of the target word. Second,
we need to preserve the hypernyms that are indis-
pensable to discriminate the senses of the other
words in the dictionary. For instance, we cannot
map “mouse#1” to “living_thing#1", because the
more specific tag “animal#1” is essential to distin-
guish the two senses of the word “prey” (one sense
describes a person, the other describes an animal).
Our method thus works in two steps:

1. We mark as “necessary” the children of the first
common ancestor of every pair of senses of ev-
ery word of WordNet.

2. We map every sense to its first ancestor in the
hypernymy hierarchy that has been previously
marked as “necessary”.
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As a result, the most specific synsets of the tree
that are not indispensable for discriminating any
word of the lexical inventory are automatically re-
moved from the vocabulary. In other words, the
set of synsets that is left in the vocabulary is the
smallest subset of all synsets that are necessary to
distinguish every sense of every word of WordNet,
following the hypernym and hyponym links.

3.3 Compression through all semantic
relationships

In addition to hypernymy and hyponymy, Word-
Net contains several other relationships between
synsets, such as the instance relationship (e.g. “Al-
bert Einstein” is an instance of “physicist’), the
meronymy (X is part of Y, or X is a member of Y)
and its counterpart the holonymy, the antonymy (X
is the opposite of Y), etc.

We hence propose a second method for sense
vocabulary compression, that considers all the se-
mantic relationships offered by WordNet, in order
to form clusters of related synsets.

For instance, using all semantic relationships,
we could form a cluster containing “physicist”,
“physics” (domain category), “Albert Einstein”
(instance of), “astronomer” (hyponym), but also
further related senses such as “photon”, because it
is a meronym of “radiation”, which is a hyponym
of “energy”, which belongs to the same domain
category of “physics”.

Our method works by constructing these clus-
ters iteratively: First, we initialize the set of clus-
ters C' with one synset in each cluster.

C ={co, 1, ..y} S ={so, s1, ---
C={{so} {s1}, ... {sn}}

Then at each step, we sort C by sizes of clusters,
and we peek the smallest one ¢, and the smallest
related cluster to c;, c,. We define a cluster being
related to another if they contain at least one synset
that have a semantic link together. We merge c,
and c, together, and we verify that the operation
still allows to discriminate the different senses of
all words in the lexical database. If it is not the
case, we cancel the merge and we try another se-
mantic link. If no link is possible, we try to create
one with the next smallest cluster, and if no further
link can be created, the algorithm stops.

In Figure 3, we show a possible set of clusters
that could result from our method, focusing on two
senses of the word “Weber” and only on a few re-
lationships.

,Sn}

instance

domain
category

hyponym
brelated tg

Figure 3: Example of clusters of sense that could
result from our method, if we limit our view to
two senses of the word “Weber” and only some
relationship links.

This method produces clusters significantly
larger than the method based on hypernyms. On
average, a cluster has 5 senses with the hyper-
nym method, whereas it has 17 senses with this
method. This method, unlike the previous one, is
also stochastic, because the formation of clusters
depends on the underlying order of iteration when
multiple clusters are the same size. However, be-
cause we always sort clusters by size before cre-
ating a link, we observed that the final vocabulary
size (i.e. number of clusters) is always between
11000 and 13 000. In the following, we consider
a resulting mapping where the algorithm stopped
after 105 774 steps.

venod | Vo [ Comre [ S
No compression 206941 0% 16%
Synonyms 117 659 43% 22%
Hypernyms 39147 81% 32%
All relations 11885 94% 39%

Table 1: Effects of the sense vocabulary compres-
sion on the vocabulary size and on the coverage of
the SemCor.

In Table 1, we show the effect of the common
compression through synonyms, our first proposed
compression through hypernyms, and our second
method of compression through all semantic rela-
tionships, on the size of the vocabulary of Word-
Net sense tags, and on the coverage of the SemCor
corpus. As we can see, the sense vocabulary size
is drastically decreased, and the coverage of the
same corpus really improved.
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4 Experiments

In order to evaluate our sense vocabulary compres-
sion methods, we applied them on a neural WSD
system based on a softmax classifier capable of
classifying a word in all possible synsets of Word-
Net (see subsection 2.2).

We implemented a system similar to Raganato
et al. (2017b)’s BiLSTM but with some key dif-
ferences. In particular, we used BERT contextu-
alized word vectors (Devlin et al., 2018) in in-
put of our network, Transformer encoder layers
(Vaswani et al., 2017) instead of LSTM layers as
hidden units, our output vocabulary only consists
of sense tags seen during training (mapped accord-
ing to the compression method used), and we ig-
nore the network’s predictions on words that are
not annotated.

4.1 Implementation details

For BERT, we used the model named “bert-large-
cased” of the PyTorch implementation®, which
consists of vectors of dimension 1024, trained on
BooksCorpus and English Wikipedia.

Due to the fact that BERT’s internal tokenizer
sometimes split words in multiples tokens (i.e.
[“rodent”] becomes [“rode”, “##nt”’]), we trained
our system to predict a sense tag on the first token
only of a splitted annotated word.

For the Transformer encoder layers, we used the
same parameters as the “base” model of Vaswani
etal. (2017), that is 6 layers with 8 attention heads,
a hidden size of 2048, and a dropout of 0.1.

Finally, because BERT already encodes the po-
sition of the words inside their vectors, we did not
add any positional encoding.

4.2 Training

We compared our sense vocabulary compression
methods on two training sets: The SemCor, and
the concatenation of the SemCor and the Prince-
ton WordNet Gloss Corpus (WNGC). The latter
is a corpus distributed as part of WordNet since
its version 3.0, and it consists of the definitions
(glosses) of every synset of WordNet, with words
manually or semi-automatically sense annotated.
We used the version of these corpora given as part
of the UFSAC 2.1 resource”* (Vial et al., 2018).

*https://github.com/huggingface/
pytorch-pretrained-BERT
*https://github.com/getalp/UFSAC

We performed every training for 20 epochs. At
the beginning of each epoch, we shuffled the train-
ing set. We evaluated our model at the end of ev-
ery epoch on a development set, and we kept only
the one which obtained the best F1 WSD score.
The development set was composed of 4 000 ran-
dom sentences taken from the Princeton WordNet
Gloss Corpus for the models trained on the Sem-
Cor, and 4 000 random sentences extracted from
the whole training set for the other models.

For each training set, we trained three systems:

1. A “baseline” system that predicts a tag belong-
ing to all the synset tags seen during training,
thus using the common vocabulary compres-
sion through synonyms method.

2. A “hypernyms” system which applies our vo-
cabulary compression through hypernyms al-
gorithm on the training corpus.

3. A “all relations” system which applies our sec-
ond vocabulary compression through all rela-
tions on the training corpus.

We trained with mini-batches of 100 sentences,

truncated to 80 words, and we used Adam

(Kingma and Ba, 2015) with a learning rate of

0.0001 as the optimization method.

System SemCor SemCor+WNGC
baseline 77.15M 120.85M
hypernyms 63.44M 79.85M
all relations 55.16M 60.27M

Table 2: Number of parameters of neural models.

All models have been trained on one Nvidia’s
Titan X GPU. The number of parameters of indi-
vidual models are displayed in Table 2. As we can
see, our compression methods drastically reduce
the number of parameters, by a factor of 1.2 to 2.

4.3 Evaluation

We evaluated our models on all evaluation cor-
pora commonly used in WSD, that is the English
all-words WSD tasks of the evaluation campaigns
SensEval/SemEval. We used the fine-grained eval-
uation corpora from the evaluation framework of
Raganato et al. (2017a), which consists of Sen-
sEval 2 (Edmonds and Cotton, 2001), SensEval 3
(Snyder and Palmer, 2004), SemEval 2007 task 17
(Pradhan et al., 2007), SemEval 2013 task 12
(Navigli et al., 2013) and SemEval 2015 task 13
(Moro and Navigli, 2015), as well as the “ALL”
corpus consisting of the concatenation of all pre-
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SE2 SE3 SE07 SE13 SEI15 ALL (concat. of previous tasks) SE07
System 17 nouns verbs adj. adv. | total 07
First sense baseline 65.6 660 545 638 671 | 67.7 498 73.1 80.5 | 655 | 789
HCAN (Luo et al., 2018a) 72.8 703 - 685 728 | 727 582 774 84.1 | 71.1 -
LSTMLP (Yuan et al., 2016) 738 718 635 695 726 | 739 - - - | 1715] 836
SemCor, baseline 772 765 70.1 747 774 | 787 652 79.1 855 | 76.0 | 87.7
SemCor, hypernyms 715 774 695 760 783 | 79.6 659 795 855 | 76.7 | 87.6
SemCor, all relations 76.6 769 690 738 754 | 772 660 80.1 85.0 | 754 | 86.7
SemCor+WNGC, baseline 797 761 741 78.6 804 | 80.6 68.1 824 86.1 | 783 | 904
SemCor+WNGC, hypernyms 79.7 778 734 787 82.6 | 814 687 837 855 | 79.0 | 904
SemCor+WNGC, all relations 794 781 714 778 814 | 80.7 68.6 828 855 | 785 | 90.6

Table 3: F1 scores (%) on the English WSD tasks of the evaluation campaigns SensEval/SemEval. The
task “ALL” is the concatenation of SE2, SE3, SE07 17, SE13 and SE15. The first sense is assigned
on words for which none of its sense has been observed during the training. Results in bold are to our
knowledge the best results obtained on the task. Scores prefixed by a dagger () are not provided by the

authors but are deduced from their other scores.

vious ones. We also compared our result on the
coarse-grained task 7 of SemEval 2007 (Navigli et
al., 2007) which is not present in this framework.

For each evaluation, we trained 8 independent
models, and we give the score obtained by an
ensemble system that averages their predictions
through a geometric mean.

System No Backoff Backoff on
Monosemics

SemCor, baseline 93.23% 98.13%
SemCor, hypernyms 98.75% 99.68%
SemCor, all relations 99.67% 99.99%
SemCor+WNGC, baseline 98.26% 99.41%
SemCor+WNGC, hypernyms 99.83% 99.96%
SemCor+WNGC, all relations 99.99% 100%

Table 4: Coverage of our systems on the task
“ALL”. “Backoff on Monosemics” means that
monosemic words are considered annotated.

In the results in Table 3, we first observe that our
systems that use the sense vocabulary compression
through hypernyms or through all relations obtain
scores that are overall equivalent to the systems
that do not use it.

Our methods greatly improves their coverage on
the evaluation tasks however. As we can see in Ta-
ble 4, on the total of 7253 words to annotate for
the corpus “ALL”, the baseline system trained on
the SemCor is not able to annotate 491 of them,
while the vocabulary compression through hyper-
nyms reduces this number to 91 and 24 for the

compression through all relations.

When adding the Princeton WordNet Gloss
Corpus to the training set, only one word (the
monosemic adjective “cytotoxic”) cannot be an-
notated with the system that uses the compression
through all relations because its sense has not been
observed during training.

If we exclude the monosemic words, the sys-
tem based on our compression method through
all relations miss only one word (the adverb “elo-
quently”’) when trained on the SemCor, and has a
coverage to 100% when the WNGC is addded.

In comparison to the other works, thanks to
the Princeton WordNet Gloss Corpus added to the
training data and the use of BERT as input embed-
dings, we outperform systematically the state of
the art on every task.

4.4 Ablation Study

In order to give a better understanding of the origin
of our scores, we provide a study of the impact of
our main parameters on the results. In addition to
the training corpus and the vocabulary compres-
sion method, we chose two parameters that dif-
ferentiate us from the state of the art: the pre-
trained word embeddings model and the ensem-
bling method, and we have made them vary.

For the word embeddings model, we experi-
mented with BERT (Devlin et al., 2018) as in our
main results, with ELMo (Peters et al., 2018), and
with GloVe (Pennington et al., 2014), the same
pre-trained word embeddings used by Luo et al.
(2018a). For ELMo, we used the model trained on
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F1 Score on task “ALL” (%)
Training Corpus Input Embeddings | Ensemble Baseline Hypernyms All relations
T g T o x o

SemCor+WNGC BERT Yes 78.27 - 79.00 - 78.48 -
SemCor+WNGC BERT No 76.97 | £0.38 || 77.08 | £0.17|| 76.52 | £0.36
SemCor+WNGC ELMo Yes 75.16 - 74.65 - 70.58 -
SemCor+WNGC ELMo No 74.56 | £0.27 || 7436 | £0.27|| 68.77 | £0.30
SemCor+WNGC GloVe Yes 72.23 - 72.74 - 71.42 -
SemCor+WNGC GloVe No 7193 | £0.35| 71.79 | £0.29 || 69.60 | £0.32
SemCor BERT Yes 76.02 - 76.73 - 75.40 -
SemCor BERT No 75.06 | £0.26 || 75.59 | £0.16 || 73.91 | £0.33
SemCor ELMo Yes 72.55 - 73.09 - 69.43 -
SemCor ELMo No 72.21 | £0.13 || 72.83 | £0.24 || 68.74 | £0.29
SemCor GloVe Yes 70.77 - 71.18 - 68.44 -
SemCor GloVe No 70.51 | £0.16 || 70.77 | +£0.21 || 67.48 | £0.55

HCAN (Luo et al., 2018a) (fully reproducible state of the art)
SemCor+WordNet glosses ‘ GloVe ‘ No ‘ 71.1 ‘

LSTMLP (Yuan et al., 2016) (state of the art scores but use private data)
SemCor+1K (private) ‘ private ‘ No ‘ 71.5 ‘

Table 5: Ablation study on the task “ALL” (i.e. the concatenation of all SensEval/SemEval tasks). For
systems that do not use ensemble, we display the mean score (%) of eight individually trained models

along with its standard deviation (o).

Wikipedia and the monolingual news crawl data
from WMT 2008-2012.° For GloVe, we used
the model trained on Wikipedia 2014 and Giga-
word 5.° Due to the fact that GloVe embeddings
do not encode the position of the words (a word
has the same vector representation in any con-
text), we used bidirectional LSTM cells of size
1000 for each direction, instead of Transformer
encoders for this set of experiments. In addition,
because the vocabulary of GloVe is finite and all
words are lowercased, we lowercased the inputs,
and we assigned a vector filled with zeros to out-
of-vocabulary words.

For the ensembling method, we either perform
ensembling as in our main results, by averaging
the prediction of 8 models trained separately or we
give the mean and the standard deviation of the
scores of the 8 models evaluated separately.

As we can see in Table 5, the additional training
corpus (WNGC) and even more the use of BERT
as input embeddings both have a major impact on
our results and lead to scores above the state of the
art. Using BERT instead of ELMo or GloVe im-
proves respectively the score by approximately 3
and 5 points in every experiment, and adding the
WNGC to the training data improves it by approx-
imately 2 points. Finally, using ensembles adds
roughly another 1 point to the final F1 score.

Shttps://allennlp.org/elmo
®https://nlp.stanford.edu/projects/glove/

Finally, through the scores obtained by invidual
models (without ensemble), we can observe on the
standard deviations that the vocabulary compres-
sion method through hypernyms never impact sig-
nificantly the final score. However, the compres-
sion method through all relations seems to nega-
tively impact the results in some cases (when us-
ing ELMo or GloVe especially).

5 Conclusion

In this paper, we presented two new methods that
improve the coverage and the capacity of general-
ization of supervised WSD systems, by narrowing
down the number of different sense in WordNet
in order to keep only the senses that are essential
for differentiating the meaning of all words of the
lexical database. On the scale of the whole lex-
ical database, we showed that these methods can
shrink the total number of different sense tags in
WordNet to only 6% of the original size, and that
the coverage of an identical training corpus has
more than doubled. We implemented a state of
the art WSD neural network and we showed that
these methods compress the size of the underlying
models by a factor of 1.2 to 2, and greatly improve
their coverage on the evaluation tasks. As a re-
sult, we reach a coverage of 99.99% of the evalu-
ation tasks (1 word missing on 7253) when train-
ing a system on the SemCor only, and 100% when
adding the WNGC to the training data, on the pol-
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ysemic words. Therefore, the need for a backoff
strategy is nearly eliminated. Finally, our method
combined with the recent advances in contextual-
ized word embeddings and with a training corpus
composed of sense annotated glosses, our system
achieves scores that considerably outperform the
state of the art on all WSD evaluation tasks.
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Abstract

We propose a new algorithm for word
sense disambiguation, exploiting data
from a WordNet with many types of lex-
ical relations, such as pIWordNet for Pol-
ish. In this method, sense probabilities
in context are approximated with a lan-
guage model. To estimate the likelihood
of a sense appearing amidst the word se-
quence, the token being disambiguated is
substituted with words related lexically to
the given sense or words appearing in its
WordNet gloss. We test this approach on
a set of sense-annotated Polish sentences
with a number of neural language models.
Our best setup achieves the accuracy score
of 55.12% (72.02% when first senses are
excluded), up from 51.77% of an existing
PageRank-based method. While not ex-
ceeding the first (often meaning most fre-
quent) sense baseline in the standard case,
this encourages further research on com-
bining WordNet data with neural models.

1 Introduction

Ambiguity is an inherent feature of natural lan-
guages. There is no one-to-one relation between
the vocabulary of word units and the set of mean-
ings which these words represent. Although there
are more and more applications in which disam-
biguation step is not clearly distinguished, explicit
identification in which sense a particular word is
used in a given context remains important in many
situations.

If we aim at selecting a specific sense from a
given inventory like WordNet (A. Miller, 1995),
this task is called Word Sense Disambiguation
(WSD) and was commonly addressed in one of
two ways. The first one treats the task as a stan-
dard word classification problem solved using any

Warsaw, Poland
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Warsaw, Poland
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of the supervised learning techniques. The hard
part of applying this approach is obtaining satis-
factorily large annotated data sets for relatively big
subset of senses, even if the annotation can be par-
tially bootstrapped in a semi-supervised manner,
for example using label propagation (Yuan et al.,
2016). Manual labelling of data with word senses
takes time, and agreement between annotators is
usually not very high. Another problem is that a
Iot of text has to be processed to collect occur-
rences of several (or even more) senses of each
word.

This is why the second approach to WSD seems
to be more common. In this type of solutions, in-
formation included directly or indirectly in lex-
ical databases, especially WordNet, is used ei-
ther to generate additional features or as the only
data source (in the algorithms based on analysis
of knowledge graph structure). Recently, vector
word representations and neural network architec-
tures have started to be widely used. Our solu-
tion combines neural models trained on a large
text corpus with information extracted from the
plWordNet (Piasecki et al., 2009).

2 Related Work

The problem of resolving lexical ambiguity has a
long and complicated history. This task is one of
the oldest problems in computational linguistics
and machine translation research, but its defini-
tion and role in natural language processing (NLP)
community’s efforts changed over time in many
ways. Although solutions of one specific version
of the problem — an explicit task of resolving fine-
grained and coarse-grained ambiguity to a fixed
inventory of senses — showed, at the Senseval-
3 conference (Mihalcea et al., 2004a), consistent
and respectable accuracy levels, Agirre and Ed-
monde (2006) observed that this success did not
lead to better performance in real applications.
They opined that WSD as a topic of study found it-
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self “in a strange position”, and seemed to diverge
from research on NLP applications, “despite sev-
eral efforts to investigate and demonstrate its util-

: E3]

ity”.

The authors of the best solution at that time (Mi-
halcea et al., 2004b) reported an accuracy score
of 0.65, which was at human levels according to
inter-annotator agreement. Their method requires
constructing a graph with all senses of words that
are present in the text. A PageRank-like algo-
rithm is applied to this graph for choosing the most
salient senses, combined with the Lesk algorithm
(Lesk, 1986) and most frequent senses heuristics.

Although this system achieved the best result,
accuracy of 0.65 was not satisfactory for indus-
trial NLP applications. It should be noted, how-
ever, that these results were obtained on Prince-
ton WordNet, which distingishes fairly multiple
senses for words, with granularity than can ex-
ceed the needs in many situations. With no direct
enhancement in view, research on the WSD task
was receiving waning interest, but did not cease
entirely.

Many researchers explored different measures
for graph connectivity which might be useful for
the WSD task (Navigli and Lapata, 2007). In the
SemEval-2013 Task 12, linked data for different
languages were also used for this purpose (Nav-
igli et al., 2013; Panchenko et al., 2017). With
the increasing popularity of distributional seman-
tic approach, many experiments exploiting word
embeddings as an additional or the only source
of information were performed (lacobacci et al.,
2016; O et al., 2018).

While the evidence from research on the WSD
task for English appears contradictory, it should
be instructive to see how approaches perform on
data in different languages with their unique prob-
lems and qualities. For Polish, relatively little
was investigated on this subject, but some results
were published. Leaving out very early experi-
ments which constrained themselves to a purpose-
built set of senses for a group of selected words,
we should mention (Kedzia et al., 2015) who em-
ployed the graph-based method proposed by (Mi-
halcea et al., 2004b) and (Agirre et al., 2014), uti-
lizing data from plWordNet integrated by the au-
thors with existing SUMO ontology.

Recently, (Wawer and Mykowiecka, 2017) pro-
posed an approach where probability of senses in
context is assessed by replacing the disambiguated

word with unambiguous members of their synsets.
This method, while obviously limited to cases
where such unambiguous words can be found in
the token’s synsets, produced promising results
when tested on data from (Hajnicz, 2014). The
general idea of estimating context probability with
replacements from a WordNet is similar to the one
presented in this paper, but we argue that it can be
exploited more fully using lexical relations.

3 Test Data Description

Our test data consists of a small sample of 1000
sentences selected from the manually annotated
part of the NKJP (National Corpus of Polish)
(Przepidrkowski et al., 2012). The sentences were
chosen randomly, but we excluded transcribed
speech and internet sources. We collected 24,535
tokens of 9,741 token types in total. All nouns,
verbs, adjectives and adverbs were manually anno-
tated with p]WordNet 3.1 senses by appropriately
trained linguists.

As the annotation process is very time consum-
ing, only a part of the data was annotated by both
of them and they agreed on 83% of tokens. This
is comparable to the measures of inter-annotator
agreement in Senseval competitions (Green et al.,
2017). In Senseval-1, the 80% agreement was
eventually achieved by allowing for discussion
and revisions of ambiguities in lexical entries be-
fore final tagging. In Senseval-2, the agreement on
verb annotation was initially 71%, but after group-
ing some senses into more coarse-grained ones it
rose to 82%.

4 Method

Intuitively, when people have to disambiguate
senses, they look at the context and choose the
most fitting meaning — that is, the sense that would
produce an interpretation of the sentence (and of
the text) that the author would probably “have in
mind”. This presupposes knowledge of the inven-
tory of senses, and some way of representing them
for evaluation.

In computer contexts, we usually use a Word-
Net as an authority on senses. The vague concept
of “fitting” may be expressed in terms of probabil-
ities. As to representation, unless we devise some
way of obtaining sense embeddings, we have to
employ some tricks, like the one presented below.

Speaking a little more formally, for every am-
biguous word (w), we would like to select the
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ordain

legislate enact

decree

A similar resolution passed in the Senate by a vote of 29-5.

Figure 1: A visual example of representing three senses of the verb pass (here taken from Princeton
WordNet, for English) with related words — other synset members to the left, and hypernyms to the right.
(Both the senses and their associated words are a selection from larger sets.) These “neighbours” could
be substituted for the original word to estimate the likelihood of the sense occuring here.

sense (s*) with the highest probability given the
form and context (¢) of the word:

s* = arg max P(s|w, ¢) (1)
S

However, since there is no clear way to obtain
P(s) directly, we approximate it with some set R
of word forms related to the sense in question. One
way of combining the evidence from members of
R, is to average their probabilities in the context:

S — argman Srer P10
s | Rs|
We also test the variant where the highest prob-
ability estimated for a related word is taken to rep-
resent the whole sense:

2)

(rlw,c) ?3)

s* = arg max max
s T‘GRS

Once r is an explicitly designated word form
or lemma, a language model capable of predict-
ing probability of word sequences can be used to
predict P(r|w, c).

Note that we only have to decide whether the
word is likely to occur in the context or not;
there is no need for a full distribution of words
that could occur there otherwise. Thus, following
word2vec’s negative sampling method (Mikolov
et al.,, 2013), we train our language model only
to discriminate between true and “garbled” frag-
ments of text. Specifically, we obtain negative

samples for training from positive (real) ones by
shuffling the order of words and replacing some of
them with random entries from vocabulary.

We define the set of related words (neighbours)
as follows, using relations between lexical units,
i.e. senses, and synsets in p]WordNet (compare
Figure 1). For relations among lexical units, we
include lemmas of the related units. For relations
between synsets, we include lemmas of all lexical
units belonging to the related synsets. Also words
from the same synset as the lexical unit in question
are taken into account. Finally, words from the
lexical unit description (gloss) can also be treated
as neighbours.

Intuitively, swapping the ambiguous word for
related terms, such as hyponyms or hypernyms,
is a method similar to heuristics that a human
could use. To give an English example, to dis-
ambiguate the word plants in the phrase People
there liked to surround themselves with plants, one
might try to substitute some synonyms, and esti-
mate how much sense they would make seman-
tically in the context: People there liked to sur-
round themselves with factories, People there liked
to surround themselves with flora, People there
liked to surround themselves with contrivances,
etc. The ones that have the highest probability of
occurring would tend to be those which are related
to true sense of the original word.

Since it is possible for a sense to not yield any
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neighbours, because of having no relevant rela-
tions, we use the probability of the original context
(that is, the one containing the word being disam-
biguated) as the baseline probability for all senses.
Only when a sense does have some other words re-
lated to it, the baseline is replaced with either the
average or the maximum of their estimated proba-
bilities.

Estimates for all senses, computed separately,
in practice rarely sum to one. We normalise them
before making the decision, although this does not
influence the final verdict of the model. If many
senses have the same, highest estimated probabil-
ity, we choose from among them at random.

S Experiments

In pIWordNet, there are many types of relations —
over 40 in the 3.1 version, not counting subtypes,
which makes experimenting with them attractve.
We selected some of relation types that seemed
particularly useful for our task, and grouped them
into three primary subsets.

The first subset contains synonymy (including
belonging to the same synset), hypernymy and hy-
ponymy, the second contains also antonyms, and
the third one, apart from everything from the first
subset, incorporates various types of meronymy
and other relation types that seem to connect to
words that would be adequate replacements for
their neighbours in the sentence. For example, in
plWordNet there is a number of relations connect-
ing verbs that presuppose or imply each other, or
adjectives that differ by magnitude of the quality
that they describe.

We test | how accurate are predictions based on
(1, 2, 3) those three subsets, (4) combination of
all of them, (5) on words from glosses only, (6)
on words in glosses and all words obtained from
relation subsets.

The basic context probability estimator, serving
as the core of our system, is an LSTM (Hochre-
iter and Schmidhuber, 1997) network, taking nine
word vectors as its input, with the disambiguated
word position in the middle. The hidden size of
an LSTM cell is as little as 9 — we have tried big-
ger values, such as 64 and 128, but they performed
worse.

The last output of the LSTM is squashed with
sigmoid function and interpreted as probability.

"The source code is available at

zil.ipipan.waw.pl/CoDeS.

Previously published set of word embeddings
(Mykowiecka et al., 2017) was used for vectoris-
ing sentences. We used 300-dimensional vectors
from a word2vec model, trained using continu-
ous bags-of-words and negative sampling on lem-
matised corpus consisting of NKJP and the Pol-
ish Wikipedia. As an alternative, we also tested
vectorising contexts with ELMo embeddings (Pe-
ters et al., 2018), using the ELMoForManyLangs
package (Fares et al., 2017; Che et al., 2018).
It provided a pretrained model for Polish and an
appropriate interface. Both LSTMs were trained
on the manually annotated, balanced portion of
NKIJP.

These setups were compared with an exist-
ing hierarchical softmax model that was trained
on full, unbalanced version of NKIJP and Pol-
ish Wikipedia corpus. It exists in Gensim (Re-
harek and Sojka, 2010) format, which allows for
scoring probabilities (or more precisely, log like-
lihoods) of entire sentences, which can be also
applied to sentence fragments. As explained in
(Taddy, 2015), log likelihood of a sentence S =

[wy, wa, ..., wy] is defined as the pairwise com-
posite log likelihood:
Is| 1S
L(S) =Y > blwi,wy),
i=1 j=1
where

if 1<[j—i<b

0 otherwise

i) = {longile)

With the skipgram variant of word2vec model
which was used here, P(w;|w;) denotes the condi-
tional probability of a context word w; for a target
word w;. The number b is the window size used
in model training. In our case, it is 5, so the whole
window contains 11 words.

The Gensim implementation uses a shallower
regular word2vec architecture instead of recurrent
networks. It is also, in contrast to the RNN, not
intrinsically aware of word order.

6 Results

Results in Table 1 show, for all models, a sharp
improvement of quality when all types of relations
are considered, as opposed to smaller subsets. It
seems that regardless of whether neighbour words
make sense as replacements for the word being
disambiguated, their semantic relatedness to the

121



Neighbour subset RNN/avg Gensim/avg ELMo/avg RNN/max Gensim/max ELMo/max
Relations 1 42.94%  41.36% 40.28% 43.45% 43.90% 40.36% 39.53% 43.75%
Relations 1+2 44.70% 43.06% 42.53% 44.99% 43.89% 40.73% 39.68% 43.52%
Relations 1+3 45.58%  44.68% 44.77% 46.04% 44.37% 40.34% 40.62% 44.00%
Relations 1+2+3 53.93%  50.83% 54.00% 54.08% 54.92% 50.57% 54.97% 55.08%
Glosses 43.93%  43.37% 43.90% 44.18% 44.70% 42.85% 44.80% 42.85%
Glosses + Rels 53.88%  50.88% 54.09% 54.01% 55.12% 50.52% 54.89% 55.08%

Table 1: Prediction accuracy measured for all ambiguous cases in our corpus:

"RNN’ - basic model,

’Gensim’ — Gensim implementation of sequence likelihood (for nine word window and full sentence
case), 'ELMo’ — RNN with ELMo embeddings instead of word vectors; ’avg’ — taking the average
probability of all neighbours, *'max’ — taking the maximal value.

Neighbour subset RNN/avg Gensim/avg ELMo/avg RNN/max Gensim/max ELMo/max
Relations | 5551%  54.16% 52.97% 55.69% 56.70% 53.26% 51.45% 55.75%
Relations 1+2 57.73% 56.23% 55.72% 57.95% 56.68% 53.65% 51.85% 55.64%
Relations 143 58.40%  59.63% 57.23% 58.94% 57.58% 53.27% 52.84% 56.40%
Relations 1+2+3 70.01% 66.94% 69.99% 70.22% T1.77% 65.35% 71.82% 72.02%
Glosses 56.58%  57.23% 56.33% 57.01% 56.93% 56.53% 57.85% 58.38%
Glosses + Rels 70.60% 66.97% 70.05% 70.12% 72.02 % 65.29% 71.61% T1.74%

Table 2: Prediction accuracy measured for cases where the first sense was not the correct one.

context facilitates recognition of the correct sense.
On the other hand, glosses appear to work rela-
tively poorly as a source of neighbours for our so-
lution. This may be partially explained by the lack
of consistent formatting of glosses in Polish Word-
Net, where definitions, examples and other meta-
data are mixed in a couple of ways in one field of
the database.

For almost all methods, the approach of tak-
ing the maximum probability instead of the av-
erage yielded better results. The only exceptions
are some weaker versions of Gensim and ELMo
approaches. We hypothesise that neighbours that
seem the most likely in given context may in-
deed reflect the best whether the sense that they
represent is appropriate. A possible counterar-
gument would point towards negligible improve-
ments caused by this change to the approach based
entirely on words from glosses. Although one
would think that ignoring junk words from meta-
data would markedly raise chances of the true
sense, this appears not to be the case.

It should be noted that these results, unfortu-
nately, are still lower than the baseline of 59.77%
cases where the correct sense is the first variant
in Polish WordNet (which often, but not always,
happens to be the most frequent one in Polish lan-
guage). It is a known issue in development of
WSD solutions, and for our data this result is even
higher than MFS (Most Frequent Sense) accuracy
cited for English in (Agirre and Edmonds, 2006),
i.e. 46.4%. However, most measurements exceed

the lower baseline of assigning sense annotations
at random (45.08% accuracy).

Among all the models of context probability
evaluation, the basic word vector-based LSTM
performed the best. Its superiority over ELMo
seems to be linked to operating on lemmas, in-
stead of forms, as the pretrained ELMo embedder.
Due to rich morphology of Polish, information in
a corpus is markedly easier to generalise if the
inflections are abstracted away. Our preliminary
tests with training a form-based LSTM operating
on word vectors confirmed this hypothesis by de-
grading maximum accuracy, although it still fared
better than ELMo on smaller relation subsets.

It is true that any RNN shows an improvement
over the Gensim non-recursive solution, which is
unaware of word order. We additionally ran more
relaxed tests where this model was allowed to see
whole sentences (as the Gensim package interface
suggests to do), and even then it was not able to
reach the level of RNNs.

Analysis of differences between sets of incor-
rectly classified words has shown the gains to be
incremental. This is supported by our experiments
with disambiguation by voting of various mod-
els, which yielded little improvement. This, along
with moderate differences in accuracy, shows that
the behaviors of individual variants appear, ulti-
mately, similar. One should keep in mind, how-
ever, that our corpus size makes it difficult to draw
conclusions concerning particular morphological
features in Polish that might be the stronger points
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of some models.

We also present results obtained on non-first
variant cases only, in Table 2. It appears that
our algorithm is capable of relatively precise treat-
ment of less frequent senses, even though it has is-
sues with separating them from the dominant ones.
Here we still observe the superiority of LSTM
based on word vectors with taking the maximum
probability.

We compared our results with the only one other
general purpose method for solving Polish WSD
task described in (Kedzia et al., 2015). We car-
ried out the test on our test set using two taggers:
WCRFT2 (Radziszewski and Warzocha, 2014)
and MorphoDiTa (Straka and Strakovd, 2014). In
both cases, we have achieved accuracy of around
51% (more precisely, 51.05% for WCRFT?2 and
51.77% for MorphoDiTa). All versions of our al-
gorithm surpassed these scores, as long as they
considered all the subsets of plWordNet relations.

7 Conclusions

We present a new method of disambiguating
senses in Polish texts using lexical relations from
the p]WordNet database. We test various relation
subsets and approaches to modeling probability of
contexts.

The WSD problem for Polish is still far from
being solved. No published results were able to
exceed 70% accuracy, which would move them
closer to matching those published for English. It
is worth pointing out, however, that our accuracy
for cases where the first WordNet sense was ex-
cluded does approach this level of performance.
Perhaps finding a way to distinguish the most typ-
ical contexts, where one can expect these most fre-
quent senses to occur, can greatly help the overall
usefulness of the system.

Judging from our findings, there is little to be
gained by enhancing language models within the
same framework of estimating sense likelihoods.
The results do show potential in combining mod-
ern machine learning with creative use of existing
knowledge bases, and should encourage further re-
search in this direction.

Acknowledgments

This work was supported by the Polish National
Science Centre project 2014/15/B/ST6/05186.

References

George A. Miller. 1995. Wordnet: A lexical database
for english. Communications of the ACM, 38:39—,
11.

Eneco Agirre and Philip Edmonds, editors. 2006.
Word Sense Disambiguation: Algorithms and Appli-
cations. Springer.

Eneko Agirre, Oier Lopez de Lacalle, and Aitor Soroa.
2014. Random walks for knowledge-based word
sense disambiguation. Comput. Linguist., 40(1):57—
84, March.

Wanxiang Che, Yijia Liu, Yuxuan Wang, Bo Zheng,
and Ting Liu. 2018. Towards better UD pars-
ing: Deep contextualized word embeddings, ensem-
ble, and treebank concatenation. In Proceedings of
the CoNLL 2018 Shared Task: Multilingual Pars-
ing from Raw Text to Universal Dependencies, pages
55-64, Brussels, Belgium, October. Association for
Computational Linguistics.

Murhaf Fares, Andrey Kutuzov, Stephan Oepen, and
Erik Velldal. 2017. Word vectors, reuse, and
replicability: Towards a community repository of
large-text resources. In Proceedings of the 21st
Nordic Conference on Computational Linguistics,
pages 271-276, Gothenburg, Sweden, May. Asso-
ciation for Computational Linguistics.

Meredith Green, Orin Hargraves, Claire Bonial, Jiny-
ing Chen, Lindsay Clark, and Martha Palmer. 2017.
Verb/ontonotes-based sense annotation. In Hand-
book on Linguistic Annotation. Springer.

Elzbieta Hajnicz. 2014. Lexico-semantic annotation of
sktadnica treebank by means of PLWN lexical units.
In Heili Orav, Christiane Fellbaum, and Piek Vossen,
editors, Proceedings of the 7th International Word-
Net Conference (GWC 2014), pages 23-31, Tartu,
Estonia. University of Tartu.

Sepp Hochreiter and Jiirgen Schmidhuber. 1997. Long
short-term memory. Neural Comput., 9(8):1735—
1780, November.

Ignacio lacobacci, Mohammad Taher Pilehvar, and
Roberto Navigli. 2016. Embeddings for word sense
disambiguation: An evaluation study. In Proceed-
ings of the 54th Annual Meeting of the Association
for Computational Linguistics, pages 897-907.

Pawet Kedzia, Maciej Piasecki, and Marlena Or-
linska. 2015. Word sense disambiguation based
on large scale Polish CLARIN heterogeneous lexi-
cal resources. Cognitive Studies| Etudes cognitives,
15:269-292.

Michael E. Lesk. 1986. Automatic sense disambigua-
tion using machine readable dictionaries: How to
tell a pine cone from an ice cream cone. In Pro-
ceedings of the SIGDOC Conference.

123



Rada Mihalcea, Timothy Chklovski, and Adam Kilgar-
riff. 2004a. The Senseval-3 English lexical sample
task. In Proceedings of SENSEVAL-3 Third Inter-
national Workshop on the Evaluation of Systems for
the Semantic Analysis of Text, pages 25-28. ACL.

Rada Mihalcea, Paul Tarau, and Elizabeth Figa. 2004b.
Pagerank on semantic networks, with application
to word sense disambiguation. In Proceedings of
the 20th International Conference on Computational
Linguistics, COLING ’04, Stroudsburg, PA, USA.
Association for Computational Linguistics.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their composition-
ality. In C. J. C. Burges, L. Bottou, M. Welling,
Z.. Ghahramani, and K. Q. Weinberger, editors, Ad-
vances in Neural Information Processing Systems
26, pages 3111-3119. Curran Associates, Inc.

Agnieszka Mykowiecka, Malgorzata Marciniak, and
Piotr Rychlik. 2017. Testing word embeddings for
Polish. Cognitive Studies / Etudes Cognitives, 17:1—
19.

Roberto Navigli and Mirella Lapata. 2007. Graph con-
nectivity measures for unsupervised word sense dis-
ambiguation. In Proceedings of the IJCAI, pages
1683-1688.

Roberto Navigli, David Jurgens, and Daniele Vannella.
2013. Semeval-2013 task 12: Multilingual word
sense disambiguation. In Proceedings of the Sev-
enth International Workshop on Semantic Evalua-

tion (SemEval 2013), pages 222-231.

Dongsuk O, Sunjae Kwon, Kyungsun Kim, and
Youngjoong Ko. 2018. Word sense disambiguation
based on word similarity calculation using word vec-
tor representation from a knowledge-based graph.
In Proceedings of the 27th International Conference
on Computational Linguistics (COLING 2018).

Alexander Panchenko, Stefano Faralli, Simone Paolo
Ponzetto, and Chris Biemann. 2017. Using
linked disambiguated distributional networks for
word sense disambiguation. In Proceedings of the
1st Workshop on Sense, Concept and Entity Repre-
sentations and their Applications, pages 72-78. As-
sociation for Computational Linguistics.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. CoRR, abs/1802.05365.

Maciej Piasecki, Stanistaw Szpakowicz, and Bartosz
Broda. 2009. A Wordnet from the Ground Up.
Oficyna Wydawnicza Politechniki Wroctawskiej,
Wroctaw.

Adam Przepidrkowski, Mirostaw Banko, Rafat L.
Gorski, and Barbara Lewandowska-Tomaszczyk,
editors. 2012. Narodowy Korpus Jezyka Polskiego.
Wydawnictwo Naukowe PWN, Warsaw.

Adam Radziszewski and Radostaw Warzocha. 2014.
WCRFT2. CLARIN-PL digital repository.

Radim Rehtifek and Petr Sojka. 2010. Software
Framework for Topic Modelling with Large Cor-
pora. In Proceedings of the LREC 2010 Workshop
on New Challenges for NLP Frameworks, pages 45—
50, Valletta, Malta, May. ELRA. http://is.
muni.cz/publication/884893/en.

Milan Straka and Jana Strakovd. 2014. Mor-
phoDiTa: Morphological dictionary and tagger.
LINDAT/CLARIN digital library at the Institute of
Formal and Applied Linguistics (UFAL), Faculty of
Mathematics and Physics, Charles University.

Matt Taddy. 2015. Document classification by inver-
sion of distributed language representations. CoRR,
abs/1504.07295.

Aleksander Wawer and Agnieszka Mykowiecka. 2017.
Supervised and unsupervised word sense disam-
biguation on word embedding vectors of unam-
bigous synonyms. In Proceedings of the 1st Work-
shop on Sense, Concept and Entity Representations
and their Applications, pages 120-125. Association
for Computational Linguistics.

Dayu Yuan, Julian Richardson, Ryan Doherty, Colin
Evans, and Eric Altendorf. 2016. Semi-supervised
word sense disambiguation with neural models.

124



Merging DanNet with Princeton Wordnet

Bolette S. Pedersen’, Sanni Nimb?, Ida R. Olsen 3, Sussi Olsen *
University of Copenhagen !** & The Danish Society for Language and Literature?
Njalsgade 136, DK-2300 Copenhagen S'»>* Christians Brygge 1, DK-12192
bspedersen@hum.ku.dk, sn@dsl.dk, jms862@hum.ku.dk, saolsen@hum.ku.dk

Abstract

In this paper we describe the merge of the Dan-
ish wordnet, DanNet, with Princeton Wordnet
applying a two-step approach. We first link
from the English Princeton core to Danish
(5,000 base concepts) and then proceed to link-
ing the rest of the Danish vocabulary to Eng-
lish, thus going from Danish to English. Since
the Danish wordnet is built bottom-up from
Danish lexica and corpora, all taxonomies are
monolingually based and thus not necessarily
directly compatible with the coverage and
structure of the Princeton WordNet. This fact
proves to pose some challenges to the linking
procedure since a considerable number of the
links cannot be realised via the preferred cross-
language synonym link which implies a more
or less precise correlation between the two con-
cepts. Instead, a subpart of the links are realised
through near synonym or hyponymy links to
compensate for the fact that no precise transla-
tion can be found in the target resource. The
tool WordnetLoom is currently used for manual
linking but procedures for a more automatic
procedure in future is discussed. We conclude
that the two resources actually differ from each
other quite more than expected, both vocabu-
lary- and structure-wise.

1 DanNet - a monolingually compiled
wordnet

In contrast to the majority of wordnets following
the Princeton standard, DanNet (Pedersen et al.
2009) is constructed using the so-called merge ap-
proach where the wordnet is built on monolingual
grounds and thereafter merged with Princeton
WordNet (PWN, cf. Fellbaum 1998).

DanNet is open source and currently contains
65,000 synsets available from www.wordnet.dk

' We apply Qualia Structure and Qualia information
as proposed by Pustejovsky 1995.

in owl/rdf and csv formats (Pedersen et al. 2009).
It can be browsed online from www.andreord.dk
or from wordties.cst.ku.dk.

The wordnet has been compiled as a collaboration
between the University of Copenhagen and the
Society for Danish Language and Literature and
is based on Den Danske Ordbog (DDO, Hjorth et
al. 2003-2005). In other words, our starting point
was the corpus-based, at that time newly com-
pleted dictionary of Danish, accessible in a ma-
chine-readable version and with genus proximum
information explicitly specified for each sense
definition (DDO). The motivation for a monolin-
gual approach seemed obvious since by taking
this approach we were enabled to compile the
wordnet in a rather efficient and semi-automatic
fashion using the genus proximum of the diction-
ary as the driving factor. The result was a resource
truly based on the Danish language and vocabu-
lary and not biased by English.

The SIMPLE lexicons (cf. Lenci et al. 2000) and
particularly the Danish version of it (Pedersen &
Keson 1999, Pedersen & Paggio 2004) have also
influenced the construction of DanNet in the sense
that it includes qualia information' such as the
telic (PURPOSE) and the agentive role
(ORIGIN), roles which corresponded well with
the content of the word definitions in DDO. Qua-
lia roles are encoded in DanNet in terms of rela-
tions such as used for, made by and concerns as
well as by means of features such as SEX and
CONNOTATION. Apart from these additional
features, DanNet follows wordnet standards wrt.
relation types and synset structure, and all synsets
are tagged with EuroWordNet Top Ontology
types (Vossen et al 1999).
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2 Linking procedure — manual or semi-
automatic?

Not surprisingly, a major disadvantage of apply-
ing the monolingual strategy is that subsequent
linking to PWN becomes really complex and
cumbersome, which is also why it was not priori-
tized in the first phase of the Danish wordnet pro-
ject. Over time, however, it has become more and
more evident that a full linking of the resource is
indispensable if we want to operate in all sorts of
multilingual contexts and if our vision of applying
language transfer where it is meaningful and does
not involve too strong a bias, should be realistic.
To this end, we have been much inspired by the
work around the Polish wordnet, plWordNet (Ma-
ziarz et a. 2014), a resource which is compiled
monolingually in a fashion comparable to that of
DanNet and subsequently merged with PWN.
Thus, much of the linking experiences resembled
in i.e. Rudnicka et al. (2012) such as differences
in taxonomies/structures have counterparts in our
work even if the difficulties are not exactly the
same. 2

Driven by the METANET/METANORD initia-
tives (cf. www.meta-net.eu) where we wanted to
validate wordnets across the Nordic countries (cf.
Pedersen et al. 2013), we initiated the merge with
PWN by focusing on Princeton Core wordnet
(http://wordnetcode.princeton.edu/standoft-
files/core-wordnet.txt) which is a subset 5,000
central concepts of English. Going from English
to Danish, these concepts where linked semi-au-
tomatically to DanNet and missing concepts
where established in the Danish resource. A bilin-
gual dictionary was used as a first automatic look-
up and link suggestion for the core concepts and
from here on the encoder could accept or modify
the proposed links applying a wizard-like routine
in the encoding tool.

When embarking in 2018 the ELEXIS project (cf.
elex.is, Krek et al. 2018), which is concerned with
opening up linguistic and lexicographical data and
language tools for European communities, we
were finally prompted to start the full linking pro-
cess of DanNet. This time the process is switched,

2 For instance, Rudnicka et al. (2012) show that since
lexical units are the main building blocks in plWord-
Net (and not synsets as in PWN), linking to PWN is
not straightforward.

3 The linking is funded partly by ELEXIS, partly by
The Carlsberg Foundation.

going from Danish to PWN and thus taking point
of departure in the Danish coverage and taxon-
omy. 3

In this process, we also make use of a bilingual
dictionary, but no semi-automatic linking to PWN
is applied at the current stage. The reason for this
is that it was not very evident which particular au-
tomatic procedure to pursue because of the many
cases where no exact match can be found in PWN
to a Danish synset, as also depicted in Figure 1.

100

80

60

&

PWNCore to DanNet DanNet to PWN

0O eq_synonym
@ eq_has_hyponym
0O eq_has_hyperonym

O eq_near_synonym

Figure 1. Percentage of different linking relations
used when linking core concepts from English to
Danish compared to linking general vocabulary from
Danish to English.

Figure 1 illustrates how the use of linking rela-
tions differ quite radically when linking from
PWNCore compared to when linking the other
way around from DanNet to PWN. When going
from PWNCore to DanNet, i.e. linking between
core concepts in the two languages, almost all
links are direct links in terms of eq synonym rela-
tions (for more details see Section 4). This means
that the lexicographer has in almost all cases iden-
tified (through the semiautomatic procedure) what
is considered to be an exact match between the
English and the Danish resource.

The opposite proves to be the case when it comes
to the linking of non-core concepts, now with the
Danish resource as starting point for the linking
process.* In the cases where no direct links are

4 Note however that DanNet contains less than one
third of the number of senses in PWN. Nonetheless,
the coverage differs quite substantially in particular
when it comes to compounds, for more discussion see
Section 4.
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found, a rather complex cognitive procedure is in-
itiated by i.e. looking up the Danish hypernym,
finding the corresponding PWN synset, and look-
ing for candidates among the related PWN hypo-
nyms. Alternatively, by searching for a potential
PWN hyponym to be linked to (for more details
see Section 5).

To this end, we have at the current stage estimated
that an automatic procedure for this process re-
quires a rather precise cross-lingual hypernym or
hyponym detection as a minimum. Nevertheless,
some links can be established semi-automatically
once a certain amount of relations have been es-
tablished. Either vertically in cases where a Dan-
ish synset is synonym-linked to a PWN synset
where it can be suggested that the hypernym of the
PWN synset is also a hypernym of the Danish syn-
set. Or horizontally, e.g. if two Danish synsets are
near-synonymous, and only one is synonym-
linked to PWN, then the second Danish concept
can inherit that near-synonym link.

Another possibility is to apply an automatic
prompt system as proposed by Kedzia et al.
(2013) where the linguist/lexicographer is
prompted in the process of manual mapping
plWordNet on PWN. This system is based on the
extended Relaxation Labelling algorithm, and
suggests potential target synset candidates based
on the synset positions in both wordnet structures,
bilingual dictionaries and/or input from the lin-
guist. Finally, the linguist verifies (or rejects) sug-
gested links. It seems plausible to adjust this sys-
tem to our mapping process and speed up the man-
ual linking: it partially resembles the cognitive
procedure described above, and also provides a
possibility to determine the desired type of seman-
tic relation.

At a later stage, when a more substantial part of
the vocabulary has been linked, we will consider
whether to follow for example Joshi et al. (2012)
who generate lists of potential linking candidates
with a heuristic based measure by pruning and
ranking information from bilingual dictionaries.
Better results are achieved with this measure
when a number of links are already established.
This approach could potentially be implemented
when being able to utilize the high-quality estab-
lished links to PWN already made by language ex-
perts. Arcan et al. (2016) use existing relations
across wordnets and parallel corpora to identify
contextual information for wordnet senses, and
thereby expand the wordnets. Such an approach

could also be adapted in our case and, again, build
on the established links.

The approach of McCrae et al. (2017) for linking
English-German knowledge graphs combines ma-
chine translation and cross-lingual ontology align-
ment. This approach, which makes use of the
NAISC tool (McCrae et al. 2018), could be
adapted for linking DanNet to PWN, and tested on
the established links. It would require high-quality
machine translation and sufficiently rich synset
information, which additionally could be rein-
forced with contextual information as in Arcan et
al. (2016).

Certainly, such automatic approaches would not
achieve the precision of the manually created
links, but they could be integrated as part of a
semi-automatic procedure in order to speed up the
process.

3 Linking complexities due to taxonom-
ical differences

A major challenge when merging two wordnets
concerns the often found discrepancies in taxo-
nomical structure (Pedersen et al. 2013, Rudnicka
2012). Taxonomical discrepancies may have dif-
ferent origins, such as:

e different overall compilation approaches
regarding how to organize the wordnet

e cultural differences in how to conceive a
(group of) concept(s),
e idiosyncracies of the wordnet developers.

In our linking work, we encounter discrepancies
of all three types. Where DanNet is compiled on
the basis of a layman’s dictionary of Danish,
PWN is compiled without basis in any specific
previous resource, but generally more true to ex-
pert knowledge in particular in relation to i.e. nat-
ural taxonomies. Consider the taxonomical com-
plexity of the concept plante (‘plant’) in DanNet
in Figure 2 compared to that of PWN in Figure 3.
Even if the graphical interfaces differ, it proves
quite evident that DanNet uses a layman’s much
simpler organization principles of plants than
does PWN. Another overall discrepancy worth
mentioning is different approaches taken wrt. the
treatment of systematic polysemy. For instance, in
DanNet all countries have a ‘geographical’ and a
‘people’ reading, a dichotomy which is not
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equally found in PWN and which makes a one-to-
one linking procedure impossible.
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Figure 2: Taxonomical complexity of plante (‘plant’)
in DanNet based on a layman’s approach

« 5 (n} plant, flora, plant life ({botany) a living organism lacking the power of

locomotion)
o direct iyponym | full hygonym
= 5 (n) phyfoplankion (photosynthetic or plant constituent of plankton;
mainly unicellular algae)
= S (n) microflora {microscopic plants; bacteria are often considered to be
mlcwﬂoraj
(n) crop {a cultivated plant that is grown commercially on a large scale)
= 5:(n) endemic (a plant that is native to a certain limited area) 't is an
endern.'c faund om}r thiz rt'.'and
phu-tusynlhesml
) non-flowering_plant (a plant that does not bear flowers)
plantlet (a young plant er a small plant)
) wilding (& wild uncultivated plant (especially a wild apple or
rabapple tree))
» omamental (any plant grown for its beauty or ornamental value)
» pot plant {3 plant suitable for growing in a flowerpot (ezpecially
indoors))
= S (n) acrogen (any floweress plant such as a fem (pteridophyte) or
maoss (bryophyte) in which growth occurs only at the fip of the main stem)
= 2:(n) apomict (a plant that reproduces or is reproduced by apomixis)
guatic (a plant that lives in or on water)
X ryptogam (formerly recognized taxenomic group including all
ﬂowerless and seedless plants that reproduce by means of spores: fems,
maosses, algae, fungi)
= 5 (n) annual ({botany) a plant that completes its entire life cycle within
the space of a year)
= 5: (n) biennial ((botany) a plant having a life cycle that normally fakes two
seasons from germination to death to complete: flowering biennials
usually bloom and fruit in the second season)
£: (n) perennial {{botany) a plant lasting for three seasons or more)
escape (a plant originally cultivated but now growing wild)
yorophyte (a plant that grows in @ moist habitat)
£: (n) neophyte {a plant that iz found in an area where it had not been
reconded previously)
= 5 (n) embryo {(botany) a minute rudimentary plant contained within a
seed or an archegonium)
» 5 (n) monocarp. monocarpic plant, monecarpous plant (2 plant that
bears fruit once and dies)
= 5 (n) sporophyte (the spore-producing individual or phase in the life
cycle of a plant having alternation of generations)
= 5 (n) gametophyte (the gamete-bearing individual or phass in the life
cycle of a plant having alternation of generations)
= 3 (n) houseplant (any of a variety of plants grown indoors for decorative
purposes)
= 5 (n) garden plant (any of a vanety of plants usually grown especially in
a flower or herb garden)
» 2 (n)wascular plant, racheophyie (green plant having a vascular
system ferns. gymnosperms, angiosperms)

.
R

Figure 3. Plant with hyponyms in PWN

Cultural differences regarding how for instance
the educational or the juridical system is orga-
nized is also clearly reflected in the taxonomical
structures. Finally, pure idiosyncracies are found
all over the resources, maybe even to some extent
also culturally based; for instance cheese has a
taxonomical division of concepts in DanNet (Fig-
ure 4) based on whether the cheese is cut or spread

on the bread (typically on open sandwiches of rye
bread); a division which is not made in PWN.

Figure 4. ost (‘cheese’) taxonomical complexity in
DanNet.

4 Core concepts: Linking complexities
and lexicographic characteristics

The core concepts of PWN have been selected
based on two criteria: Importance of synsets
measured by a) the number of relations with other
synsets and b) a high position in the hierarchy.

Oflazer & Murat (2018) describes how the six
Balkanet WordNets successfully used the latter
criterion, a relatively high level of the English
words in the PWN hierarchy, as a common start-
ing point for the expand method, based on the as-
sumption that language-specific information gets
more important as one moves down the hierarchy.
Also Green (2006) states that concepts at a basic
level are more likely to be shared across classifi-
catory systems than concepts at more general or
more specific levels. In our case this is confirmed.
As already described in Section 2, the linking pro-
cess of the core concepts when going from PWN
to DanNet results in many direct links, and equiv-
alents were likely to be part of vocabulary covered
by DanNet - only in a few cases new synsets had
to be created.

The fact that DanNet is linked directly to a me-
dium-sized corpus-based monolingual dictionary
giving access to all types of lexical information
now allows us to study the lexicographic charac-
teristics of the core vocabulary in detail. We
would in the case of Danish expect the core con-
cepts to be simplex words rather than compounds
and are now able to find out whether it is in fact
the case. Simplex lemmas in DDO are opposite to
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compound lemmas characterized by often being
part of the manually selected ~65,000 lemmas that
constituted the vocabulary of the first printed ver-
sion of the dictionary, and thereby to carry infor-
mation on etymology, phonetics and compound-
ing to a much higher degree than the ~35,000 lem-
mas added in the later years, after the first pub-
lished edition. As seen in Table 1, the DanNet
core-concept lemmas do in fact have a far higher
number of all these types of information than the
non-core lemmas.

Information on: Core Non-
DanNet Lemma core
Etymology 65 % 33%
Compounding 61% 8%
Phonetics 87% 45%
Part of DDO priority 99,98% | 69%
selection

Table 1. Comparison of information types across core
and non-core vocabulary, percentage per lemma.

We would also expect the core concepts to be
much more polysemous than the non-core con-
cepts. The linking challenges we encountered
when mapping the core synsets of PWN to Dan-
Net are well-known to all WordNet developers
(see for example Rudnicka et al. 2012, Cristea et
al. 2004), typically being caused by the differ-
ences in sense distinctions and sense granularity.
Often the case would be that one English synset
corresponds to two or more Danish synsets, or
vice versa, or even more challenging, the distinc-
tion between senses has been drawn in a slightly
different way in the two resources. When looking
at the number of senses of the Danish core vocab-
ulary, it becomes obvious why the mapping was
not trivial. Even though the core concept lemmas
in DDO constitute only 4.6 % of the total number
of lemmas in the dictionary, they cover 21.6 % of
the senses in the dictionary. And while 69 % of
the core lemmas are polysemous, this is only the
case for 28 % of the non-core lemmas. The poly-
semous core lemmas have 2.65 times as many
senses as the non-core polysemous lemmas. When
it comes to fixed expression, the 4.6% core lem-
mas cover 56% of the total number in the diction-
ary, and they are much more likely to be part of
one: 37% of them have at least one. This is only
the case for 6.5% of the non-core lemmas. The
core lemmas have an average of 2.76 times as
many fixed expressions as the non-core lemmas,
cf. Table 2. The high degree of polysemy and the
high number of fixed expressions is of course a

complicating factor when core concepts are linked

between PWN and DanNet.

DanNet vocabulary Core | Non-
core

Lemmas > 2 senses 69% 28%
Sense per polysemous 6.55 2.47
lemma (incl. fixed ex-
pressions)
Lemmas with fixed ex- 37% 6,5%
pression
Fixed expressions (of 4.41 1.6
lemmas with fixed ex-
pression
% of definitions 21,6% | 78,4%
(total DDO = 98,944) 21,407 | 77,537

Table 2. DanNet - core and non-core vocabulary,
polysemous lemmas and fixed expressions.

When it comes to the challenges caused by differ-
ent sense granularities in the two lexical re-
sources, the Danish lexicographers who mapped
the core concepts often got the impression that the
sense inventory of PWN was more fine-grained
than the one of DanNet/DDO. This seems to be
for a good reason. When studying 20 highly poly-
semous Danish nouns with their English equiva-
lents (see Table 3), we calculated PWN to have an
average of 10.3 % more senses. A similar compar-
ison of highly polysemous verbs and adjectives
would probably show an even bigger difference in
the number of senses.

Number of senses
Lemma, Danish/ DDO PWN
English
selskab / company 10 9
kontakt /contact 9 9
kort / card, map 10 11
Plads /room, space.. 13 16
slag (stroke; blow; 17 12 (stroke)
knock)
top /top 8 11
hul /hole 14 8
plade / plate; sheet 11 15 (plate)
lys / light 13 15
Model 8 9
skud / shot 12 17
kurs / course 3 9
hold / hold 12 9
ansigt / face 7 13
skade / damage; 4 5 (damage)
harm
blik / look; gaze 5 4 (look)
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stykke / piece; bit; 18 13 (piece)

part

stand / condition, 9 8  (condi-

state tion)

stotte / support 5 11

vold 1/ violence; 6 10 (force)

force

Total number 194 214 = 10,3
% more

Table 3. Number of senses for selected polysemous
Danish nouns and their English equivalents.

5 Linking complexities of non-core con-
cepts (going from DanNet to PWN)

When it comes to the vocabulary of the non-core
concepts, the linking complexities are of a differ-
ent nature. One might think that the task of map-
ping less polysemous words would be easier, but
confirming the assumptions of Oflazer & Murat,
(2018) mentioned in Section 4, it seems that lan-
guage-specific peculiarities tend to evoke more
translation difficulties as one moves down the hi-
erarchy. In spite of their considerable size, the two
lexical resources cover quite different vocabulary
and it is often difficult to find exact equivalents.
Although the two wordnets seem to have more or
less the same level of specificity, it is not carried
out in detail for exactly the same vocabulary.
Sometimes PWN is more specific wrt. to hypo-
nyms than DanNet, and sometimes DanNet covers
the highest number of specific concept lemmas,
typically in the form of compounds. As an exam-
ple to this, the noun forhandling (‘negotiation’)
has 13 hyponyms in DanNet, all compounds, e.g.
kontraktforhandling (‘contractual negotiations’),
skilsmisseforhandling (‘divorce proceedings’).
The English equivalents are not included in OED,
nor in PWN. And the English equivalent to the hy-
pernym forhandling (‘negotiation’) has no hyper-
nyms in PWN.

Even when it comes to mapping the hyponyms of
concrete core concepts which are already mapped,
and where we find roughly the same number of
hyponyms in the two wordnets, we might still not
find many equivalents among these hyponyms.
Compare for example the types of carpets in Dan-
Net, the hyponyms of teppe (axminsterteppe, be-
deteeppe, kludetceppe, kokostceppe, lober, perser,
rya, mdtte, filtteeppe, forligger, sengeforligger,
teeppebelegning) in Figure 5 with the types of car-
pets in PWN, the hyponyms of 7ug in PWN in Fig-
ure 6. Among the 14 English hyponyms, only

prayer carpet, runner, scatter rug and shag rug
have Danish equivalents among the 12 hyponyms
of teeppe.

bebogyg,

P e
e, ot

NESS

teppe

enstang

w®

opholdsrum
do
Jsspi

(usually with nap or pile))
o direct hyponym / full hyponym

« S:(n) broadloom (a carpet woven on a wide loom to obviate the need for
seams)

« S:(n) Brussels carpet (a carpet with a strong linen warp and a heavy pile
of colored woolen yarns drawn up in uncut loops to form a pattern)

» S: (n) drugget (a rug made of a coarse fabric having a cotton warp and a
wool filling)

« S: (n) flying_carpet ((Asian folktale) an imaginary carpet that will fly
people anywhere they wish to go)

» S:(n) hearthrug (a rug spread out in front of a fireplace)

« S:(n) Kurdistan (an oriental rug woven by Kurds that is noted for fine
colors and durability)

¢ 8:(n) numdah, numdah rug, nammad (an embroidered rug made from a
coarse Indian felt)

« S:(n) prayer rug, prayer mat (a small rug used by Muslims during their
devotions)

« S: (n) red carpet (a strip of red carpeting laid down for dignitaries to walk
an)

« S: (n) runner (a long narrow carpet)

» S:(n) scatter rug, throw rug (a small rug; several can be used in a room)

« S:(n) shagrug (a rug with long pile)

« S: (n) stair-carpet (a strip of carpet for laying on stairs)

« S:(n) Wilton, Wilton carpet (a carpet woven on a Jacquard loom with
loops like a Brussels carpet but having the loops cut to form a close
velvety pile)

Figure 6. Hyponyms of rug in PWN

Also culture-specific differences as discussed in
section 3 result in many lexical gaps. This is a
problem that wordnet developers encounter even
when applying the expand model in the first place.
In BalkaNet for example, once a core wordnet was
developed by translating from PWN, the 6 lan-
guage partners had to add a number of language-
specific synsets which were afterwards linked to
PWN via hypernymy relations (Oflazer & Murat
2018, p. 328). In our case such synsets are already
included in DanNet and have Danish hypernyms,
and they are now supplied with an English hyper-
nym as well, also in cases where an English trans-
lation equivalent does in fact exist but is not (yet)
part of PWN. One example is the vocabulary of
handball, a common sport in Denmark, however
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less important in the Anglo Saxon community and
therefore not (yet) included in PWN.

Finally it should be mentioned that some linking
complexities are caused by differences in word
formation in Danish and English. Where noun-
noun compounding is indeed very productive in
Danish, English in many cases construct similar
content by using an attributive and a noun. For ex-
ample, compounds with andels- (co-op, coopera-
tive) e.g. andelssamfund and andelsbutik translate
into English by using an attributive and a noun as
in ‘cooperative society’, ‘cooperative store’.
There seems to be a tendency that such terms are
not lexicalized in English to the same degree and
thus not present in PWN.

6 The linking tool

For the linking from DanNet to PWN (which is
currently ongoing) we apply the wordnet editing
system WordnetLoom 2.0 (Naskret et al. 2017).
WordnetLoom is a graph-based system where

several users can access and edit the nodes (lexical
units) edges (semantic relations), and synsets as
well as view glosses and usage examples. The
complex ontological types of the synsets (follow-
ing The EuroWordNet top-ontology (Vossen
1999)) are also visible in the accustomed version
suitable for browsing DanNet, developed by To-
masz Naskret® and adapted by Mitchell J. Seaton®.

An advantage of the system is that users can view
and directly edit the relations in the interface,
avoiding problems on manual editing of a wordnet
representation file. As seen at the top of Figure 7,
multiple bars of slices of the wordnet graph can be
open at the same time, and are found by a given
search query to the left. The results can, in the
DanNet adjusted version, be filtered by part-of-
speech, synsets, supersenses, lexical units, and
lexicons. The presentation of results includes re-
lations and nodes from both DanNet and PWN.

WordnetLoom 2.0 @ About &
Lexical units‘ Synsets awsdreng # @‘ DADEVbOV # %] : Preview
Search:
‘paperboy | Synset‘ Properties
Lexicon:
‘ml Deﬁnilion:
Parts of speech: /{ﬁ IEEN person der bringer aviser ud til
R 3 ™, abonnenterne
e :
\
Domain: s = - S, -
‘_All M / '96«6\ %‘6".9 \ 4;&3"\ wﬁ‘\ Comment
—_— y § 555‘* 4)' 4 }q’?y{,}”@ Human+0bject+Occupation
Relati . < J i
——— \“9 i @
QSearch | | ©
" eq_near,_synany c. erb 1+ mmrwl Examples
Synsets: BA-synanym aumngl ’” L eq_synonym | P
[ [paperboy 1* (defaulf | det harde vintervejr for tiden |
pap v = 1
er der mange avisbude, der ‘
har store problemer med at fa -
afleveret deres aviser |

Figure 7: Linking synsets in WordnetLoom

Figure 7 shows an example where avisbud I (‘pa-
per deliveryman’) is placed between ‘deliveryman
1’ as a hypernym, and ‘newsboy 1’ as a hyponym.
avisdreng 1 is synonymous with ‘newsboy 1°,
which is nearly the same as ‘paperboy 1°. Every
relation can be established, edited or deleted. The
synonym, near-synonym, hypernym and hypo-
nym relations (see the green lines) are prioritized

3G4.19 Research Group, Department of Computational In-
telligence

Wroctaw University of Science and Technology, Wroctaw,
Poland

(in that order) when linking. The relation is cho-
sen from a drop-down menu as seen in Figure 8.

6 Centre for Language Technology, Department of Nordic
Studies and Linguistics, Copenhagen University
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[ ] Relation parameters

Relation type: leq_synonym

Relation subtype: eq_synonym
Relation descriptia®d_has_hyponym
——————eqg_has_hyperonym

eq_synonym eq_near_synonym

Source unit: |avisdreng 1* (default)

Target unit: |paperboy 1* (default)

Figure 8: WordnetLoom drop-down menu of relation
types.

7  Concluding remarks

The merging of DanNet with PWN is still ongoing
and proves both cumbersome and complex as we
have exemplified in the previous sections. To
speed up the process, we hope to be able to intro-
duce more semi-automatic procedures at a later
stage when a substantial number of links have al-
ready been established, even if it has become evi-
dent that manual inspection and correction will al-
ways be a considerable part of the job. Within the
ELEXIS project the NAISC tool (McCrae 2018)
will soon be available and we hope to examine to
which degree a semi-automatic linking with this
tool involving interaction between lexicographers
and developers can be useful.

It has generally been a surprise to us to
acknowledge to which extent the two resources
actually differ, both vocabulary- and structure-
wise. A fact which has made us realize that a
merge of the resources will really only be approx-
imate. Nevertheless, it is our conviction that even
such an approximate merge will be useful for sev-
eral future NLP tasks where Danish is involved.
Further, in line with the goals of the ELEXIS pro-
ject, we hope that it will help interconnect existing
resources in the lexicographical milieus in Eu-
rope. As such, the merge will provide the interlin-
gual access to a substantial part of the lexical re-
sources available for Danish.
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Abstract

Stemming is a technique that reduces any
inflected word to its root form. Assamese
is a morphologically rich, scheduled In-
dian language. There are various forms of
suffixes applied to a word in various con-
texts. Such inflected words if normalized
will help improve the performance of vari-
ous Natural Language Processing applica-
tions. This paper basically tries to develop
a Look-up and rule-based suffix stripping
approach for the Assamese language us-
ing WordNet. The authors prepare the
dictionary with the root words extracted
from Assamese WordNet and Named En-
tities. Appropriate stemming rules for the
inflected nouns, verbs have been set to the
rule engine and later tested the stemmed
output with the morphological root words
of Assamese WordNet and Named Enti-
ties by computing hamming distance. This
developed stemmer for the Assamese lan-
guage achieves accuracy of 85%. Also,
the authors reported the IR system’s per-
formance on applying the Assamese stem-
mer and proved its efficiency by retrieving
sense oriented results based on the fired
query. Thus, Morphological Analyzer will
embark the research wing for developing
various Assamese NLP applications.

1 Introduction

Computationally, stemming is the process to auto-
matically extract the base form of a given inflected
word. The stemmed word is not required to be
identical with the morphological root of the word.
Most Indian languages are highly inflectional and
many words in a document appear in many mor-
phological forms. Indexing is the important sub-
task of an IR system. Indexing all words in a doc-
ument appearing in various morphological forms

Jumi Sarmah
Dept. of IT
Gauhati University
Guwabhati, India
Jumis884@gmail.com

Shikhar Kr. Sarma
Dept. of IT
Gauhati University
Guwabhati, India
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is highly tedious and time-consuming. Thus, it is
necessary to stem the words to reduce them to their
original base form. Reducing to their original base
form will help the indexer in IR to detect the im-
portant terms in a document, detect Named enti-
ties, multi-word expression and extract stopwords.
Looking deeply into the matter, we found that two
parts-of-speech Nouns and Verbs have a wide list
of inflections for the Assamese language. The
main objective of this paper is to perform stem-
ming task on a group of inflected words to retrieve
root words with an acceptable accuracy.

Many approaches to stemming have been iden-
tified. They are classified into three categories-
Rule-based, Statistical and Hybrid approaches.

Rule-based approach- Such approaches apply a
set of morphotactic rules of a language to an in-
flected word. Such rules may derive the base form
by emitting the suffix or the prefix.

Statistical approach- One of the drawbacks of
rule- based approach is that it is language depen-
dent and it is dependent on the database. Statistical
approach overcomes both the problems by calcu-
lating probabilistic distributions of the terms.

Hybrid approach- Combination of both rule-
based and statistical approaches.

In this paper, the authors have researched and
implemented a rule-based stemmer for Assamese
language embedding the Look-up based approach.
The quick Look-up approach is made on the dic-
tionary prepared from Assamese WordNet and
Named Entities. Assamese WordNet is a large lex-
ical knowledge database developed by the team
(Sarma et al., 2010). It contains four major
components-

e ID: an unique identification number
e CAT: the Parts-Of-Speech category

e Synsets: the main building block of Word-
Net. A number of 30K synsets are present in
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Assamese WordNet

e Gloss: The concept or meaning of the given
synset

Named entities are a collection of terms that has
a unique concept. They are mainly the names of
people, organization, places, festivals etc.

Assamese is the official language of the North-
eastern state- Assam of India. It is spoken by
nearly 15 million people. Assam shares an inter-
national border with Bhutan and Bangladesh. It
is a computationally less aware language which
belongs to the Indo-Aryan language family. But,
recently some development is done for this lan-
guage from Natural language processing perspec-
tive. Development of Assamese WordNet, Corpus,
IR system is some of them.

This research paper aims to implement a rule-
based Morphological Analyser for the Assamese
language to be embedded as a plug-in to Assamese
IR system. No such work implementing 22 mor-
photactic rules for Assamese language is defined
before in previous works. We believe this would
mark a great contribution to Assamese NLP area.

The road-map of the paper is as follows- Sec-
tion 2 discusses some related work to stemming
implemented in Indian languages, Section 3 de-
scribes the rule based stemmer for the Assamese
language with the system architecture. Section 4
discusses the performance of the stemmer comput-
ing the hamming distance. The IR system perfor-
mance is evaluated on performing stemming to the
inflected terms and the results are reported in sec-
tion 5 of this paper. The paper is summarized in
Section 6.

2 Background work

This section gives us an overview of stemmers
developed in Indian Languages. For the English
language, the most commonly used stemming al-
gorithm is the Porter stemming algorithm (Wil-
lett, 2006) which followed a rule-based approach.
The Indian language (Ramanathan and Rao, 2003;
Aswani and Gaizauskas, 2010; Mahmud et al.,
2014; Kumar and Rana, 2010; Majgaonker and
Siddiqui, 2010; Prajitha et al., 2013; Thangarasu
and Manavalan, 2013; Kumar et al., 2011) in
which stemmer is developed along with the ap-
proaches used and accuracies derived is mentioned
in Table 1

Table 1: Indian language stemmer

Language Approache Correctness
Hindi Rule-based Accuracy
88%
Gujarati Dictionary and Precision
Rule-based 83%
Bengali Rule-based Accuracy
88%
Punjabi Brute-force Accuracy
81.27%
Marathi Hybrid Precision
(Rule-based + 82.50%
suffix stripping
+statistical)
Malayalam Finite Accuracy
state machines 94.76%
Tamil Light Stemmer | Accuracy
(preserves 83.28%
word meaning)
Telugu Unsupervised Accuracy
approach 85.40%

3 Development of Assamese stemmer

Word

|
—
Look-Up = \W
—_—
—
Suffix Stripping W
~

l

Root Word

Figure 1: Assamese stemmer system diagram

Assamese words in a text take a series of suf-
fixes in a sequential manner. For developing a
rule-based stemmer, our first intention is to deter-
mine the sequence of various suffixes a word can
occur in a text. Some of them were collected by
consulting with the Linguistic scholars of GU NLP
team. They may be divided into eight possible suf-
fix categories such as:
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Plural_ UWH’ Ylﬂ-ﬂTU, ”W"’ "CﬂTon-”

Case markers_ H$H’ HEH’ II‘EETN, "Q"’ Ha-ﬂ

Pleonastic suffix- "@", "&H", "@", “¢”

Deﬁnitive— "w", "ﬂ-”’ "W"’ "w"’ "@"
In-definitive- "@3&", "@3EA"
Verbal- n_::’::ﬁn, H_‘:':ﬁin’ u_:::mn’ u_.::::Wu

Kinship noun- “@&”

° Extra— “WC?”,"C?I", umn, "235"

Step1: Dictionary Lookup

Assamese dictionary of size about 2 lakh root
words is prepared by our Linguists from Assamese
WordNet and Named Entities. Our module first
looks at the dictionary table to determine if the
words are already in the root form. If true then,
they proceed to step 3 else step 2. This ap-
proach eliminates the type of error like word say-
Jifa (out), which is a root word even though case
marker suffix is present. If the dictionary is not re-
viewed in the beginning, than stemmer would re-
move the suffix of the word which would lead to
overstemming. Moreover, the same would be the
case for Named Entities like place name: (o&%q
(place name). Also, in some cases the term may
have been derived from the antonym of the root
word. Here, we consider the antonyms as the
root word to retrieve sense oriented searched re-
sults from an IR. As for example the word in As-
samese language- 9% (not pleasant) indicates dif-
ferent sense compared to the root form ¥® (pleas-
ant). On knowing the root words at beginning
will avoid understemming and overstemming roles
of the stemmer and can retrieve sense oriented or
meaningful results from the Information retrieval
system on firing the query as required by the user.

Step2: Suffix pruning

If the first step fails than step 2 is executed. In
this phase, the rule engine generates a list of suf-
fixes in a proper manner that may be attached to
the root based on the stemming rules already in-
corporated in the engine. The generated suffix
list must abide by the morphotactic rules for As-
samese. A Java program was developed to run this
step.

Some rules for stemming are mentioned be-
low in a tabular form: Here, authors have defined
22 rules for stemming Assamese words. Some

Table 2: Morphotactic Rules of Assamese Stem-

mer
Suffix Type Assamese Notation
Root+casemarker RICESE
Root+definitive T R+S
Root+pleonastic IO
Root+indefinitive TR IEH
Root+plural TRAEE
Root+verb T+ I o
Root+extra LIHT
Root+kinshipnoun IFHEF
Root+case+extra VRIS
Root+plural+ RICESIGICES
case+pleo I+
Root+Plural+ WPR+CTE+H9
Case marker
Root+Plural+ T R+EE+HR
pleonastic
Root+Definitive+ T RA+S+HT
case
Root+Definitive+ TR+HST+HR
pleonastic
Root+Indefinitive+ TR+E 2+
Plural e
Root+Verb+ B+ BT +0f
pleonastic
Root+Casemarker + DI
pleonastic
Root+kinshipnoun+ FFST+TF+
indefinitive+plural+pleo CFEEA+TA+R
Root+pleonastic+ FIHCN+HCOTT
pleonastic
Root+plural+ NP+ EP+CBT
definitive
Root+verb+extra I+ +@
Root+case+ N+ T+EI+BT
plural+definitive

of the rules are followed by the Assamese gram-
mar book Assamiya Vyakaran by Hem Chandra
Baruwa, 2003. As for example, the inflected word
is MRCFeENE. The generated suffix list for the
word is ¥, F3&=. The list is now transformed
to non-increasing order and at first the top one
(here (F3&=¥I7) is being tried to be matched with
the already incorporated rules in the engine. Here,
the rule root+ indefinitive + plural is mapped and
the word is stemmed. Here, at the first phase of
developing the stemmer, only nouns and verbs are
taken into consideration.
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Step3: Exit
4 Performance Analysis

We have implemented both look-up based and
rule-based approaches for Assamese stemmer. We
evaluated the stemmed output with the morpho-
logical root words of Assamese WordNet and
Named Entities by computing Hamming distance.
It is the number of different position of the bits be-
tween two equal length strings. A hamming dis-
tance of 0 means the two strings are equal in both
position of the character bits and weight. As for
example one of the correctly stemmed output is:

Inflected term: SIS

Assamese Stemmer output: w1l= g

Assamese WordNet (ID: 196) w2= Wigx

Hamming distance=d(w1,w2) =0

Some of the result statistics found while analyz-
ing the performance of the stemmer is shown in a
tabular form below:

Table 3: Statistics of stemmer performance
Correctly stemmed | 85%
Incorrectly stemmed | 15%

5 Stemmer in Assamese IR

Information Retrieval system retrieves relevant
and sense oriented information to a user based
on the query. Assamese NLP aims to develop
a monolingual search engine which will help the
web users to retrieve information in ones own na-
tive language say Assamese. Only a few (2-3) per-
cent of people of Assamese community knows to
speak, read or write English, so retrieving infor-
mation in own language will be much benefited.

Assamese IR system is technically composed of
two parts- Apache Solr & Nutch. Apache Solr is
an open source search platform written in JAVA
from Apache Lucene project. Some of the major
features of Solr are- full text search, real time in-
dexing, dynamic clustering etc. Apache Nutch is
also a JAVA coded tool with the crawler feature.
The crawler can be biased to fetch important rele-
vant pages at first. We developed Assamese mono-
lingual system considering Solr3.4 and Nutchl.4
as indexer and crawler respectively.

Stemming is an important plug-in of IR. Stem-
ming is performed to an inflected word to avoid
mismatches between words that share the same
root word. Let us consider a simple example- if

we are searching for a document entitled Ways to
write a book and the user issues a query writing,
than there will be no match with the title. But, if
the query is stemmed before than the search sys-
tem will stem the word writing to write and the
retrieval will become easier and successful. Stem-
ming is applied to both Query processing module
and IR system module. Both at the indexing time
and during processing of the query the stemmer
module is added as plug-in to Assamese IR sys-
tem. Here, we have analyzed the performance of
IR system based on two categories-

o |R performance without stemming
o |R performance with stemming

The above two techniques is evaluated with p@k
(Precision at k) metric. For modern IR system, re-
call is meaningless as many numbers of queries re-
trieves many relevant documents (as of now web-
scale) and no user will go through all of them.
Here, k=10 and p@10 indicates the number of rel-
evant result of search result page which includes
top-ten results of a query. To evaluate our sys-

07
06
05
04
03

0z

a1 02 a3 a4 Qs 06 a7 ag a8 Qlo

wei=\/ithout Stemming (average Precision P@10)
= \With Stemming (average Precision P@10)

Figure 2: Assamese IR performance: with and
without stemming

tem we tokenized some of the words from As-
samese Corpus (size=1.5 million words) devel-
oped by (Sarma et al., 2012). The figure 2 indi-
cates higher AP (Average Precision) values of the
IR system when performed stemming than with-
out stemming. To evaluate the system we consider
10 Assamese queries Q1 to Q10 those are SJOI<T
7<f wfra, fowafs, e feyfmrer, sifeer A8
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7@ TS, As the stemmed term indicates larger
concept than the original term appears in the doc-
ument, the stemming increases the number of re-
trieved relevant documents.

6 Conclusions

The performance of the Assamese stemmer men-
tioned in this paper shows that it attains a state
of art accuracy as a stand along system as well
as a component of Information Retrieval system.
The proposed technique is Dictionary Look-up
and Rule-based approach for this Indo-Aryan lan-
guage with an acceptable accuracy of 85% and 22
defined morphotactic rules.Increasing the dictio-
nary size will result in more increasing accuracy.

Assamese stemmer is the basic language re-
source and is used in many applications in the field
of Text mining and NLP like IR, MT, Document
Classification etc. The accuracy of the stemmer
can be improved by defining more stemming rules
and increasing the dictionary size with more root
words. Moreover, as the IR performance on per-
forming stemming to the inflected terms indicates
an overwhelming result, thus stemmer is an impor-
tant resource for Assamese NLP.
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Abstract

Creating word embeddings that reflect se-
mantic relationships encoded in lexical
knowledge resources is an open challenge.
One approach is to use a random walk over
a knowledge graph to generate a pseudo-
corpus and use this corpus to train embed-
dings. However, the effect of the shape
of the knowledge graph on the generated
pseudo-corpora, and on the resulting word
embeddings, has not been studied. To ex-
plore this, we use English WordNet, con-
strained to the taxonomic (tree-like) por-
tion of the graph, as a case study. We in-
vestigate the properties of the generated
pseudo-corpora, and their impact on the
resulting embeddings. We find that the
distributions in the psuedo-corpora exhibit
properties found in natural corpora, such
as Zipf’s and Heaps’ law, and also ob-
serve that the proportion of rare words in a
pseudo-corpus affects the performance of
its embeddings on word similarity.

1 Introduction

A word embedding model maps the words in a
vocabulary to dense low-dimensional vectors, by
inferring the relative position of each word in a
shared multidimensional semantic space from its
context of use in a corpus (Mikolov et al., 2013a;
Mikolov et al., 2013b). This approach is founded
on the distributional hypothesis (Harris, 1954),
which states that words which occur in the same
contexts tend to have similar meanings. Such word
embeddings are created by training a neural net-
work language model on natural language corpora.

While such embeddings have been shown to
perform well on semantic relatedness benchmarks
(Baroni et al., 2014; Camacho-Collados and Pile-
hvar, 2018), training on a natural corpus only mod-
els one type of semantic relation between words:

thematic (i.e. syntagmatic). On the flip side, taxo-
nomic (i.e. paradigmatic) relations are not explic-
itly contained in natural language corpora, and as
such are not included in those embeddings (Kac-
major and Kelleher, 2019). In fact, research sug-
gests that the best measures of taxonomic similar-
ity and thematic relatedness are different in dis-
tributional space (Asr et al., 2018). Furthermore,
there are many other kinds of relationships be-
tween words and concepts that can be found in
knowledge engineered resources, such as knowl-
edge bases, ontologies, taxonomies and other se-
mantic networks.

Modelling these relations is an important task in
building Al with comprehensive natural language
understanding abilities, and there have been many
efforts to bring knowledge graphs into an embed-
ding space (see Section 2 for details). One such
approach is the WordNet random walk algorithm
(Goikoetxea et al., 2015): by randomly walk-
ing the WordNet knowledge graph and choosing
words from each synset that has been traversed, a
pseudo-corpus is generated and used for training
word embeddings. The reasoning is that the distri-
butional hypothesis should also apply in this sce-
nario, in the sense that co-occurrence within local
contexts in the pseudo-corpus will reflect the con-
nections between words connected in the WordNet
graph.

Naturally, the shape of the underlying knowl-
edge graph (in terms of node connectivity: i.e.
tree, fully-connected, radial etc.) affects the prop-
erties of a pseudo-corpus generated via a random
walk over the graph. Developing a better under-
standing of the relationship between the shape of
a knowledge graph, the properties of the resulting
pseudo-corpora, and the properties of the result-
ing embeddings, has the potential to inform how
the walk over a given knowledge graph should be
tailored to improve embedding performance.

In this paper we provide an analysis of some
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of the properties of pseudo-corpora generated us-
ing the random walk method, and examine the
impact of these properties on embedding perfor-
mance. We base this analysis on the WordNet tax-
onomy, because (a) WordNet is one of the most-
popular taxonomies in use, and (b) in general, the
WordNet taxonomy has a well-understood shape
(tree-like) which informs the analysis of our re-
sults. We find that the pseudo-corpora synthe-
sized from the WordNet taxonomy are not as arti-
ficial as one might expect - they exhibit properties
and regularities also found in natural corpora, fol-
lowing natural language laws such as Heaps’ law
and Zipf’s law. Consequently, we hypothesise that
word embeddings trained on such corpora might
face the same limitations as those trained on natu-
ral corpora would. We explore this notion on the
case study of rare (i.e. infrequent) words, which
are a known problem for word embeddings (Kho-
dak et al., 2018; Pilehvar and Collier, 2017; Pile-
hvar et al., 2018).

2 Related work

Research on building embeddings from knowl-
edge resources such as WordNet (Fellbaum,
1998), can be broadly categorised into three ap-
proaches: i) enrichment, ii) specialisation, and iii)
direct learning from knowledge resources.

Both enrichment and specialisation modify pre-
computed, corpus-based word embeddings with
information from a knowledge resource to either
augment them (enrichment) or to fit them onto
the specific semantic relation described by that
knowledge resource (specialisation). Retrofitting
(Faruqui et al., 2015) is an example of enrichment:
it modifies corpus-based embeddings by reducing
the distance between words that are directly linked
in resources like WordNet, MeSH (Yu et al., 2016)
and ConceptNet (Speer and Havasi, 2012). In our
own recent related work, we have explored the im-
pact of corpus size on vector enrichment (Maldon-
ado et al., 2019).

On the other hand, examples of the specialisa-
tion approach are PARAGRAM (Wieting et al.,
2015), Attract-Repel (Mrksi¢ et al., 2016), Hyper-
vec (Nguyen et al., 2017) and the work of Nguyen
et al. (2016) and Mrksi¢ et al. (2017) on syn-
onyms and antonyms. Vuli¢ et al. (2018) and Ponti
et al. (2018) introduce global specialisation mod-
els where vectors for words that are missing in the
knowledge resource are also updated.

More related to our work are the approaches
to learn directly from knowledge resources. Ex-
amples include building non-distributional sparse
word vectors from lexical resources (Faruqui and
Dyer, 2015), building Poincaré embeddings that
represent the structure of the WordNet taxonomy
(Nickel and Kiela, 2017) and building embeddings
that encode all semantic relationships expressed in
a biomedical ontology within a single vector space
(Cohen and Widdows, 2017). The latter two meth-
ods encode the semantic structure of a knowledge
resource in a deterministic manner, while Agirre et
al. (2010) follow a stochastic approach based on
Personalised PageRank: they compute the proba-
bility of reaching a synset from a target word, fol-
lowing a random-walk on a given WordNet rela-
tion. Instead of computing random-walk proba-
bilities, Goikoetxea et al. (2015) use an off-the-
shelf implementation of the word2vec Skip-Gram
algorithm to train embeddings on WordNet ran-
dom walk pseudo-corpora, changing neither the
embedding algorithm nor the objective function'.
The resulting embeddings encode WordNet tax-
onomic information rather than natural word co-
occurence. An advantage of the embeddings pro-
duced by this method is that they can be used as is
or can be combined with real-corpus embeddings
in order to accomplish enrichment or specialisa-
tion (Goikoetxea et al., 2016).

Previous work has analysed semantic proper-
ties of word embeddings generated by random
walk. Goikoetxea et al. (2016), for example,
found WordNet random-walk embeddings to out-
perform corpus-based word embeddings on the
strict semantic similarity (taxonomic similarity)
SimLex-999 benchmark (Hill et al., 2015), con-
firming that they encode taxonomic information
better than real-corpus word embeddings. Addi-
tionally, other researchers have explored differ-
ent varieties of the random walk algorithm. Most
notably, Simov et al. (2017a) drastically enrich
the graph structure by using all available relation-
ships between WordNet synsets, while inferring
and adding others from outside resources (Simov
et al., 2015; Simov et al., 2017b). However, to the
best of our knowledge, there has been no work on
analysing the properties of the corpora generated
by random-walk processes. In particular, there has
been no work on comparing their statistical prop-
erties with those of natural corpora.

"http://ixa2.si.ehu.eus/ukb/
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3 Pseudo-corpora

3.1 Random walk pseudo corpus generation

Our pseudo-corpus generation process is inspired
by the work of Goikoetxea et al. (2015). They
performed random walks over the full WordNet
knowledge base as an undirected graph of inter-
linked synsets. Their method first chooses a synset
at random from the set of all synsets, and then
performs a random walk starting from it. They
also use a predefined dampening parameter () to
determine when to stop the walk, so that at each
step the walk might move on to a neighbouring
synset with probability («), or might terminate
with the probability (1 — «). It is usually set to
0.85. Each time the random walk reaches a synset,
a lemma belonging to the synset is emitted, using
the probabilities in the inverse dictionary. Once
the random walk terminates, the sequence of emit-
ted words forms a pseudo-sentence of the pseudo-
corpus. The process repeats until a given number
of sentences have been generated.

Our pseudo-corpus generation algorithm is sim-
ilar, however, there are a number of important dif-
ferences. First, Goikoetxea et al. make use of
all available connections in the graph, whereas we
only traverse the hypernym/hyponym relationship
and ignore non-taxonomic relationship types such
as gloss, meronym and antonym relations. This
effectively allows us to exclusively traverse Word-
Net’s taxonomic graph, which lets us embed only
taxonomic relations. More importantly, this de-
cision is motivated by the fact that we wish to
use WordNet’s taxonomic graph as a case study
of how the underlying structure of a knowledge
graph affects the properties of a generated pseudo-
corpus. Constraining the random walk to just the
taxonomy reduces the graph to a tree shape, which
provides an intuitive and transparent understand-
ing of its structure. This restriction to the taxo-
nomic components of the graph has two important
implications: (i) it permits us to consider the graph
as directed (hypernym/hyponym—up/down), and
(i) it makes the graph quite sparse. The other two
significant differences between our algorithm and
Goikoetxea et al. are derived from these two im-
plications and are implemented as two new hyper-
parameters on the algorithm: a directionality and
a minimum sentence length parameter.

The directionality parameter constrains the per-
missible directions that the walk can proceed
along as it traverses the tree structure (e.g., only

up, only down, both). This hyperparameter per-
mits us to explore the relationship between varia-
tions in the random walk algorithm and the num-
ber of rare words in the generated corpus (see Sub-
section 3.2). The minimum sentence length pa-
rameter enables us to filter the sentences generated
by the random walk algorithm by rejecting any
sentence that is shorter than a prespecified length
n. The decision to exploit only the taxonomic rela-
tions makes the graph quite sparse: a lot of nodes
end up disconnected, as some synsets are not part
of the WordNet taxonomy, but are connected to it
only via non-taxonomic relations. Given that we
allow our algorithm to start the random walk any-
where in WordNet, it often begins, and ends, its
walk at a disconnected node, which results in a lot
of one-word sentences in the synthesized pseudo-
corpus. To remedy this, the minimal sentence
length hyperparameter disallows generating sen-
tences with only one word, or sentences shorter
than the pre-specified value. Section 3.2 contains
details on this and other hyperparameters.

In our algorithm?, the random walk starts at a
random synset and chooses a lemma correspond-
ing to that synset based on the probabilities pro-
vided by WordNet’s inverse mapping from synsets
to lemmas. Once the lemma has been emitted, we
check if the synset has any hypernym and/or hy-
ponym connections assigned to it (depending on
the direction constraint). If it does, we choose
one at random with equal probability and con-
tinue the walk towards it, choosing a new lemma
from the new synset. This process continues un-
til one of two conditions are met: (a) there are
no more connections to take, or (b) the process
is terminated according to the dampening factor
(c). We then restart the process and create a new
pseudo-sentence, until we have generated the re-
quired number of sentences. Some examples of
pseudo-sentences produced by our system:

measure musical notation tonality minor mode

Dutch-processed cocoa powder chocolate milk

2 Although Goikoetxea et al. provide an implementation
of their random walk algorithm, due to the differences out-
lined above and the special use cases for our research, we
have decided to reimplement it in Python and use NLTK’s
version of WordNet (Bird and Loper, 2004). Our code and
generated datasets are being made available online.

https://github.com/GreenParachute/
wordnet-randomwalk-python
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size direction min.sent.len. | token count avg.sent.len. %same sents vocabulary %rare words
500k up 2w/s 3,515,524 7.03 18.5 64,257 67.35
500k down 2w/s 1,475,336 2.95 68.56 55,508 53.35
500k both 2w/s 2,401,498 4.80 20.06 67,049 39.86
500k up 3w/s 4,011,247 8.02 17.06 63,923 66.48
500k down 3w/s 2,097,641 4.20 71.01 46,701 52.33
500k both 3w/s 2,822,171 5.64 12.22 67,353 33.30
Im up 2w/s 7,041,365 7.04 27.93 66,840 41.84
Im  down 2w/s 2,947,657 2.95 78.57 59,894 40.81
Im both 2wls 4,802,354 4.80 28.49 67,647 15.82
Im up 3w/s 8,032,165 8.03 26.31 66,401 40.52
Im  down 3w/s 4,195,458 4.20 79.46 51,310 4391
Im both 3w/s 5,636,469 5.64 18.88 67,683 11.31
2m up 2wls 14,079,962 7.04 39.56 67,587 19.32
2m  down 2w/s 5,898,583 2.95 85.91 63,089 30.03
2m  both 2wls 9,602,490 4.80 37.66 67,756 3.88
2m up 3w/s 16,061,599 8.03 37.65 67,081 18.20
2m  down 3w/s 8,389,396 4.19 85.92 55,314 35.99
2m  both 3w/s 11,274,757 5.64 26.99 67,757 2.34

Table 1: Statistics of generated random walk corpora

3.2 Pseudo-corpora properties

We controlled the generation of the pseudo-
corpora using the following hyperparamters:

1. Size. We define corpus size in terms of
the number of random restarts, i.e. number
of pseudo-sentences generated. We generate
pseudo-corpora of sizes 1k, 10k, 100k, 500k,
1m and 2m sentences.

2. Direction. As we are only walking the Word-
Net taxonomy, we define direction as allow-
ing the walk to either only go up the hierar-
chy, down the hierarchy, or both ways.

3. Minimum sentence length. We impose a
constraint on minimal sentence length and
generate corpora with 2-word and 3-word
minimum length sentences.

Combining all the hyperparameters yielded a
total of 36 pseudo-corpora of varying sizes, direc-
tions and minimal sentence lengths. However, due
to space constraints and the fact that the smaller
corpora have shown to be too variable to make
confident inferences, we only present data and
analyses of the three largest corpus groups.

Note that we are not necessarily looking for
a combination of hyperparameters that performs
best on evaluation tasks, rather we use them as
a tool to generate pseudo-corpora with different
properties. Following that, for each pseudo-corpus
we measure the following statistical properties: to-
tal number of tokens, average sentence length (av-
erage tokens per sentence), percentage of identical

sentences, size of vocabulary, and percentage of
rare words in the vocabulary (see Table 1).

From Table 1 it is visible that the number of to-
kens grows with the size in terms of number of
restarts. Interestingly, however, although the aver-
age sentence length correlates with absolute num-
ber of tokens, it stays constant regardless of the
number of restarts, all other things being equal.
For example, the average sentence length for the
500k.both.2w/s is 4.8, and the average sentence
length for the 2m.both.2w/s corpus is also 4.8 to-
kens per sentence. This holds for any other anal-
ogous combination, further supporting the claim
that the underlying graph structure of the corpus is
the source of certain word distributions and regu-
larities present in the corpus.

Furthermore, the number of tokens also varies
depending on the other two hyperparameters: di-
rectionality and minimum sentence length. For
example, both average sentence length and abso-
lute number of tokens are sensitive to the direc-
tion hyperparameter. Regardless of the number of
restarts, corpora generated by only walking up the
taxonomy create the longest sentences on average
and have the largest number of tokens, while only
walking down the taxonomy generates the shortest
sentences and the lowest number of tokens.

Such behaviour is a direct consequence of the
WordNet taxonomy’s structure and the distribu-
tion of edges between nodes. The taxonomy is
a tree, and as such the vast majority of its nodes
are leaf nodes positioned near the bottom. Conse-
quently, each time the random walk restarts, it is
far more likely to start somewhere near the bottom
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of the taxonomy, rather than at the top. There-
fore, if the walk can only go up, on the majority
of restarts it will be able to traverse the taxon-
omy for a large number of nodes before either
kicks in, or it reaches the top and has nowhere to
go. Conversely, if the walk is constrained to only
move down the taxonomy then on most restarts the
walk will only be able to take a few steps before it
has nowhere to go and is forced to terminate. Fi-
nally, the reason that allowing both directions in
the walk generates shorter sentences than going
only up is because almost by definition, a synset
can have only 1 hypernym, but several hyponyms,
so it is more likely to choose a node that is directed
downward. In doing so, it behaves more similarly
to the algorithm that only goes down and generates
shorter sentences than the upward one.

Naturally, the larger the corpus (both in terms
of random restarts and tokens), the larger the vo-
cabulary. When comparing the impact of the di-
rection hyperparameter, going down produces cor-
pora with the least WordNet coverage, and go-
ing in both directions yields the highest coverage.
Again, this is a direct consequence of the structure
of the underlying graph. Due to the nature of the
random walk going downward the paths are short
and there is not much variety, so the vocabulary
coverage depends exclusively on the position of
the random restarts and is thus significantly lower.

Finally, we look at rare words in the generated
corpora. We define a word type as rare if it ap-
pears in the corpus less than 10 times. We calcu-
late the percentage of rare words (types/lexemes)
versus the full vocabulary. Overall, the percentage
of rare words gets smaller as corpus size increases,
as more and more words appear over 10 times.
However, the hyperparameters seem to have vary-
ing effects on this value. For the 500k corpora,
the highest percentage of rare words are in cor-
pora generated by only going up, while the low-
est percentage are in corpora generated when the
walk is allowed to proceed in both directions. All
percentages are slightly lower for corpora with a
3-word sentence minimum when compared to cor-
pora with a 2-word sentence minimum. Moving
up by one size, corpora with 1m sentences seem
to be at a tipping point. Looking at corpora with
a 2-word sentence minimum, they follow the per-
centage of rare words ordering as the 500k corpora
of up-down-both, but just barely, and if we look
at 3-word sentence minimum corpora the top two

rankings switch places. This switch is also appar-
ent in all the 2m-sentence corpora. The percent-
age of rare words drops off much quicker for cor-
pora generated by only going up compared with
corpora generated by only going down. Conse-
quently, even though the up direction generates
corpora with the highest percentage of rare words
in the smaller sizes, this percentage quickly drops
as the corpus size increases. Hence, corpora of
2m sentences generated by only going up have a
smaller percentage or rare words compared with
the corpora generated by only going down. Likely
this is a consequence of the much more drastic in-
crease in absolute number of tokens between the
two corpus varieties. The upward corpora consis-
tently have roughly twice as many tokens as the
downward corpora, given same number of sen-
tences (i.e. restarts). Overall, the corpus with
the smallest percentage of rare words, with only
2.34% rare words in the vocabulary, is the one gen-
erated with 2m restarts and allowing the walk to
move in both directions. Likely, this is because it
is generated from the graph with the most connec-
tions, and hence an overall higher coverage; at the
size of 2 million sentences, it would have traversed
most of the taxonomy several times over, thereby
significantly reducing the number of rare words.

3.3 Scaling Linguistic Laws of Natural
Languages

The properties described in Subsection 3.2 are a
consequence of the corpora being artificially gen-
erated from a WordNet’s taxonomic graph struc-
ture and from the way the random walk algo-
rithm has traversed this graph. However, inspect-
ing word distributions in the corpus showed inter-
esting regularities that seem to indicate similarities
with natural corpora. The regularities in the fre-
quency of text constituents have been summarized
in the form of linguistic laws (Altmann and Ger-
lach, 2016; Gerlach and Altmann, 2014). Linguis-
tic laws provide insights on the mechanisms of text
(language, thought) production. One of the best
known linguistic laws is Zipf’s Law (Zipf, 1949).
It states that the frequency, F of the ™ most fre-
quent word (i.e. the fraction of times it occurs in a
corpus) scales as follows:

Foxcr 2 Vr>1 (D

Zipf’s Law is approximated by a Zipfian distri-
bution which is related to discrete power law prob-
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Figure 1: Zipf distributions of two natural corpora (shaded blue and orange) and all our pseudo-corpora.
We group the three different directions taken by the random walk.
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Figure 2: Heaps’ law of two natural corpora (shaded blue and orange) and all our pseudo-corpora. We
group the three different directions taken by the random walk.

ability distributions. Here, A is the scaling expo-
nent and is ~ 1.0 for natural languages.

Heaps’ law is another scaling property and
shows how vocabulary grows with text size. Con-
sider n be the length of a text and v(n) be its vo-
cabulary size. Then Heaps’ law is formulated as:

v(n) xn® Vn>1 (2)

where the exponent for the Heaps’ law is found
to be 0 < 8 < 1 for natural languages.

Here we investigate whether our pseudo-
corpora uphold these laws, so as to confirm their
naturalness. We employed Kolmogrov-Smirnov
(KS) Distance to compare the pseudo-corpora
against the natural corpora. In our case, we check
KS distance between the natural and pseudo-
corpora for both Zipf’s and Heap’s law.

Our analysis revealed that the KS distance be-
tween our 2 natural corpora is consistent with
the distance between the natural and synthetic
corpora, indicating consistent variations for both
Zipf’s and Heaps’ law. For both our natural and
synthetic corpora, A 1.1 and 8 = 0.9. In
this case, it is fair to assume that our pseudo-

~
~

corpora maintain these properties of natural lan-
guage. This finding is important because it indi-
cates that embeddings trained on pseudo-corpora
will have similar shortcomings to embeddings
trained on natural text. For example, past research
has highlighted difficulties of learning good em-
beddings for rare words in natural corpora (Lazari-
dou et al., 2017; Pilehvar and Collier, 2017).

In addition, in Figures 1 and 2 respectively
we also plot Zipf’s law and Heaps’ law for all
our pseudo-corpora, alongside two natural cor-
pora (the Brown corpus (Francis, 1964) and a
small chunk of wikitext-2 (Merity et al., 2016)).
Though our test of KS distance confirms that all
the pseudo-corpora follow Heaps’ law and a Zip-
fian distribution, it is still interesting to note the
slight variations in the Zipf curves. Uniformly, the
up’ pseudo-corpora most closely match the nat-
ural corpora, the ’"down’ pseudo-corpora do so to
a much lesser degree, and ’both’ fall somewhere
in the middle. This indicates that the direction-
ality hyperparameter also enables us to simulate
slightly different underlying graph structures, in
a sense pruning the original graph from the per-
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spective of the random walk. These figures rein-
force the fact that the nature of the random walk
algorithm, the structure of the graph and the paths
that are walked have an impact on the resulting
pseudo-corpus.

Motivated by these findings, in the next section
we will evaluate the performance of a set of em-
beddings trained on a number of pseudo-corpora
and consider the effect of rare words on the per-
formance of these embeddings.

4 Evaluation and analysis

After generating all the corpora, we trained word
embedd