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A Stop-words Removing:

Our preliminary experiments show that although
Stop-words achieves notable speedup, it some-
times comes with a significant performance drop.
For example, removing Stop-words from SST-2
dataset, the test-time is 2x faster but the accu-
racy drops from 85.5 to 82.2. This is due to the
stop-words used for filtering text are not learned
with the class labels; therefore, some meaningful
words (e.g., “but”, “not”) are filtered out even if
they play a very significant role in determining the
polarity of the full sentence (e.g., “cheap but not
healthy”). Besides, we cannot control the budget
in the Stop-words approach.

B Hyperparameter Tuning:

As the performance is proportionate to the text se-
lected, controlling the selection budget we indeed
control the performance. In this section we discuss
how to control the selection budget by tuning the
hyperparameters.

B.1 Tuning the Bag-of-Words selector:
As an example, the following is the regularization
hyper-parameter C1 and corresponding selection
rate by the bag-of-words selector on IMDB.

C Selection rate (%)

0.01 27
0.05 37
0.1 53
0.11 63
0.15 66
0.25 73
0.7785 79
1.5 82
2.5 88

1https://scikit-learn.org/stable/
modules/generated/sklearn.linear_model.
LogisticRegression.html

B.2 Tuning skim-RNN:
We re-implement the skim-RNN model as the
same baseline as ours with large RNN size d =
300, and small RNN sizes d′ ∈ {5, 10, 15, 20},
and γ ∈ {1e−9, 1e−10, 1e−11}. For results in
Table 2 (in main paper), we compare our model
with the best results found from the skim-RNN
models with different d′, and γ. For IMDB, we
found the best speedup and accuracy with d′ = 10
and hence for Figure 2 (in main paper), we con-
sider this model with d′ = 10 and vary the selec-
tion threshold θ at inference time as described in
Seo et al. (2018) for getting different selection of
words. We report the accuracy and the test-time
for each setting and plot it in Figure 2 (in main pa-
per). The following is the selection thresholds for
IMDB.

θ skimmed(%)

0.45 99
0.48 97
0.47 93
0.505 63
0.51 54
0.52 34
0.53 20
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B.3 Tuning the WE selector:

For the WE selector, we vary the selection budget
by tuning the two hyperparameters sparsity (λ1),
and coherent (λ2) of Lei et al. (2016). In the table
below we provide an example settings for corre-
sponding fraction of text to select.

Sparsity (λ1) Continuity (λ2) Selection rate (%)

8.5e-05 2.0 2.0
8.5e-05 1.0 3.0
9.5e-05 2.0 5.0
9.5e-05 1.0 6.0
0.0001 2.0 9.0
0.0001 1.0 12.0
0.000105 2.0 13.0
0.000105 1.0 15.0
0.00011 2.0 16.0
0.00011 1.0 22.0
0.000115 2.0 23.0
0.000115 1.0 24.0
0.00012 2.0 28.0
0.00012 1.0 64.0

C Machine Specification:

A r c h i t e c t u r e : x86 64
CPU op−mode ( s ) :
32− b i t , 64− b i t
Byte Order :
L i t t l e Endian
CPU( s ) : 12
On− l i n e CPU( s ) l i s t : 0−11
Thread ( s ) p e r c o r e : 2
Core ( s ) p e r s o c k e t : 6
So ck e t ( s ) : 1

NUMA node ( s ) : 1
Vendor ID :
G e n u i n e I n t e l
CPU f a m i l y : 6
Model : 63
S t e p p i n g : 2
CPU MHz: 1200 .890
BogoMIPS : 6596 .22
V i r t u a l i z a t i o n : VT−x
L1d cache : 32K
L1i cache : 32K
L2 cache : 256K
L3 cache : 15360K
NUMA node0 CPU( s ) : 0−11
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