
A Effects of Fine-Tuning for

Cross-Lingual Training

For our cross-lingual experiments in Section 2.3,
we observe that fine-tuning on the target treebank
always improves parsing performance. Table 9 re-
ports LAS for cross-lingual models with and with-
out fine-tuning.

size cross-base +Morph +Nonce

T100 57.9 (+4.6) 59.5 (+6.2) 59.3 (+6.0)
T50 48.3 (+5.8) 49.8 (+7.3) 50.1 (+7.6)
T10 29.8 (+11.3) 34.9 (+16.4) 34.8 (+16.3)

# with fine tuning (FT) #
T100 61.3 (+8.0) 60.9 (+7.6) 61.7 (+8.4)

T50 52.0 (+9.5) 51.7 (+9.2) 52.0 (+9.5)

T10 34.7 (+16.2) 37.3 (+18.8) 35.4 (+16.9)

Table 9: Effects of fine-tuning on North Sámi devel-
opment data, measured in LAS. mono-base and cross-
base are models without data augmentation. % im-
provements over mono-base shown in parentheses.

B Cyrillic to Latin Alphabet mapping

We use the following character mapping for Cyril-
lic to Latin Kazakh treebank transliteration.

Figure 3: Cyrillic to Latin alphabet mapping.


