Speeding up Reinforcement Learning-based Information Extraction
Training using Asynchronous Methods : APPENDIX

Aditya Sharma
Indian Institute of Science
Bangalore, India
adisharma0O75@gmail.com

1 Experimental Setup

For RLIE-DQN and RLIE-A3C, all experiments
were carried out on an 18 core Intel Xeon E5-2666
v3 (Haswell) CPU.

2 Hyperparameter Values

For RLIE-A3C, we set discount factor v = 0.8,
and the entropy related hyperparameters 34 and 3,
to 0.05 and 0.01, respectively. The learning rates
are sampled from LogUniform(10~%,1072). The
global network is updated after every 500 steps.
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3 RLIE-A3C: Psuedocode for each
parallel agent

The pseudocode for each parallel agent of RLIE-
A3C is described in Algorithm 1.

Algorithm 1 Asynchronous advantage actor-critic
- pseudocode for each parallel agent p

z€{d,q}
// Assume global shared parameter vectors 0, and 0, and
global shared counter T' = 0
// Assume thread-specific parameter vectors 0% and 6% for
parallel agent p
Initialize thread step counter ¢ < 1
repeat
Reset gradients: df, < 0 and df,, < 0.
Synchronize thread-specific parameters 62 = 0, and
0b =0,
tstart =T
Get state s
repeat
Perform aq: according to policy ma(aqz|se; 6%)
Perform a4 according to policy 74 (aqt|st; 07)
Receive reward r; and new state S¢4+1

tt+1
T+T+1
until terminal s; or ¢ — tstart == tmax
R— 0 for terminal s;
1 Vs, 05) for non-terminal s;//from last state

foric {t—1,...,tstare} do
Gt <1y + vV (s¢,0%)

A(se, at; 0y) = Z;ZSFI Y Riy; +
ATV (St 4t ygn; O0) = V(525 600)

Accumulate gradients wrt 62: do? —
do;  +  Vgplogma(as;,s,07)A(si az,;07)  +

BV gp H(mz (515 0%))
Accumulate gradients wrt d0% < d0} + 9(G: —
V(st50%)) /068
end for
Perform asynchronous update of 64 using d6%, of 8,
using df% and of 6, using do%.
until 7" > Thnae




