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1 Resources and Features

1.1 Corpus

Table 1 describes the different languages considered in our experiments and the differ-
ent corpora used. Evaluation is carried out on the test sets of the treebanks of the
Universal Dependency Treebank Project (UDT v2.0 in Table 1) [3], for Czech on the
CoNLL’09 Shared Task on Dependency Parsing [1], for Greek on the Greek Dependency
Treebank [6] used in the the CoNLL’07 Shared Task on Dependency Parsing [4] and for
Arabic on the Arabic Treebank [2]. In the Universal Dependency Treebank, all data are
annotated with the Universal POS tagset of [5]. For the other three corpora, as well as
for the English side of all parallel corpora, the tagset was mapped to the universal POS
tagset using the mappings from [5]. Note that for Greek, only the the test set of the
treebank is freely available.

Language Language Family Parallel Corpus Labeled Data

ar Arabic Afro-Asiatic/Semitic NIST Arabic Treebank
cs Czech Indo-European/Balto-Slavic Europarl CoNLL 2009 Shared Task
de German Indo-European/Germanic Europarl UDT v2.0
el Greek Indo-European/Hellenic Europarl Greek Dependency Treebank
es Spanish Indo-European/Italic Europarl UDT v2.0
fi Finnish Uralic/Finnic Europarl UDT v2.0
fr French Indo-European/Italic Europarl UDT v2.0
id Indonesian Austronesian/Malayo-Polynesian Open Subtitle UDT v2.0
it Italian Indo-European/Italic Europarl UDT v2.0
sv Swedish Indo-European/Germanic Europarl UDT v2.0

Table 1: Description of the different languages considered and the resources considered
for each language. UDT stands for Universal Dependency Treebank.

1

http://www.ircs.upenn.edu/arabic/
http://hdl.handle.net/11858/00-097C-0000-0001-C6D1-9
https://code.google.com/p/uni-dep-tb/
http://gdt.ilsp.gr/greek_gdt_test.conll.zip
https://code.google.com/p/uni-dep-tb/
https://code.google.com/p/uni-dep-tb/
https://code.google.com/p/uni-dep-tb/
https://code.google.com/p/uni-dep-tb/
https://code.google.com/p/uni-dep-tb/
https://code.google.com/p/uni-dep-tb/


1.2 Features

We use, in all our models, a standard feature set, similar to the one used in previous
works that is made of the following features:

• for the current word, as well as for the two previous and the two following words:

– lowercased word form if the word appears more than 10 times in the training
set;

– last 2 and 3 letters of the word if they appear in more than 20 different word
types;

• two binary features that indicates whether the word starts with an uppercase or
not;

• two binary features that that indicates whether the the word contains an hyphen;

• two binary features that indicates whether the word is written in Greek or Latin
alphabet;

• the previous two labels predicted, the conjunction of both and the conjunction of
the previous label and the previous word are

As sole preprocessing, all digits are mapped to a special token.

2 Partially observed CRF model

We use our own implementation of the partially observed CRF model ŶCRF
wik. +L described

in [7], with the feature templates depicted above.1 For each language, we sample 100 000
sentences and run 30 iterations of resilient backpropagation (R-Prop) algorithm with
elastic net regularization. In the context of under resourced languages, one would be
unable to use a development set to fine tune the hyper-parameters, so following [7] we
arbitrarily set the `1 and `2 regularization parameters to 1.
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Maria Antònia Mart́ı, Llúıs Màrquez, Adam Meyers, Joakim Nivre, Sebastian Padó,
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