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Automatic Indexing and Generating of 
Content Graphs from Unrestricted Text^

1 Introduction

F or qu ite som e tim e, I have been  exp lorin g  the surface signals o f  language, and 
try in g  to  put them  to  as m uch use as possib le , prim arily  in m orp h ology -based  
p art-o f-sp eech  assignm ent (K ällgren  1984a,b ,c, 1985) and pattern -based  syn tac
tic  analysis (K ä llgren  1987). T h is  kind o f  large-scale, probabilistic  parsing on  the 
basis o f  m orph olog ica l and syn tactic  patterns has lately com e to  use in several 
p ro je cts . S om e m odels  that have been  docu m en ted  axe the U C R E L  parser in 
E ngland for  the B row n  and L O B  co rp o ra  (G arside &  Leech 1987), the V O L - 
S U N G A  parser in the U S A  for  the B row n  corpu s (D eR ose  1988), K en  C hu rch ’s 
stoch astic  m odels  (C h urch  1988), as well as oth er w ork in the US (B lack  1988), 
bu t I am  sure w ork  a lon g  these lines is go in g  on  in several places.

T h e  im petu s beh in d  the w orks ju st m entioned is m ainly  a need for analyzing 
large am ou n ts o f  unrestricted  text in a  w ay that is n ot t o o  resource-dem anding, 
e ither on  tim e or on  com p u tin g  pow er. A s a  secon dary  goa l, I have seen the needs 
o f  large-sca le in form ation  retrieval. K eep in g  m y original surface-orientation , I 
have gon e  further from  the analysis in to  parts-o f-speech  and constituents and 
started  to  lo o k  at the ex traction  and  representation  o f  som e kind o f  ‘ con ten t’ 
from  the surface o f  texts , w ith ou t any kind o f  know ledge base support. T h is 
m ight seem  qu ite  im possib le . M an y o f  the o th er papers in this volum e deal w ith  
h ow  unavailable in ferences are to  the com prehension  o f  text, and o f  course they 
are right. I f  th e  aim  is t o  bu ild  a  com pu terized  system  that will in any way 
sim ulate language understanding, it is necessary to  have a  large know ledge base 
and  m echanism s for  m aking inferences from  it, but there are also applications 
w here the hum an know ledge and  in ferencing capacities can  be  used instead. M y 
ap p roach  in the experim en t to  b e  reported  here has been to  let each on e do
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ferring the program to a PC environment and has also written the part of the whole system 
that checks for collocational pairs. I also wish to thank Benny Brodda, Kari Fraurud, and Sune 
Magnberg for valuable comments on earlier drafts of this article.
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what h e /s h e /i t  is g o o d  at; let the com p u ter store , sort, and  find facts , and  let 
the hum an being d o  the inferencing.

T h is is actu ally  the w ay it n orm ally  is in the field o f  in form ation  retrieval, 
where it is the hum an user that (interactively, at best) decides w hether s h e /h e  
has g ot the desired m aterial. T h e  prob lem  is then to  p rod u ce  an op tim a l basis 
for that decision. I have so  far been testing a u tom atic  indexing  o f  texts , i. e. 
to  find central con cep ts  in  texts  au tom atica lly  (K ällgren  1984c). T h is  is n ot all 
that diflBcult, bu t n ot all that effective either. In ord er to  b e  coverin g , the index 
lists will easily grow  t o o  lon g ; i f  shortened , im portan t descrip tors m ay d isappear. 
T his is an instance o f  w hat is know n as the con flict betw een  recall and  precision . 
Still it is clear that sim ple w ord  lists can  b e  qu ite in form ative, th ou gh  a  bit 
boring.

I have also gone to  the oth er extrem e and tried  to  a ctu a lly  generate coherent 
abstracts autom atica lly  (K ällgren  1988). T h is  w ould  certa in ly  be  desirable, and 
though  it is far away, I d o  not th ink it is im possible.

W h at I will report on  here is som eth ing  in betw een. It is a  w ay o f  show ing 
central con cepts and their interrelations in w hat I have ca lled  ‘ con ten t grap h s ’ . 
It is then up to  the user to  interpret the relations and m ake the inferences that 
are needed in order to  get a  p icture o f  the content o f  the con cern ed  text.

In principle, it m ay be  w ron g  to  talk  abou t con ten t graphs. T h e  graphs 
picture ‘ what a  text is a b o u t ’ , rather than its con ten t, but to  ca ll them  ‘ abou tn ess 
graphs’ is ju st to o  clum sy. W h a t these graphs actu a lly  d o  is to  g ive  a  hint abou t 
the content o f  a  given tex t, n ot a  full and true representation  o f  it.

G iven these lim itations, the graphs still have their ju stifica tion . T h e  deriva
tion  o f  them  from  texts is an interesting task, for a  set o f  reasons: T h e  process 
can b e  fu lly autom atized . It can  be  run on  unrestricted  tex t w ith ou t m anual pre
processing. T h e  ou tpu t can  o ften  be  strik ingly  accu rate. It a lso seem s to  have 
som e interesting psycholingu istic im plications.

2 Surface-Oriented Indexing and Information 
Retrieval

O f course, different kinds o f  surface-oriented  m eth ods have been  used exten 
sively through  the years in research on  au tom atic  in form ation  retrieval. Salton  
&  M cG ill (1983) g ive a  broad  overv iew  o f  the field and  a lso  report interest
ing data  on  the n otoriou sly  diflScult evaluation  o f  in form ation  retrieval system s. 
M any o f  the system s described  m ake use o f  a d ja cen cy  and  term  frequ en cy  fea
tures in different com bination s, and som e system s take in to  a ccou n t n ot on ly  
term s that are im m ediately  2uljacent but a lso  term s that ap pear w ith in  a  lim 
ited  distance o f  each o th er (ib id . p. 33 ). S ophisticated  m eth od s for  com p u tin g  
frequency and relative weight o f  term s occu rin g  in docu m en ts are also described . 
Frequency o f  im m ediately  ad jacent term s is used as a  m eans o f  find ing com p lex  
term s (such as ‘ in form ation  retrieval’ ), bu t the authors d o  n ot rep ort any w ork 
dealing w ith  frequency o f  m ore loose ly  con n ected  term s. T h e  results o f  their ex 
perim entation  is encouragin g  in that they  show  that w ell-constructed  au tom a tic
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in dexin g  system s m ay perform  qu ite as well as m anual indexing, and also that 
sim ple su rface-based  procedu res can  b e  as g o o d  as or  better than m ore refined 
m eth od s (ib id . p . 102).

T h e  orig ina l insp iration  for this w ork  com es from  Phillips (1985) which relates 
to  som e very  early  w ork  w ith in  com p u tation a l linguistics (e .g . Sinclair et al. 
1970). M an y o f  the ideas suggested  at that tim e w ould  deserve a  renewed interest 
today , w hen com p u ta tion a l pow er as well as linguistic know ledge has increased 
(th e  form er con siderab ly  m ore  than  the latter, how ever). A  g o o d  o ld  idea  that 
turns up every now  and then is the con cep t o f  co lloca tion . C o lloca tion s  are w ords 
that appear togeth er con siderab ly  m ore  o ften  than w ould b e  exp ected  on  purely 
statistica l grou nds. T h e y  can  either b e  im m ediately  ad jacent or  appear within 
a lim ited  d istance from  each other. T h is  d istance, in term s o f  num ber o f  words, 
6an b e  ca lled  a  span. ‘ C o llo ca t io n ’ and ‘ sp an ’ are basic con cep ts  in m y m ethod  
for  generating graphs.

T o  search for  co llo ca tion s  can  b e  a  w ay o f  finding the id iom s o f  a  language, 
b o th  those that are entirely fixed, like ‘ red ta p e ’ , and those that conta in  slots, 
like ‘pull som eon e ’s leg ’ . It can  also be  a  w ay o f  finding relations betw een w ords. 
In the kind o f  con ten t analysis that is carried  ou t in the social sciences, co o ccu r 
rences betw een  predesigned  pairs or  sets o f  w ords have som etim es been  investi
gated . M y  treatm ent o f  the co llo ca tion s  is related to  b oth  uses; to  the form er in 
regarding all w ords in a  text as liable to  enter co lloca tive  relations, to  the latter 
in assigning som e kind o f  sem antic load  to  the relations. T h is am ounts to  saying 
th at the fa ct that tw o w ords co o c c u r  suspiciously  often  carries som e m eaning in 
itself.

T h ere  is, how ever, on e  lim itation  on  w hat w ords can form  co lloca tion s  in m y 
system . T o  avoid  uninteresting co lloca tion s , such as article  plus noun etc ., I on ly  
take con ten t w ords in to  regard, n ot form  w ords. T h e  d istin ction  betw een content 
w ords and  form  w ords is o f  cou rse not tota lly  clear (w hich  linguistic d istinctions 
a re?), bu t clear enough  to  b e  operationalizable . T here  are som e rare instances 
o f  h om ograph y, as w hen ‘o u t ’ can be  a  noun in con n ection  w ith baseball, and 
som e adverbs can  b e  felt to  b e  ‘ con ten t h eavy ’ . D isregarding this, form  w ords 
can  b e  given  as lists o f  w ords from  the closed  categories; pronouns, prepositions, 
adverbs, auxiliary  verbs, articles, particles, and con ju n ction s. R em ovin g  such 
w ords from  running tex t, o r  p lacing  them  on  so-ca lled  ‘ stop  lists ’ , is a  m uch 
used p ractice  in au tom atic  indexin g , and it is estim ated  that abou t 250 com m on  
w ords cover 40-50  percent o f  an average E nglish text (Salton  k . M cG ill p. 71). 
L em m atization  and rank orderin g , as described  in steps 2 and 3 in the algorithm  
be low , are a lso  w ell-established techniques.

3 The Algorithm
T h e  m eth od  can  now  b e  presented in the form  o f  an a lgorithm , w hich  I will 
p roceed  to  d escribe  and exem plify .
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(1) T he ALGORITHM:

1. Eliminate all form words.

2. Lemmatize the remaining words, i. e. disregard differences at the end of words 
that either belong to the sets of derivational and inflectional endings or are 
admissible combinations of those.

3. Rank the lemmas in order of frequency.

4. Decide on a lowest frequency of lemmas and exclude the lemmas below that level. 
The level is dependent on the length of the text and the degree of recall wanted. 
The lemmas above the frequency threshold form the set of INDEX words.

5. Decide on a SPAN length. The length of the span is not dependent on text length 
or wanted recall, but might be language dependent.

6. Find all instances where two words from the index set appear within the same 
span. These are the COLLOCATIONAL PAIRS.

7. Find all pairs that are identical, disregarding order, as the pairs in themselves 
are unordered.

8. Rank the collocational pairs in order of frequency.

9. Decide on a lowest frequency of collocational pairs, based on the same principles 
as for the lemma frequency. Pick out all pairs above that frequency.

10. Construct ADJACENCY LISTS, i. e., for each lemma, list all other lemmas with 
which it forms a pair.

11. Use the adjacency lists as input to the GRAPH-drawing program.

A ltern ative version  w ith  graphs draw n by  hand:

10' Try to find optimal orderings of the pairs, look for central concepts that occur 
in many pairs.

11' Draw the GRAPH.

4 Implementation
T h e  system  has been tested  for Swedish, and the program s for  rem oving  form  
w ords and lem m atizing con ten t w ords so  far on ly  exist in Swedish versions. T h e y  
are a  set o f  L isp procedures running on  P C s. F or the pu rpose  o f  d em on stra tion , I 
will how ever use an English text w here the lem m atizing has been  d on e  m anually. 
T h e  full English text is g iven in A p p en d ix  A  and all exam ples b e low  are taken 
from  that text. A p p en d ix  B  conta ins three shorter Swedish texts  and  A p p en d ix  
C  their respective graphs. T hese  have been  p rod u ced  in a  w h olly  au tom atica l 
way as specified  in the algorithm .

T h e  rem oval o f  form  w ords is, as stated  above , sim ply d on e b y  rem oving  all 
w ords on  a  pre-specified  list from  the text. L em m atization  is n orm ally  a  far from
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triviaJ process, but can  in this con n ection  be  don e in a  sim plified m anner. T h e 
tex t, devo id  o f  its form  w ords, is treated as a  w ord  list and sorted a lphabet
ically. W ords th at start in a  sim ilar w ay are com pared  as to  their endings. I f 
tw o w ords axe iden tica l all the way, th ey  clearly  be lon g  together. I f  the parts 
w here th ey  differ be lon g  to  the pre-defined set o f  endings, they  are also regarded 
as be lon g in g  togeth er. T h is  m atch ing  can  be  don e in m ore  o r  less sophisticated 
w ays. E ither the pairs o f  m atched  endings m ust signal the sam e part-of-speech  
and  b e  m orp h olog ica lly  con n ected , as w hen berry  and berries  form  a lem m a 
berr  w ith  m atch ing  endings y  —  ies . O therw ise, anyth ing ‘endinglike’ will do, 
as w hen fa v o r ite , favored  and  favorable  are m atched. A ctu a lly , I th ink the latter 
a lternative, lem m atizing  across part-o f-speech  boundaries, shou ld  be  preferred, 
as we are prim arily  look in g  for  sem antic relations, regardless o f  h ow  they are ex
pressed. In this way, the tru n cated  stem s (see be low ) that represent e2w:h lem m a 
com e  to  refer to  a  con cep t m ore  than ju st a  w ord. T h is kind o f  lem m atization  
has been  ca lled  ‘ ro o t lem m atiza tion ’ and a linguistically  soph istica ted  way o f  
do in g  it is d escribed  in F je ld v ig -G o ld en  (1984).

S em antica lly  erroneous lem m atization  cau  o f  course not be  avoided , as when 
late, w h ich  in the tex t is used in  the sense o f  deceased, is lem m atized  w ith  a 
tem pora l lately. T h is  is how ever n ot such a b ig  prob lem  as one m ight suspect, as 
such in felicitious pairings rarely  reeich a  frequ en cy  where they will in fluence the 
o u tco m e  o f  the entire p rocess. T o  so lve  the problem , on  the other hand, w ould 
dem au d  a  very  large apparatus based on  n ot on ly  sem antic but also pragm atic 
know ledge.

W h a t is left w hen possib le  endings have been  rem oved is a  tru n cated  stem , 
w here th e  tru n cation  process has som etim es been  qu ite brutal. T h e  truncated  
stem s can  now  b e  sorted  accord in g  to  frequ en cy  and  those below  a  certain  level 
are rem oved . F or th e  short sam ple text o f  tw o typ ed  pages, a  frequency level o f  
tw o was settled . T h is  is o f  cou rse the m inim al frequency. A  frequency o f  on e has 
n o  d iscrim in atory  effect w h atsoever, as those lem m as can  never o ccu r  in m ore 
th an  on e  pair. T h e  lem m as w ith  a  frequ en cy  o f  tw o o r  m ore  in the sam ple text 
axe g iven  in (2 ). T h e y  are ca lled  in d ex words and axe saved on  a  sepaxate file 
to  b e  m atched  against th e  fu ll text in the next step  o f  the process. For a  longer 
tex t, a  higher frequ en cy  level m ight have been  preferred in order to  lim it the 
set o f  in dex  w ords. T h is  is a  typ ica l instance o f  ba lancing  recall and precision  to  
reach a  result that is felt to  b e  adequate.
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(2) Index words. (Lemmas with frequency > =  2.)

acre hair orchard
berr I past
brow n includ plant
captivat N orth J sla n d p rod u c
ch ance Jim -M aclou gh lin seed
Chinese kiwi ship
com m ercia l kiw ifruit sold
cou n tr late success
d evelop lem on tast
ear like T e-P uke
egg m arket thousajid
favor m e vine
five m illionaire w hite
flesh m ost wild
&uit new w orld
green New JZealand year

N ext, a  span length has to  be  settled . T h is  d oes n ot, how ever, seem  to  be  con 
nected to  recall and precision  in the sam e w ay as the frequ en cy  lim its. R ath er, 
there seem s to  be  an op tim a l span  length . Increasing or  decreasing the span 
length in relation  to  the op tim a l length  w ill in crease /d ecrease  recall in the way 
that w ould be  expected , w hile b o th  increase and decrease o f  span length , inter
estingly enough , seem  to  reduce precision . A n  increase in span length  will g ive 
m ore o f  accidental and thereby uninteresting co llo ca tion s  and  also a  h igher rel
ative frequency o f  such uninteresting co llo ca tion s  am on g  all co llo ca tion s  a b ove  
the critica l threshold  that is to  be  set in step  9 o f  the a lgorithm . A t the sam e 
tim e, increased span length  seem s to  g ive surprisingly  few  new  ‘ h its ’ , w hile the 
o ld  hits run a  risk o f  be in g  ou tn um bered  b y  the new  acciden tal co llo ca tion s . A  
decrease in spcin length  w ill rem ove m any w anted co llo ca tion s , w hile the relative 
p rop ortion  o f  hits am on g  the rem aining co llo ca tion s  will not increase. A n y  vari
ation  o f  the span length  thus seem s to  g ive a  reduced  p rop ortion  o f  sem antica lly  
significant co lloca tion s . T h is  is, how ever, on ly  su b jectiv e  im pressions from  sm all- 
scale tests w ith  varying span length. S im ilar results have been  reached b y  others 
(S inclair et al. 1970, referred in Phillips 1985), and have led to  establish ing a 
span length o f  four orth ograp h ic  w ords as optim al.

T his is a  po in t that w ou ld  deserve a  m ore th orou gh  investigation . It p rob a b ly  
has som ething to  d o  w ith the norm al size o f  com m on  con stru ction s: m odifier 
and noun will a lm ost alw ays appear w ith in  less than  fou r w ords d istance, as will 
m ostly  su b ject— verb and verb— o b je c t , w hile e. g. m ore peripheral adverbials 
will not o ccu r  that close to  the nexus part o f  the sentence.

In the sam ple app lica tion , the span length  is settled  to  the op tim a l 4. T h e  
original text, including form  w ords, is searched for  occu ren ces  o f  the (tru n ca ted ) 
stem s o f  the index w ords. W h enever a  w ord  con ta in in g  such a  stem  is fou n d , a  
span o f  four w ords is scanned for m ore  occu ren ces o f  (stem s o f )  index  w ords. I f
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any are fou n d , the resulting pairs are stored  and the search goes on . In (3 ) a 
clause from  the text is g iven w ith  all in dex  w ords capitalized .

(3 ) T H O U S A N D S  OF A C R E S  ARE N E W ly  P L A N T E D  EACH Y E A R  IN A 
DOZEN OR MORE C O U N T R IE S , . . .

H ere, thousand  co llo ca tes  w ith  acre  and  n ew , but n ot w ith  plant. A cre  co l
loca tes  w ith  n ew  and plan t, n ew  w ith  plant and year, emd plant w ith year. 
C ou n tr  has n o  co llo ca tion s  in this instance. T h e  internal order o f  the co lloca 
tion a l pairs is o f  n o  im p ortan ce , so  the stem s w ithin each  pair ^lre stored in 
a lp h abetica l order. T h e  pairs are then sorted  a lph abetica lly  and the frequency 
o f  each  co llo ca tion a l pair is ca lcu lated .

T h e  n ext step  is again  to  d ecide  on  a  low est frequency, this tim e o f  co lloca 
tion a l pairs. T h is  decision  governs w hich  pairs, and consequently  w hich  lem m as, 
are to  be  regarded  as representative o f  the content o f  the text. A s this has such 
great im p a ct on  the ou tp u t, it m ay well be  that it should be  possib le  to  vary 
the frequ en cy  th resh old  for  co llo ca tion a l pairs interactively, in order to  facilitate 
closer in spection  o f  in teresting findings. A  way o f  m aking exp^lnsions o f  the sets 
o f  lem m as and  relations w ill b e  d escribed  below .

In (4 ) , all co llo ca tion a l pairs w ith  a  frequency equal to  or a b ove  2 in the 
sam ple tex t axe given in a lph abetica l order.

(4) Collocational pairs with frequencies.

berr —  kiw ifruit 2
com m ercia l —  kiw ifruit 2 
d evelop  —  kiw ifruit 2
flesh —  green 2
I —  kiw ifruit 3
I —  N ew -Z ea lan d  2

T h e  idea  is th at this can  give a  m ore  o r  less accu ra te  p icture o f  con cepts 
and  relations that are centra l t o  the tex t, at least in the sense that they show  a 
h igh  frequency. M ostly , this is suflicient to  p rov ide  a  hint abou t w hat the text 
is a b ou t. In  som e cases there m ay how ever b e  a  need for enlarging the basis o f  
th e  representation . T h is  can  b e  d on e b y  settin g  a low er m inim al frequency level 
for  lem m as o r  co llo ca tion a l pairs or  b o th , bu t this m eans redoing parts o f  the 
p rocessin g . A  b etter w ay can  b e  to  use a  set o f  expansion  operations as defined 
below .

W ith o u t changing the given  frequ en cy  levels for  lem m as and co lloca tion a l 
pairs, we can  derive th e  fo llow in g  sets o f  con cep ts  and relations betw een con cep ts:

(5) Expansions

P r im a r y  c o n c e p t s :  the lem m as occu rin g  in the pairs orig inally  picked ou t by 
the algorith m .
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F ir s t  e x p a n s io n : all co llo ca tion s  betw een prim ary con cep ts.

S e c o n d  e x p a n s io n : all o th er lem m as co llo ca tin g  w ith  prim ary  con cep ts . T h is 
gives the set o f  secon dary  con cep ts.

T h i r d  e x p a n s io n :  all co llo ca tion s  betw een  secon d ary  con cep ts.

F o u r t h  e x p a n s io n :  all lem m as co llo ca tin g  w ith  secon dary  con cep ts.

E t c .

T h e  secon d  and  fou rth  (generally : all even ) expansions are ‘op en in g ’ expan 
sions, as th ey  brin g  in new  con cep ts. T h e  first and th ird  (^lnd all o d d ) expansions 
are ‘ c los in g ’ , as they  establish  relations betw een existing con cep ts  and  m ake the 
correspon d in g  graph m ore closely  knit.

In  (6 ) below , we see for each o f  the p rim ary  con cep ts  the co llo ca tion s  it enters:
a ) w ith  oth er prim ary con cep ts and w ith  a  frequ en cy  a b ove  the m inim al level;
b ) w ith other prim ary con cep ts  but w ith  a  frequ en cy  be low  the m inim al level 
(first expan sion ); c ) all co lloca tion s  betw een p rim ary  con cep ts  and oth er lem m as 
from  the set o f  in dex  w ords (secon d  expan sion ). T o  con stru ct all interrelations 
betw een all those item s w ou ld  in its turn g ive the th ird  expansion .

From  (6 ) we can  also see that another ch aracteristic  o f  the co llo ca tion s  is 
their ability  to  delim it the in terpretation  o f  polysem ou s w ords. T h e  pairs that a  
w ord  can enter w ill o ften  signal the specific  m eaning in w hich  the w ord  is used 
in a  particular text. T h is  is n ot so  strik ing in this text as in som e others, but 
look ing  at e g  green  we w ill see that we have to  d o  w ith  the green o f  fru it, not 
that o f  green paint, and  com m ercia l d oes n ot d irectly  refer to  e. g. banking, but 
to  com m ercia l aspects o f  grow ing fruit.
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(6 ) C o l l o c a t io n a l  p a ir s  w it h  f r e q u e n c ie s : a ) p r im a r y  c o n c e p t s , b )
FIRST EXPANSION, C) SECOND EXPANSION

Primary concepts Possible expansions
kiwifruit:
a) 3 kiwifruit I b) 1 kiwifruit New.Zealand

2 kiwifruit berr c) 1 kiwifruit captivat
2 kiwifruit commercial 1 kiwifruit chance
2 kiwifruit develop 1 kiwifruit includ

1 kiwifruit Jim.Macloughlin
1 kiwifruit millionaire
1 kiwifruit adjacency
1 kiwifruit plant
1 kiwifruit sold
1 kiwifruit tast
1 kiwifruit vine
1 kiwifruit year

berr(y):
a) 2 berr kiwifruit c) 1 berr brown

1 berr like
1 berr tast
1 berr wild

commercial:
a) 2 commercial kiwifruit b) 1 commercial New .Zealand

c) 1 commercial orchard

develop:
a) 2 develop kiwifruit b) 1 develop New.Zealand

c) 1 develop taste
1 develop vine

flesh:
a) 2 flesh green b) 1 flesh I

1 flesh kiwifruit
c) 1 flesh tast

green:
a) 2 green flesh b) 1 green I

1 green kiwifruit
c) 1 green fruit

1 green seed

I:
a) 3 I kiwifruit c) 1 I I

2 I New.Zealand 1 I vine

New .Zealand:
a) 2 New.Zealand I c) 1 New.Zealand captivat

1 New.Zealand lemon 
1 New.Zealand NorthJsland 
1 New.Zealand produc 
1 New.Zealand tast

B oth  (4 ) and  (6 ) can , as said before , g ive hints a b ou t the con ten t o f  texts if 
the lists are in terpreted  b y  a norm ally  inventive hum an being. A  graph ic repre
sentation  o f  the sam e facts  seem s, how ever, to  be  m ore striking and to  facilitate
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inference m aking. T o  p roceed  to  this, a  set o f  a d ja cen cy  lists is con stru cted  on  the 
basis o f  (4 ). T h e  a d jacen cy  lists form  the input to  the graph -draw ing  program , 
where eaeh lem m a will correspon d  to  a  n od e  in  the graph . In an ad ja cen cy  list, 
eaeh lem m a, i. e. each n od e , is given  a  list o f  all its im m ediately  ad jacent nodes. 
T his way, each co llo ca tion a l pa ir will be  represented tw ice, corresp on d in g  to  the 
tw o possible d irections o f  th e  arc betw een the nodes. T h e  graphs resulting from  
this system  are how ever u ndirected . It w ou ld  be  p ossib le  to  have w eighted arcs 
in the graph , corresp on d in g  to  the frequencies o f  co llo ca tion a l pairs, bu t this has 
not been im plem ented in the present system . T h e  a d ja cen cy  lists derived  from  
(4 ) are show n in (7 ).

(7) A djacency lists

kiw ifru it(I, berr, com m ercia l, d evelop )
berr(k iw ifru it)
com m ercia l(k iw ifru it)
develop(k iw ifru it)
flesh(green)
green(flesh)
I(k iw ifru it, N ew -Z ea lan d)
N ew -Z ea lan d (I)

5 Graph-Drawing
T h e  last step in the a lgorithm  is the draw ing o f  a  graph . A u to m a tic  draw ing o f  
graphs b y  m eans o f  a  com p u ter is a  dem an din g  task, especia lly  i f  the w ork , as 
in the present case, is to  be  don e on  a  P C . W e have, how ever, been  able to  find 
a  satisfactory  solution .

T h e  program  consists o f  tw o m ain parts. T h e  first on e finds the areas and 
subareas that togeth er build  up the graph . It tries to  avoid  crossing arcs, but 
if  that is not possib le, the program  finds the best p laces to  add  ‘p seu d o -n od es ’ , 
i. e. crossings. Its ou tp u t is a  ‘ road  d escrip tion ’ o f  the graph . T h e  secon d  part o f  
the program  perform s the com p u tation a lly  heavy task o f  actu a lly  draw ing the 
graph, laying it ou t n icely  on  the screen or in a  file that can  be  stored  or  printed 
out on  paper.

T h e  first part o f  the program  was originally  w ritten  by  B oris P rochaska  as 
a part o f  his exam ination  at the R oya l Institute o f  T ech n ology  in S tock h olm  
(P rochaska 1988), and the secon d  part was w ritten  by  S ten-E rik  B ergner, w h o 
was B oris ’ supervisor during his exam ination  jo b  at E ricsson  T elecom . T h eir  
version o f  the program  is w ritten  in P S L -L isp  and had to  be  rew ritten  in G C - 
L isp , a  subset o f  C om m on  L isp , for use on  P C s. T h is  n on -triv ia l jo b  has been 
undertaken by Sune M agn berg , w hose program m ing skills, earlier know ledge o f  
graph theory, and general com bin ation  o f  inventiveness and patience, m ade the 
jo b  o f  transporting  the ‘ p orta b le ’ L isp possible.

T h e  result o f  all this is a  graph ic representation  o f  the lem m as and relations 
that have a  high frequency in a g iven text and, for  that reason , can  b e  assum ed
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to  have stron g  con n ection s  to  w hat the text is ab ou t. T h e  graph that, by  means 
o f  the described  system , can  b e  au tom atica lly  derived from  the text in A pp en d ix  
A  is show n in (8 ) , w hile (9 ) is the first expansion  o f  that graph (cf. (5 )).

8
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6 Concluding Remarks
T hese graphs su pport in princip le the sam e inferences as d id  the lists o f  pairs, 
but in a  neater way. T h e  kind o f  relations that are signalled by  the arcs varies 
considerably  and is left t o  the hum an user to  guess— at the risk o f  m aking 
m istakes. A  very  natural qu estion  to  ask is w hether all this apparatus gives 
anything m ore than w ou ld  a  sim ple list o f  h igh -frequ en cy  w ords. M y  im pression  
is that it does. B elow  is a  list o f  the 9 m ost frequent lem m atized  con ten t w ords in 
the text, all lem m as w ith  a  frequ en cy  o f  4  o r  higher. T h e  list shou ld  b e  com pared  
to  the w ords o f  the a d ja cen cy  lists, (7 ) , and  to  the fu ll text in A p p e n d ix  A .

(10) Content words from K iwi-text, lemmatized and sorted ac
cording TO FREQUENCY

13 kiw ifruit 
10 New_ZeaJand 

5 berr 
5 ship 
4 Chinese 
4 vine 
4 I
4 lem on 
4 m arket

K iw ifru it, N ew .Z ealand , berry/ies, and /  are a lso represented am on g  the 
eight lem m as picked ou t by  the gra p h -con stru ctin g  a lgorithm  and the graph  
clearly show s their centrality. T h e  graph  also show s com m ercia l and d evelopm en t 
as highly central, while the descrip tion s green  and  flesh  are show n to  b e  som e
w hat less central. T h e  pure frequency statistics, how ever, has it that ship/ping, 
C hinese, and lem on  are qu ite as im portan t as m arket and vin e. B u t th e  article  
(in  A p p en d ix  A ) is certa in ly  n ot a b ou t the sh ipp ing  o f  C hinese lem ons, it is a 
su b jective ly  co lored  boastin g  abou t the com m ercia l success o f  k iw ifruit and  all 
that this has m eant to  N ew  Zealand, interspersed w ith  lyric bursts a b o u t the 
look  and taste o f  the berry. T h ere  is n o  d ou b t that this is m ore  clearly  signalled  
by  the graph  than b y  the frequency list, a lthough  b o th  representations need a 
g o o d  deal o f  hum an in ference m aking to  b e  added .

T h e  results have not yet been  independently  evaluated, bu t the m eth od  has 
been applied  to  several Swedish texts. T h ree  short Swedish texts  are show n in 
A pp en d ix  B  and their correspon d in g  graphs in A p p en d ix  C . O n e very  interesting 
finding is that the m eth od  seem s to  be  u tterly  im possib le  on  literary  texts , bu t 
okey on  others. W h y  this is so  is som ething  that has to  b e  investigated m ore 
closely. It m ust a lso b e  investigated for  w hich  text types the m eth od  is best suited  
and under w hat circum stances it runs a  risk o f  being seriously  m isleading.

A n oth er step w ould  b e  to  try  the m eth od  under realistic circu m stances in 
con nection  w ith in form ation  retrieval. T h e  idea  is som eth ing  like this: T h e  user 
sits at a  term inal and types in a search question , either in natural language, 
in w hich case it has to  b e  parsed, o r  as a  set o f  key w ords w ith  o r  w ith ou t 
B oolean  operators. T h e  key w ords are then m atched  against graphs that have
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been  prev iou sly  derived  from  the texts  in the data  base to  be  searched. I f  the 
search question  was in natural language, the presence o f  interrelations betw een 
key w ords can  a lso  be  checked. A  m easure for w hen a  graph  is ‘ satisfactorily  
s im ilar’ t o  the in form ation  derived from  the search question  m ust be  defined. 
N ext, on e  selected  graph  at a  tim e w ill b e  show n on  the screen and the user can 
ch oose  i f  s h e /h e  w ants to  have the full text. In d ou btfu l cases it m ay be  possible 
to  get on e  o r  m ore  o f  the expansions in  order to  get a  b roader basis for decisions. 
T h e  search can  a lso  b e  carried  ou t in such a  way that graphs that are ju d ged  as 
relevant can  b e  used for  deriv ing  new , con jo in ed  graphs.

I f  these ideas can  b e  d eveloped  to  w ork  well, the p ractica l usefulness o f  the 
con ten t graphs is clear, but am on g the m ost thrilling questions are why the 
m eth od  w orks w hen it w orks, and w hy it d oesn ’t w ork w hen it d oesn ’t. T his is 
as yet far from  clear.
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A The Captivating Kiwifruit
Thirty years ago, growing up in New Zealand, I often sliced into a brown berry that 
looked like a duck’s egg in a bristly hair skirt. Repulsive? Not really, for I knew a 
secret: The berry’s odd ap]>earance disguised an equally exotic interior, a sunburst of 
neat white streaks radiating from a creamcolored core, past tiny black seeds and into 
shimmering green flesh (above). Sweet-tart in taste, it seemed a succulent blend of 
strawberry, banana, melon, and pineapple flavors. Delicious! I loved the kiwifruit.
I stiU do, and today this peculiar product of a woody vine is captivating palates outside 
New Zealand at an extraordinary pace. In 1986 more than a billion kiwifruit, once 
called Chinese gooseberries, were tucked into trays and shipped to at least 30 nations. 
Thousands of acres axe newly planted each yecir in a dozen or more countries, including 
the United States, France, Japan, and Italy, the leading producers after New Zealand.
This universal success has uniquely New Zealand roots. The kiwifruit’s conversion to 
a commercial crop occurred in New Zealand, and its name— coined in the 1950s as a 
marketing tactic— conjures up both that likable country and its whimsical, flightless 
native bird, renowned for oversize eggs and hairlike brown feathers. Moreover, exports 
of the fuzzy, four-ounce berry are increasingly important to New Zealand’s economy 
and the creator of more millionaires than anything else in my homeleind’s history.
The only fruit with such bright green flesh, the kiwifruit is one of just a handful of 
food plants domesticated within the past thousand years. Originating in the Yangtze 
Valley, it has long been a favorite of the Chinese, glorified in poetry as early as the 
eight century. Chinese peasants stiU gather the wild fruit for sale in rural markets. 
The transformation of a small, hard, and wild Chinese berry into fleshier, tastier ki
wifruit began about 1904, when a traveler returned from a China visit with seeds for 
Alexander Allison, a nurseryman on New Zealand’s North Island. In the following three 
decades he and other gardeners developed superior kiwifruit vines through careful se
lection, pruning, and grafting. Most of these early fcinciers were as much interested in 
the vine’s showy white blossoms and attractive fan-shaped leaves as in its berries. 
Kiwifruit farming got its commercial start in the 1930s, most successfully at Te Puke 
on the North Island’s east coast. The late James MacLoughlin became the father of 
the modern kiwifruit— and ultimately a millionaire— by chance.
After he lost his job as a shipping clerk during the Great Depression, Jim’s wife’s aunt 
invited them to stay on her lemon orchard at Te Puke. “Later the bottom fell out of 
the lemon market,” he told me, “but a neighbor sold the kiwifruit from a single plant 
for five pounds (then worth about $20 U.S.). To me that was a lot of money, so I risked 
putting in half an acre of them.”
Luckily for MacLoughlin, the warm, wet climate and volcanic soil at Te Puke favored his 
vines. Neighbors soon launched their own commercial orchards, which further expanded 
during World War II when GIs stationed in New Zealand developed a taste for kiwifruit. 
Then chance intervened again. In 1952 an English fruit importer ordered a shipment 
of New Zealand lemons. “To fill spare space in the ship, we included ten cases of
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kiwifruit,” Jim MacLoughlin explained. “A dock strike delayed the ship five weeks and 
the lemons arrived rotten, but the kiwifruit were in perfect shape." They sold well, and 
New Zealanders suddenly realized that they’d opened a world market.

B Swedish Texts

Text 1

Rudi och Renate hyr en liten stuga ovanför sjön, fast de h2ir visst aldrig råd att betala 
den. Där finns ett rum och kök.
När Malin och jag kommer dit, sätter vi oss på golvet och jag tar av mig skorna också, 
jag vill vara som hon. Rudi spelar Mozart på en grammofon, som han lånat hem “på 
prov” . Det är alldeles lör dyrt att köpa egna grammofoner.
Solen skiner rakt in i köket. Rudi visar sina bilder, Malin röker pipa och ler så gott när 
hon ser tavlorna och Rudi pratax så mycket att jag slipper.
(Göran Tunström: Prästungen)

Text 2

M etropolen  Oslo får en ny profil
Inte på 100 år har så många och omfattande byggprojekt påbörjats i Oslo. När de är 
klaxa kommer den norska huvudstaden att få en ny profil och nya möjligheter. Under 
tiden lider Osloborna.
Nordens högsta hotell, en kongresshall med plats för 10 000 åskådare och Europas 
längsta gågata under tak är några av de projekt som redan är i full gång.
Det har skett en snabb utveckling de senaste åren. Oslo blir alltmer en metropol. 
Vad gäller nattliv och restauranger kan staden konkurrera med både Stockholm och 
Köpenhamn. Den sista sammanräkningen visade 90 nattklubbar och kafeer som höll 
öppet mellan två och fyra på natten.
Aker Brygge med sin kombination av butiker, restauranger, teater och kontor i läckra 
omgivningar vid hamnen har blivit något som Osloborna stolt visar upp för tillresande. 
En bärande tanke har varit att öppna staden mot fjorden igen. Biltrafiken ska läggas 
så mycket som möjligt i tunnlar.
(DN 1987-12-05)

Text 31

Om  batterier och  batteribyte
Låt inte ett kvartsur som stannat bli liggande. Batteriet kan börja läcka och skada din 
klocka.
Vågax man då byta batteri själv?
Några få klockor har ett särskilt batterifack med lock, se bruksanvisningen. Då är det 
möjligt att själv byta batteri, men eftersom det kan vara svårt att få locket tättslutande 
igen efter bytet, är det klokt att ändå cinlita féickmannen.
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Det är också viktigt att du får rätt sorts batteri och inte ett som är avsett för fotoar
tiklar eller hörapparater. Då gäller inte garantin som de flesta tillverkare av urbatterier 
ger.
På de flesta klockor måste boetten öppnas vid batteribyte. Då fordras specialverktyg 
och stor försiktighet för att inte elektroniken ska ta skada. Och det är viktigt att boetten 
sluter ordentligt tätt efter batteribytet.
Det är ett axbete du ska överlåta till en fackman.

C Conceptual Graphs of the Swedish Texts

Text 1

Text2

75Proceedings of NODALIDA 1989



76 Computational Linguistics — Reykjavik 1989

Texts

Department of Linguistics 
Stockholm University 

S-106 91 Stockholm 
Sweden

76Proceedings of NODALIDA 1989


