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Preface

Welcome to the 5th Workshop on Natural Language Processing Techniques for Educational Applications
(NLPTEA 2018), with a Shared Task on Chinese Grammatical Error Diagnosis.

The development of Natural Language Processing (NLP) has advanced to a level that affects the research
landscape of many academic domains and has practical applications in many industrial sectors. On the
other hand, educational environment has also been improved to impact the world society, such as the
emergence of MOOCs (Massive Open Online Courses). With these trends, this workshop focuses on the
NLP techniques applied to the educational environment. Research issues in this direction have gained
more and more attention, examples including the activities like the workshops on Innovative Use of NLP
for Building Educational Applications since 2005 and educational data mining conferences since 2008.

This is the fifth workshop held in the Asian area, with the first one NLPTEA 2014 workshop being held
in conjunction with the 22nd International Conference on Computer in Education (ICCE 2014) from
Nov. 30 to Dec. 4, 2014 in Japan. The second edition NLPTEA 2015 workshop was held in conjunction
with the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th International
Joint Conference on Natural Language Processing (ACL-IJCNLP 2015) from July 26- 31 in Beijing,
China. The third version NLPTEA 2016 workshop was held in conjunction with the 26th International
Conference on Computational Linguistics (COLING 2016) from December 11- 16 in Osaka, Japan.
The fourth edition NLPTEA 2017 workshop was held in conjunction with the 8th International Joint
Conference on Natural Language Processing (IJCNLP 2017) from November 27- December 1 in Taipei,
Taiwan. This year, we continue to promote this research line by holding the workshop in conjunction
with the ACL 2018 conference and also holding the fourth shared task on Chinese Grammatical Error
Diagnosis. We receive 33 valid submissions for research issues, each of which was reviewed by at least
two experts, and have 12 teams participating in the shared task and submitting their task reports. In total,
there are 10 oral papers and 20 posters accepted. We also organize a keynote speech in this workshop.
The invited speaker Professor Yuji Matsumoto is expected to deliver a great talk entitled as "Multi-word
Expressions in Second Language Learning".

We would like to thank the program committee members for their hard work in completing the review
tasks. Their collective efforts achieved quality reviews of the submissions within a few weeks. Great
thanks should also go to the speaker, authors, and participants for the tremendous supports in making
the workshop a success.

Welcome you to the Melbourne city, and wish you enjoy the city as well as the workshop.

NLPTEA 2018 Workshop Chairs
Yuen-Hsien Tseng, National Taiwan Normal University
Hsin-Hsi Chen, National Taiwan University
Vincent Ng, The University of Texas at Dallas
Mamoru Komachi, Tokyo Metropolitan University
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Invited Speaker

Yuji Matsumoto, Professor of Information Science, Nara Institute of Science and Technology

Title:

Multi-word Expressions in Second Language Learning

Abstract:

Multi-word Expressions (MWEs) pose difficult problems to the learners of a second language. Ef-
fective learning of MWEs is important for them to become fluent speakers or writers. In this talk,
I will discuss what kinds of resource and functionality are useful in computational assistance to
language learners, and present our experiences on construction of MWE resources, MWE usage
classification, MWE-aware error correction and proper usage suggestion.

Biography:

Yuji Matsumoto is currently a Professor of Information Science, Nara Institute of Science and
Technology, and a Team Leader of the Knowledge Acquisition Team at Riken AIP. He received
his M.S. and Ph.D. degrees in information science from Kyoto University in 1979 and in 1989.
He joined Machine Inference Section of Electrotechnical Laboratory in 1979. He has then experi-
enced an academic visitor at Imperial College of Science and Technology, a deputy chief of First
Laboratory at ICOT, and an associate professor at Kyoto University. His main research interests
are natural language understanding and machine learning. He is an ACL fellow and a fellow of
Information Processing Society of Japan.
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