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Abstract

We use a convolutional neural network to
perform authorship identification on a very
homogeneous dataset of scientific publica-
tions. In order to investigate the effect of
domain biases, we obscure words below a
certain frequency threshold, retaining only
their POS-tags. This procedure improves
test performance due to better generaliza-
tion on unseen data. Using our method,
we are able to predict the authors of scien-
tific publications in the same discipline at
levels well above chance.

1 Introduction

Computational authorship identification is a task
of great interest for many historical and forensic
applications. In order to judge the applicability of
current and future authorship identification tech-
niques, they need to have been tested in a vari-
ety of realistic settings. As it stands, the accu-
racy of procedures for automatic authorship attri-
bution varies widely with the setting of the task.
Among the variables affecting the accuracy of au-
thorship attribution systems identified by Koppel
et al. (2013) are the number of target authors a text
is to be attributed to, the presence of an other-class
in the test set (containing texts not written by any
of the authors in the training set), the length of the
text segments to be classified, and the amount of
training data available.

Another important variable which is frequently
unaddressed in the computational authorship attri-
bution literature but which deserves closer atten-
tion is the monotonicity or diversity of genres and
domains in the data, as well as the domain- and
genre-specificity of the writings of individual au-
thors. This work introduces a task setting for au-
thorship attribution that is highly invariant with re-

spect to genre and domain, as well as design ideas
for systems adapted to this challenging setting.

We conducted a controlled study on the effects
of domain and genre bias on authorship attribution
by means of an ablation analysis where words in
a text, but not their automatically predicted POS-
tag, are obscured at various frequency cutoffs. The
aim is the design of a system which can perform
authorship attribution of texts which are extremely
similar in terms of genre and domain among a
large class of target authors, based solely on fea-
tures extracted from POS-tags and a small core
vocabulary. The central research question is how
well computational authorship attribution works
when based on purely stylometric (as opposed to
content) features. In doing so, we shed light on
the effect that thematic biases have on results in
the area of computational authorship attribution.

2 Related Work

Early work on authorship attribution using statis-
tical methods began as early as the first half of the
20th century (Yule, 1938; Zipf, 1932).1 Modern
authorship attribution was strongly influenced by
the work of Mosteller and Wallace (1964) who
tried to determine the authors of the Federalist
Papers, given a small set of probable candidates.
Mosteller and Wallace developed a method based
on stylometric features in the texts, such as sen-
tence length, word length, or the distribution of
high-frequency function words. For a long time,
work on authorship attribution has followed this
approach and modeled the task as a closed-set
classification problem, assuming that we have ac-
cess to training data for all the authors in the set.

This setting, however, is highly unrealistic, as
has been pointed out by Koppel et al. (2013).

1For an overview on modern authorship attribution meth-
ods, see (Stamatatos, 2009).
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In most realistic scenarios, there will not be a
known set of authors to choose from, but an in-
definite number of candidates, most of them un-
known writers. This means that the closed-set as-
sumption might lead to invalid conclusions, i.e. to
consider features as discriminants that are able to
model authorship on the closed set, but will not
perform well on the large, unseen data that should
be our test set. In this work, we assume a closed
set of authors, however, the set of candidates is
large (>800).

Other problems for authorship attribution con-
cern the confusion of author style with genre
(Byrnes and Sprang, 2004) and topic (Mikros and
Argiri, 2007). The same effects are also relevant
for related tasks, e.g. for Native Language Iden-
tification (NLI). As shown by Brooke and Hirst
(2011), the topic of a document can often bias
classification results in an NLI task, even when
abstracting away from the context words by using
character ngrams. Golcher and Reznicek (2011)
reported a similar effect, showing how topic works
as a confounding variable when investigating L1
influences in learner language. To assess the real
potential of authorship attribution techniques, we
need methods that are able to generalize to unseen
data, and that are robust against the impact of topic
and genre.

Stamatatos (2017) addresses the problem of
topic-sensitivity using text distortion. Before ex-
tracting token or character ngram features, he
masks all tokens that occur below a certain fre-
quency threshold by replacing either the whole to-
ken or each character in the token by an aster-
isk. He tests his approach in an authorship attri-
bution task on texts from different topics and gen-
res (<15 authors), and in an author verification
task on data from the PAN 2014 evaluation cam-
paign (Stamatatos et al., 2014). Stamatatos shows
that SVMs trained on the features extracted from
the distorted texts outperform previous models in
a cross-topic scenario. For topic-specific settings,
however, where each author is strongly correlated
with a specific topic, his approach yields results
below the baseline.2

So far, only few studies have employed deep
neural networks (NN) for authorship attribution.
Ge et al. (2016) used a feed-forward NN lan-

2The reason for this most probably lies in the closed-class
assumption of the setting, and we expect different results for
a more realistic test set where the strong correlation between
author and topic does not hold.

guage model to classify short transcripts from
18 coursera lectures that are controlled for topic.
Rhodes (2015) trained a convolutional neural net-
work (CNN) on word representations to classify
medium-sized texts, and Shrestha et al. (2017) ap-
plied a CNN to identify the authors of tweets,
based on character ngrams. Bagnall (2015) used a
multi-headed recurrent neural network (RNN) lan-
guage model to estimate character probabilities for
each author in the PAN 2015 authorship identifica-
tion task and outperformed all other models. Their
results show the promise of deep NN for improv-
ing authorship attribution.

Our approach is similar in spirit to that of Sta-
matatos (2017). We also obscure words that occur
below a certain frequency threshold. In contrast
to Stamatatos, however, we use a CNN to classify
the texts. We test our approach in a more realistic
setting where the author has to be chosen from a
much larger set of candidates (>800). To disen-
tangle the influence of topic and genre from au-
thor style, we test our method on a highly homo-
geneous set of scientific articles from the areas of
computational linguistics and NLP.

3 Datasets and Tools

In our experiments, we used single-author papers
from the ACL Anthology Reference Corpus (Bird
et al., 2008). The corpus contains scientific pa-
pers published in the proceedings of various con-
ferences and workshops in the areas of computa-
tional linguistics and natural language processing.
The earliest data is from 1965, the latest data is
from 2007. We designated all papers published
in the year 2006 as development data and all pa-
pers published in 2007 as test data, with the re-
maining data used for training. New authors with-
out publications before this date were not treated
any differently from those which were represented
in the training data. We only retained publica-
tions from authors with at least two single-author
papers, although we do not require both or even
one of them to be part of the training data. Our
dataset contained 808 distinct authors. We dis-
carded the first 10 lines of each document in or-
der to strip publications of author names, email
addresses and workplace information. We also re-
moved any lines containing the author’s last name
(for example, as part of a self-citation or email ad-
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Figure 1: Architecture overview of the convolutional neural network.

dress).3 We partitioned training, development and
test data into segments of 1,500 words each, dis-
carding any segments shorter than 1,500 words at
the end of a publication. Authorship prediction is
performed on the level of these segments. Table 1
gives an overview of corpus statistics.

Publications Segments

Training 1583 5360
Development 210 620
Test 117 323

Table 1: Corpus statistics for the ACL Anthology
dataset.

For POS-tagging, we used the Stanford POS-
tagger (Toutanova et al., 2003).4 In addition
to POS-tags, we use the pre-trained word em-
beddings available from Google5 trained using
the skip-gram objective (Mikolov et al., 2013) as
input features for our convolutional neural net-
work. Word frequencies were computed on the
News Commentary and News Discussions English
datasets provided by the WMT15 workshop.6

4 Experiments

For authorship prediction, we used a convolu-
tional neural network (CNN) similar to that of
Kim (2014). Each sentence is represented as a

3As will become apparent, our procedures of obscuring
low-frequency words would eliminate most author names
anyway, this step is mainly taken to ensure fair comparison
with the full-vocabulary baseline.

4Among the available models for English, we chose
english-left3words-distsim.tagger.

5Available for download at https://code.google.
com/archive/p/word2vec/

6Available for download at http://www.statmt.
org/wmt15/translation-task.html

padded concatenation of word embedding vec-
tors and POS-tag one-hot encodings. The net-
work then applies a single layer of convolving fil-
ters with varying window sizes, and a max-over-
time pooling layer which retains only the maxi-
mum value. The resulting features are passed to
a fully-connected softmax layer to obtain a prob-
ability distribution over labels. Figure 1 gives an
overview of the model architecture.

We used the implementation of Kim (2014),7

which we modified in a number of ways. We
used static channels only and did not modify the
pre-trained word embeddings. Our input feature
map contained not only the 300-dimensional word
embeddings, but also a one-hot representation of
POS-tags. We used 100 convolution filters of
length 1, 2 and 3 words each and a batch size of
20 sentences. Like that of Kim (2014), our fully
connected layer was trained with dropout. The
dropout rate was set to 0.5 during training.

The network scans the entire input text of a seg-
ment using a sliding-window approach before ap-
plying max-pooling over time and making a pre-
diction of authorship based on the prediction of the
softmax layer. We tested the following frequency-
cutoff settings:

1. Retain only the 1,000 most frequent words in
our large, out-of-domain corpus of English,
use their word embeddings as input features
alongside a one-hot encoding of their POS-
tags as predicted by the Stanford POS-tagger.
Replace all other words with an unknown to-
ken. Generate a separate random embedding
for each combination of the unknown token
with a particular POS-tag and, in addition, re-
tain the one-hot encoding of the POS-tags of

7Available for download at https://github.com/
yoonkim/CNN_sentence
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all unknown tokens.

2-4. Same as (1), but retain the 5,000, 10,000 and
50,000 most frequent words, respectively.

5. Retain all words and use their embeddings
as input features, including a 1-hot encoding
of their POS-tag. Generate a random word
embedding for unknown words, as in Kim
(2014).

Training was run for a maximum of 50 epochs.
After each epoch, we measured the prediction ac-
curacy on the development data. After training
was complete, we tested the model parameters
with the best development accuracy on the test
data.

In addition to evaluating the authorship predic-
tions of the model, we evaluate rank accuracies as
well in order to investigate whether the models are
able to reduce the list of possible authors for a seg-
ment to a short candidate list which contains the
correct author. This can be achieved in a straight-
forward manner by simply sorting the activations
of the softmax layer of the convolutional network
for a test segment in order to obtain a ranked can-
didate list.

Our initial research hypothesis was that (1 - 4)
would perform significantly worse than (5), while
strongly outperforming a random baseline. This
would demonstrate that authorship attribution (in
a probabilistic sense) is possible based on stylo-
metric features alone, but not to the same level of
accuracy as when content clues are used as well.

5 Results

Table 2 gives an overview of the results for out-
right prediction of authorship. We find that at a
frequency cutoff of 50,000 words, our system out-
performs a setting in which the full vocabulary
is used, while at lower frequency cutoffs perfor-
mance is slightly reduced. It should be noted that
all of our systems far outperform a random assign-
ment of authors, which would be correct in ap-
proximately 1

808 (0.12%) of cases. Performance in
terms of accuracy for our best system is thus two
orders of magnitude above random assignment.

Frequency Cutoff Accuracy on DEV Accuracy on TEST

1, 000 11.94% 10.22%
5, 000 16.61% 10.53%
10, 000 16.45% 9.29%
50, 000 15.00% 13.31%
None (Full Vocabulary) 15.16% 10.84%

Table 2: Prediction accuracies for the five fre-
quency cutoffs on development as test data (ACL).
The best result is marked in boldface.

Freq. Cutoff r = 1 r = 5 r = 10 r = 20 r = 50

1, 000 10.22% 17.34% 19.50% 26.32% 39.32%
5, 000 10.53% 20.43% 26.93% 34.37% 46.75%
10, 000 9.29% 20.12% 26.01% 32.20% 49.23%
50, 000 13.31% 24.46% 30.65% 39.32% 49.85%
None 10.84% 19.20% 25.70% 32.82% 44.58%

Table 3: Rank accuracies for different ranks r
on holdout test data (ACL). For example, a re-
sult of 24.46% at r = 5 means that for 24.46%
of segments in the test data, the correct author was
among the top-5 predicted authors of the model.
Best results are marked in boldface.

For ranked prediction, a similar picture
emerges. Table 3 gives an overview of results
in this setting. At a frequency cutoff of 50,000
words, our model always outperforms the full-
vocabulary baseline and lower frequency cutoffs.
However, at higher ranks, there is a tendency for
lower frequency cutoffs to outperform the full-
vocabulary baseline as well, particularly at a cutoff
level of 10,000.

6 Evaluation on Benchmark Dataset

In order to enable meaningful comparison of our
models to other work, we additionally tested our
approach on a commonly used benchmark dataset.
We chose Task I of the PAN 2012 authorship at-
tribution shared task,8 which involves authorship
attribution among a closed class of 14 novelists.
The training data was again partitioned into seg-
ments of 1,500 words. The training procedure was
identical to the one employed on the ACL Anthol-
ogy dataset. We set aside 200 segments as devel-
opment data, which left 1,694 segments for train-
ing. The test data comprised 14 novel-length texts.
Prediction on the test data was performed on seg-
ments of a maximum length of 1,500 words, al-
though we allowed for shorter segments at the end

8http://pan.webis.de/clef12/pan12-web/
author-identification.html

56



of texts. For prediction on the text level, we simply
aggregated segment-level predictions by majority
vote. Results are summarized in table 4. Overall,
we observed a similar effect as on the ACL An-
thology dataset: The full vocabulary model per-
formed much worse than models with a frequency
cutoff. In contrast to the ACL Anthology dataset,
the best results were achieved at a frequency cutoff
of 1,000.

Frequency Cutoff Acc. (Segments) Acc. (Texts)

1, 000 52.73% 78.57% 11/14
5, 000 50.91% 78.57% 11/14
10, 000 49.90% 71.43% 10/14
50, 000 51.82% 78.57% 11/14
None (Full Vocabulary) 48.08% 64.29% 9/14

Table 4: Prediction accuracies on PAN 2012, task
I on segment and text levels for different frequency
cutoffs. Best results are marked in boldface.

7 Discussion and Conclusions

While perhaps initially surprising, the fact that
obscuring infrequent words helps system perfor-
mance can be explained very well by better gen-
eralization: The absence of detailed content infor-
mation may force the system to focus on stylistic
features. All of our models achieved performances
above 95% on the training data, demonstrating
their large modeling capacity and thus their po-
tential for over-fitting. At a frequency cutoff of
50,000 words, performance was improved on the
test data, indicating that the model generalized
better to unseen data.

In future work, we would like to include an
other-class in order to make our setting even more
challenging and realistic. We would also like to in-
vestigate which, if any, (automatic or manual) ob-
fuscation techniques can be employed by authors
to avoid de-anonymization with techniques simi-
lar to ours. Furthermore, we would like to investi-
gate the relationship of authorship and native lan-
guage identification on the ACL Anthology Ref-
erence Corpus, as many scientific publications are
written by non-native speakers, which can be ex-
pected to influence the ease of authorship attribu-
tion on datasets of scientific publications.

8 Ethical Considerations

Our work demonstrates that convolutional neu-
ral networks have the potential to assign the cor-
rect author to very similar documents with some-

what remarkable accuracy well above chance. Al-
though the performance of our particular system
does not justify a use in legal or forensic settings,
as more than 85% of predictions were still incor-
rect, the public should be made aware that stylistic
features, in combination with modern natural lan-
guage processing methods such as convolutional
neural networks have significant potential to de-
anonymize text, even when authors write about
similar or related topics, and in an ostensibly fac-
tual, impersonal register. Since many people value
their anonymity as authors, particularly when pub-
lishing text online, they should be made aware of
the risk that current and future language technol-
ogy holds for their ability to publish texts anony-
mously.

For the use of computational authorship attri-
bution as part of historical research, reliable data
about the accuracy of such methods is important to
good scientific practice. Our work should thus be
of interest to historians using such methodologies.
In the future, as more powerful techniques are de-
veloped, more forensic uses of authorship identi-
fication may be justified. Policymakers, legal pro-
fessionals and the public should have a realistic
appraisal of the reliability of authorship identifi-
cation as a technology in order to make informed
judgments about if and when its use could be ap-
propriate. Testing authorship identification tech-
nology in difficult, realistic settings such as the
one of this work is important to tracking techno-
logical progress in this area and giving the pub-
lic a realistic appraisal of the potential for use and
abuse of computational authorship attribution.
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