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Abstract 

Many data-to-text NLG systems work with 

data sets which are incomplete, ie some of the 

data is missing. We have worked with data 

journalists to understand how they describe in-

complete data, and are building NLG algo-

rithms based on these insights. A pilot evalua-

tion showed mixed results, and highlighted 

several areas where we need to improve our 

system. 

1 Introduction 

Natural language generation systems which produce 

texts based on incomplete data can produce low 

quality or inaccurate reports (Reiter & Dale. 2000). 

Improving the quality of these reports means more 

accurate information can be concluded from da-

tasets, which increases the impact of data being col-

lected. All tasks described in this paper use the Em-

Dat database (Guha-Sapir, Below, and Hoyois).  

2 Related Work 

Daniel et al. (2008) identified three major data qual-

ity issues which occur in a large number of datasets 

– incompleteness, inconsistency and incorrectness.  

The paper describes scenarios where data quality 

has a profound knock on effect, such as when order-

ing incorrect quantities of medical supplies. Based 

on findings from preliminary experiments involving 

                                                                                                            
1 https://www.theguardian.com/data  

 

non-experts, missing data was the most important of 

these issues. Therefore, missing data is the quality 

focus of this paper. 

With automated journalism being used to report 

news in an unbiased fashion, care needs to be taken 

to improve generated texts. One way this has been 

done is through research on human written news 

(Van der Kaa & Krahmer, 2014). 

3 Experts 

3.1 Expert Identification 

To design a system which models human behavior 

accurately, knowledge was elicited from experts – 

people who use datasets to create texts for humans. 

One such domain is journalism. The Guardian 

newspaper has a section dedicated specifically for 

this type of journalism called Datablog1. They use 

datasets to produce texts allowing non-experts to ac-

cess the stories being told by the data. Some jour-

nalists from Datablog agreed to take part in a proto-

col analysis, which encourages the participant to 

speak aloud as they complete a task (Ericsson, 

2006). This allows insight into how a data journalist 

produces text from a dataset, which can later be used 

to create an algorithm. 

3.2 Normal Process 

We first asked the journalists to describe in general 

terms how they would write an article based on in-

complete data. Both journalists agreed that they 
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would not extrapolate gaps in the data and would 

only report the raw data to ensure accurate reports. 

Instead, they would contact the source of the data 

and enquire about the reasoning behind the gaps. If 

gaps could be remedied by contacting experts in the 

dataset’s domain, this avenue would be explored. 

Otherwise, academic papers on the dataset would be 

consulted to see if another solution had been identi-

fied. If not, an attempt to locate an alternative da-

taset would be made. Both journalists also agreed 

they would not use a dataset if more than half the 

data was missing. 

If no other datasets exist, they would question 

whether this story is appropriate. In one instance, 

journalists wanted to write a story about the number 

of sexual assaults on university campuses, and 

found that this data was not recorded. The story be-

came that universities were not accurately recording 

sexual assaults on campuses (McVeigh, 2015).   

If an incomplete dataset was used for a story, 

gaps would be communicated to the reader, for ex-

ample by giving this information as footnotes. 

3.3 Knowledge Elicitation 

We asked journalists to participate in a formal 

knowledge elicitation task. They were asked to 

write texts to summarise data from the EM-Dat da-

tabase. 

The first dataset had no missing data. While un-

realistic, this acted as a baseline to observe their 

methodology when missing data was not an issue. 

The second dataset had some data missing, but with 

enough data present to allow a report to be created. 

The final dataset had a large amount of missing data, 

which would likely be unsuitable for an article. 

The journalists were asked to imagine they had to 

write an article using these datasets. For each da-

taset, they had to describe their steps to produce an 

article. They had access to the data in a spreadsheet 

on a laptop to allow them to manipulate data as they 

would normally to simulate normal working condi-

tions as closely as possible. 

A dictaphone recorded the journalists throughout. 

3.4 Outcome Methodology 

Both journalists followed similar methodologies. 

The journalists wanted to investigate the metadata 

first, such as the validity of the dataset itself, any 

bias that may be present from the database creator, 

and column headers definitions. They both also dis-

regarded the current year as this was deemed incom-

plete since the year itself is currently incomplete.  

Next, columns with no missing data were identi-

fied. The maximum value and minimum values of 

these columns were noted along with which years 

the maximum and minimum occurred. This was 

compared with the years of the maximum and min-

imum of other columns.  

If no columns were complete, a threshold of pre-

sent data would be decided, and applied consistently 

across all columns in the dataset. If data is missing, 

the phrase “of the data reported” was added. 

Next the journalists looked at the rows for com-

plete time periods, such as decades, otherwise for 

time periods with years divisible by 5. This was not 

always possible as events did not happen every year. 

However, just because a year is not present in the 

dataset does not mean an event did not occur; the 

entry may be missing from the database. 

One journalist said they would not report an av-

erage figure as it did not make sense in this context. 

Events occur at different magnitudes and it would 

be highly inaccurate to assume all variables are 

evenly distributed across all events.  

4 Algorithm 

The algorithm that mimics the journalist methodol-

ogy first computes the best block data and generates 

text to describe it as described below.  

4.1 Preprocessing 

A CSV file with the dataset is read, and columns 

with meaningful information are identified. Col-

umns with redundant information were removed. 

These are columns acting as metadata which never 

have empty cells – such as year and occurrences, 

and columns that are the sum of other columns, 

which can later be calculated if required later.  

If the current year has an entry, this is put to one 

side. The remaining data can now be used to search 

for the “best” block of data to talk about. A block is 

Figure 1 - Quote from transcript of Journalist 1, 

Dataset 3  
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defined as a subset of the dataset of any size, where 

data is either missing, or present. Rows within a 

block must remain contiguous, however all possible 

sets of columns, regardless of whether the columns 

in the set are next to each other are considered. Any 

gaps in the data are replaced with -1, to indicate that 

this cell has no data. Using 0 may be ambiguous as 

this is a legitimate number that could be reported. 

4.2 Best Blocks 

Instead of using the entire dataset with large areas 

of missing data to produce texts, blocks with more 

present data than missing data were identified. 

  We select the block with the highest score using 

the scoring function below: 

𝑆𝑐𝑜𝑟𝑒(𝑏𝑙𝑜𝑐𝑘) = #𝐷𝑎𝑡𝑎𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠(𝑏𝑙𝑜𝑐𝑘)  −
 #𝑀𝑖𝑠𝑠𝑖𝑛𝑔𝐷𝑎𝑡𝑎(𝑏𝑙𝑜𝑐𝑘)  

   If the total score is a negative number, more than 

50% of the data is missing, and the block should be 

rejected for being too sparse. 

If more than one block has the highest score, the 

block with the smallest percentage of missing data 

is chosen as the single “optimal” block.  

4.3 Algorithm Functions 

Once the optimal block has been selected, the algo-

rithm looks for interesting elements to talk about.  

If the block does not cover all rows of the dataset, 

text is added to give the time period discussed, in 

the form “Between firstYear and lastYear”, with 

firstYear being the year of the first event, and 

lastYear being the year of the final event.  

As each text output gives text for each column, 

one column was selected as the focus for the text. 

Both years and occurrences were ruled out as possi-

ble foci since they were not “meaningful” variables. 

For each column in the optimal block, the maximum 

values are reported in the form “the worst year for 

column as a result of disaster in country was year 

when there was value”. This was the first thing both 

journalists considered with regards to the data itself: 

“Let’s just sort it to start with because usually in 

headlines we think of like what was the worst year.” 

– Journalist 1 

“When I look at the data I look at the year, the 

time series for the total deaths and the biggest num-

ber” – Journalist 2 

This is supported by research that people are 

more interested in negative headlines than positive 

headlines (Trussler & Soroka, 2014). Therefore, 

only the worst years are reported.  

Next, the years in which there is a recorded event 

are investigated in descending order. The algorithm 

detects the number of consecutive years. This num-

ber is rounded down to the nearest multiple of 5. If 

this number is a multiple of 10, a sentence can report 

information about “the last x decades”. Alterna-

tively, if it is a multiple of 5 but not a multiple of 10, 

a sentence can report information about “the last x 

years”. The rationale behind this is demonstrated 

from an excerpt from the transcript of participant 1 

for dataset 2:  

Figure 2 – The full dataset for technological events in 

Hong Kong, the "optimal" block with missing data, and 

the "optimal" block without missing data (selected by 

the algorithm). This figure also shows the correspond-

ing generated texts (also produced by the algorithm) for 

each data block. 
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“There are years missing in the sequence…we 

don’t have any period that would give us something 

to talk about a decade, and definitely not the most 

recent.” 

These sentences are produced in the same way 

the sentences about columns are produced – giving 

the time period, and the maximum values for each 

column. Like the definition of the current year, the 

current decade is also classed as being incomplete, 

and should not be used. A separate sentence is added 

to report the current year so far.   

5 Pilot Evaluation 

An experiment was designed to judge the output 

texts generated by the algorithm using SimpleNLG 

(Gatt & Reiter, 2009). Six datasets with varying de-

grees of missing data were chosen, and three texts 

were generated for each dataset. One text was gen-

erated using the entire dataset, another with the “op-

timal” block, and the third with the largest block 

containing no missing data. 

The text structure was kept the same for all out-

puts to minimise any unwanted bias in the writing 

style. All texts report only the worst figures. 

The datasets were ordered alphabetically, and the 

order in which the texts were shown were randomly 

generated by numbering them (1 for full dataset 

text, 2 for no missing data block text, and 3 for the 

“optimal” algorithm output), and a random se-

quence generator to create the order. 

Participants were asked to choose which of the 

three texts they thought was the most appropriate in 

describing the dataset. 20 participants were re-

cruited using social media. A space was also left for 

participants to leave comments. 

We hypothesised that the text produced by our al-

gorithm would be preferred over the control texts. 

Although not statistically significant, we found par-

ticipants preferred texts generated by the full dataset 

(40.8% against 32.5% (optimal) and 26.7% (full)). 

Comments left by participants (detailed in section 

6) allow improvements to be made. 

6 Future Work 

6.1 Missing Data 

Text with missing data should be highlighted as 

having missing data by adding phrases such as “of 

the data recorded” or “of the data available”. This 

ensures the reader of the text is aware that not all 

data was available when generating this text. One 

participant did not think this was clear and remarked 

“for me, appropriate [text] would be ‘the worst year 

recorded’”. 

Secondly, business rules can be added to improve 

plausibility and confidence. If there are a large num-

ber of deaths but no one injured or affected, the 

number of deaths may be too high, or there may be 

data missing from the other columns. This was con-

sidered by one participant who commented that it 

was “easy to find the outliers” and that “simply stat-

ing the biggest number could lead to false infor-

mation”. 

Additionally, a weighting factor will be added to 

the scoring function to model the importance of 

missing data. For instance: 

𝑆𝑐𝑜𝑟𝑒(𝑏𝑙𝑜𝑐𝑘) = #𝐷𝑎𝑡𝑎𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠(𝑏𝑙𝑜𝑐𝑘)  −
 𝑊𝑒𝑖𝑔ℎ𝑡 ∗ #𝑀𝑖𝑠𝑠𝑖𝑛𝑔𝐷𝑎𝑡𝑎(𝑏𝑙𝑜𝑐𝑘) 

6.2 Text 

Multiple participants commented on the language 

used, particularly conjunctives. One participant said 

“there are some texts where the connective ‘how-

ever’ does not seem to fit well”, while another 

pointed out “’however’ shouldn’t be used as it refers 

to the same year thus making this statement confus-

ing”. Care will be taken to resolve this. Also, report-

ing “large figures as $158230000 in so many digits” 

was confusing for participants, so presentation of 

such values will be made more appropriate. 

Participants felt the time period should also be 

made explicit for the full dataset as one participant 

noted: “I would never find ‘the worst year ever’ 

without a date range to be appropriate”. Therefore, 

the date range will be added for all texts. 

The content of the text could be ordered by im-

portance. Importance could be measured by how 

important the information is e.g. if a death toll is 

particularly large. The importance could be investi-

gated by revisiting the interview with the journalists 

from the experiment, or run a corpus analysis and 

look at the frequency of words in the text. 

7 Conclusion 

Knowledge has been gathered from domain experts 

and used to design and create an algorithm. While 

the pilot evaluation had mixed results, the feedback 

is crucial in taking steps to improve the algorithm.  
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