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Abstract 

In this paper, we attempt to improve Sta-
tistical Machine Translation (SMT) sys-
tems between Czech and English. To ac-
complish this, we performed translation 
model training, created adaptations of 
training settings for each language pair, 
and obtained comparable corpora for our 
SMT systems. Innovative tools and data 
adaptation techniques were employed. 
Only the official parallel text corpora and 
monolingual models for the WMT 2016 
evaluation campaign were used to train 
language models, and to develop, tune, 
and test the system. We explored the use 
of domain adaptation techniques, symme-
trized word alignment models, the unsu-
pervised transliteration models and the 
KenLM language modeling tool. To 
evaluate the effects of different prepara-
tions on translation results, we conducted 
experiments and used the BLEU, NIST 
and TER metrics. Our results indicate 
that our approach produced a positive 
impact on SMT quality. 

1 Introduction 

Statistical Machine Translation (SMT) must deal 
with a number of problems to achieve high quali-
ty. These problems include the need to align par-
allel texts in language pairs and cleaning har-
vested parallel corpora to remove errors. This is 
especially true for real-world corpora developed 
from text harvested from the vast data available 
on the Internet. Out-Of-Vocabulary (OOV) 
words must also be handled, as they are inevita-

ble in real-world texts (Wolk and Marasek, 
2014a). 

The lack of enough parallel corpora is another 
significant challenge for SMT. Since the ap-
proach is statistical in nature, a significant 
amount of quality language pair data is needed to 
improve translation accuracy. In addition, very 
general translation systems that work in a general 
text domain have accuracy problems in specific 
domains. SMT systems are more accurate on 
corpora from a domain that is not too wide. This 
exacerbates the data problem, calling for the en-
hancement of parallel corpora for particular text 
domains (Wolk and Marasek, 2014b). 

This paper describes SMT research that ad-
dresses these problems, particularly domain ad-
aptation within the limits of permissible data for 
the WMT 2016 campaign. To accomplish this, 
we performed model training, created adapta-
tions of training settings and data for each lan-
guage pair. 

Innovative tools and data adaptation tech-
niques were employed. We explored the use of 
domain adaptation techniques, symmetrized 
word alignment models, the unsupervised trans-
literation models, and the KenLM language 
modeling tool (Heafield, 2011). To evaluate the 
effects of different preparations on translation 
results, we conducted experiments and evaluated 
the results using standard SMT metrics (Koehn 
et al., 2007). 

The languages translated during this research 
were: Czech, and English, in both directions. 
Czech is found in the Slavic branch of that lan-
guage family. English falls in the Western group 
(The Technology Development Group, 2013-
2014) 

This paper is structured as follows: Section 2 
explains the data preparation. Section 3 presents 
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experiment setup and the results. Lastly in Sec-
tion 4 we summarize the work. 

2 Data Preparation 

This section describes our techniques for data 
preparation for our SMT systems. We give par-
ticular emphasis to preparation of the language 
data and models and our domain adaptation ap-
proach. 

2.1 Data pre-processing 

Two languages were involved in this research: 
Czech and English. The text was encoded in 
UTF-8 format, separated into sentences, and pro-
vided in pairs of languages. 

Pre-processing, both automatic and manual, of 
this training data was required. There were a va-
riety of errors found in this data, including 
spelling errors, unusual nesting of text, text du-
plication, and parallel text issues. Approximately 
2% of the text in the training set contained 
spelling errors, and approximately 4% of the text 
had insertion errors. A tool described in (Wolk 
and Marasek, 2014b) was used to correct these 
errors. Previous studies have found that such 
cleaning increases the BLEU score for SMT by a 
factor of 1.5–2 (Wolk and Marasek, 2014a).  

SyMGiza++, a tool that supports the creation 
of symmetric word alignment models, was used 
to extract parallel phrases from the data. This 
tool enables alignment models that support 
many-to-one and one-to-many alignments in 
both directions between two language pairs. 
SyMGiza++ is also designed to leverage the 
power of multiple processors through advanced 
threading management, making it very fast. Its 
alignment process uses four different models 
during training to progressively refine alignment 
results. This approach has yielded impressive 
results in Junczys-Dowmunt and Szał (2012). 

Out-Of-Vocabulary (OOV) words pose anoth-
er significant challenge to SMT systems. If not 
addressed, unknown words appear, untranslated, 
in the output, lowering the translation quality. To 
address OOV words, we used implemented in the 
Moses toolkit Unsupervised Transliteration 
Model (UTM). UTM is an unsupervised, lan-
guage-independent approach for learning OOV 
words (Moses statistical machine translation, 
2015). We used the post-decoding transliteration 
option with this tool. UTM uses a transliteration 
phrase translation table to evaluate and score 
multiple possible transliterations (Durrani et al., 
2014). 

The KenLM tool was applied to the language 
model to train and binarize it. This library ena-
bles highly efficient queries to language models, 
saving both memory and computation time. The 
lexical values of phrases are used to condition 
the reordering probabilities of phrases. We used 
KenLM with lexical reordering set to hier-msd-
bidirectional-fe. This setting uses a hierarchical 
model that considers three orientation types 
based on both source and target phrases: mono-
tone (M), swap (S), and discontinuous (D). Prob-
abilities of possible phrase orders are examined 
by the bidirectional reordering model (Costa-
Jussa and Fonollosa, 2010; Moses statistical ma-
chine translation, 2013). 

2.2 Domain Adaptation 

The news data sets have a rather a wide domain, 
but rather not as wide-ranging in topic as the va-
riety of WMT permissible texts. Since SMT sys-
tems work best in a defined domain, this presents 
another considerable challenge. If not addressed, 
this would lead to lower translation accuracy. 

The quality of domain adaptation depends 
heavily on training data used to optimize the lan-
guage and translation models in an SMT system. 
Selection and extraction of domain-specific 
training data from a large, general corpus ad-
dresses this issue (Axelrod, He and Gao, 2011). 
This process uses a parallel, general domain cor-
pus and a general domain monolingual corpus in 
the target language. The result is a pseudo in-
domain sub-corpus. 

As described by Wang et al. in (2014), there 
are generally three processing stages in data se-
lection for domain adaptation. First, sentence 
pairs from the parallel, general domain corpus 
are scored for relevance to the target domain. 
Second, resampling is performed to select the 
best-scoring sentence pairs to retain in the pseu-
do in-domain sub-corpus. Those two steps can 
also be applied to the general domain monolin-
gual corpus to select sentences for use in a lan-
guage model. After collecting a substantial 
amount of sentence pairs (for the translation 
model) or sentences (for the language model), 
those models are trained on the sub-corpus that 
represents the target domain (Wang et al., 2014). 

Similarity measurement is required to select 
sentences for the pseudo in-domain sub-corpus. 
There are three state-of-the-art approaches for 
similarity measurement. The cosine tf-idf criteri-
on looks for word overlap in determining simi-
larity. This technique is specifically helpful in 
reducing the number of OOV words, but it is 
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sensitive to noise in the data. A perplexity-based 
criterion considers the n-gram word order in ad-
dition to collocation. Lastly, edit distance simul-
taneously considers word order, position, and 
overlap. It is the strictest of the three approaches. 
In their study (Wang et al., 2014), Wang et al. 
found that a combination of these approaches 
provided the best performance in domain adapta-
tion for Chinese-English corpora (Wang et al., 
2014) 

In accordance with Wang et al. (2014)’s ap-
proach, we use a combination of the criteria at 
both the corpora and language models. The three 
similarity metrics are used to select different 
pseudo in-domain sub-corpora. The sub-corpora 
are then joined during resampling based on a 
combination of the three metrics. Similarly, the 
three metrics are combined for domain adapta-
tion during translation. We empirically found 
acceptance rates that allowed us only to harvest 
20% of most domain-similar data (Wang et al., 
2014). 

3 Experimental Results 

Various versions of our SMT systems were eval-
uated via experimentation. In preparation for ex-
periments, we processed the corpora. This in-
volved tokenization, cleaning, factorization, con-
version to lower case, splitting, and final clean-
ing after splitting. Language models were devel-
oped and tuned using the training data. 

The Experiment Management System (Koehn 
et al., 2007) from the open source Moses SMT 
toolkit was used to conduct the experiments. 
Training of a 6-gram language model was ac-
complished our resulting systems using the 
KenLM Modeling Toolkit instead of 5-gram 
SRILM (Stolcke, 2002) with an interpolated ver-
sion of Kneser-Key discounting (interpolate – 
unk –kndiscount) that was used in our baseline 
systems. Word and phrase alignment was per-
formed using SyMGIZA++ (Junczys-Dowmunt 
and Szał, 2012) instead of GIZA++. KenLM was 
also used, as described earlier, to binarize the 
language models. The OOV’s were handled by 
using Unsupervised Transliteration Model (Dur-
rani, 2014). 

The results are shown in Table 1. Each lan-
guage pair was translated in both directions. 
“BASE” in the tables represents the baseline 
SMT system. “EXT” indicates results for the 
baseline system, using the baseline settings but 
extended with additional permissible data (lim-
ited to parallel Europarl v7, Common Crawl, 

News Commentary, CzEng and monolingual 
News Crawl 07-15) with data adaptation. 
“BEST” indicates the results when the new SMT 
settings were applied and using all permissible 
data after data adaptation.  

Three well-known metrics were used for scor-
ing the results: Bilingual Evaluation Understudy 
(BLEU), the US National Institute of Standards 
and Technology (NIST) metric and Translation 
Error Rate (TER). 

The results show that the systems performed 
well on all data sets in comparison to the base-
line SMT systems. Application of the new set-
tings and use of all permissible data improved 
performance even more. 

 
LANG SYSTEM BLEU NIST TER 
CS-EN BASE 25.99 5.51 64.35 

 EXT 27.92 6.04 62.58 
 BEST 29.31 6.97 60.45 

EN-CS BASE 22.20 5.36 67.60 
 EXT 24.62 5.57 64.25 
 BEST 26.14 5.74 62.02 

 
Table 1: Progressive Results, 2014 Test Data 

4 Summary 

We have improved SMT for CS-EN in 2 direc-
tions in News Translation task, using only data 
permissible for the WMT 2016 evaluation cam-
paign. We cleaned, prepared, and tokenized the 
training data. Symmetric word alignment models 
were used to align the corpora. UTM was used to 
handle OOV words. A language model was cre-
ated, binarized, and tuned. We performed do-
main adaptation of language data using a combi-
nation of similarity metrics. 

The results show a positive impact of our ap-
proach on SMT quality across the choose lan-
guage pair. 
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