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Preface

Research focusing on natural language processing (NLP) applications for education has continued to
progress using innovative statistical and rule-based NLP methods, or most commonly, a combination
of the two. NLP-based educational applications continue to develop in order to serve the learning and
assessment needs of students, teachers, schools, and testing organizations, often guided by educational
policy and learner needs.

The practical need for language-analysis capabilities has been further motivated by increased
requirements for state and national assessments, and a growing population of foreign and second
language learners. In the United States, the need for applications for language analysis is
emphasized by the Common Core State Standards Initiative (Standards), now adopted by 46 States:
(http://www.corestandards.org/). The Standards describe what K-12 students should be learning with
regard to Reading, Writing, Speaking, Listening, Language, and Media and Technology, and have
clear alignments with NLP research and potential applications. Motivated by the Common Core State
Standards Initiative, the use of NLP in educational contexts took two major steps forward. First, outside
of the computational linguistics community, the Hewlett Foundation reached out to both the public
and private sectors and sponsored two competitions: one on automated essay scoring (Automated
Student Assessment Prize: ASAP, Phase 1), and a second on short-answer scoring (Phase 2). The
motivation driving these competitions was to engage the larger scientific community to harness the
collective knowledge toward the development of new ideas and methods. In April 2013, a New
York Times article by John Markoff discussed automated essay scoring use by EdX, one of the
two competing Massive Online Educational Course (MOOC) companies. Within the computational
linguistics community, a breakthrough for educational applications is a new Shared Task co-located
with the BEA workshop, NLI-2013, in which the task involves identifying the native language (L1) of
a writer based solely on a sample of their writing. Independent of the BEA workshop, there were two
additional shared task competitions: the CoNLL Shared Task on Grammatical Error Correction, and a
SemEval Shared Task on Student Response Analysis. NAACL and ACL each hosted other education-
centered workshops, including the Workshop on Using NLP to Improve Text Accessibility at NAACL,
and the 2nd Workshop on Predicting and Improving Text Readability for Target Reader Populations at
ACL. Further, a new book, The Handbook of Automated Essay Evaluation (2013) (Eds., Mark Shermis
and Jill Burstein) reports on the state-of-the-art in the field, and a Special Issue of the International
Journal of Applied Linguistics, Current research in readability and text simplification (forthcoming)
(Eds. Thomas François and Delphine Bernhard) calls for new work. The competitions, the recent
deployment of automated essay grading in MOOCs, the education-related workshops, and are evidence
of the high visibility of Educational Applications in NLP.

As a community, we continue to improve existing capabilities and to identify and generate innovative
ways to use NLP in applications for writing, reading, speaking, critical thinking, curriculum
development, and assessment. Steady growth in the development of NLP-based applications for
education has prompted an increased number of workshops, typically focusing on one specific subfield.
In this workshop, we present papers from these subfields: tools for automated scoring of text and speech,
dialogue and intelligent tutoring, use of corpora, grammatical error detection, and native language
identification. Consistent with 2012, the workshop made an attempt to focus on contributions that could
be described in core educational problem spaces, including: development of curriculum and assessment
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(e.g., applications that help teachers develop reading materials), delivery of curriculum and assessments
(e.g., applications where the student receives instruction and interacts with the system), and reporting
of assessment outcomes (e.g., automated essay scoring). This workshop is the eighth in a series,
specifically related to “Building NLP Applications for Education”, that began at NAACL/HLT 2003
(Edmonton), and continued at ACL 2005 (Ann Arbor), ACL/HLT 2008 (Columbus), NAACL/HLT
2009 (Boulder), NAACL/HLT 2010 (Los Angeles), ACL/HLT 2011 (Portland), NAACL/HLT 2012
(Montreal), and now, NAACL/HLT 2013 (Atlanta). This year, the workshop is co-located with the NLI-
2013 (Native Language Identification Shared Task) – another indication of how this field is developing.

We received 25 submissions and accepted nine papers as oral presentations and six as poster
presentation plus an oral presentation of the summary report for the NLI Shared Task. All of the papers
appear in these proceedings. Each paper was reviewed by three members of the Program Committee
who were most appropriate for each paper. We continue to have a very strong policy to deal with
conflicts of interest. First, we made a concerted effort to not assign papers to reviewers to evaluate
if the paper had an author from their institution. Second, with respect to the organizing committee,
authors of papers where there was a conflict of interest recused themselves from the discussion.

This workshop offers an opportunity to present and publish work that is highly relevant to NAACL/HLT,
but is also highly specialized, and so this workshop is often a more appropriate venue for such work.
The Poster session offers more breadth in terms of topics related to NLP and education, and maintains
the original concept of a workshop. We believe that the workshop framework designed to introduce
work in progress and new ideas needs to be revived, and we hope that we have achieved this with the
breadth and variety of research accepted for this workshop. The total number of acceptances represents
a 60% acceptance rate across oral and poster presentations.

While the field is growing, we do recognize that there is a core group of institutions and researchers
who work in this area. With a higher acceptance rate, we were able to include papers from a wider
variety of topics and institutions. The papers accepted to this workshop were selected on the basis of
several factors, including the relevance to a core educational problem space, the novelty of the approach
or domain, and the strength of the research. The accepted papers fall under several main themes:

Automatic Writing Assessment Measures: Four papers focus on writing assessment and feedback.
Östling et al. describe work into automatic scoring of Swedish essays and Andersen et al. describe
a system which provides automatic on English learners’ writing. Vajjala and Loo describe work
into proficiency classification of Estonian language learners, and Madnani et al. describe work into
the automatic scoring of a summarization task designed to measure reading comphrension in young
students.

Assessing Speech: Four papers focus on different methods of assessing spoken the language of different
populations of non-native speakers of English (Xie and Chen; Evanini et al.; Zechner and Wang; Chen).

Grammatical Error Correction: Two papers describe work into the creation of an error-annotated
corpus of learner English (Dahlmeier et al.) and the automatic detection of hyphens in learner English
(Cahill et al.).

Other Learning Assistance Research: Finally, we have several papers on other topics which use NLP
to develop educational applications. Topics include intelligent tutoring (Dzikovska et al.), use of
machine translation metrics to rate student translations (Michaud and McCoy), semantic analysis of
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interactive learner sentences (Levi and Dickinson), dependency annotation in learner writing (Ragheb
and Dickinson) and the use of linguistic error codes for identifying neurodevelopmental disorders
(Morley et al.).

This year, we are excited to host the first Shared Task in Native Language Identification
(http://www.nlisharedtask2013.org/). The task involves automatically predicting the native language
of a English language learner based solely on their essay. 29 teams competed and 24 teams submitted
descriptions of their submitted systems. These papers are found in these proceedings and are presented
as posters in conjunction with the BEA7 poster session. A summary report of the shared task (Tetreault
et al.) is also found in the proceedings.

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their
contributions, the members of the Program Committee for their thoughtful reviews, and everyone who
attended this workshop. The eighth edition of the BEA workshop is notable one as this is the first
year that the workshop has sponsors. We would like to thank our four sponsors: Appen Butler-Hill,
CTB/McGraw-Hill, Educational Testing Service, and PacificMetrics, whose contributions allowed us
to subsidize students at the workshop dinner, and make workshop t-shirts! In addition, we would like
to thank Joya Tetreault for creating the t-shirt design.

Joel Tetreault, Nuance Communications, Inc.
Jill Burstein, Educational Testing Service
Claudia Leacock, CTB/McGraw-Hill
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