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Preface

In recent years there has been an increasing interest in accessibility and usability issues.
This interest is mainly due to the greater importance of the Web and the need to provide
equal access and equal opportunity to people with diverse disabilities. The role of assistive
technologies based on language processing has gained importance as it can be observed
from the growing number of efforts (United Nations declarations on universal access to
information or the WAI guidelines related to content) and research in conferences and
workshops (W4A, ICCHP, ASSETS, SLPAT, etc.). However, language resources and tools
to develop assistive technologies are still scarce.

This 2nd Workshop of Natural Language Processing for Improving Textual Accessibility
(NLP4ITA) aimed to bring together researchers focused on tools and resources for making
textual information more accessible to people with special needs including diverse ranges
of hearing and sight disabilities, cognitive disabilities, elderly people, low-literacy readers
and adults being alphabetized, among others.

NLP4ITA 2013 received 9 contributions from which 6 papers were accepted. We believe
the accepted papers are of high quality and present a mixture of interesting topics.

We would like to thank all people who in one way or another helped in making this
workshop a success. Our special thanks go to Kathleen F. McCoy for accepting to give
the invited presentation, to the members of the program committee who did an excellent
job in reviewing the submitted papers, to Sandra Szasz for designing and updating the
NLP4ITA website, and to the NAACL organizers. Last but not least, we would like to
thank our authors and the participants of the workshop.

Luz Rello, Horacio Saggion, and Ricardo Baeza-Yates
Barcelona, May 2013
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Abstract 

This paper discusses user study outcomes with 

teachers who used Language Muse
SM

 a web-

based teacher professional development (TPD) 

application designed to enhance teachers’ lin-

guistic awareness, and support teachers in the 

development of language-based instructional 

scaffolding (support) for their English language 

learners (ELL). System development was 

grounded in literature that supports the notion 

that instruction incorporating language support 

for ELLs can improve their accessibility to 

content-area classroom texts –in terms of ac-

cess to content, and improvement of language 

skills. Measurement outcomes of user piloting 

with teachers in a TPD setting indicated that 

application use increased teachers' linguistic 

knowledge and awareness, and their ability to 

develop appropriate language-based instruction 

for ELLs. Instruction developed during the pi-

lot was informed by the application’s linguistic 

analysis feedback, provided by natural lan-

guage processing capabilities in Language 

Muse. 

1 Introduction 

Statistics show that between 1997 and 2009 the 

number of ELLs enrolled in U.S. public schools 

has increased by 51% (National Clearinghouse for 

Language Acquisition, 2011). ELLs who have 

lower literacy skills, and who are reading below 

grade level may be mainstreamed into regular con-

tent-area classrooms, and may not receive supple-

mental English language instruction. 

Unfortunately, K-12 content-area teachers
1
 are less 

likely to be trained to adapt their instructional ap-

proaches to accommodate the diverse cultural and 

linguistic backgrounds of students with varying 

levels of English proficiency (Adger, Snow, & 

Christian, 2002; Calderón, August, Slavin, Cheun, 

Durán, & Madden, 2005; Rivera, Moughamian, 

Lesaux, & Francis, 2008; Walqui & Heritage, 

2012). This situation motivated the development 

of Language MuseSM, a web-based application de-

signed to offer teacher professional development 

(TPD) for content-area teachers to support their 

understanding of potential sources of linguistic 

unfamiliarity that may obscure text content for 

ELLs, and their ability to develop relevant lan-

guage-based instructional scaffolding. We rea-

soned that prerequisite to effectively planning or 

implementing instructional supports for ELLs, 

teachers first needed to be able to recognize poten-

tial sources of linguistic difficulty. Further, teach-

ers might need training about the specific 

linguistic structures that might be unfamiliar to 

learners, and which might lead to learners’ inac-

cessibility to core content in text.  

    The motivation for Language Muse, thus, grew 

from the need to provide teachers with training 

about linguistic features in texts that may be un-

familiar to learners. In complement to training 

videos and reading resources, Language Muse 

contains a module that provides automated and 

explicit linguistic feedback for texts, and is intend-

                                                           
1 These are Kindergarten-12th grade teachers of subject areas, 

including math, science, social studies, and English language 

arts. 
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ed to support teachers in the development of les-

son plans with language-based instructional activi-

ties and assessments to support reading and 

content comprehension of texts. The linguistic 

feedback module uses various natural language 

processing methods to provide feedback at the vo-

cabulary, phrasal, sentential, and discourse levels. 

Another motivation of application was efficiency. 

Even with a strong linguistic awareness, manual 

identification of linguistic features would be a 

very time-consuming process. 

   Outcomes from pre-post teacher assessments 

delivered through user piloting with teachers indi-

cated that teachers who used Language Muse 

showed gains in linguistic knowledge. Outcomes 

also indicated that Language Muse use supported 

teachers in the ability to develop appropriate lan-

guage-based instruction for ELLs, informed by the 

application’s linguistic analysis feedback.  

2 Related Work 

In a brief literature review, we address the lan-

guage demands for ELLs in reading content-area 

texts, and the need for relevant teacher training for 

content-area teachers (Section 2.1).  We also dis-

cuss NLP-related applications that support the lin-

guistic analysis of texts -- typically in the context 

of developing readability measures -- which con-

tinues to be a prominent area of research; other 

research supports student tools allowing direct 

interaction with language forms (Section 2.2).  
 

2.1 Language Demands on ELLs, and 

Teacher Training 

 
Language Demands on ELLs. The English Lan-

guage Arts Common Core State Standards
2
 

(Standards) (NGA Center & CCSSO, 2010) has 

now been adopted by 46 states and is a trend-setter 

in U.S. education. The Standards emphasize the 

need for all learners (including ELLs
3
) to read 

progressively more complex texts across multiple 

genres in the content areas, preparing learners for 

college and careers. To accomplish this, learners 

must have familiarity with numerous linguistic 

features related to vocabulary, English language 

                                                           
2 http://www.corestandards.org/ 
3 For details and about Standards and ELLs, see: 

http://ell.stanford.edu/. 

structures, and a variety of text structures (dis-

course).  

    In terms of vocabulary demands, research re-

ports on investigations of academic vocabulary 

and the Tier word system (Beck, McKeown, & 

Kucan, 2008; Calderón, 2007). Specifically, Tier 1 

words are those used in everyday conversation; 

Tier 2 words are general academic words; and Tier 

3 words are found in specific domains (Beck et al, 

2008; Coleman & Pimental, 2011a).  All three Ti-

ers are necessary to academic content learning.  

Key content-area terms in any text would include 

the vocabulary that students are expected to learn 

regardless of the Tier. However, there are many 

other vocabulary terms in the same text that may 

or may not be key content, but may still pose diffi-

culties for an ELL reader.  For instance, the phrase 

“rock star” is a figurative term whose meaning is 

not obvious from knowing the various meanings 

of “rock” or “star”.  A deficit in morphological 

awareness can be a source of reading comprehen-

sion difficulties among native speakers of English, 

(Berninger, Abbott, Nagy, & Carlisle, 2009; Nagy, 

Berninger, & Abbot, 2006), but even more so 

among ELLs (Carlo, August, McLaughlin, Snow, 

Dressler, Lippmann, & White, 2004; Kieffer & 

Lesaux, 2008). Teaching morphological structure 

has been shown to be effective with ELLs 

(Lesaux, Kieffer, Faller, & Kelley, 2010; Proctor, 

Dalton, Uccelli, Biancarosa, Snow, & Neugebauer, 

2011). Native language support can also aid stu-

dents in learning text-based content (Francis, Au-

gust, Goldenberg, & Shanahan, 2004). 

Specifically, lessons that incorporate cognates 

(e.g., individual (English) and individuo (Spanish)) 

have been found to be effective in expanding Eng-

lish vocabulary development and aiding in com-

prehension (August, 2003; Proctor, Dalton, & 

Grisham, 2007).  Polysemous words can contribute 

to overall text difficulty.  Papamihiel, Lake & Rice 

(2005) specifically discuss difficulties of content-

specific, polysemous words, where the more 

common meaning may lead to a misconception 

when using that meaning to infer the more specific 

content meaning (e.g., prime in prime numbers). 

Unfamiliar cultural references (e.g., He’s a mem-

ber of the Senate.), when reading an unfamiliar 

language to learn unfamiliar content, imposes a 

triple cognitive load for ELLs (Goldenberg, 2008). 

    With regard to sentence-level demands, long, 

multi-clause sentences can present frustrating 
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complexities. Readers need to analyze sentence 

clauses to understand and encode key information 

in working memory as they build a coherent men-

tal model of the meaning of a text (Kintsch, 1998).  

Different subject areas often have sentential and 

phrasal structures that are unique to that subject, 

resulting in comprehension breakdowns, e.g., the 

noun phrases in math texts “a number which can 

be divided by itself …” (Schleppegrell, 2007; 

Schleppegrell & de Oliveira, 2006).   

    Regarding discourse structure demands, con-

tent-area texts may represent varying discourse 

relationships. Discourse relations such as, com-

pare-contrast, cause-effect can all be intermingled 

within a single passage (Goldman & Rakestraw, 

2000; Meyer, 2003). Teachers need to learn how 

to identify discourse-level information and devel-

op scaffolding to support students’ ability to navi-

gate discourse elements in texts. Students may also 

be challenged in keeping track of and resolving 

referential (anaphoric) relationships. Pronomial 

reference can be a challenge for ELLs in texts 

with multiple characters or agents (Kral, 2004). 

An equal challenge concerns the resolution of ref-

erential relations among nouns, phrases, or ideas - 

a common occurrence in expository texts- whether 

the category of reference is pronominal, synony-

my, paraphrase, or determiner, e.g., this, that, or 

those (Pretorius, 2005). Also critical to learning 

new content is understanding connector words 

functions (e.g., because, therefore) for building 

text cohesion (Goldman & Murray, 1992; 

Graesser, McNamara, & Louwerse, 2003).   

    Teacher Training. Teachers need to become lin-

guistically aware of aspects of the English lan-

guage that present potential obstacles to content 

access for ELLs. Yet, teachers often lack training 

in the identification of features of English that may 

challenge diverse groups of ELLs (Adger et al., 

2002; Calderón et al., 2005; Rivera et al , 2008; 

Walqui & Heritage, 2012), and in the implementa-

tion of strategies to help ELLs academic language 

and vocabulary acquisition (Flinspach, Scott, Mil-

ler, Samway, & Vevea, 2008).  Further, the num-

ber of teachers trained in effective instructional 

strategies to meet the range of needs of ELLs has 

not increased consistently with the rate of the ELL 

population (Gándara, Maxwell-Jolly, & Driscoll, 

2005; Green, Foote, Walker & Shuman, 2010). 

Studies suggest that teachers with specialized 

training have a positive impact on student perfor-

mance (Darling-Hammond, 2000; Peske & Hay-

cock, 2006). 

 

2.2 Text Accessibility and NLP 

 

Considerable research in NLP and text 

accessibility has focussed on linguistic properties 

of text that render a text relatively more or less 

accessible (comprehensible). This research stream 

has often fed into applications offering readability 

measures – specifically, measures that predict the 

grade level, or grade range of a text (e.g., 

elementary, middle or high-school). Foundational 

research in this area examined the effect of  

morphological and syntactic text properties. Flesch 

(1948) reported that text features such as syllable 

counts of words, and sentence length were 

predictors of text difficulty.  Newer research in 

this area has included increasingly more NLP-

based investigations (Collins-Thompson & Callan, 

2004; Schwarm & Ostendorf, 2005; Miltsakaki, 

2009). Some research examines text quality in 

terms of discourse coherence of  well-formed texts 

(Barzilay & Lapata, 2008; Pitler & Nenkova, 

2008; Graesser, McNamara, & Kulikowich, 

2011).   

    Human evaluation of text complexity in curricu-

lum materials development (i.e., adaptation and 

scaffolding of reading texts, and the creation of 

activities and assessments) is a time-consuming, 

and typically intuitive process. Determining text 

complexity is also not a clear and objective meas-

ure. For example, what is complex for a native 

English speaker reading on grade level may vary 

from what is complex (or unfamiliar) for an ELL 

reading below grade level. This area of research 

continues to grow as is evidenced by NLP shared 

tasks (Mihalcea, Sinha & McCarthy, 2010), in the 

research and educational measurement communi-

ties (Burstein, Sabatini, and Shore, in press; Nel-

son, Perfetti, Liben & Liben, 2012).  

    The REAP system uses statistical language 

modeling to assign readability measures to Web 

documents (Collins-Thompson & Callan, 2004). 

This system is used in college-level ESL class-

rooms for higher level ESL students. It is designed 

to support automatic selection and delivery of ap-

propriate and authentic texts to students in an in-

structional setting (Heilman, Zhao, Pino, & 

Eskenazi, 2008). Teacher users can set a number 

of constraints (e.g., reading level, text length, and 
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target vocabulary) to direct the text search.  The 

system then automatically performs the text selec-

tion.  The system also has tools that allow English 

learners to work with the text, including dictionary 

definition access and vocabulary practice exercis-

es. In pilot studies with high-intermediate learners 

in a university setting, a post-test showed promis-

ing learning outcomes (Heilman et al, 2008). 

    WERTi (Working with English Real Texts in-

teractively) (Meurers et al., 2010) is an innovative 

Computer-Assisted Language Learning (CALL) 

tool that allows learners to interact directly with 

NLP outputs related to specific linguistic forms. In 

the context of a standard search environment, 

learners can select texts from the web. NLP meth-

ods are applied to identify linguistic forms that are 

often problematic for ELLs, including, use of de-

terminers and prepositions, wh-question formation, 

and phrasal verbs in the texts. Meurers et al. point 

out that this CALL method is intended to draw 

learners’ attention to specific properties of a lan-

guage (Rutherford and Sharwood Smith , 1985). 

ELLs’ direct interaction with different linguistic 

forms could support them in language skills de-

velopment, and content accessibility.  

    To our knowledge, Language Muse is unique 

from other NLP applications in that it is designed 

as a teacher professional development (TPD) ap-

plication intended to enhance teachers’ linguistic 

awareness, and as a result, aid teachers in the de-

velopment of language-based scaffolding to sup-

port learners’ content accessibility, and language 

skills development. Key text complexity drivers 

cannot be communicated to teachers through nu-

merical aggregate readability measures which ap-

pear to be the predominant approach to analysis of 

text difficulty described in the literature. Lan-

guage Muse fills a critical TPD gap.  The appli-

cation is an innovative resource designed to help 

teachers understand the specific linguistic features 

that may contribute to text difficulty and ELLs’ 

inaccessibility to text content; linguistic feedback 

features in SYSTEM are grounded in the literature 

about ELL language demands (Section 2.1). 

3 Language Muse  

Language Muse is a web-based application for 

enhancing teachers’ linguistic awareness and sup-

porting the development of language-based in-

struction for ELLs. It uses NLP methods to 

provide explicit linguistic feedback that is ground-

ed in the literature discussing ELL language de-

mands and needs (Section 2.1).      

  We will discuss (a) the system’s specific lesson 

planning components, and (b) a text exploration 

tool that provides automated linguistic feedback. 

    The lesson planning component has three mod-

ules that support the creation of lesson plans, and 

related activities and assessments. To create a les-

son plan, teachers complete a lesson plan template 

(provided by the system) with five sections com-

monly found in lesson plans: (a) standards and 

objectives, (b) formative and summative assess-

ments, (c) engaging student interest/connecting to 

student background  knowledge, (d) modeling and 

guided practice, and (e) independent practice. 

Teachers use system functionality to link specific 

texts to a lesson plan. Texts have typically been 

analyzed, first, using the feedback tool. Feedback 

is then used to inform lesson plan development. 

Activities and assessments may also be created for 

a specific lesson plan and will also be linked to the 

plan.  Teachers are instructed to use linguistic 

feedback from the tool to develop language-

focused activities and assessments that can be used 

to    support the language objectives proposed in 

the lesson plan.      The Text Explorer & Adapter 

(TEA-Tool) feedback module uses NLP methods 

for automatic summarization (Marcu, 1999); Eng-

lish-to-Spanish machine translation (SDL n.d.); 

and, linguistic feedback. A text
4
, or a webpage 

with the relevant text is uploaded, or accessed, 

respectively, into the TEA-Tool module. The 

summarization capability may be used to reduce 

the amount of text that learners are exposed to re-

duce cognitive load. The machine translation ca-

pability can be used to offer native language 

support to learners with little English proficiency.   

The primary focus in this section, however, will 

center around the linguistic feedback that supports 

the core goal of building teachers’ awareness of 

specific linguistic features in texts. The linguistic 

feedback includes specific information about vo-

cabulary, phrasal and sentence complexity, and 

discourse relations.  For vocabulary
5
, categories of 

feedback include: academic words, cognates, col-

locations and figurative words and terms, cultural 
                                                           
4 Microsoft Word, PDF, and Plain text files may be used. 
5 For academic words, cognates, cultural references, and 

homonyms, customized word lists are used. No NLP is used 

in these cases. 
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references, morphological analysis, homonyms 

(e.g., their, there, and they’re), key content words, 

and similes
6
. For phrasal and sentential complexi-

ty, complex verb and noun phrases, sentences with 

one or more dependent clauses, and passive sen-

tences. For discourse, cause-effect, compare-

contrast, evidence and details, opinion, persuasion, 

and summary relations.  

     The remainder of this section describes features 

in the TEA-Tool module that use NLP to generate 

linguistic feedback. Providing individual evalua-

tion descriptions for each NLP feature is beyond 

the scope of this paper
7
, intended to focus on user 

study outcomes associated with Language Muse 

use (Section 4).  

    The specific vocabulary (lexical) features that 

use NLP methods or resources include these op-

tions
8
: basic and challenge synonyms, complex and 

irregular word forms, variant word forms, and 

multiple word expressions.  As discussed earlier, 

unfamiliar vocabulary is recognized as a big con-

tributor to text inaccessibility. The Basic Synonym 

and Challenge Synonym features support the vo-

cabulary comprehension and vocabulary building 

aspects, respectively. To generate the greatest 

breadth of synonyms, the tool uses a distributional 

thesaurus (Lin, 1998), WordNet (Miller, 1995) and 

a paraphrase generation tool (Dorr and Madnani, 

to appear). Previous research has evaluated using 

these combined resources with relevant constraints 

to prevent too many false positives (Burstein and 

Pedersen, 2010).  An additional slider feature al-

lows users to adjust the number of words for 

which the tool will return synonyms for existing 

words in the text. Outputs are based on word fre-

quency. Frequencies are determined using a stand-

ard frequency index (Breland, Jones, and Jenkins, 

1994). If users want synonyms for a larger number 

of words across a broader frequency range that 

includes lower (more rare words) and higher 

(more common words) frequency words, then they 

move the slider further to the right. To retrieve 

synonyms for fewer and rarer words, the slider is 

moved to the left. For all words in the text that are 

within the range of word frequencies at the partic-

ular point on the slider, the tool returns synonyms.  

If users select Basic Synonyms, the tool returns all 
                                                           
6 This new feature was not available during the pilot study. 
7 For details, see Burstein, Sabatini, Shore, Moulder, 

Holtzman & Pedersen (2012). 
8 These reflect the feature names in TEA-Tool. 

words with equivalent or higher frequencies than 

the word in the text. In theory, these words should 

be more common words that support basic com-

prehension. If users select Challenge Synonyms, 

then the tool returns all words with equivalent or 

lower frequencies than the word in the text. In this 

case, the teacher might want to work on vocabu-

lary building skills to help the learner with new 

vocabulary. If the user  selects both the Basic Syn-

onyms and Challenge Synonyms features, then the 

tool will output the  full list of basic (more famil-

iar), and challenge (less familiar) synonyms for 

words in the text.  The teacher can use these syno-

nyms to modify the text directly, or to develop 

instructional activities to support word learning.   

The Complex and Irregular Word Forms and Var-

iant Word Forms feature offers feedback related to 

morphological form. A morphological analyzer 

originally evaluated for an automated short-answer 

scoring system (Leacock & Chodorow, 2003) is 

used. This analyzer handles derivational and in-

flectional morphology. Feedback can be used for 

instructional scaffolding that includes discussion 

and activities related to morphological structure is 

an effective method to build ELLs’ vocabulary. 

There are two features that identify words with 

morphological complexity, specifically, words 

with prefixes or suffixes: (1) Complex and Irregu-

lar Word Forms and (2) Variant Word Forms. For 

(1), the morphological analyzer identifies words 

that are morphologically complex. A rollover is 

available for these words. Users can place their 

cursor over the highlighted word, and the word 

stem is shown (e.g., lost ⇒ stem: lose). For (2), the 

system underlines words with the same stem that 

have different parts of speech, such as poles and 

polar. Teachers can build instruction related to this 

kind of morphological variation and teach students 

about variation and relationships to parts of 

speech.   

  Multiple word expressions (MWE) may include 

idioms (e.g., body and soul), phrasal verbs (e.g., 

reach into), and MWEs that are not necessarily 

idiomatic, but typically appear together (colloca-

tions) to express a single meaningful concept (e.g., 

heart disease). All of these MWE types may be 

unfamiliar terms to ELLs, and so they may inter-

fere with content comprehension. Teachers can get 

feedback identifying MWEs to design relevant 

scaffolding for a text. To identify MWEs, two re-

sources are used.  The WordNet 3.0 compounds 
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list of approximately 65,000 collocational terms is 

used in combination with a collocation tool that 

was designed to identify collocations in test-taker 

essays (Futagi, Deane, Chodorow, & Tetreault, 

2008). Some terms in the WordNet list are com-

plementary to what is found by the collocation 

tool.  We have found that both outputs are useful. 

Futagi et al.’s collocation tool identifies colloca-

tions in a text that occur in seven syntactic struc-

tures that are the most common structures for 

collocations in English based on The BBI Combi-

natory Dictionary of English (Benson, Benson, & 

Ilson, 1997). For instance, these include Noun of 

Noun (e.g., swarm of bees), and Adjective + Noun 

(e.g., strong tea), and Noun + Noun (e.g., house 

arrest). See Futagi et al. (2008) for further details.   

    Complex phrasal or sentential features can in-

troduce potential difficulty in a text. A rule-based 

NLP module is used to identify all of these fea-

tures using a shallow parser that had been previ-

ously evaluated for prepositional phrase and noun 

phrase detection (Leacock & Chodorow, 2003). 

The module to identify passive sentence construc-

tion had been previously evaluated for commercial 

use (Burstein, Chodorow, & Leacock, 2004). The 

following feedback features can be selected: Long 

Prepositional Phrases, which identifies sequences 

of two or more consecutive prepositional phrases 

(e.g., He moved the dishes from the table to the 

sink in the kitchen.); Complex Noun Phrases, 

which shows noun compounds composed of two 

or more nouns (e.g., emergency management 

agency) and noun phrases (e.g., shark-infested wa-

ters); Passives, which indicate passive sentence 

constructions (e.g., The book was bought by the 

boy.); 1+Clauses, which highlights sentences with 

at least one dependent clause (e.g., The newspaper 

indicated that there are no weather advisories.); 

and Complex Verbs, which identifies verbs with 

multiple verbal constituents (e.g., would have 

gone, will be leaving, had not eaten). 

       With regard to discourse transition features, 

discourse-relevant cue words and terms are  

highlighted when the following discourse transi-

tions features are identified, including: Evidence 

& Details, Compare-Contrast, Summary, Opinion, 

Persuasion, and Cause-Effect.  A discourse ana-

lyzer previously evaluated for a commercial auto-

mated scoring application is used (Burstein, 

Kukich, Wolff, Lu, Chodorow, Braden-Harder, & 

Harris, 1998). The system identifies cue words and 

phrases in text that are being used as specific dis-

course (or rhetorical) contexts. For instance, “be-

cause” is typically associated with a cause-effect 

relation. However, some words need to appear in a 

specific syntactic construction to function as a dis-

course term. For instance, the word first functions 

as an adjective modifier and not a discourse term 

in a phrase, e.g., “the first piece of cake.” When 

first is sentence-initial, as in, “First, she sliced a 

piece of cake,” then it is more likely to be used as 

a discourse marker, indicating a sequence of 

events.  

4 TPD Pilot 

We report on Language Muse use as it was inte-

grated into a Stanford University TPD program for 

in-service
9
  teachers.  The site agreed to integrate 

the application into their coursework to support 

coursework instruction, and instructional goals. 

This section describes a pilot study and outcomes 

with in-service teachers enrolled in the program. 

4.1 Study Design 

4.1.1 Site Description 

Stanford University’s courses are offered entirely 

online to teachers as part of a professional devel-

opment program that awards the California State 

Cross-Cultural Language and Academic Devel-

opment (CLAD) certificate through its California 

Teachers of English Learners (CTEL) certification 

process. By state law, all California teachers of 

ELLs must obtain a CLAD/CTEL or equivalent 

certification.  

4.1.2 Teacher Participants 
 

Responses to a background survey administered to 

teachers indicated a range of teaching experience 

from less than a year of teaching experience to as 

much as 37 years of teaching experience.  Teach-

ers taught across a broad range of content areas, 

including Art, Computers, Health, Language Arts, 

Math, Music, Physical Education, Science, and 

Social Studies, and grade levels from Kindergarten 

through 12
th
 grade. 

 

                                                           
9 This refers to teachers who have teaching credentials, and 

can be employed as a classroom teachers. 
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4.1.3 Pilot Instructional Activities
10

, 

 

After responding to the background survey, and 

the two pre-tests (Section 4.1.4), teachers com-

pleted the following TPD activities before moving 

on to post-tests (Section 4.1.4.) First, teachers read 

an article written by a teacher training expert on 

the team. The article describes best practices for 

developing language-based scaffolding for ELLs. 

The article also offers strategy descriptions as to 

how to use Language Muse to complete the lesson 

plan assignment (Section 4.1.4), in particular.  

Teachers then viewed three instructional videos 

that provided instruction about how to use the tool. 

Videos were created by a research team member, 

and included additional instruction about scaffold-

ing strategies. Finally, teachers completed two 

practice activities with Language Muse which 

gave them an opportunity to use the different tool 

modules (TEA-Tool and lesson planning) before 

developing the final lesson plan assignment.  
 

4.1.4 Measurement Instruments
11

 

 

Teachers completed two surveys, one pre-survey, 

responding to questions about their professional 

background and school context, and a second post-

survey responding to questions related to percep-

tions about Language Muse use.  To evaluate 

teacher knowledge gains, pre- and post-test in-

struments were developed by the project team, and 

included: (a) a multiple-choice (MC) test that 

evaluated teachers’ knowledge of linguistic struc-

tures at the Vocabulary, Sentence, and Discourse 

levels, and (b) a constructed- response
12

 (CR) test t 

measured teachers’ ability to identify linguistic 

features in a text
13

 that were likely to interfere with 

content comprehension,  and to suggest language-

based instructional scaffolding to support compre-

hension. The pretests were administered prior to 

exposure to Language Muse (through the instruc-

tional activities (Section 4.1.3)), and the posttest 

                                                           
10 Instructional activities are available on the Language Muse 

homepage. Teachers save all of their work in Language Muse 

so it can be viewed by course instructors and the research 

team, and accessed by users.  
11 For measurement instruments details, see Burstein et al, 

(2012). 
12 Constructed-response tasks require extended written re-

sponses. 
13 An 300-word, 8th grade Social Studies text about U.S. colo-

nization was used. 

after exposure. The same test was administered at 

pre- and post-.
14

 The CR task was scored by two 

human raters on a 6-point scale (0 to 5, where 

5=highest quality response). Inter-rater reliabili-

ties
15

 were 0.72 for Vocabulary; 0.75 for Sentenc-

es; and 0.71 for Discourse CR items.  At post-test 

only, teachers developed a lesson plan using the 

lesson planning and TEA-Tool
16

 modules in Lan-

guage Muse. This occurred after teachers had 

completed the instructional activities included as 

part of Language Muse integration in the Stanford 

program. Lesson plans were evaluated by two hu-

man raters using two distinct rubrics: a) quality of 

Language Skill objectives or b) ELL-specific Skills 

objectives, i.e., unique challenges to ELLs such as, 

idioms or cultural references. Inter-rater reliabili-

ties were 0.61 and 0.71 respectively.   In addition, 

raters reviewed the linguistic feedback features 

that teachers had used to explore the lesson plan 

text, using TEA-Tool. The raters then examined 

the lesson plan and recorded the number of fea-

tures explored that ended up informing the lesson 

plan. Inter-rater reliabilities were 0.69. 

 

4.2 Study Results 

 

    Pre-Posttests, MC and CR. Analyses were con-

ducted for 107 teacher participants for pre- and 

post-MC; 103 pre- and post-CR
17

.  Paired-samples 

t-test showed statistically significant (p=0.02) in-

crease in the MC Discourse score from pre-test (M 

=13.71, SD =2.22) to post- (M=14.20, SD =2.35; 

(p=0.02) increase in CR Vocabulary pre (M=2.79, 

SD=0.88) to post- (M=2.99, SD=0.86); in the CR 

Sentences score (p=0.02) from pre- (M=1.51, 

SD=1.23) to post- (M=1.91, SD=1.24); in the CR 

Total score (p=0.00) pre- (M=5.96, SD=2.35) to 

post- (M=6.76, SD=2.08).  There were no statisti-

cally significant increases in the MC Vocabulary, 

Sentences, and Total scores, nor CR Discourse.      

    Lesson Plans. Of the 112 teachers who com-

pleted the Lesson Plan assignment, a significant 

                                                           
14 There was a lapse of approximately 8 weeks between the 

pre- and the post-test. 
15 Inter-rater reliabilities in this study reflect Pearson correla-

tions. 
16 The TEA-Tool module is used to explore the linguistic 

features in the text; feedback features are then used to inform 

lesson plan development with regard to the creation of lan-

guage-based scaffolding. 
17 Analyses are reported only for participants who responded 

to the pre- and post-. 
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correlation of 0.205 was found between the Lan-

guage Skills Score and the number of feedback 

features used to inform the lesson plan.  

5 Discussion and Conclusions 

This paper discusses how Language Muse, an 

NLP-driven TPD application, supported K-12 

teachers in understanding linguistic features in text 

that may be obstacles to content understanding 

during reading. Through the development of 

teachers’ linguistic awareness, our original hy-

pothesis was that teachers would become more 

knowledgeable about linguistic structures, and in 

turn, this would support them in the practice of 

creating lesson plans with greater coverage of text 

language and language objectives that would facil-

itate students’ text and content understanding.  

   Study outcomes indicated that the teacher pro-

fessional development package can be successful-

ly implemented in the context of in-service, post-

secondary course work. Through a study with a 

TPD program at Stanford University, results of the 

pre-post assessments administered in the study 

indicated at statistically-significant levels that 

teachers did improve their linguistic knowledge 

about vocabulary, sentences relations, and dis-

course relations, and that they also demonstrated 

and increased ability to offer language-based scaf-

folding strategies as evidenced by an gains pre-

post total score on the CR.  In the context of lesson 

plan development, as a secondary post-test evalua-

tion, teachers who productively used the linguistic 

feedback to inform their lesson plans designed 

higher-quality plans (i.e., addressed language ob-

jectives that target development of new language 

skills), than those who did not.   

   The Language Muse TPD package is now being 

evaluated with nine middle-school teachers with 

high populations of ELLs in California, New Jer-

sey, and Texas. After completion of the TPD, 

teachers will develop lesson units using Language 

Muse, and administer the lessons in their class-

rooms. Pre- and post-tests will be administered to 

students to evaluate the effectiveness of the lesson 

plans vis-à-vis language-based instruction.  
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Abstract

Persons affected by Autism Spectrum Dis-
orders (ASD) present impairments in so-
cial interaction. A significant percentile of
them have inadequate reading comprehension
skills. In the ongoing FIRST project we build
a multilingual tool called Open Book that
helps the ASD people to better understand the
texts. The tool applies a series of automatic
transformations to user documents to identify
and remove the reading obstacles to compre-
hension. We focus on three semantic compo-
nents: an Image component that retrieves im-
ages for the concepts in the text, an idiom de-
tection component and a topic model compo-
nent. Moreover, we present the personaliza-
tion component that adapts the system output
to user preferences.

1 Introduction

Autism Spectrum Disorders are widespread and af-
fect every 6 people in 10000 according to Autism
Europe site1. The disorder is chiefly characterized
by impairments in social interaction and by repet-
itive and stereotyped behaviour (Attwood, 2007).
People affected by ASD are not able to communi-
cate properly because they lack an adequate theory
of mind (Baron-Cohen, 2001). Therefore, they are
not able to infer the other persons’ mental states:
beliefs, emotions or desires. This lack of empathy
prevents the people with ASD to have a fulfilled so-
cial life. Their inability to understand others leads
to the incapacity to communicate their wishes and
desires and to social marginalization.

1http://www.autismeurope.org/

The FIRST project seeks to make a small step
towards integration of ASD people in the informa-
tion society by addressing their reading comprehen-
sion ability. It is well known that many of the ASD
people have a wide range of language difficulties.
Psychological studies showed that they have prob-
lems understanding less common words (Gillispie,
2008), have difficulty comprehending polysemous
words (Fossett and Mirenda, 2006) and have trou-
bles dealing with figurative language (Douglas et al.,
2011). The absence of good comprehension skills
impedes the ASD students to participate in curricu-
lum activities or to properly interact with their col-
leagues in chats or blogs. To enhance the reading
comprehension of ASD people we are developing a
software tool. It is built by partners in Academia and
Industry in close collaboration with teams of psy-
chologists and clinicians. It operates in a multilin-
gual setting and is able to process texts in English,
Spanish and Bulgarian languages. Based on litera-
ture research and on a series of studies performed
in the United Kingdom, Spain and Bulgaria with a
variety of autistic patients ranging from children to
adults the psychologists identified a series of obsta-
cles in reading comprehensions that the tool should
remove. From a linguistic point of view they can
be classified in syntactic obstacles (difficulty in pro-
cessing relative clauses, for example) and semantic
obstacles (difficulty in understanding rare or special-
ized terms or in comprehension of idioms, for exam-
ple). The tool applies a series of automatic transfor-
mations to user documents to identify and remove
the reading obstacles to comprehension. It also as-
sists the carers , persons that assist the ASD people
in every day life tasks, to correct the results of auto-
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matic processing and prepare the documents for the
users. This paper will focus on three essential soft-
ware components related to semantic processing: a
software component that adds images to concepts
in the text, a software component that identifies id-
iomatic expressions and a component that computes
the topics of the document. Moreover, we present
the personalization component that adapts the sys-
tem output to user preferences. The rest of the paper
has the following structure: the next section briefly
presents other similar tools on the market. Section
3 presents a simple procedure for identifying the
obstacles ASD people have in reading comprehen-
sions. Section 4 shows the architecture of the seman-
tic processing components and the personalization
component. The last section draws the conclusions
and comments on the future work. Before present-
ing the main part of the article we make a brief note:
throughout the paper we will use whenever possible
the term ”user” instead of ASD people or patients.

2 Related Work

A number of software tools were developed to sup-
port the learning of ASD people. Probably the
most known one is Mind Reading2, a tool that
teaches human emotions using a library of 412 ba-
sic human emotions illustrated by images and video.
Other well known software is VAST-Autism3, a tool
that supports the understanding of linguistic units:
words, phrase and sentences by combining spoken
language and images. ”Stories about me” is an IPad
application4 that allows early learners to compose
stories about themselves. All these tools and others
from the same category are complementary to Open
Book. However, they are restricted to pre-stored
texts and not able to accommodate new pieces of
information. The main characteristics that sets aside
our tool is its scalability and the fact that it is the only
tool that uses NLP techniques to enhance text com-
prehension. Even if the carers correct the automatic
processing output, part of their work is automatized.

2http://www.jkp.com/mindreading/index.php
3http://a4cwsn.com/2011/03/vast-autism-1-core/
4http://www.limitedcue.com/our-apps/

3 Obstacles in text comprehension

Most of the automatic operations executed by the
Open Book tool are actually manually performed by
the carers. They simplify the parts of the text that are
difficult to understand. We compared the texts be-
fore and after the manual simplification process and
registered the main operations. The main simplifica-
tion operations ordered by frequency performed by
carers for 25 Spanish documents belonging to dif-
ferent genders: rent contracts, newspaper articles,
children literature, health care advices, are the fol-
lowing:

1. Synonymous (64 Operations). A noun or an ad-
jective is replaced by its less complex synonym.

2. Sentence Splitting (40 Operations). A long sen-
tence is split in shorter sentences or in a bullet
list.

3. Definition (34 Operations). A difficult term is
explained using Wikipedia or a dictionary.

4. Near Synonymous (33 Operations). The term
is replaced by a near synonym.

5. Image (27 Operations) A concept is illustrated
by an image.

6. Explanation (24 Operations). A sentence is
rewritten using different words.

7. Deletion (17 Operations). Parts of the sentence
are removed.

8. Coreference(17 Operations). A coreference
resolution is performed.

9. Syntactic Operation (9 Operations). A trans-
formation on the syntactic parse trees is per-
formed.

10. Figurative Language (9 Operations). An idiom
or metaphor is explained.

11. Summarization (3 Operations). The content of
a sentence or paragraph is summarized.

The most frequent operations with the exception
of Sentence Splitting are semantic in nature: replac-
ing a word with a synonym, defining the difficult
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terms. The only obstacle that cannot be tackled au-
tomatically is Explanation. The Explanation entails
interpretation of the sentence or paragraph and can-
not be reduced to simpler operations.

A similar inventory has been done in English.
Here the most frequent operation are Sentence Split-
ting, Synonyms and Definition. The operations are
similar across English and Spanish but their ordering
differs slightly.

4 The Semantic System

In this paper we focus on three semantic compo-
nents meant to augment the reading experience of
the users. The components enhance the meaning
of documents assigning images to the representa-
tive and difficult concepts, detecting and explaining
the idiomatic expressions or computing the topics to
which the documents belong.

In addition to these components we present an-
other component called Personalization. Strictly
speaking, the personalization is not related to se-
mantic processing per se but, nevertheless, it has
an important role in the final system. Its role
is to aggregate the output of all software compo-
nents,including the three ones mentioned above, and
adapt it according to user’s needs.

All the input and output documents handled by
NLP components are GATE (Cunningham et al.,
2011) documents. There are three reasons why
GATE documents are preferred: reusability, extensi-
bility and flexibility. A GATE document is reusable
because there are many software components devel-
oped both in academy and industry, most of them
collected in repositories by University of Sheffield,
that work with this format. A GATE document is
extensible because new components can add their
annotations without modifying previous annotations
or the content of the document. Moreover, in case
there is no dependence between the software com-
ponents the annotations can be added in parallel. Fi-
nally, a GATE document is flexible because it al-
lows the creation of various personalization work-
flows based on the specified attributes of the anno-
tations. The GATE document format is inspired by
TIPSTER architecture design5 and contains in ad-
dition to the text or multimedia content annotations

5http://www.itl.nist.gov/iaui/894.02/related projects/tipster/

grouped in Annotation Sets and features. The GATE
format requires that an annotation has the following
mandatory features: an id, a type and a span. The
span defines the starting and the ending offsets of
the annotation in the document text.

Each developed software component adds its an-
notations in separate name annotation sets. The
components are distributed and exposed to the out-
side world as SOAP web services. Throughout the
rest of the paper we will use interchangeably the
terms: component, software component and web
service.

For each semantic component we discuss:

• The reasons for its development. In general,
there are two reasons for the development of a
certain software component: previous studies
in the literature and studies performed by our
psychologists and clinicians. In this paper we
will give only motivations from previous stud-
ies because the discussion of our clinicians and
psychologist studies are beyond the purpose of
this paper.

• Its architecture. We present both the foreseen
characteristics of the component and what was
actually achieved at this stage but we focus on
the latter.

• The annotations it added. We discuss all the
features of the annotations added by each com-
ponent.

4.1 The Image Web Service
In her landmark book, ”Thinking in Pictures: My
Life with Autism”, Temple Grandin (1996), a scien-
tist affected by ASD, gives an inside testimony for
the importance of pictures in the life of ASD peo-
ple:

”Growing up, I learned to convert abstract ideas
into pictures as a way to understand them. I visu-
alized concepts such as peace or honesty with sym-
bolic images. I thought of peace as a dove, an Indian
peace pipe, or TV or newsreel footage of the signing
of a peace agreement. Honesty was represented by
an image of placing one’s hand on the Bible in court.
A news report describing a person returning a wallet
with all the money in it provided a picture of honest
behavior.”

13



Grandin suggests that not only the ASD people
need images to understand abstract concepts but that
most of their thought process is visual. Other studies
document the importance of images in ASD: Kana
and colleagues (2006) show that the ASD people use
mental imagery even for comprehension of low im-
agery sentences. In an autobiographic study Grandin
(2009) narrates that she uses language to retrieve
pictures from the memory in a way similar to an im-
age retrieval system.

The image component assigns images to concepts
in the text and to concepts summarizing the meaning
of the paragraphs or the meaning of the whole doc-
ument. Currently we are able to assign images to
the concepts in the text and to the topics computed
for the document. Before retrieving the images from
the database we need a procedure for identifying
the difficult concepts. The research literature helps
with this task, too. It says that our users have diffi-
culty understanding less common words (Lopez and
Leekam, 2003) and that they need word disambigua-
tion (Fossett and Mirenda, 2006).

From an architectural point of view the Image
Web Service incorporates three independent sub-
components:

• Document Indexing. The Document Index-
ing sub-component indexes the document con-
tent for fast access and stores all offsets of the
indexing units. The indexed textual units are
words or combinations of words (e.g., terms).

• Difficult Concepts Detection. The difficult
concepts are words or terms (e.g. named enti-
ties) disambiguated against comprehensive re-
sources: like Wordnet and Wikipedia. This
sub-component formalizes the notion ”difficult
to understand” for the users. It should be based
on statistical procedures for identifying rare
terms as well as on heuristics for evaluating the
term complexity from a phonological point of
view. For the time being the sub-component
searches in the document a precompiled list of
terms.

• Image Retrieval. This sub-component re-
trieves the images corresponding to difficult
concepts from image databases or from web
searching engines like Google and Bing.

The Image Web Service operates in automated
mode or in on-demand mode. In the automated
mode a document received by the Image Web Ser-
vice is processed according to the working flow in
Figure 1. In the on-demand mode the user high-
lights the concepts (s)he considers difficult and the
web service retrieves the corresponding image or set
of images. The difference between the two modes
of operations is that in the on-demand mode the dif-
ficult concept detection is performed manually.

Once the GATE document is received by the sys-
tem it is tokenized, POS (Part of Speech) tagged
and lemmatized (if these operations were not already
performed by other component) by a layer that is not
presented in Figure 1. Subsequently, the document
content is indexed by Document Indexing subcom-
ponent. For the time being the terms of the doc-
ument are disambiguated against Wordnet. The Im-
age Retrieval component retrieves the corresponding
images from the image database.

The current version uses the ImageNet Database
(Deng et al., 2009) as image database. The Ima-
geNet database pairs the synsets in Princeton Word-
net with images automatically retrieved from Web
and cleaned with the aid of Mechanical Turk. Be-
cause the wordnets for Spanish and Bulgarian are ei-
ther small or not publicly available future versions of
the Web Service will disambiguate the terms against
Wikipedia articles and retrieve the image illustrating
the article title. All annotations are added in ”Im-
ageAnnotationSet”. An annotation contains the fol-
lowing features:

• Image Disambiguation Confidence is the con-
fidence of the WSD (Word Sense Disambigua-
tion) algorithm in disambiguating a concept.

• Image URL represents the URL address of the
retrieved image

• Image Retrieval Confidence is the confidence
of assigning an image to a disambiguated con-
cept.

In the on-demand mode the images are also re-
trieved from Google and Bing Web Services and
the list of retrieved images is presented to the carer
and/or to the users. The carer or user selects the im-
age and inserts it in the appropriate place in the doc-
ument.
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Figure 1: The Image Web Service.

4.2 The Idiom Detection Web Service
In the actual linguistic discourse and lexicographical
practice the term ”idiom” is applied to a fuzzy cat-
egory defined by prototypical examples: ”kick the
bucket”, ”keep tabs on”, etc. Because we cannot
provide definitions for idioms we venture to spec-
ify three important properties that characterize them
(Nunberg et al., 1994) :

• Conventionality.The meaning of idioms are not
compositional.

• Inflexibility. Idioms appear in a limited range
of syntactic constructions.

• Figuration. The line between idioms and
other figurative language is somewhat blurred
because other figurative constructions like
metaphors: ”take the bull by the horns” or hy-
perboles: ”not worth the paper it’s printed on”
are also considered idioms.

The figurative language in general and the id-
ioms in particular present particular problems for
our users as they are not able to grasp the meaning
of these expressions (Douglas et al., 2011). To facil-
itate the understanding of idiomatic expressions our
system identifies the expressions and provide defini-
tions for them.

The actual Idiom Web Service finds idiomatic ex-
pressions in the user submitted documents by simple
text matching. The final version of Idiom Web Ser-
vice will use a combination of trained models and

hand written rules for idiom detection. Moreover, it
is also envisaged that other types of figurative lan-
guage like metaphors could be detected. At the mo-
ment the detection is based on precompiled lists of
idioms and their definitions. Because the compo-
nent works by simple text matching, it is language
independent. Unlike the actual version of the Idiom
Web Service the final version should be both lan-
guage and domain dependent. The architecture of
this simple component is presented in Figure 2 .

Figure 2: The Idiom Web Service.

The GATE input document is indexed by the doc-
ument indexing component for providing fast ac-
cess to its content. For each language we compiled
list of idioms from web sources, dictionaries and
Wikipedia. All idiom annotations are added in the
”IdiomAnnotationSet”. An annotation contains the
following features:

• Idiom Confidence represents the confidence the
algorithm assigns to a particular idiom detec-
tion.

• Definition represents the definition for the ex-
tracted idiom.

4.3 The Topic Models Web Service

The mathematical details of the topics models are
somewhat harder to grasp but the main intuition be-
hind is easily understood. Consider an astrobiology
document. Most likely it will talk about at least three
topics: biology, computer models of life and astron-
omy. It will contain words like: cell, molecules, life
related to the biology topic; model, computer, data,
number related to computer models of life topic and
star, galaxy, universe, cluster related with astronomy
topic. The topic models are used to organize vast
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collections of documents based on the themes or dis-
courses that permeate the collection. From a practi-
cal point of view the topics can be viewed as clus-
ters of words (those related to the three topics in the
example above are good examples) that frequently
co-occur in the collection. The main assumption be-
hind Latent Dirichlet Allocation (LDA) (Blei et al.,
2003), the simplest topic model technique, is that
the documents in the collections were generated by a
random process in which the topics are drawn from
a given distribution of topics and words are drawn
from the topics themselves. The task of LDA and
other probabilistic topic models is to construct the
topic distribution and the topics (which are basically
probability distributions over words) starting with
the documents in the collection.

The Topic Models Web Service is based on an
implementation of LDA. It assigns topics to the
user submitted documents, thus informing about the
themes traversing the documents and facilitating the
browsing of the document repository. The topics
themselves perform a kind of summarization of doc-
uments showing, before actual reading experience,
what the document is about.

The architecture of the Topic Models Web Service
is presented in Figure 3.

Figure 3: The Topic Model Web Service.

Once a document is received it is first dispatched
to the Feature Extraction Module where it is POS
tagged and lemmatized and the relevant features are
extracted. As for training models, the features are
all nouns, name entities and verbs in the document.
Then the Topic Inferencer module loads the appro-

priate domain model and performs the inference and
assigns the new topics to the document. There are
three domains/genders that the users of our system
are mainly interested in: News, Health Domain and
Literature. For each of these domains we train topic
models in each of the three languages of the project.
Of course the system is easily extensible to other do-
mains. Adding a new model is simply a matter of
loading it in the system and modifying a configura-
tion file.

The output of the Web System is a document in
the GATE format containing the most important top-
ics and the most significant words in the topics. The
last two parameters can be configured (by default
they are set to 3 and 5 respectively). Unlike the an-
notations for the previous components the annota-
tion for Topic Model Web Service are not added for
span of texts in the original document. This is be-
cause the topics are not necessarily words belonging
to the original document. Strictly speaking the top-
ics are attributes of the original document and there-
fore they are added in the ”GateDocumentFeatures”
section. An example of an output document contain-
ing the section corresponding to the document topics
is given in Figure 4.

Figure 4: The GATE Document Representation of the
Computed Topic Model.

Currently we trained three topic models cor-
responding to the three above mentioned do-
mains/genres for the Spanish language:

• News. The corpus of news contains more
than 500.000 documents downloaded from the
web pages of the main Spanish newspapers (El
Mundo, El Pais, La Razon, etc. . . ). The topic
model is trained using a subset of 50.000 docu-
ments and 400 topics. The optimum number of
documents and topics will be determined when
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the users test the component. However, one
constraint on the number of documents to use
for model training is the time required to per-
form the inference: if the stored model is too
big then the inference time can exceed the time
limit the users expect.

• Health Domain. The corpus contains 7168
Spanish documents about general health is-
sues (healthy alimentation, description of the
causes and treatments of common diseases,
etc.) downloaded from medlineplus portal. The
topic model is trained with all documents and
100 topics. In the future we will extend both
the corpus and the topic model.

• Literature. The corpus contains literature in
two genders: children literature (121 Spanish
translation of Grimm brothers stories) and 336
Spanish novels. Since for the time being the
corpus is quite small we train a topic model
with 20 topics just for the system testing pur-
poses.

For the English and the Bulgarian language we
have prepared corpora for each domain but we have
not trained a topic model yet. To create the training
model all corpora should be POS tagged, lemma-
tized and the name entities recognized. The features
for training the topic model are all nouns, name en-
tities and verbs in the corpora.

4.4 Personalization
The role of the Personalization Web Service is to
adapt the output of the system to the user’s expe-
rience. This is achieved by building both static and
dynamic user profiles. The static user profiles con-
tain a number of parameters that can be manually
set. Unlike the static profiles, the dynamic ones con-
tain a series of parameters whose values are learnt
automatically. The system registers a series of ac-
tions the users or carers perform with the text. For
example, they can accept or reject the decisions per-
formed by other software components. Based on
editing operations a dynamic user profile will be
built incrementally by the system. Because at this
stage of the project the details of the dynamic pro-
file are not yet fully specified we focus on the static
profile in this section.

The architecture of the Personalization compo-
nent is presented in Figure 5.

Figure 5: The Personalization Web Service.

In addition to the web services presented in the
previous sections (The Idiom Web Service and The
Image Web Service) the Personalization Web Ser-
vice receives input from Anaphora Web Service and
Syntax Simplification Web Service. The Anaphora
component resolves the pronominal anaphora and
the Syntax Simplification component identifies and
eliminates difficult syntactic constructions. The Per-
sonalization component aggregates the input from
all web services and based on the parameters speci-
fied in the static profile (the wheel in Figure 5) trans-
forms the aggregate document according to the user
preferences. The personalization parameters in the
static profile are the following:

1. Image Disambiguation Confidence. The image
annotation is dropped when the corresponding
concept disambiguation confidence is less than
the threshold.

2. Image Retrieval Confidence. The image an-
notation is dropped when the assigned image
is retrieved with a confidence lower than the
threshold.

3. Idiom Confidence. The idiom annotation is
dropped when the assigned idiom confidence is
less than the threshold.

4. Anaphora Confidence. The pronominal
anaphora annotations are dropped when the
anaphor is solved with a confidence less than
the threshold.

5. Anaphora Complexity. The parameter assess
the complexity of anaphors. If the anaphora
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complexity score is less than the specified
threshold it drops the resolved pronominal
anaphora.

6. Syntactic Complexity. It drops all annotations
for which the syntactic complexity is less than
the threshold.

The user can also reject the entire output of a cer-
tain web service if he does not need the functionality.
For example, the user can require to display or not
the images, to resolve or not the anaphora, to sim-
plify the sentences or not, etc. In case the output of
a certain web service is desired the user can spec-
ify the minimum level of confidence accepted. Any
annotation that has a level of confidence lower than
the specified threshold will be dropped. In addition
to the parameters related to document content the
static profile includes parameters related to graphi-
cal appearance (e.g. fonts or user themes) that are
not discussed here.

5 Conclusions and further work

In this paper we presented three semantic compo-
nents to aid ASD people to understand the texts.
The Image Component finds, disambiguates and as-
signs Images to difficult terms in the text or re-
lated to the text. It works in two modes: auto-
mated or on-demand. In the automated mode a doc-
ument is automatically enriched with images. In
the on-demand mode the user highlights the con-
cepts (s)he considers difficult and the web service
retrieves the corresponding images. Further devel-
opment of this component will involve disambigua-
tion against Wikipedia and retrieval of images from
the corresponding articles. The Idiom Component
finds idioms and other figurative language expres-
sions in the user documents and provides definitions
for them. Further versions of the component will
go beyond simple matching and will identify other
categories of figurative language. The Topic Mod-
els component helps organizing the repository col-
lection by computing topics for the user documents.
Moreover it also offers a summarization of the doc-
ument before the actual reading experience. Finally
the Personalization component adapts the system
output to the user experience. Future versions of the
component will define dynamic user profiles in addi-
tion to the static user profiles in the current version.

Our hope is that the Open Book tool will be useful
for other parts of populations that have difficulties
with syntactic constructions or semantic processing,
too.
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Abstract 

One of the populations that often needs some 
form of help to read everyday documents is 
non-native speakers. This paper discusses aid 
at the word and word string levels and focuses 
on the possibility of using translation and 
simplification. Seen from the perspective of 
the non-native as an ever-learning reader, we 
show how translation may be of more harm 
than help in understanding and retaining the 
meaning of a word while simplification holds 
promise. We conclude that if reading every-
day documents can be considered as a learn-
ing activity as well as a practical necessity, 
then our study reinforces the arguments that 
defend the use of simplification to make docu-
ments that non-natives need to read more ac-
cessible. 

1 Introduction 

 There are many tools that natural language 
processing (NLP) can offer disadvantaged readers 
to aid them in understanding a document. Readers 
may be at a disadvantage due to poor sight, to cog-
nitive disabilities, or simply to reading in a lan-
guage other than their native one (L1). This paper 
addresses that last case. For non-native readers, 
there are a number of aids that could be made 
available to them. Some aids help on the word 
level, assuming that the understanding of a specific 

word is what is impeding comprehension. Others 
address a more global level, presuming that the 
understanding blockage is due lack of comprehen-
sion of the meaning of a group of words. Our work 
addresses learning English vocabulary, for which 
we have conducted studies on both word-level and 
higher-level aids. We argue that our findings can 
inform what can be done to make documents more 
understandable in general for non-natives. 
 In the past, we have studied the effect of 
aids such as ordered definitions (Dela Rosa and 
Eskenazi, 2011) and synthesized speech (Dela 
Rosa et al., 2010) on learning vocabulary from web 
documents. These aids have been aimed at the 
word level and have been shown to help learning. 
We explored the wider context around an unknown 
word in an effort to give the non-native reader an 
understanding of the several-word context around 
an unknown word in order to help understanding of 
the meaning of the text.  
 Reading documents to learn a language is a 
very different activity from reading an everyday 
document (like a rental agreement) out of neces-
sity. Yet we find that there are similarities between 
the two activities. We believe that, unlike for some 
other categories of disadvantaged readers, each 
document that a non-native reads is a learning 
moment and that they learn the target language 
more with each encounter. These incremental addi-
tions to the readers’ knowledge enable them to be 
increasingly capable of tackling future unknown 
documents. It also reflects on the manner with 
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which readers tackle a document since some un-
derstanding of the words has to take place in order 
for the document to be understood. We believe that 
these similarities warrant using learning findings to 
guide the choice of NLP tools used in document 
processing for non-native readers. The learning 
environment is used in this paper to measure 
document understanding.  

2 Background  

 Using learning as a means of estimating 
the usefulness of NLP techniques in making texts 
more accessible, we can examine the positions that 
the learning community has taken on the educa-
tional value of several of these techniques. 
 Translation (the use of L1 in second lan-
guage (L2) vocabulary acquisition) is the area in 
which we find the greatest controversy. Models of 
L2 lexical acquisition represent acquisition of new 
L2 words as an assimilation through an L1 lemma 
that is generalized and applied to concepts in L2 
(Jiang, 2000; Kroll and Sunderman, 2003). Exces-
sive use of L1 is believed to reduce L2 fluency and 
to fossilize errors. Context, dictionary definitions 
and examples of other sentences in which a word 
could be used are commonly considered to be the 
most effective tools since students can interiorize 
the concept of the new word without reliance on 
L1. This implies that the use of such techniques 
can lead to better learning and improved fluency 
than direct use of L1 translation. This claim has 
been challenged by Grace (1998), showing that 
that when translation is provided, there are higher 
scores on vocabulary tests both in the short-term 
and long-term use of the new words. Prince (1996) 
also claimed that the more proficient students 
benefit more from translation on short-term lexical 
recall tasks, since it is easier for them to get rid of 
the L1 scaffolding. These studies and others have 
been hampered by the ability to accurately measure 
the extent of the subjects’ use of translation. The 
REAP software described below has afforded a 
more precise estimate of use and of retention of 
vocabulary items. 
 Simplification has had more widespread 
acceptance. Simplified texts have often been pro-
vided to language learners either along with the 
original text or alone (Burstein et al, 2007, Peter-
sen and Ostendorf, 2007). These texts have been 
used as reading comprehension exercises or text-

book reading materials (Crossley, et al. 2007). Ac-
cording to Oh (2008), simplification typically uses 
shorter sentences, simpler grammar and controlled 
vocabulary. The use of simplified texts has been 
shown to significantly help students’ reading com-
prehension (Yano, et al. 1994, Oh 2008). However, 
there has not been any research specifically about 
whether reading the simplified texts, rather than 
the original ones, will affect the students’ vocabu-
lary acquisition. There are a few disadvantages 
related to simplifying texts for ESL students. Yano 
et al. (1994) note that simplified texts may appear 
unnatural, giving them a lack of flow, thus making 
them difficult to read. They may also lack the 
complex grammar structures that commonly exist 
in the real world (that students should be exposed 
to). The simplified texts used in these studies were 
created by hand and are usually written with the 
express intention of featuring certain vocabulary 
and/or syntactic elements for the purpose of being 
used by a non-native learner. 
 To address the link between vocabulary 
and comprehension of a text, the literature often 
reveals mastery of vocabulary as the key. Perfetti 
(2010) emphasized the vocabulary-comprehension 
link. Increased vocabulary has been shown to in-
crease comprehension. Thus text comprehension 
for non-natives could depend on either presenting 
only words that they can understand or offering an 
aid for understanding any challenging words that 
they may encounter.  

2.1 NLP techniques 

 Assuming that we can aid a non-native in 
understanding a document by using natural lan-
guage processing techniques, numerous possibili-
ties present themselves. We can help the student 
both on the word level and on a more global (con-
textual) level. On the word level, the one aid that 
does not appear to need any processing is diction-
ary definitions. Access to an online dictionary 
would give the student definitions to any word in 
question. However, many words are polysemous, 
often having several meanings for the same part of 
speech (like “bank”). In that case, the reader has to 
choose which one of the meanings is the right one 
for the context of the text at hand. This dilemma 
(and possible incorrect choice) can be avoided by 
using word sense disambiguation (Dela Rosa and 
Eskenazi 2011). We showed that when definitions 
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are presented in an ordered list, according to the 
best fit in the context, students learned words bet-
ter. Another word-level aid is the use of speech 
synthesis to speak the word to the reader (Dela 
Rosa 2010). Non-natives know some words au-
rally, but have never seen them in written form. 
This aid is especially helpful when the orthography 
of an unknown word makes it difficult to deduce 
the pronunciation (as in “thought”). Another aid 
presents a word in other contexts. Giving the stu-
dent the ability to compare several contexts with 
their contrasting meanings is helpful for learning. 
These contexts can be found by searching for sen-
tences with a target word and a set of commonly 
co-occurring context words. 
 While research in vocabulary acquisition 
over the years has shown positive results for many 
word-centric learning aids, it is interesting to ex-
pand the offerings to context-level aids. We were 
also curious to see if the use of the REAP platform 
(Brown and Eskenazi, 2005) could help add to the 
knowledge of the role of translation in L2 vocabu-
lary learning. This is what brought us to examine 
the effect of translation and simplification on 
learning. These two techniques, thanks to the use 
of NLP, could be totally automated in the future. 
Research in machine translation (MT) goes back 
several decades and many types of statistical mod-
els have been employed (Koehn, 2010). If all of 
the documents to be translated are in one given 
domain, then sufficiently good automatically trans-
lations can be obtained.  
 Automated simplification is a newer do-
main. There has been significant progress in sim-
plifying documents for use by specific 
disadvantaged populations (Alusio et al 2010, 
Bach et al, 2011, Chandrasekar and Srinivas, 1997, 
Inui et al, 2003, Medero and Ostendorf, 2011, 
Yaskar et al 2010). Like Alusio and colleagues, 
who work with low-literacy populations, and a few 
other authors, we are concerned not only about the 
quality of the simplification, but also about 
whether the simplified documents actually help 
disadvantaged readers. 
 We could have also looked at summariza-
tion, which uses some of the same techniques that 
are used for simplification. In some early unpub-
lished studies, we found that students experienced 
difficulty when asked to summarize a passage. 
They usually responded by simply cutting and 
pasting the first sentence of that passage. This 

could have meant that students just could not pro-
duce a well-structured sentence and thus avoided 
doing so. But non-natives, who are asked to iden-
tify the appropriate summary out of four possibili-
ties in a multiple choice question, also had much 
difficulty. Thus, rather than giving a very high-
level overview of a passage through summariza-
tion, we chose to look at the intermediate level aids 
that would also contribute to vocabulary under-
standing: translation and simplification of local 
contexts.  
 Translation and simplification can both be 
characterized as relating to overall context, operat-
ing effectively on a string of several words rather 
than on only one word. They both aid in under-
standing the meaning of the whole string as op-
posed to just one target word, and their help for 
unknown words is through making the context of 
the word clear enough to surmise the meaning of 
the word. Besides its controversial status, transla-
tion had also attracted our interest when we ob-
served the students’ efforts to get translations for 
tasks in class. We wanted to find out if translation 
had different properties from all other aids. Trans-
lation is different from the aids that we had used in 
the past in two ways:  

 it uses L1  
 it covers several-word contexts, rather 

than just one word.  
To tease apart these two characteristics, we became 
interested in simplification, which shares the sec-
ond characteristic, but not the first. 

3 The REAP tutor 

 The studies in this paper used the CMU 
REAP intelligent tutor. That tutor provides curricu-
lum for vocabulary acquisition for non-native stu-
dents while serving as a platform for research 
studies (Brown and Eskenazi, 2005). REAP gives 
students texts retrieved from the Internet that are 
matched to their reading level and their preferences 
(Heilman et al., 2008) and helps them acquire new 
words from context (Juffs et al., 2006). REAP in-
corporates several features like pop-up word defi-
nitions, examples of the word in other contexts, 
text-to-speech synthesis of words and translation of 
words to the student’s native language. 
 REAP presents the reading in any web 
browser (see Figure 1). Upon registration, students 
enter their native language. To get a definition, 
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clicking on a word brings up a pop-up window 
showing the definition and examples of use of that 
word and a button for hearing the pronunciation of 
the word. Focus words, the words that the teacher 
has chosen for the students to learn, are highlighted 
in the text.  
 From the beginning, REAP has shown that 
it can improve students’ acquisition of new vo-
cabulary in English (Heilman et al., 2006). Fea-
tures embedded in REAP have been validated in 
several experimental studies which showed the 
learning outcomes achieved by the students. REAP 
has been used to study motivation as well as learn-
ing gains. 

 

 
 
Figure 1. REAP interface and features for a 

student whose native language is Mandarin. 
 

4 The translation study 

 REAP was used to study whether transla-
tion helped students to learn vocabulary (Lin, Saz 
and Eskenazi, in review). These studies explored 
whether the students both learned more and be-
came more fluent when they use translation. It is 
challenging to measure fluency. While it is impos-
sible to record everything that the student says in 
her everyday conversations and then measure the 
average rapidity of response, one can measure the 
increase in the rapidity of response from the mo-
ment an item (post-test question) appears on the 
screen to when the student clicks on the answer 
and can compare results for that student as well as 
across groups of students. The documents used in 
this study were gathered from a crawl of the inter-
net for documents containing certain focus words 
that students were to learn. The documents were 

filtered to be at the level of the students and the 
topics were varied, from sports to current events, 
for example. The translation (bilingual dictionary) 
of the words in this study was provided by 
WordReference.com and the Bing Translator 
(http://www.microsofttranslator.com/) for the 
documents (contexts) in the study. The translations 
of all of the focus words in all of the students’ L1s 
were manually checked by native speakers to make 
sure that the translated word corresponded with the 
specific context in which it appeared. If necessary, 
a change in the translation was made to make it 
context-appropriate. 
 All studies described in this paper were 
included as regular curricula at the English Lan-
guage Institute of the University of Pittsburgh. The 
first study involved 27 students taking the Level 5 
Reading course (high-intermediate learners); 25 
were native speakers of Arabic, 1 spoke Spanish 
and 1 spoke Turkish. The second study involved 
26 students in Level 5: 22 of them were native 
Arabic speakers, 2 were Mandarin Chinese speak-
ers and 2 were Korean speakers. There were two 
studies to determine whether the way that the stu-
dents requested translations had an effect on the 
amount of translations they asked for. 
 For both studies, the first session consisted 
of a pre-test which measured knowledge of a set of 
focus words in multiple-choice cloze questions 
(Taylor 1953), where the target word was removed 
from a full, meaningful sentence. There were 2 
questions per focus word. Post-reading (immedi-
ately after reading a document) and post-test (after 
all the training sessions were over) questions had 
the same form as the pre-test and involved com-
pletely different sentences. 
 In each training session, students had one 
400-500 word reading. After each reading, they 
took the post-reading test where they answered 2 
previously unseen cloze questions per focus word. 
The students were shown their results along with 
the correct answers to the cloze questions at the 
end of each post reading test. In the last session, 
the students took a post-test with content similar to 
the pre-test, 2 new unseen questions per focus 
word. 
 The first study took place for 8 weeks in 
the fall of 2011. Each reading session had one 
reading prepared for the students with 4 focus 
words, for a total of 24 focus words. The second 
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study took place for 6 weeks in the spring of 2012. 
There were also 24 focus words in this study. 
 The main difference in the setup of both 
studies was how the students accessed a transla-
tion. For the fall 2011 study students had to type or 
copy and paste one or more words into a box at the 
bottom of the screen to get the translation. In the 
spring 2012 study they used a left mouseclick to 
get the translation. In both studies, the students 
could click (left mouseclick in fall 2011 and right 
mouseclick in spring 2012) to obtain the definition 
from the Cambridge Advanced Learners’ Diction-
ary (CALD, Walter, 2005) and to listen to text-to-
speech synthesis of the word (Cepstral, 2012). 

The accuracy of each student at the pre-
test, post-reading and post-test was calculated as 
the percentage of correct answers over the total 
number of questions in the test. The fluency was 
calculated as the median response time of a given 
student to answer each question. To measure flu-
ency, we used the median and not the mean of the 
response times since the mean was distorted by a 
few instances of very long response duration for a 
few questions (possibly due to distractions). We 
also used comparative measures, such as gain and 
normalized gain in accuracy between two different 
assessment tasks (for instance, from pre-test to 
post-test) (Hake, 1998). A positive value of the 
gain and the normalized gain means that the stu-
dent achieved higher scores in the post-test. 
 We note that only 14 (17%) of the transla-
tions are for focus words.  
 The results show that students used transla-
tion when it was easier (clicking instead of typing), 
in detriment to using dictionary definitions. Stu-
dents did not request definitions or translations for 
all of the focus words. This may indicate that they 
are not indiscriminately clicking on words, as has 
sometimes been seen in the past. Rather they may 
be making an effort to click on words they felt they 
did not know well. 

 Dictionary Translation 
 All 

words 
Focus 
words 

All 
words 

Focus 
words 

Fall’11 5.29 2.35 2.31 0.64 
Spring’12 1.78 0.84 8.15 2.35 

 
Table 1. Use of dictionary and translation (4 focus 
words/reading in Fall’11, 3 focus words/reading in 
Spring’12). Average is per student and per reading. 
 

 We then examined the accuracy of the stu-
dents for just the words that they chose to translate. 
Table 2 shows that accuracy increases in post-
reading tests and post-tests with respect to the pre-
test for both studies. But there is a drop in the post-
test scores with respect to the post-reading tests in 
spring 2012. Furthermore, there is an increase in 
response time in the post-test, which is more pro-
nounced for spring 2012. These are the first indica-
tions of possible differences in student 
performance related to their patterns in the use of 
translations. 

 
 Accuracy Fluency 
 Scores (mean and standard deviation) Response 

time (median 
value) 

 Pre-test Post-
reading  

Post-test Pre-
test 

Post
-test 

Fall    
’11 

0.35±0.15 0.67±0.11 0.65±0.08 20 
sec. 

22 
sec. 

Spring’
12 

0.48±0.25 0.74±0.16 0.62±0.17 18 
sec. 

23.5 
sec. 

 
Table 2. Accuracy and fluency results for translated 
words. 
 
 To find whether the amount of translation 
actually affected this result, spring 2012 students 
were separated into 2 groups: the 13 students who 
used the least number of translations overall and 
the 13 students who used the most translations. 
Figure 2 shows the normalized gains in post-
reading tests and post-tests over the pre-test for 
these 2 groups. Both groups present a similar gain 
in post-reading (approximately 0.35) and, while 
this gain was lower for groups on the post-test, the 
students who used translation the most had a larger 
loss. Although not significant (p = 0.48), this dif-
ference, which is approximately 0.07 in normalized 
gain, indicates that these students are having more 
difficulty transferring the knowledge they may 
have acquired in the longer term. The low signifi-
cance is mainly due to the relatively small number 
of participants in the study. 

5 The simplification study 

 In this study the setup, using REAP as the 
platform, was similar to the translation study. The 
students could click right for translations or left for 
simplifications and could type a word in a box at 
the bottom of the screen for definitions. Transla-
tions and simplifications could be for one or sev-
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eral words at a time. The number of questions on 
focus words (24 words this time), over the pretest, 
post-reading test and the post-test remained the 
same. There were 20 students in this study. There 
were 11 speakers of Arabic, 3 of Japanese, 2 each 
of Korean and Chinese and one each of Spanish 
and Serbo-Croatian. 

 

 
FIGURE 2. Gains in post-reading and post-test de-
pending on the amount of translation used 
 
 Again, the translations were carried out 
automatically as described above, with a human 
verification pass. The simplifications were created 
by one of the authors by replacing less frequent 
words with appropriate more frequent ones (Leroy 
and Endicott, 2011) and splitting complex sen-
tences into shorter ones. An example of a simplifi-
cation:  

for: “ They began immigrating in large numbers in the 
1960s for economic reasons and now make up a third of 
the population—but there are also Africans, West Indi-
ans, Pakistanis, Indians, Turks, Chinese, and Eastern 
Europeans.”  
the simplified form was: “They began immigrating in 
large numbers in the 1960s for economic reasons. These 
people now make up a third of the population. There are 
also Africans, West Indians, Pakistanis, Indians, Turks, 
Chinese, and Eastern Europeans.” 

Overall, they requested 218 simplifications, 82 
translations and 79 dictionary lookups. This was 
surprising to us. Given the large number of transla-
tion requests in the past two studies, we were pre-
pared to see overwhelmingly more clicks for 
translations than for simplifications. This result is 
important in deciding what aids can be given to 
non-native readers. While we thought that a reader 
would prefer an aid that involved translation, this 
result shows an acceptance of the L2 aid. Non-

natives probably realize the educational value of 
the L2 tool and voluntarily choose to use it. 
 Only 14 (17%) of the translations con-
tained focus words while 102 (47%) of the simpli-
fications did. Given the small number of focus 
word translations, results cannot be significant. 
REAP significantly helps students to learn focus 
words in general ( p<0 .05 ). Post-reading tests 
show lower accuracy than the post-test. The t-test 
shows that the difference here is not statistically 
significant ( p= 0 . 2 6 ).  
 To control for the quality of the study, we 
compared overall learning gains from this study 
with that of the two translation studies above on 
Table 3 and found them to be similar 

 
 Normalized Gain 

 Pre-test to Post-
reading 

Pre-test to post-test 

Fall’12 0.10 ± 0.24 0.17 ± 0.28 
Fall’11 0.31 ± 0.33 0.31 ± 0.28 
Spring’12 0.35 ± 0.28 0.22 ± 0.21 

Table 3. Learning Outcome: Gains (gain + deviation)  
  
 Figure 3 shows the number of requests for 
simplification and translation for each of the six 
documents in the study compared to their readabil-
ity level (Heilman 2008). We note that the hardest 
document (#6) was not the one for which the most 
aid was requested. This could simply be due to the 
decreasing number of requests for aid over time. 
 

 
Figure 3: Readability vs number of translations and 
simplifications  
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 To control for any outlier document, we 
also looked at whether any one of the six docu-
ments required more translation than simplifica-
tion. Figure 3 also shows that the trend to request 
more simplification held true for all of the docu-
ments. We note that this can only be called a trend 
due to the significant standard deviation which, in 
turn, is due to the low number of participants. The 
first document was where the requests for the two 
were almost equal. This could be due to the stu-
dents trying out both possibilities to see what they 
liked or to the fact that over a short time they real-
ized the greater value of the L2 aid. 
 Table 4 shows the normalized gains for 
focus words that were translated or simplified. The 
low number of translation requests lead to results 
that are not significant. We note that for simplifica-
tion there is a trend implying learning gains at both 
the post-reading test and, in long term retention, 
for the post-test. 

 
Normalized gain 
Aid pre-test to post-

reading 
pre-test to post-
test 

No. 
items 

Translation -0.07 ± 0.15 0.22 ± 0.13 14 
Simplification 0.27 ± 0.17 0.28 ± 0.18 98 

 
Table 4: Normalized Gain (average and standard 
deviation) for focus words that were translated or 
simplified and number of clicks on focus words 

 
Normalized Gain 

 Pre-test to post-
reading 

Pre-test to post-
test 

no. of 
questions 

Focus words 
not translated 

0.06±0.26 0.17±0.30 946 

Focus words 
not simplified 

0.06±0.26 0.18±0.31 862 

 
Table 5: Normalized Gain (average and standard 
deviation) for focus words that were not translated 
or simplified and number of questions 

 
In the case of non-translated and non-simplified 
focus words, although there was also some room 
for improvement (and at first, it would seem that 
the learning gains are larger), there are some vari-
ables that have not been taken into account here. 
One is that a subject could have often requested 
definitions. Some subjects may benefit more from 
the use of the definitions than from other types of 
help. We will test this hypothesis in the future, 
when we have more data, to see if the benefits 

from each type of help are greater for some sub-
jects than for others. While we are not convinced 
that this is the cause for the differences we see 
here, we do believe that hearing the words when 
working through the documents may be a factor. 
Since the students only have the written form of 
the word at pre-test time, they may know the word 
to hear it, but not by sight. In past years in our use 
of REAP in the classroom, we have noticed many 
students suddenly recognizing a word after hearing 
it (from clicking on the synthesis option). Again 
due to lack of sufficient data, we cannot explore 
this further for this dataset, but plan to look at this 
and any other possible variables in the near future. 

6 Conclusions and further directions 

 We have argued that exploring the learning 
results of non-natives when using various aids for 
learning vocabulary through context may guide our 
choices of reading aids for this population.  
 We have specifically explored the use of 
translation and of simplification. Both simplifica-
tion and translation are voluntarily used by stu-
dents and when both are available, students tend to 
prefer simplification. This should make the use of 
simplified documents in real life reading situations 
very acceptable to non-natives.  
 The overuse of translation contributes to a 
decline in long term retention of new vocabulary 
while the use of simplification appears to aid in 
retention. This could mean that reading any simpli-
fied document may benefit the ever-learning non-
native when encountering future documents.  
 In REAP, we collect documents from the 
Internet and characterize them by reading level. 
We also characterize them by topic (sports, health, 
etc). While we choose these documents to keep up 
the students’ interest, they in no way represent the 
real challenges of dealing with a rental agreement, 
a bank loan document, etc. While REAP does in-
still fundamentals of vocabulary understanding, it 
does not have the student apply this knowledge to 
the situations that are encountered in the real 
world. This is an essential need that can be fulfilled 
by members of the NLP community working to-
gether to create a database of real life challenging 
documents that can be annotated and used as a ba-
sis of comparison of research results. These docu-
ments should also be annotated for readability, etc. 
Such a realistic database can then serve the com-
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munity as a whole as it develops novel and robust 
simplification tools. 
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Abstract

We present a computational notion of Lexical 
Tightness that measures global cohesion of con-
tent words in a text. Lexical tightness represents 
the degree to which a text tends to use words 
that are highly inter-associated in the language. 
We demonstrate the utility of this measure for 
estimating text complexity as measured by US 
school grade level designations of texts. Lexical 
tightness strongly correlates with grade level in 
a collection of expertly rated reading materials. 
Lexical  tightness  captures  aspects  of  prose 
complexity that are not covered by classic read-
ability indexes, especially for literary texts. We 
also present initial findings on the utility of this 
measure for automated estimation of complex-
ity for poetry.

1 Introduction

Adequate estimation of text complexity has a long 
and rich history.  Various readability metrics have 
been designed in the last 100 years (DuBay, 2004). 
Recent work on computational  estimation of text 
complexity for school- and college-level texts in-
cludes (Vajjala and Meurers 2012; Graesser et al., 
2011;  Sheehan et  al.,  2010;  Petersen  and Osten-
dorf, 2009; Heilman et al., 2006). Several commer-
cial  systems were recently evaluated in the Race 
To The Top competition (Nelson et al.,  2012) in 
relation to the US Common Core State Standards 
for instruction (CCSSI, 2010). 

A variety of factors influence text  complexity, 
including vocabulary, sentence structure, academic 
orientation,  narrativity,  cohesion,  etc.  (Hiebert, 

2011)  and  corresponding  features  are  utilized  in 
automated  systems  of  complexity  evaluation
(Vajjala and Meurers, 2012; Graesser et al., 2011; 
Sheehan et al., 2010).

We focus on text complexity levels expressed as 
US school grade level equivalents1. Our interest is 
in  quantifying  the  differences  among  texts  (es-
say-length  reading  passages)  at  different  grade 
levels, for the purposes of automatically evaluating 
text complexity.  The work described in this paper 
is part of an ongoing project that investigates novel 
features indicative of text complexity.

The paper is organized as follows. Section 2.1 
presents our methodology for building word asso-
ciation profiles  for  texts.  Section 2.2 defines  the 
measure of lexical tightness (LT). Section 2.3 de-
scribes the datasets used in this study. Sections 3.1 
and  3.2  present  our  study  of  the  relationship 
between LT and text complexity.  Section 3.3 de-
scribes application to poetry. Section 3.4 evaluates 
an improved measure (LTR). Section 4 reviews re-
lated work.

2 Methodology

2.1 Word-Association Profile

We define WAPT – a word association profile of a 
text T – as the distribution of association values for 
all pairs of content words of text T, where the asso-
ciation values are estimated from a very large cor-
pus of texts. In this work, WAP is purely illustrat-
ive, and sets the stage for lexical tightness.
1 For age equivalents of grade levels see 
http://en.wikipedia.org/wiki/Educational_stage 
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There exists an extensive literature on the use of 
word-association measures for NLP, especially for 
detection  of  collocations  (Pecina,  2010;  Evert, 
2008).  The  use  of  pointwise  mutual  information 
(PMI) with word-space models is noted in (Zhang 
et al., 2012; Baroni and Lenci, 2010; Mitchell and 
Lapata, 2008; Turney, 2001). We begin with PMI, 
and provide a modified measure in later sections.

To obtain comprehensive information about co-
occurrence behavior of words in English, we build 
a  first-order  co-occurrence  word-space  model 
(Turney  and  Pantel,  2010;  Baroni  and  Lenci, 
2010). The model was generated from a corpus of 
texts  of  about  2.5  billion  word  tokens,  counting 
non-directed co-occurrence in  a  paragraph,  using 
no  distance  coefficients  (Bullinaria  and  Levy, 
2007). About 2 billion word tokens come from the 
Gigaword  2003  corpus  (Graff  and  Cieri,  2003). 
Additional 500 million word tokens come from an 
in-house corpus containing texts from the genres of 
fiction and popular science. The matrix of 2.1x2.1 
million  word  types  and  their  co-occurrence  fre-
quencies, as well as single-word frequencies, is ef-
ficiently compressed using the TrendStream tech-
nology (Flor, 2013), resulting in a database file of 
4.7GB.  The  same  toolkit  allows  fast  retrieval  of 
word  probabilities  and  statistical  associations  for 
pairs of words.2 

In this study we use all content word tokens of a 
text.  We use the OpenNLP tagger3 to POS-tag a 
text and only take into account nouns, verbs, ad-
jective and adverbs.  We further  apply a stop-list 
(see Appendix A) to filter out auxiliary verbs.

To illustrate why WAP is an interesting notion, 
consider  this  toy  example:  The  texts  “The  dog 
barked and wagged its tail” vs. “Green ideas sleep  
furiously”. Their matrices of pairwise word associ-
ations are presented in Table 1. For the first text, 
all  the  six  content  word  pairs  score  above 
PMI=5.5.  On  the  other  hand,  for  “Green  ideas 
sleep  furiously”,  all  the  six  content  word  pairs 
score below PMI=2.2. The first text puts together 
words that often go together in English, and this 
might be one of the reasons it seems easier to un-
derstand than the second text.

We use histograms to illustrate word-association 
profiles  for  real  texts,  containing  hundreds  of 

2 The distributional word-space model includes counts for 2.1 
million words and 1279 million word pairs (types). Associ-
ation measures are computed on the fly. 
3 http://opennlp.apache.org  

words.  For  a 60-bin histrogram spanning all  ob-
tained PMI values,  the  lowest  bin contains  pairs 
with PMI≤–5, the highest bin contains pairs with 
PMI>4.83, while the rest of the bins contain word 
pairs  (a,b)  with  -5<PMI(a,b)≤4.83.  Figure  1 
presents  WAP  histograms  for  two  real  text 
samples, one for grade level 3 (age 8-9) and one 
for grade level 11 (age 16-17). We observe that the 
shape of distribution is normal-like. The distribu-
tion of GL3 text is shifted to the right – it contains 
more highly associated word-pairs than the text of 
GL11.  In  a  separate  study  we  investigated  the 
properties of WAP distribution (Beigman-Kleban-
ov and Flor,  2013).  The normal-like  shape turns 
out to be stable across a variety of texts.

The dog barked and wagged its tail:
dog barked wagged tail

dog 7.02 7.64 5.57
barked 9.18 5.95
wagged 9.45
tail
Green ideas sleep furiously:

green ideas sleep furiously
green 0.44 1.47 2.05
ideas 1.01 0.94
sleep 2.18
furiously

Table 1. Word association matrices (PMI values) for 
two illustrative examples.
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Figure  1.  Word  Association  Profiles  for  two  sample 
texts,  showing 60-bin histograms with smoothed lines 
instead of bars. The last bin of the histogram contains 
all pairs with PMI>4.83, hence the uptick at PMI=5.
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2.2 Lexical Tightness

In this section we consider how to derive a single 
measure to represent each text for further analyses. 
Given the stable  normal-like  shape of  WAP,  we 
use average (mean) value per text for further in-
vestigations. We experimented with several associ-
ation measures.

Point-wise mutual information is defined as fol-
lows (Church and Hanks, 1990): 

PMI = log2
p a ,b 

p a p b

Normalized PMI (Bouma, 2009):

NPMI = 2 2
( , )log log ( , )

( ) ( )
p a b p a b

p a p b
  − 
 

Unlike the standard PMI (Manning and Schütze, 
1999), NPMI has the property that its values are 
mostly constrained in the range {-1,1}, it is less in-
fluenced by rare extreme values, which is conveni-
ent  for  summing  values  over  multiple  pairs  of 
words.  Additional  experiments  on  our  data  have 
shown that ignoring negative NPMI values4.  works 
best.  Thus,  we  define  Positive  Normalized  PMI 
(PNPMI) for a pair of words  a and b as follows:

PNPMI(a,b) 

=  NPMI(a,b)  if NPMI(a,b)>0

=  0  if NPMI(a,b)≤0
or if database has no data for 
co-occurrence of a and b.5

We define Lexical Tightness (LT) of a text as 
the mean value of PNPMI for all pairs of content-
word tokens in a text. Thus, if a text has N words, 
and after filtering we remain with K content words, 
the total number of pairs is K*(K-1)/2. 

Lexical tightness represents the degree to which 
a text tends to use words that are highly inter-asso-
ciated in the language. We conjecture that lexically 
tight texts (with higher values of LT) are easier to 
read  and  would  thus  correspond  to  lower  grade 
levels.

4 Ignoring negative values is described by Bullinaria and Levy 
(2007), also Mohammad and Hirst (2006).
5In our text collection, the average percentage of word-pairs 
not found in database is 5.5% per text.

2.3 Datasets

Our data consists of two sets of passages. The first 
set consists of 1012 passages (636K words) – read-
ing materials that were used in various tests in state 
and national assessment  frameworks in the USA. 
Part of this set is taken from Sheehan et al. (2007) 
(from testing programs and US state departments 
of education), and part was taken from the Standar-
dized State Test Passages set of the Race To The 
Top (RTT)  competition  (Nelson et  al.,  2012).  A 
distinguishing feature of this dataset is that the ex-
act grade level specification was available for each 
text. Table 2 provides the breakdown by grade and 
genre.  Text length in this set ranged between 27 
and 2848 words, with average 629 words. Average 
text length in the literary subset was 689 words and 
in the informational subset 560 words.

Grade
Level

Genre TotalInf Lit Other
1 2 4 1 7
2 2 4 3 9
3 49 63 10 122
4 54 77 8 139
5 47 48 15 110
6 44 43 6 93
7 39 61 6 106
8 73 66 19 158
9 25 25 3 53

10 29 52 2 83
11 18 25 0 43
12 47 20 22 89

Total 429 488 95 1012
Table 2. Counts of texts by grade level and genre, set #1 

Grade
Band GL Genre TotalInf Lit Other
2–3 2.5 6 10 4 20
4–5 4.5 16 10 4 30
6–8 7 12 16 13 41

9–10 9.5 12 10 17 39
11+ ' 11.5 8 10 20 38

Total 54 56 58 168
Table  3. Counts of texts by grade band and genre, for 
dataset #2. GL specifies our grade level designation.

The second dataset comprises 168 texts (80.8K 
word  tokens)  from Appendix  B of  the  Common 
Core State Standards (CCSSI, 2010)6, not includ-

6 www.corestandards.org/assets/Appendix_B.pdf 
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ing  poetry  items.  Exact  grade  level  designations 
are not  available for this set,  rather the texts are 
classified into grade bands, as established by ex-
pert  instructors  (Nelson  et  al.,  2012).  Table  3 
provides the breakdown by grade and genre. Text 
length  in  this  set  ranged  between  99  and  2073 
words,  with  average  481  words.  Average  text 
length in the literary subset was 455 words and in 
the informational subset 373 words.

Our  collection  is  not  very  large  in  terms  of 
typical datasets used in NLP research. However, it 
has two unique facets: grading and genres. Rather 
than having grade-ranges, set #1 has exact grade 
designations  for each text.  Moreover,  these  were 
rated by educational experts and used in state and 
nationwide testing programs. 

Previous research has emphasized the importan-
ce of genre effects for predicting readability and 
complexity (Sheehan et al., 2008) and for text ad-
aptation (Fountas and Pinnell, 2001). For all texts 
in our collection, genre designations (information-
al, literary, or 'other') were provided by expert hu-
man  judges  (we  used  the  designations  that  were 
prepared for the RTT competition,  Nelson et  al., 
2012). The 'other' category included texts that were 
somewhere in between literary and informational 
(e.g. biographies), as well as speeches, schedules, 
and manuals.

3 Results 

3.1 Lexical Tightness and Grade Level

Correlations of lexical tightness with grade level 
are shown in Table 4, for sets 1 and 2, the com-
bined set and for literary and informational subsets.

Our first finding is that lexical tightness has con-
siderable  and  statistically  significant  correlation 
with grade level, in each dataset, in the combined 
dataset  and  for  the  specific  subsets.  Notably the 
correlation  between  lexical  tightness  and  grade 
level is negative. Texts of higher grade levels are 
lexically less tight, as predicted.  

Although in these datasets grade level is mode-
rately correlated with text length, lexical tightness 
remains  considerably and significantly correlated 
with grade level even after removing the influence 
of correlations with text length.

Our second finding is that lexical tightness has a 
stronger correlation with grade level for the subset 
of literary texts (r=-0.610) than for informational 

texts (r=-0.499) in set #1. A similar pattern exists 
for set #2.

Figure 2 shows the average LT for each grade 
level,  for  texts  of  set  #1.  As the grade level  in-
creases,  average lexical tightness values decrease 
consistently, especially for informational and liter-
ary  texts.  There  are  two  'outliers'.  Informational 
texts for grade 12 show a sudden increase in lexic-
al tightness. Also, for genre 'other', grades 9,10,11 
are underepresented (see Table 2).

Subset N Correlation 
GL&length

Correlation 
GL&LT

Partial 
Correlation 

GL&LT
  Set #1

All 1012 0.362 -0.546 -0.472
Inf 429 0.396 -0.499 -0.404
Lit 488 0.408 -0.610 -0.549

  Set #2 (Common Core)
All 168 0.360 -0.441 -0.373
Inf 54 0.406 -0.313 -0.347
Lit 56 0.251 -0.546 -0.505

  Combined set
All 1180 0.339 -0.528 -0.462
Inf 483 0.386 -0.472 -0.369
Lit 544 0.374 -0.601 -0.545

Table  4.  Correlations  of  grade  level  (GL)  with  text 
length  and  lexical  tightness  (LT).  Partial  correlation 
GL&LT  controls  for  text  length.  All  correlations  are 
significant with p<0.04.

Figure 3 shows the average LT for each grade 
band, for texts of set #2. Here as well, decrease of 
lexical tightness is evident with increase of grade 
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Figure 2. Lexical tighness by grade level and genre, 
for texts of grades 3-12 in dataset #1.
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level. In this small set, informational texts show a 
relatively  smooth  decrease  of  LT,  while  literary 
texts  show a  sharp  decrease  of  LT in  transition 
from grade band 4-5 (4.5) to grade band 6-8 (7). 
Texts labelled as 'other' genre in set #2 are gener-
ally less 'tight' than literary or informational. Also 
for 'other' genre, bands 7-8, 9-10 and 11-12 have 
equal lexical tighness.

3.2 Grade Level and Readability Indexes

We have also calculated readability indexes for 
each passage in sets 1 and 2. We used well known 
readability formulae: Flesch-Kincaid Grade Level 
(FKGL: Kincaid et al., 1975), Flesch Reading Ease 
(FRE:  Flesch,  1948),  Gunning-Fog  Index  (GFI: 
Gunning, 19527), Coleman Liau Index (CLI: Cole-
man and Liau, 1975) and Automated Readability 
Index (ARI: Senter and Smith, 1967). All of them 
are based on measuring the length of words (in let-
ters  or  syllables)  and  length  of  sentences  (mean 
number  of  words).  For  our  collection,  we  also 
computed the average sentence length (avgSL, as 
word count),  average word frequency8 (avgWF – 
over all  words),  and average word frequency for 
only  content  words  (avgWFCW).  Results  are 
shown in Table 5. 

Word frequency has quite low correlation with 
grade  level  in  both  datasets.  Readability  indexes 

7 Using the modern formula, as referenced at http://en.wikipe-
dia.org/wiki/Fog_Index 
8 For word frequency we use the unigrams data from the 
Google Web1T collection (Brants and Franz, 2006).

have a strong and consistent correlation with grade 
level.  For  dataset  #1,  readability  indexes  have 
much stronger correlation with grade level for in-
formational  texts  (|r| between  0.7  and  0.81)  as 
compared  to  literary  texts  (|r| between 0.53  and 
0.68), and a similar pattern is seen for dataset #2, 
with overall lower correlation.

The correlation of Flesch-Kincaid (FKGL) val-
ues with LT are  r=-0.444 for set #1,  r=-0.499 for 
the informational subset and  r=-0.541 for literary 
subset. The correlation is r=-0.182 in set #2. 

All Inf Lit
                  Set #1

N (texts): 1012 429 488
FKGL 0.705 0.807 0.673
FRE -0.658 -0.797 -0.629
GFI 0.701 0.810 0.673
CLI 0.537 0.722 0.537
ARI 0.670 0.784 0.653
avgSL 0.667 0.705 0.630
avgWF 0.205 0.128 0.249
avgWFCW 0.039 -0.039 0.095
                    Set #2 (Common Core)

N (texts): 168 54 56
FKGL 0.487 0.670 0.312
FRE9 -0.503 -0.586 -0.398
GFI 0.493 0.622 0.356
CLI 0.430 0.457 0.440
ARI 0.458 0.658 0.298
avgSL 0.407 0.701 0.203

avgWF 0.100 0.234 -0.109

avgWFCW 0.156 -0.053 -0.038

Table 5. Correlations of grade level with readability 
formulae and word frequency. All correlations apart 
from the italicized ones are significant with p<0.05. 
Abbreviations are explained in the text.

3.3 Lexical Tightness and Readability Indexes

To  evaluate  the  usefulness  of  LT  in  predicting 
grade level of passages, we estimate, using dataset 
#1, a linear regression model where the grade level 
is a dependent variable and Flesch-Kincaid score 
and lexical tightness are the two independent vari-
ables (features). First, we checked whether regres-
sion model improves over FKGL in the training set 
(#1). Then, we tested the regression model estim-
ated on 1012 texts of set #1, on 168 texts of set #2.

The  results  of  the  regression  model  on  1012 
texts  of  set  #1  (R2=0.565,  F(2,1009)=655.85, 
9 Flesch Reading Ease formula is inversely related to grade 
level, hence the negative correlations.
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Figure 3. Lexical tighness by grade band and genre, 
for texts in dataset #2 (CommonCore).
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p<0.0001)  indicate  that  the  amount  of  explained 
variance in the grade levels, as measured by the ad-
justed R2 of the model, improved from 0.497 (with 
FKGL alone,  multiple  r=0.705)  to  0.564 (FKGL 
with LT, r=0.752), that is an absolute improvement 
of 6.7%, and a relative improvement of 13.5%.

A separate regression model  was estimated on 
the  informational  texts  of  dataset  #1.  The  result 
(R2=0.664, F(2,426)=420.3, p<0.0001) reveals that 
adjusted  R2 of  the  model  improved  from  0.651 
(with FKGL alone, r=0.807) to 0.663 (FKGL with 
LT,  r=0.815).  Similarly,  a  regression  model  was 
estimated on the literary texts of set #1. The result 
(R2=0.522, F(2,485)=264.6, p<0.0001) reveals that 
adjusted R2 of the model improved from .453 (with 
FKGL alone,  r=0.673) to 0.520 (FKGL with LT, 
r=0.722). We observe that Flesch-Kincaid formula 
works well on informational texts, better than on 
literary  texts;  while  lexical  tightness  correlates 
with grade level in the literary texts better than it 
does in the informational texts. Thus, for informa-
tional texts, adding LT to FKGL provides a small 
(1.2%) but statistically significant improvement for 
predicting  GL.  For  literary  texts,  LT  provides  a 
considerable  improvement  (explaining  additional 
6.3% in the variance).

We use the regression model (FKGL & LT) es-
timated on the 1012 texts of set #1 and test it on 
168 texts of set #2. In dataset #2, FKGL alone cor-
relates with grade level with  r=0.487, and the es-
timated regression equation achieves correlation of 
r=0.574 (the difference between correlation coeffi-
cients  is  statistically  significant10,  p<0.001).  The 
amount of explained variance rises from 23.7% to 
33%,  an  almost  10%  improvement  in  absolute 
scores, and 39% relative improvement over FKGL 
readability index alone.

3.4 Analyzing Poetry

Since poetry is often included in school curricula, 
automated estimation of poem complexity can be 
useful. Poetry is notoriously hard to analyze com-
putationally. Many poems do not adhere to stand-
ard  punctuation  conventions,  have  peculiar  sen-
tence structure  (if  sentence boundaries are  indic-
ated at all). However, poems can be tackled with 
bag-of-words approaches. 

We have collected 66 poems from Appendix B 
of  the  Common  Core  State  Standards  (CCSSI, 
10Non-independent correlations test, McNemar (1955), p.148.

2010). Just as other materials from that source, the 
poems  are  classified  into  grade  bands,  as  estab-
lished by expert instructors. Table 6 provides the 
breakdown by grade band. Text length in this set 
ranges between 21 and 1100 words, the average is 
182, total word count is 12,030.

Grade Band GL N (texts)
K-1 1 12
2–3 2.5 15
4–5 4.5 9
6–8 7 11
9–10 9.5 7
11+ ' 11.5 12

Total 66
Table 6. Counts of poems by grade band, 
from Common Core Appendix B. 
GL specifies our grade level designation.

We computed lexical tightness for all 66 poems 
using the same procedure as for the two larger text 
collections. For computing correlations, texts from 
each grade band where assigned grade level as lis-
ted in Table 6. For the poetry dataset, LT has rather 
low  correlation  with  grade  level,  r=-0.271 
(p<0.002).  Text  length  correlation  with  GL  is 
r=0.218  (p<0.04).  Correlation  of  LT  and  text 
length is  r=-0.261 (p<0.02). Partial correlation of 
LT and GL, controlling for text length, is r=-0.227 
and only almost significant (p=0.069). In this data-
set,  the  correlation  of  Flesch-Kincaid  index 
(FKGL) with GL is r=0.291 (p<0.003) and Flesch 
Reading Ease (FRE)  has  a  stronger  correlation,  
r=-0.335 (p<0.003).

On examining some of the poems, we noted that 
the LT measure does not assign enough importance 
to recurrence of words within a text. For example, 
PNPMI(voice,  voice)  is  0.208,  while  the  ceiling 
value is 1.0. We modify the LT measure in the fol-
lowing way. Revised Association Score (RAS) for 
two words a and b:

=1.0   if a=b (token repetition)

RAS(a,b) =0.9  if a and b are inflectional variants 
of same lemma

= PNPMI(a,b)  otherwise

Revised Lexical Tightness (LTR) for  a text  is 
average of RAS scores for all accepted word pairs 
in the text (same filtering as before).
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For the set of 66 poems, LTR moderately correl-
ates with grade level r=-0.353 (p<0.002). LTR cor-
relates  with  text  length  r=0.28  (p<0.02).  Partial 
correlation  of  LTR and  GL,  controlling  for  text 
length,  is  r=-0.312 (p<0.012).  This  suggests  that 
the revised measure captures some aspect of com-
plexity of the poems. 

We  re-estimated  the  regression  model,  using 
FRE readability and LTR, on all 1012 texts of set 
#1. We then applied this model  for prediction of 
grade levels  in  the  set  of  66  poems.  The model 
achieves  a  solid  correlation  with  grade  level, 
r=0.447 (p<0.0001). 

3.5 Revisiting Prose

We revisit the analysis of our two main datasets, 
set #1 and #2, using the revised lexical tightness 
measure  LTR.  Table  7  presents  correlations  of 
grade level with LT and LTR measures. Evidently, 
in each case LTR achieves better correlations. 

Subset N Correlation 
GL&LT

Correlation 
GL&LTR

  Set #1
All 1012 -0.546 -0.605
Inf 429 -0.499 -0.561
Lit 488 -0.610 -0.659

  Set #2 (Common Core)
All 168 -0.441 -0.492
Inf 54 -0.310 -0.336
Lit 56 -0.546 -0.662

  Combined set
All 1180 -0.528 -0.587
Inf 483 -0.472 -0.531
Lit 544 -0.601 -0.655

Table 7. Pearson correlations of grade level (GL) with 
lexical tightness (LT) and revised lexical tightness 
(LTR). All correlations are significant with p<0.04.

We re-estimated a linear regression model using 
the grade level as a dependent variable and Flesch-
Kincaid score (FKGL) and LTR as the two inde-
pendent variables. The results of regression model 
on  1012  texts  of  dataset  #1,  R2=0.583, 
F(2,1009)=706.07,  p<0.0001,  indicate  that  the 
amount of explained variance in the grade levels, 
as measured by the adjusted R2 of the model, im-
proved from 0.497 (with FKGL alone, r=0.705) to 
0.582 (FKGL with LTR, r=0.764), that is absolute 
improvement of 8.5%. For comparison, the regres-
sion model  with LT explained 0.564 of the vari-
ance, with 6.7% improvement over FKGL alone.

We re-estimated separate regression models for 
informational and literary subsets of set #1. For in-
formational  texts,  the  model  has  R2=0.667, 
F(2,426)=426.8,  p<0.0001,  R2 improving  from 
0.651 (with FKGL alone,  r=0.807) to adjusted R2 

0.666  (FKGL  with  LTR,  r=0.817).  Regression 
model with LT brought an improvement of 1.2%, 
the model with LTR provides 1.5%.

A regression model was estimated on the literary 
texts  of  dataset  #1.  The  result  (R2=0.560, 
F(2,485)=308.5, p<0.0001) reveals that adjusted R2 

of the  model  rose from .453 (with FKGL alone, 
r=0.673) to 0.558 (FKGL with LT,  r=0.748), that 
is 10.5% absolute improvement.  For comparison, 
LT brought 6.3% improvement. As with the origin-
al LT measure, LTR provides the bulk of improve-
ment for evaluation of literary texts.

The  regression  model  (FKGL  with  LTR), 
estimated on all 1012 texts of set #1, is tested on 
168  texts  of  set  #2.  In  set  #2,  FKGL  alone 
correlates with grade level with  r=0.487, and the 
prediction formula achieves correlation of r=0.585 
(the difference between correlation coefficients is 
statistically significant,  p<0.001).  The amount  of 
explained variance rises from 23.7% to 34.3%, that 
is 10.6% absolute improvement. Even better result 
of predicting grade level in set #2 is achieved using 
a  regression  model  of  Flesch  Readability  Ease 
(FRE) and LTR, estimated on all 1012 texts of set 
#1.  This  model  achieves  correlation  of r=0.616 
(p<0.0001) on the 168 texts of set #2, explaining 
37.9% of the variance. 

For  complexity  estimation,  in  both  proze  and 
poetry, LTR is more effective than simple LT.

4 Related Work 

Traditional readability formulae use a small num-
ber of surface features,  such as the average sen-
tence length (a proxy for syntactic complexity) and 
the average word length in syllables or characters 
(a  proxy to  vocabulary difficulty).  Such features 
are considered linguistically shallow, but they are 
surprisingly  effective  and  are  still  widely  used 
(DuBay, 2004;  Štajner et al., 2012). The formulae 
or their features are incorporated in modern read-
ability classification systems (Vajjala and Meurers, 
2012;  Sheehan et  al.,  2010;  Petersen  and Osten-
dorf, 2009).

Developments  in  computational  linguistics  en-
abled inclusion of multiple features for capturing 
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various  manifestations  of  text-related  readability. 
Peterson and Ostendorf (2009) compute a variety 
of features: vocabulary/lexical (including the clas-
sic 'syllables per word'), parse features, including 
average parse-tree height, noun-phrase count, verb-
phrase  count  and  average  count  of  subordinated 
clauses. They use machine learning to train classi-
fiers  for  direct  prediction of  grade level.  Vajjala 
and  Meurers  (2012)  also  use  machine  learning, 
with a wide variety of features, including classic 
features,  parse  features,  and  features  motivated 
from studies on second language acquisition, such 
as Lexical  Density and Type-Token Ratio.  Word 
frequency and its derivations, such as proportion of 
rare words, are utilized in many models of com-
plexity (Graesser et al., 2011; Sheehan et al, 2010; 
Stenner et al., 2006; Collins-Thompson and Callan, 
2004).

Inspired by psycholinguistic research, two sys-
tems have explicitly set to measure textual cohe-
sion for estimations of readability and complexity: 
Coh-Metrix  (Graesser  et  al.,  2011)  and  Sour-
ceRater (Sheehan et al., 2010). One notion of cohe-
sion involved in those two systems is lexical cohe-
sion – the amount of lexically/semantically related 
words in a text. Some amount of local lexical cohe-
sion can be measured via stem overlap of adjacent 
sentences, with averaging of such metric per text 
(McNamara et al., 2010). However, Sheehan et al. 
(submitted) demonstrated that such measure is not 
well correlated with grade levels.

Perhaps closest to our present study is work re-
ported in Foltz et al. (1998) and McNamara et al. 
(2010). These studies used Latent Semantic Ana-
lysis,  which  reflects  second  order  co-occurrence 
associative relations, to characterize levels of lex-
ical similarity for pairs of adjacent sentences with-
in  paragraphs,  and  for  all  possible  pairs  of  sen-
tences  within  paragraphs.  McNamara  et  al.  have 
shown success in distinguishing lower and higher 
cohesion versions of the same text,  but  have not 
shown  whether  that  approach  systematically  ap-
plies for different texts and across grade levels.

Our study is a first demonstration that a measure 
of  lexical  cohesion  based  on  word-associations, 
and computed globally for the whole text, is an in-
dicative  feature  that  varies  systematically  across 
grade levels.

In the theoretical tradition, our work is closest in 
spirit to Michael Hoey’s theory of lexical priming 
(Hoey, 2005, 1991), positing that users of language 

internalize patterns of word co-occurrence and use 
them in reading, as well as when creating their own 
texts. We suggest that such patterns become richer 
with age and education, beginning with the most 
tight patterns at early age.

5 Conclusions 

In  this  paper  we  defined  a  novel  computational 
measure, lexical tightness. It represents the degree 
to which a text tends to use words that are highly 
inter-associated  in  the  language.  We  interpret 
lexical tightness as a measure of intra-text global 
cohesion.

This  study  presented  the  relationship  between 
lexical  tightness  and  text  complexity,  using  two 
datasets of reading materials (1180 texts in total), 
with  expert-assigned  grade  levels.  Lexical  tight-
ness has a significant correlation with grade levels: 
about  -0.6  overall.  The  correlation  is  negative: 
texts for lower grades are lexically tight, they use a 
higher  proportion  of  mildly  and  strongly  inter-
associated words; texts for higher grades are less 
tight, they use a lesser amount of inter-associated 
words.  The  correlation  of  lexical  tightness  with 
grade level is stronger for texts of the literary genre 
(fiction and stories) than for text belonging to in-
formational genre (expositional).

While lexical tightness is moderately correlated 
with  readability  indexes,  it  also  captures  some 
aspects of prose complexity that are not covered by 
classic  readability  indexes,  especially for  literary 
texts.  Regression analyses  on a  training set  have 
shown  that  lexical  tightness  adds  between  6.7% 
and 8.5% of explained grade level variance on top 
of  the  best  readability  formula.  The  utility  of 
lexical  tightness  was  confirmed  by  testing  the 
regression formula on a held out set of texts. 

Lexical  tightness  is  also moderately correlated 
with grade level (-0.353) in a small set of poems. 
In the same set,  Flesch Reading Ease readability 
formula  correlates  with  grade  level  at  -0.335.  A 
regression  model  using  that  formula  and  lexical 
tightness achieves correlation of  0.447 with grade 
level.  Thus we have shown that  lexical  tightness 
has good potential for analysis of poetry.

In future work, we intend to a) evaluate on lar-
ger datasets, and b) integrate lexical tightness with 
other  features  used  for  estimation  of  readability. 
We also intend to use this or a related measure for 
evaluation of writing quality.
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Appendix A

The list of stopwords utilized in this study:

a, an, the, at, as, by, for, from, in, on, of, off, up,  
to, out, over, if, then, than, with, have, had, has,  
can,  could,  do,  did,  does,  be,  am,  are,  is,  was,  
were, would, will,  it,  this,  that,  no, not,  yes, but,  
all,  and,  or,  any,  so,  every,  we,  us,  you,  also,  s

Note that most of these words would be excluded 
by POS filtering. However, the full  stop list  was 
applied anyway.
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Abstract

The purpose of this paper is to motivate and
describe a system that simplifies numerical
expression in texts, along with an evaluation
study in which experts in numeracy and liter-
acy assessed the outputs of this system. We
have worked with a collection of newspaper
articles with a significant number of numerical
expressions. The results are discussed in com-
parison to conclusions obtained from a prior
empirical survey.

1 Introduction

A surprisingly large number of people have limited
access to information because of poor literacy. The
most recent surveys of literacy in the United King-
dom reveal that 7 million adults in England can-
not locate the reference page for plumbers if given
the Yellow Pages alphabetical index. This means
that one in five adults has less literacy than the ex-
pected literacy in an 11-year-old child (Jama and
Dugdale, 2010; Williams et al., 2003a; Christina and
Jonathan, 2010). Additionally, almost 24 million
adults in the U.K. have insufficient numeracy skills
to perform simple everyday tasks such as paying
household bills and understanding wage slips. They
would be unable to achieve grade C in the GCSE
maths examination for 16-year-old school children
(Williams et al., 2003a).

“The Standard Rules on the Equalization of Op-
portunities for Persons with Disabilities” by United
Nations (1994) state that all public information ser-
vices and documents should be accessible in such
a way that they could be easily understood. If we

focus on numerical information, nowadays, a large
percentage of information expressed in daily news
or reports comes in the form of numerical expres-
sions (economic statistics, demography data, etc)
but many people have problems understanding the
more complex expressions. In the text simplification
process, different tasks are carried out: replacing
difficult words, splitting sentences, etc., and the sim-
plification of numerical expressions is one of them.

A possible approach to solve this important social
problem of making numerical information accessi-
ble is to rewrite difficult numerical expressions using
alternative wordings that are easier to understand.
For example, the original sentence, “25.9% scored A
grades” could be rewritten by “Around 26% scored
A grades”. In our study we define a “numerical ex-
pression” as a phrase that presents a quantity, some-
times modified by a numerical hedge as in these ex-
amples: ‘less than a quarter’ or ‘about 98%’. Such
an approach would require a set of rewriting strate-
gies yielding expressions that are linguistically cor-
rect, easier to understand than the original, and as
close as possible to the original meaning. Some loss
of precision could have positive advantages for nu-
merate people as well as less numerate. In rewrit-
ing, hedges play also an important role. For exam-
ple, ‘50.9%’ could be rewritten as ‘about a half’ us-
ing the hedge ‘about’. In this kind of simplification,
hedges indicate that the original number has been
approximated and, in some cases, also the direction
of the approximation.

This paper presents a system developed for auto-
mated simplification of numerical expressions. Ex-
perts in simplification tasks are asked to validate the
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simplifications done automatically. The system is
evaluated and the results are discussed against con-
clusions obtained from previous empirical survey.

2 Previous work

Text simplification, a relative new task in Natural
Language Processing, has been directed mainly at
syntactic constructions and lexical choices that some
readers find difficult, such as long sentences, pas-
sives, coordinate and subordinate clauses, abstract
words, low frequency words, and abbreviations.

The rule-based paradigm has been used in the
implementation of some systems for text simpli-
fication, each one focusing on a variety of read-
ers (with poor literacy, aphasia, etc) (Chandrasekar
et al., 1996; Siddharthan, 2003; Jr. et al., 2009;
Bautista et al., 2009).

The transformation of texts into easy-to-read ver-
sions can also be phrased as a translation problem
between two different subsets of language: the orig-
inal and the easy-to-read version. Corpus-based sys-
tems can learn from corpora the simplification oper-
ations and also the required degree of simplification
for a given task (Daelemans et al., 2004; Petersen
and Ostendorf, 2007; Gasperin et al., 2009).

A variety of simplification techniques have been
used, substituting common words for uncommon
words (Devlin and Tait, 1998), activating passive
sentences and resolving references (Canning, 2000),
reducing multiple-clause sentences to single-clause
sentences (Chandrasekar and Srinivas, 1997; Can-
ning, 2000; Siddharthan, 2002) and making appro-
priate choices at the discourse level (Williams et al.,
2003b). Khan et at. (2008) studied the tradeoff be-
tween brevity and clarity in the context of generat-
ing referring expressions. Other researchers have fo-
cused on the generation of readable texts for readers
with low basic skills (Williams and Reiter, 2005),
and for teaching foreign languages (Petersen and
Ostendorf, 2007).

Previous work on numerical expressions has stud-
ied the treatment of numerical information in differ-
ent areas like health (Peters et al., 2007), forecast
(Dieckmann et al., 2009), representation of proba-
bilistic information (Bisantz et al., 2005) or vague
information (Mishra et al., 2011). In the NUM-
GEN project (Williams and Power, 2009), a corpus

of numerical expressions was collected and a for-
mal model for planning specifications for propor-
tions (numbers between 0 and 1) was developed.
The underlying theory and the design of the work-
ing program are described in (Power and Williams,
2012).

3 Experimental identification of
simplification strategies for numerical
information

In order to analyze different simplification strategies
for numerical expressions, first we have to study the
mathematical complexity of the expressions. Ex-
pressions can be classified and a level of difficulty
can be assigned. A study about the simplification
strategies selected by experts to simplify numerical
expressions expressed as decimal percentages in a
corpus was carried out in Bautista et al. (2011b).
Other important aspect of the simplification task is
the use of hedges to simplify numerical expressions
in the text. A study was performed in Bautista et
al. (2011a) to analyze the use of hedges in the sim-
plification process. This study was done with ex-
perts in simplification tasks. A set of sentences with
numerical expressions were presented and they had
to rewrite the numerical expressions following some
rules. Several hypotheses were expressed and an-
alyzed to understand experts’ preferences on sim-
plification strategies and use of hedges to simplify
numerical expressions in the text. The main conclu-
sions from the study were:

Conclusion 1: When experts choose expressions
for readers with low numeracy, they tend to prefer
round or common values to precise values. For ex-
ample, halves, thirds and quarters are usually pre-
ferred to eighths or similar, and expressions like N
in 10 or N in 100 are chosen instead of N in 36.

Conclusion 2: The value of the original propor-
tion influences the choice of simplification strategies
(fractions, ratios, percentages). With values in the
central range (say 0.2 to 0.8 in a 0.0 to 1.0 scale)
and values at the extreme ranges (say 0.0-0.2 and
0.8-1.0) favoring different strategies.

Conclusion 3: When writers choose numerical
expressions for readers with low numeracy, they
only use hedges if they are losing precision.
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4 A system for adapting numerical
expressions

In this first prototype, only numerical expressions
defined as percentages are adapted. From an in-
put text, the percentage numerical expressions are
detected, a target level of difficulty is chosen and
the simplified version of the text is generated by re-
placing the original numerical expression with the
adapted expression.

4.1 Numerical expression
A numerical expression consists of: (1) a numerical
value, a quantity which may be expressed with dig-
its or with words; (2) an optional unit accompanying
the quantity (euro, miles, . . . ); and (3) an optional
numerical hedge modifier (around, less than, . . . ).
Some examples of numerical expressions used in
our experiments are: ‘more than a quarter’, ‘around
98.2%’, ‘just over 25 per cent’ or ‘less than 100 kilo-
metres’.

4.2 Levels of difficulty
The Mathematics Curriculum of the Qualifications
and Curriculum Authority (1999) describes a num-
ber of teaching levels and we assume that concepts
to be taught at lower levels will be simpler than ones
taught at higher levels. Following this idea a Scale of
Mathematic Concepts is defined to identify the dif-
ferent levels of difficulty to understand mathematic
concepts. The scale defined from less to greater dif-
ficulty is: numerical expression in numbers (600),
words (six), fractions (1/4), ratios (1 in 4), percent-
ages (25%) and decimal percentages (33.8%).

From the Scale of Mathematic Concepts defined,
different levels of difficulty are considered in our
system. There are three different levels (from eas-
iest to hardest):

1. Fractions Level: each percentage in the text is
adapted using fractions as mathematical form
for the quantity, and sometimes a hedge is used.

2. Percentages without decimals Level (PWD):
the system rounds the original percentage with
decimals and uses hedges if they are needed.

3. Percentages with decimals Level: This is the
most difficult level where no adaptation is per-
formed.

The system operates only on numerical expres-
sions at the highest levels of the scale (the most dif-
ficult levels), that is, numerical expression given in
percentages or decimal percentages, adapting them
to other levels of less difficulty. So, the user can
select the level to which adapt the original numeri-
cal expression from the text. Using the interface of
the system, the level of difficulty is chosen by the fi-
nal user and the numerical expressions from the text
with higher level of difficulty than the level chosen
are adapted following the rules defined.

4.3 Set of strategies
A set of strategies is defined so they can be applied to
adapt the original numerical expression. The quan-
tity of the expression is replaced with another ex-
pression and sometimes numerical hedges are added
to create the simplified numerical expression.

The use of hedges to simplify numerical expres-
sion can be influenced by three parameters. The first
is the type of simplification depending on the math-
ematical knowledge of the final user. The second is
the simplification strategy for the choice of the final
mathematical form. And the last is the loss of preci-
sion that occurs when the expression is simplified.

Out of the European Guidelines for the Produc-
tion of Easy-to-Read Information for People with
Learning Disability (Freyhoff et al., 1998), only one
involves the treatment of numbers: “Be careful with
numbers. If you use small numbers, always use the
number and not the word”. For example, if the texts
says ‘four’, the system adapts it by ‘4’ following this
European Guideline. This strategy is applied by the
system at all levels.

There are other strategies to adapt numerical ex-
pressions in the form of percentage to other levels of
difficulty: (1) replace decimal percentages with per-
centages without decimals; (2) replace decimal per-
centages with ratios; (3) replace percentages with ra-
tios; (4) replace decimal percentages with fractions;
(5) replace percentages with fractions; (6) replace
ratios with fractions; (7) replace numerical expres-
sions in words with numerical expressions in digits.

At each level of difficulty, a subset of the strate-
gies is applied to simplify the numerical expression.
For the Fractions Level the strategies 4, 5 and 7
are used. For the Percentages with decimals Level
the strategies 1 and 7 are applied. And for the last
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level, Percentages without decimals Level only the
last strategy, number 7, is used.

4.4 System operation

The system takes as input the original text. The user
of the system has to choose the level of difficulty. A
set of numerical expressions are selected and a set
of transformations is applied to adapt them, generat-
ing as output of the system a text with the numerical
expressions simplified at the chosen level.

The system works through several phases to adapt
the numerical expressions in the input text. Some of
them are internal working phases (2, 4 and 5). The
rest of them (1, 3 and 6) are phases where the user
of the system plays a role. The phases considered in
the system are:

1. Input text: an original text is selected to adapt
its numerical expressions.

2. Mark Numerical Expressions: the numerical
expressions that can be adapted are marked.

3. Choose the level of difficulty: the user chooses
the desired level of difficulty for the numerical
expressions in the text.

4. Adapt the numerical expression from the
text: each numerical expression is adapted if
the level of the numerical expression is higher
than the level of difficulty chosen.

5. Replace numerical expression in the text:
adapted numerical expressions replace the orig-
inals in the text.

6. Output text: the final adapted version of the
text is presented to the user.

The next subsections presents how the system acts
in each phase and what kind of tools are used to
achieve the final text.

4.4.1 Phase 1: Input text

In this first phase, a plain text is chosen as input to
the system to adapt its numerical expressions. Using
a Graphical User Interface (GUI) in Java, the user
can upload an original text.

4.4.2 Phase 2: Mark numerical expressions
For the text chosen, the system executes the Nu-

merical Expression Parser1. Using this parser the
numerical quantities are annotated with their type
(cardinal, fraction, percentage, decimal percentage,
etc.), their format (words, digits), their value (Vg),
their units, and hedging phrases, such as ‘more
than’. The input to the program is the plain text file
and the output is the text with sentences and numer-
ical expressions annotated in XML format. In the
following code we can see how a numerical quantity
is annotated in the parser.

Overall figures showed the national pass
rate soared
<numex hedge=“above” hedge-
sem=“greaterthan” type=“percentage”
format=“digits” Vg=“0.97”>
above 97% </numex>

The XML file is treated by the system and numer-
ical expressions are marked in the original text. So,
the user can see which numerical expressions are go-
ing to be adapted by the system (in the next phase)
depending on the level of difficulty chosen.

4.4.3 Phase 3: Choose the level of difficulty
The user of the system chooses the level of dif-

ficulty to adapt the original numerical expressions.
There are three levels: fractions, percentages with-
out decimals and percentages with decimals.

4.4.4 Phase 4: Adapt the Numerical
Expressions

After deciding the level of difficulty, the system
has to adapt each numerical expression to generate
the final version. The process of simplification has
two stages: obtaining the candidate and applying the
adaptation and hedge choice rules.

From the XML file produced by the parser the fol-
lowing information for a numerical expression is ob-
tained: (1) if there is or not hedge and the kind of
hedge; (2) the type (cardinal, fraction, percentage,
decimal percentage) and format (digits or words)
of the original numerical expression; (3) the given
value (Vg) translated from the original numerical ex-
pression value of the text; and (4) the units from the

1For more details see (Williams, 2010)

42



Original 
Expression Parser Vmg

Proportion
Approx.
Program

Vr

More than 28% 0.28 0.28 1/3 0.33

Vg Vc
[0...1] [0...1]

1/3
30%
28%

Figure 1: Obtaining the candidate for simplification. The original expression is annotated by the parser (Vg), and this
value is normalized (Vmg). A candidate substitute value (Vc) is chosen from the proportion approximation program
and normalized (Vr).

original expression (M, ins, grams). For example,
if in the text the original numerical expression is a
percentage like ‘25.9%’, there is no hedge, the type
is ‘decimal percentage’, the format is ‘digits’, Vg is
0.259 and there are no units. In the expression, ‘20
grams’, there is no hedge, the type is ‘cardinal’, the
format is ‘digits’, Vg is 20 and the parser annotates
the units with ‘g’.

The given value Vg annotated by the parser is
transformed into a value between 0 to 1, referred
to as mapping given value (Vmg), which represents
the proportion under consideration. This value is
given as input to the proportion approximation pro-
gram (Power and Williams, 2012), which returns a
list of candidates for substitution. From this list,
the first option is taken as candidate substitute value
(Vc), because the program returns them in decreas-
ing order of precision. This means that the most
precise candidate at the required level of difficulty
is chosen. The program also might return the val-
ues “none” and “all” if the input value is close to
0 or 1, respectively. From the Vc we calculate the
rounded value (Vr) corresponding to the normaliza-
tion of the candidate value between 0 to 1. For ex-
ample, if Fraction level is chosen, for the original
expression “more than 28%” with Vmg=0.28, the
system chooses Vc=1/3 with Vr=0.33. The whole
process can be seen in Figure 1.

An additional level of adaptation is required be-
yond simple replacement with the candidate substi-
tute value. If the original numerical expressions in
the text are difficult to understand, the system must
adapt them to the desired level of difficulty. For each
numerical expression, the system only applies the
adaptation rules if the difficulty level of the numer-
ical expression is higher than the level of difficulty
chosen by the user. This is captured by a set of three
adaptation rules:

• If the type of the numerical expression is ‘car-
dinal’ and the format is ‘words’ then the candi-
date to be used in the simplification is Vg. For
example, if the original numerical expression is
‘six’, it will be replaced by ‘6’.

• In a similar way, if the type is ‘fraction’ (the
lowest possible level of difficulty) and the for-
mat is also ‘words’ then the candidate is ob-
tained by applying the proportion approxima-
tion program. For example, if the original nu-
merical expression is ‘a quarter’, it would be
replaced by ‘1/4’.

• If the type is ‘percentages’ or ‘decimal percent-
ages’ and the format is ‘digits’ then the can-
didate is calculated by the proportion approxi-
mation program provided that the level of dif-
ficulty chosen in the GUI was lower than the
level of the calculated numerical expression.

In order to complete the simplification, the system
has to decide if a hedge should be used to achieve
the final version of the adapted numerical expres-
sion. This decision is taken based on the difference
in value between the value of the original expression
in the text (Vg) and the value of the candidate substi-
tute (Vc) (as given by the relative difference between
the normalized values Vr and Vmg calculated in the
first stage). The actual hedge used in the original
expression (if any) is also considered. The various
possible combinations of these values, and the corre-
sponding choice of final hedge, are described in Ta-
ble 1, which presents all possible options to decide
in each case, the hedge and the value corresponding
to the final numerical expression. For example, if
the original expression is “more than 28%”, we have
Vc=1/3, Vmg=0.28 and Vr=0.33. Then Vr>Vmg so
the corresponding choice of the final hedge is in the
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OriginalNumExp if Vr>Vmg if Vr=Vmg if Vr<Vmg
more than OrigValue around Vc more than Vc more than Vc

exactly OrigValue less than Vc exactly Vc more than Vc
less than OrigValue less than Vc less than Vc around Vc

OrigValue around Vc Vc around Vc

Table 1: Hedge Choice Rules. For each original expression (OrigValue), the normalized values (Vmg, Vr) are used to
determinate the hedge chosen for the simplified expression. The final version is composed by the hedge chosen and
the candidate value (Vc)

first column of Table 1 (“around”) and the simplified
expression is “around 1/3”.

When the user chooses the Fraction Level in the
system, every numerical expression with difficulty
level greater than fraction level will be replaced by
a numerical expression expressed in fraction form.
Depending on the values Vr and Vmg, the appropri-
ate hedge will be chosen.

4.4.5 Phase 5: Replace numerical expressions
Once the system has applied its rules, an adapted

version is available for each original numerical ex-
pression which was more difficult than the target dif-
ficulty level. The output text is obtained by replac-
ing these difficult expressions with the correspond-
ing simplified version.

5 Evaluation of the system

This section presents the evaluation of the system,
describing the materials, experiment, participants
and results of the evaluation.

5.1 Materials
We selected for the experiment a set of eight can-
didate sentences from the NUMGEN corpus, but the
number of numerical expressions was larger as some
sentences contained more than one proportion ex-
pression. In total we had 13 numerical expressions.
We selected sentences with as many variations in
context, precision and different wordings as possi-
ble. The range of proportions values was from points
nearly 0.0 to almost 1.0, to give coverage to a wide
spread of proportion values. We considered values
in the central range (say 0.2 to 0.8) and values at the
extreme ranges (say 0.0-0.2 and 0.8-1.0). We also
classified as common values the well-known per-
centages and fractions like 25%, 50%, 1/4 and 1/2,
and as uncommon values the rest like 15% or 6/7.

5.2 Experiment

To evaluate the system a questionnaire was pre-
sented to a set of human evaluators. The experi-
ment was created and presented on SurveyMonkey2,
a commonly-used provider of web surveys. For each
original sentence, we presented two possible simpli-
fications generated by the system. Participants were
asked to use their judgement to decide whether they
agreed that the simplified sentences were acceptable
for the original sentence. A Likert scale of four val-
ues (Strongly Disagree, Disagree, Agree, Strongly
Agree) was used to collect the answers.

In the survey only two levels of adaptation from
the original sentence were presented. The first op-
tion generated by the system was for the Fractions
level. The second option generated by the system
was for the Percentages without decimals (PWD).

5.3 Participants

The task of simplifying numerical expressions is dif-
ficult, so we selected a group of 34 experts made up
of primary or secondary school mathematics teach-
ers or adult basic numeracy tutors, all native English
speakers. This group is well qualified to tackle the
task since they are highly numerate and accustomed
to talking to people who do not understand mathe-
matical concepts very well. We found participants
through personal contacts and posts to Internet fo-
rums for mathematics teachers and numeracy tutors.

5.4 Results

The answers from the participants were evaluated.
In total we collected 377 responses, 191 responses
for the Fraction level and 186 responses for the Per-
centage without decimals (PWD). Table 2 shows the
average from the collected responses, considering 1

2http://www.surveymonkey.com/s/WJ69L86
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Level Total average Values Average Values Average

Fraction 2,44
Central 2,87 Common 2,59
Extreme 2,14 Uncommon 1,21

PWD 2,96
Central 3,00 Common 2,80
Extreme 2,96 Uncommon 3,22

Table 2: System Evaluation: Fraction Level and Percentages Without Decimals (PWD)

Opinion Fraction PWD
Level Level

Strongly Disagree 19% 6%
Disagree 27% 15%

Agree 43% 56%
Strongly Agree 11% 23%

Table 3: Opinion of the experts in percentages

to 4 for strongly disagree to strongly agree. In ad-
dition, Table 3 shows the distribution in percentages
of the opinion of the experts. At the Fraction level,
there is not too much difference between the average
of the answers of the experts that agree with the sys-
tem and those that disagree. Most experts are neu-
tral. But for the PWD level the average shows that
most experts agree with the simplification done.

We have also analyzed the answers considering
two different criteria from the original numerical ex-
pressions: when they are central (20% to 80%) or
extreme values (0% to 20% and 80% to 100%), and
when the original numerical expressions are com-
mon or uncommon values. In general terms, the ex-
perts think that the simplification done by the sys-
tem in the PWD level is better than the simplification
done in the Fraction level. They disagree specially
with the simplification using fractions in two cases.
One is the treatment of the extreme values where the
system obtains as possible candidates “none” and
“all”3. Another case is when uncommon fractions
are used to simplify the numerical expression, like
for example 9/10. In these two cases the average is
lower than the rest of the average achieved.

5.5 Discussion
The system combines syntactic transformations (via
the introduction of hedges) and lexical substitu-

3See (Power and Williams, 2012) for a discussion of appro-
priate hedges for values near the extreme points of 0 and 1.

tions (by replacing actual values with substitution
candidates and transforming quantities expressed as
words into digits) to simplify the original numerical
expression. These kinds of transformations are dif-
ferent from those used by other systems, which rely
only on syntactic transformations or only on lexi-
cal substitutions. Rules are purpose-specific and fo-
cused on numerical expressions. With this kind of
transformations the readability of the text improves
in spite of the fact that the resulting syntactic struc-
ture of the numerical expression is more compli-
cated, due to the possible presence of hedges. For
example, for a original numerical expression like
‘25.9%’ the system generates the simplified ‘more
than a quarter’ which is easier to understand even
though longer and syntactically more complex.

With respect to coverage of different types of nu-
merical expressions, this system does not consider
ratios as a possible simplification strategy because
the proportion approximation program does not use
them as candidates to simplify a proportion. This
possibility should be explored in the future.

Another observation is that the system does not
consider the context of the sentence in which the
numerical expression occurs. For example, if the
sentence makes a comparison between two numer-
ical expressions that the system rounded to the same
value, the original meaning is lost. One example
of this case is the following sentence from the cor-
pus: “One in four children were awarded A grades
(25.9%, up from 25.3% last year)”. Both percent-
ages ‘25.9%’ and ‘25.3%’ are simplified by the sys-
tem using ‘around 1/4’ and the meaning of the sen-
tence is lost. Thus we should consider the role of
context (the set of numerical expressions in a given
sentence as a whole and the meaning of the text) in
establishing what simplifications must be used.
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6 Conforming with conclusions of prior
surveys

The results presented for the system are evaluated
in this section for conformance with the conclusions
resulting from the empirical studies described in
(Bautista et al., 2011b) and (Bautista et al., 2011a).

With respect to the preference for round or com-
mon values in simplification (Conclusion 1), the sys-
tem presented conforms to this preference by virtue
of the way in which the list of candidate substitu-
tions is produced by the program. The candidates re-
turned by the program are already restricted to com-
mon values of percentages (rounded up) and frac-
tions, so the decision to consider as preferred candi-
date the one listed first implicitly applies the criteria
that leads to this behavior.

With respect to the need to treat differently values
in the extreme or central ranges of proportion (Con-
clusion 2), the system addresses this need by virtue
of the actual set of candidates produced by the pro-
gram in each case. For example, if the original ex-
pression is a extreme value like ‘0.972’, the program
produces a different candidate substitution (‘almost
all’) that in the central ranges is not considered.

With respect to restricting the use of hedges to
situations where loss of precision is incurred (Con-
clusion 3), the hedge choice rules applied by the
system (see Table 1) satisfy this restriction. When
Vr=Vmg hedges are included in the simplified ex-
pression only if they were already present in the
original expression.

In addition, the system rounds up any quantities
with decimal positions to the nearest whole num-
ber whenever the decimal positions are lost during
simplification. This functionality is provided im-
plicitly by the program, which presents the rounded
up version as the next option immediately follow-
ing the alternative which includes the decimal posi-
tions. For example, if the input proportion is ‘0.198’,
some rounded candidate substitutions are calculated
as ‘almost 20%’ or ‘less than 20%’.

Finally, the system follows the European guide-
lines for the production of easy to read information
in that it automatically replaces numerical quantities
expressed in words with the corresponding quantity
expressed in digits.

7 Conclusions and future work

The system described in this paper constitutes a first
approximation to the task of simplifying numerical
expressions in a text to varying degrees of difficulty.
The definition of an scale of difficulty of numeri-
cal expressions, the identification of rules governing
the selection of candidate substitution and the appli-
cation of hedges constitute important contributions.
The empirical evaluation of the system with human
experts results in acceptable rates of agreement. The
behavior of the system conforms to the conclusions
on simplification strategies as applied by humans re-
sulting from previous empirical surveys.

There are different aspects to improve the actual
system from the data collected, with a special atten-
tion to cases in which the experts disagree. As future
work, the syntactic context should be considered to
simplify numerical expression, extending the kind
of proportion to simplify and treating special cases
analyzed in this first version. At the syntactic level,
some transformation rules can be implemented from
a syntactic analysis. It is important that the meaning
of the sentences be preserved regardless of whether
part of the sentence is deleted or rewritten by the
adaptation rules. In addition, the numerical expres-
sion parser and the proportion approximation pro-
gram could also be studied in order to evaluate the
impact of their errors in the final performance.

Our final aim is to develop an automatic simplifi-
cation system in a broader sense, possibly including
more complex operations like syntactic transforma-
tions of the structure of the input text, or lexical sub-
stitution to reduce the complexity of the vocabulary
employed in the text. Additionally we hope to de-
velop versions of the simplification system for other
languages, starting with Spanish. Probably the sim-
plification strategies for numbers would be the same
but the use of hedge modifiers may be different.
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Abstract 

Many existing approaches for measuring text 
complexity tend to overestimate the complexi-
ty levels of informational texts while simulta-
neously underestimating the complexity levels 
of literary texts. We present a two-stage esti-
mation technique that successfully addresses 
this problem.  At Stage 1, each text is classi-
fied into one or another of three possible ge-
nres:  informational, literary or mixed.  Next, 
at Stage 2, a complexity score is generated for 
each text by applying one or another of three 
possible prediction models:  one optimized for 
application to informational texts, one opti-
mized for application to literary texts, and one 
optimized for application to mixed texts.  
Each model combines lexical, syntactic and 
discourse features, as appropriate, to best rep-
licate human complexity judgments. We dem-
onstrate that resulting text complexity 
predictions are both unbiased, and highly cor-
related with classifications provided by expe-
rienced educators. 

1 Introduction 

Automated text analysis systems, such as reada-
bility metrics, are frequently used to assess the 
probability that texts with varying combinations of 
linguistic features will be more or less accessible to 
readers with varying levels of reading comprehen-
sion skill (Stajner, Evans, Orasan and Mitkov, 

2012).  This paper introduces TextEvaluator, a ful-
ly-automated text analysis system designed to faci-
litate such work.1

 Our approach for addressing these differences 
can be summarized as follows.  First, a large set of 
lexical, syntactic and discourse features is ex-
tracted from each text.  Next, either human raters, 
or an automated genre classifier is used to classify 
each text into one or another of three possible ge-
nre categories: informational, literary, or mixed.  
Finally, a complexity score is generated for each 
text by applying one or another of three possible 
prediction models: one optimized for application to 
informational texts, one optimized for application 
to literary texts, and one optimized for application 
to mixed texts. We demonstrate that resulting 
complexity measures are both unbiased, and highly 
correlated with text grade level (GL) classifications 
provided by experienced educators.  

 TextEvaluator successfully 
addresses an important limitation of many existing 
readability metrics:  the tendency to over-predict 
the complexity levels of informational texts, while 
simultaneously under-predicting the complexity 
levels of literary texts (Sheehan, Kostin & Futagi, 
2008; Sheehan, Kostin, Futagi & Flor, 2010). We 
illustrate this phenomenon, and argue that it results 
from two fundamental differences between infor-
mational and literary texts:  (a) differences in the 
way that common every-day words are used and 
combined; and (b) differences in the rate at which 
rare words are repeated.  

                                                           
1 TextEvaluator was previously called SourceRater. 
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Our paper is organized as follows.  Section 2 
summarizes related work on readability assess-
ment. Section 3 describes the two corpora assem-
bled for use in this study, and outlines how genre 
and GL classifications were assigned.  Section 4 
illustrates the problem of genre bias by considering 
the specific biases detected in two widely-used 
readability metrics.  Section 5 describes the Text- 
Evaluator features, methods and results. Section 6 
presents a summary and discussion. 

2    Related Work  

Despite the large numbers of text features that may 
potentially contribute to the ease or difficulty of 
comprehending complex text, many widely-used 
readability metrics are based on extremely limited 
feature sets.  For example, the Flesch-Kincaid GL 
score (Kincaid, et al., 1975), the FOG Index (Gun-
ning, 1952), and the Lexile Framework (Stenner, et 
al., 2006) each consider just two features: a single 
measure of syntactic complexity (average sentence 
length) and a single measure of lexical difficulty 
(either average word length in syllables, average 
frequency of multi-syllable words, or average word 
familiarity estimated via a word frequency, WF, 
index).  

Recently, more computationally sophisticated 
modeling techniques such as Statistical Language 
Models (Si and Callan, 2001; Collins-Thompson 
and Callan, 2004, Heilman, et al., 2007, Pitler and 
Nenkova, 2008), Support Vector Machines 
(Schwarm and Ostendorf, 2005), Principal Com-
ponents Analyses (Sheehan, et al., 2010) and Mul-
ti-Layer Perceptron classifiers (Vajjala and 
Meurers, 2012) have enabled researchers to inves-
tigate a broader range of potentially useful fea-
tures.  For example: Schwarm and Ostendorf 
(2005) demonstrated that vocabulary measures 
based on trigrams were effective at distinguishing 
articles targeted at younger and older readers; Pit-
ler and Nenkova (2008) reported improved validity 
for measures based on the likelihood of vocabulary 
and the likelihood of discourse relations; and Vaj-
jala and Meurers (2012) demonstrated that features 
inspired by Second Language Acquisition research 
also contributed to validity improvements.  Impor-
tantly, however, while this research has contributed 
to our understanding of the types of text features 
that may cause texts to be more or less compre-

hensible, evaluations focused on the presence and 
degree of genre bias have not been reported. 

3   Corpora   

Two text collections are considered in this re-
search.  Our training corpus includes 934 passages 
selected from a set of previously administered 
standardized assessments constructed to provide 
valid and reliable feedback about the types of ver-
bal reasoning skills described in U.S. state and na-
tional assessment frameworks. Human judgments 
of genre (informational, literary or mixed) and GL 
(grades 3-12) were available for all texts.  Genre 
classifications were based on established guide-
lines which place texts structured to inform or per-
suade (e.g., newspaper text, excerpts from science 
or social studies textbooks) in the informational 
category, and texts structured to provide a reward-
ing literary experience (e.g., folk tales, short sto-
ries, excerpts from novels) in the literary category 
(see American Institutes for Research, 2008). We 
added a Mixed category to accommodate texts 
classified as incorporating both informational and 
literary elements.  Nelson, Perfetti, Liben and Li-
ben (2012) describe an earlier, somewhat smaller 
version of this dataset.  We added additional pas-
sages downloaded from State Department of Edu-
cation web sites, and from the National 
Assessment of Educational Progress (NAEP).  In 
each case, GL classifications reflected the GLs at 
which passages were administered to students.  
Thus, all passages classified at Grade 3 appeared 
on high-stakes assessments constructed to provide 
evidence of student performance relative to Grade 
3 reading standards.  

Two important characteristics of this dataset 
should be noted.  First, unlike many previous cor-
pora, (e.g., Stenner, et al., 2006; Zeno, et al., 2005) 
accurate paragraph markings are included for all 
texts. Second, while many of the datasets consi-
dered in previous readability research were com-
prised entirely of informational text (e.g., Pitler 
and Nenkova, 2008; Schwarm and Ostendorf, 
2005;  Vajjala and Meurers, 2012) the current da-
taset covers the full range of text types considered 
by teachers and students in U.S. classrooms.   

Table 1 shows the numbers of informational, li-
terary and mixed training passages at each targeted 
GL.  Passage lengths ranged from 112 words at 
Grade 3, to more than 2000 words at Grade 12. 
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Average passage lengths were 569 words and 695 
words in the informational and literary subsets, 
respectively.  
 

Grade 
Level 

Genre  
Total Inf. Lit. Mixed 

3 46 60 8 114 
4 51 74 7 132 
5 44 46 12 102 
6 41 40 6 87 
7 36 58 6 100 
8 70 63 18 151 
9 23 23 2 48 
10 26 49 2 77 
11 15 24 0 39 
12 47 15 22 84 

Total 399 452 83 934 
 
Table 1.  Numbers of passages in the model develop-
ment/training dataset, by grade level and genre.  
 
A validation dataset was also constructed.  It in-
cludes the 168 texts that were published as Appen-
dix B of the new Common Core State Standards 
(CCSSI, 2010), a new standards document that has 
now been adopted in 46 U.S. states. Individual 
texts were contributed by teachers, librarians, cur-
riculum experts, and reading researchers.  GL clas-
sifications are designed to illustrate the “staircase 
of increasing complexity” that teachers and test 
developers are being encouraged to replicate when 
selecting texts for use in K-12 instruction and as-
sessment in the U.S.  The staircase is specified in 
terms of five grade bands:  Grades 2-3, Grades 4-5, 
Grades 6-8, Grades 9-10 or Grades 11+.  Table 2 
shows the numbers of informational, literary and 
“Other” texts (includes both Mixed and speeches) 
included at each grade band.   
 

Grade 
Band 

Genre  
Total Inf. Lit. Other 

2-3 6 10 4 20 
4-5 16 10 4 30 
6-8 12 16 13 41 

9-10 12 10 17 39 
11+ 8 10 20 38 

Total 54 56 58 168 
 
Table 2.  Numbers of passages in the validation dataset, 
by grade band and genre. 

4   Genre Bias 
   
This section examines the root causes of genre bi-
as. We focus on two fundamental differences be-
tween informational and literary texts: differences 
in the types of vocabularies employed, and differ-
ences in the rate at which rare words are repeated.  
These differences have been examined in several 
previous studies.  For example, Lee (2001) docu-
mented differences in the use of “core” vocabulary 
within a corpus of informational and literary texts 
that included over one million words downloaded 
from the British National Corpus.  Core vocabulary 
was defined in terms of a list of 2000 common 
words classified as appropriate for use in the dic-
tionary definitions presented in the Longman Dic-
tionary of Contemporary English.  The analyses 
demonstrated that core vocabulary usage was high-
er in literary texts than in informational texts.  For 
example, when literary texts such as fiction, poetry 
and drama were considered, the percent of total 
words classified as “core” vocabulary ranged from 
81% to 84%.  By contrast, when informational 
texts such as science and social studies texts were 
considered, the percent of total words classified as 
“core” vocabulary ranged from 66% to 71%.  In 
interpreting these results Lee suggested that the 
creativity and imaginativeness typically associated 
with literary writing may be less closely tied to the 
type or level of vocabulary employed and more 
closely tied to the way that core words are used 
and combined.  Note that this implies that an indi-
vidual word detected in a literary text may not be 
indicative of the same level of processing chal-
lenge as that same word detected in an informa-
tional text. 

Differences in the vocabularies employed within 
informational and literary texts, and subsequent 
impacts on readability metrics, are also discussed 
in Appendix A of the Common Core State Stan-
dards (CCSSI, 2010).  The tendency of many exist-
ing readability metrics to underestimate the 
complexity levels of literary texts is described as 
follows: “The Lexile Framework, like traditional 
formulas, may underestimate the difficulty of texts 
that use simple, familiar language to convey so-
phisticated ideas, as is true of much high-quality 
fiction written for adults and appropriate for older 
students” (p. 7).  

Genre bias may also result from genre-specific 
differences in word repetition rates.  Hiebert and 
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Mesmer (2013, p.46) describe this phenomenon as 
follows:  “Content area texts often receive inflated 
readability scores since key concept words that are 
rare (e.g., photosynthesis, inflation) are often re-
peated which increases vocabulary load, even 
though repetition of content words can support 
student learning (Cohen & Steinberg, 1983)”.  

Table 3 provides empirical evidence of these 
trends.  The table presents mean GL classifications 
estimated conditional on mean WF scores, for the 
informational (n = 399) and literary (n = 452) pas-
sages in our training dataset.  WF scores were gen-
erated via an in-house WF index constructed from 
a corpus of more than 400 million word tokens.  
The corpus includes more than 17,000 complete 
books, including both fiction and nonfiction titles.   

 
 

Avg. WF 
Informational Literary 

N GL SD N GL SD 
51.0–52.5 2 12.0 0.0 0 -- -- 
52.5–54.0 16 10.8 1.9 0 -- -- 
54.0–55.5 68 9.6 2.0 1 10.0 -- 
55.5–57.0 89 7.8 2.7 18 9.9 1.9 
57.0–58.5 96 6.6 2.3 46 9.2 2.0 
58.5–60.0 78 5.3 1.8 92 7.6 2.4 
60.0–61.5 44 4.6 1.8 142 6.2 2.4 
61.5–63.0 6 3.7 0.8 119 5.5 2.1 
63.0–64.5 0 -- -- 31 4.5 1.9 
64.5–66.0 0 -- -- 3 4.0 1.7 

Total 399 57.4 2.1 452 60.6 1.9 
 
Table 3.  Mean GL classifications, by Average WF 
score, for informational and literary passages targeted at 
readers in grades 3 through 12.   

 
The results in Table 3 confirm that, consistent 

with expectations, texts with lower average WF 
scores are more likely to appear on assessments 
targeted at older readers, while texts with higher 
average WF scores are more likely to appear on 
assessments targeted at younger readers.  But note 
that large genre differences are also present. Figure 
1 provides a graphical representation of these 
trends.  Results for informational texts are plotted 
with a solid line; those for literary texts are plotted 
with a dashed line. Note that the literary curve ap-
pears above the informational curve throughout the 
entire observed range of the data. This suggests 
that a given value of the Average WF measure is 
indicative of a higher GL classification if the text 
in question is a literary text, and a lower GL classi-

fication if the text in question is an informational 
text. Since a readability measure that includes this 
feature (or a feature similar to this feature) without 
also accounting for genre effects will tend to yield 
predictions that fall between the two curves, result-
ing GL predictions will tend to be too high for in-
formational texts (positive bias) and too low for 
literary texts (negative bias).   

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

Figure 1.  Mean text GL plotted conditional on average 
WF score. (One literary mean score based on evidence 
from a single text is not plotted.) 

 
Figure 2 confirms that this evidence-based pre-

diction holds true for two widely-used readability 
metrics: the Flesch-Kincaid GL score and the Lex-
ile Framework2

                                                           
2 All Lexile scores were obtained via the Lexile Analyzer 
available at www.lexile.com. Scores are only available for a 
subset of texts since our training corpus included just 548 
passages at the time that these data were collected. Corres-
ponding human GL classifications were approximately evenly 
distributed across grades 3 through 12. 

. Each individual plot compares 
Flesch-Kincaid GL scores (top row), or Lexile 
scores (bottom row) to the human GL classifica-
tions stored in our training dataset, i.e., classifica-
tions that were developed and reviewed by 
experienced educators, and were subsequently used 
to make high-stakes decisions about students and 
teachers, e.g., requiring students to repeat a grade 
rather than advancing to the next GL. The plots 
confirm that, in each case, the predicted pattern of 
over- and under-estimation is present. That is, on 
average, both Flesch-Kincaid scores and Lexile 
scores tend to be slightly too high for informational 
texts, and slightly too low for literary texts, thereby 
calling into doubt any cross-genre comparisons. 
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Figure 2.  Passage complexity scores generated via the 
Flesch-Kincaid GL score (top) and the Lexile Frame-
work (bottom) compared to GL classifications provided 
by experienced educators. 

5  Features, Components and Results 

5.1 Features 
 

The TextEvaluator feature set is designed to 
measure the ease or difficulty of implementing 
four types of processes believed to be critically 
involved in comprehending complex text: (1) 
processes involved in word recognition and decod-
ing, (2) processes associated with using relevant 
syntactic knowledge to assemble words into mea-
ningful propositions, (3) processes associated with 
inferring connections across propositions or larger 
sections of text, and (4) processes associated with 
using relevant prior knowledge and experience to 
develop a more complete, more integrated mental 
representation of a text. (See Kintsch, 1998). 

A total of 43 candidate features were developed. 
Since many of these were expected to be moderate-
ly inter-correlated, a Principal Components Analy-
sis (PCA) was used to locate clusters of features 
that exhibited high within-cluster correlation and 

low between-cluster correlation.  Linear combina-
tions defined in terms of the resulting feature clus-
ters provided the independent variables considered 
in subsequent investigations.  Biber and his col-
leagues (2004) justify this approach by noting that, 
because many important aspects of text variation 
are not well captured by individual linguistic fea-
tures, investigation of such characteristics requires 
a focus on “constellations of co-occurring linguis-
tic features” as opposed to individual features (p. 
45). 

The PCA suggested that more than 60% of the 
variation captured by the full set of 43 features 
could be accounted for via a set of eight compo-
nent scores, where each component is estimated as 
a linear combination of multiple correlated fea-
tures, and only 3 of the 43 features had moderately 
high loadings on more than one component, and 
most loadings exceeded 0.70.  The individual fea-
tures comprising each component are described 
below.  

Component #1:  Academic Vocabulary.  Ten 
features loaded heavily on this component.  Two 
are based on the Academic Word List described in 
Coxhead (2000). These include:  the frequency per 
thousand words of all words on the Academic 
Word List, and the ratio of listed words to total 
words.  In a previous study, Vajjala and Meurers 
(2012)  demonstrated that the ratio of listed words 
to total wards was very effective at distinguishing 
texts at lower and higher levels in the Weekly 
Reader corpus. Two additional features focus on 
the frequency of nominalizations, including one 
estimated from token counts and one estimated 
from type counts. Four additional features are 
based on word lists developed by Biber and his 
colleagues.  These include the frequency per thou-
sand words of academic verbs, abstract nouns, top-
ical adjectives and cognitive process nouns (see 
Biber, 1986, 1988; and Biber, et al., 2004). Two 
measures of word length also loaded on this di-
mension:  average word length measured in syl-
lables, and the frequency per thousand words of 
words containing more than 8 characters.  

Component #2:  Syntactic Complexity. Seven 
features loaded heavily on this component. These 
include features determined from the output of the 
Stanford  Parser (Klein and Manning, 2003), as 
well as more easily computed measures such as 
average sentence length, average frequency of long 
sentences (>= 25 words), and average number of 
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words between punctuation marks (commas, semi-
colons, etc.).  Parse-based features include average 
number of dependent clauses, and an automated 
version of the word “depth” measure introduced by 
Yngve (1960). This last feature, called Average 
Maximum Yngve Depth, is designed to capture 
variation in the memory load imposed by sentences 
with varying syntactic structures. It is estimated by 
first assigning a depth classification to each word 
in the text, then determining the maximum depth 
represented within each sentence, and then averag-
ing over resulting sentence-level estimates to ob-
tain a passage-level estimate.  Several studies of 
this word depth measure have been reported. For 
example, Bormuth (1964) reported a correlation of 
-0.78 between mean word depth scores and cloze 
fill-in rates provided by Japanese EFL learners.  

Component #3:  Concreteness. Words that are 
more concrete are more likely to evoke meaningful 
mental images, a response that has been shown to 
facilitate comprehension (Coltheart, 1981). Alder-
son (2000) argued that the level of concreteness 
present in a text is a useful feature to consider 
when evaluating passages for use on reading as-
sessments targeted at L2 readers. A total of five 
concreteness and imageability measures loaded 
heavily on this dimension.  All five measures are 
based on concreteness and imageability ratings 
downloaded from the MRC psycholinguistic data-
base (Coltheart, 1981).  Ratings are expressed on a 
7 point scale with 1 indicating least concrete, or 
least imageable, and 7 indicating most concrete or 
most imageable.   

Component #4:  Word Unfamiliarity. This com-
ponent summarizes variation detected via six dif-
ferent features.  Two features are measures of 
average word familiarity: one estimated via our in-
house WF Index, and one estimated via the TASA 
WF Index (see Zeno, et al., 1995).  Both features 
have negative loadings, suggesting that the com-
ponent is measuring vocabulary difficulty as op-
posed to vocabulary easiness. The other features 
with high loadings on this component are all meas-
ures of rare word frequency. These all have posi-
tive loadings since texts with large numbers of rare 
words are expected to be more difficult. Two types 
of rare word indices are included: indices based on 
token counts and indices based on type counts. 
Vocabulary measures based on token counts view 
each new word as an independent comprehension 
challenge, even when the same word occurs re-

peatedly throughout the text. By contrast, vocabu-
lary measures based on type counts assume that a 
passage containing five different unfamiliar words 
may be more challenging than a passage contain-
ing the same unfamiliar word repeated five times. 
This difference is consistent with the notion that 
each repetition of an unknown word provides an 
additional opportunity to connect to prior know-
ledge (Cohen & Steinberg, 1983).  

Component #5:  Interactive/Conversational 
Style.  This component includes the frequency per 
thousand words of:  conversation verbs, fiction 
verbs, communication verbs, 1st person plural pro-
nouns, contractions, and words enclosed in quotes.  
Verb types were determined from one or more of 
the following studies: Biber (1986),  Biber (1988), 
and Biber, et al. (2004).   

Component #6:  Degree of Narrativity. Three 
features had high positive loadings on this dimen-
sion:  Frequency of past perfect aspect verbs, fre-
quency of past tense verbs and frequency of 3rd 
person singular pronouns.  All three features have 
previously been classified as providing positive 
evidence of the degree of narrativity exhibited in a 
text (see Biber, 1986 and Biber, 1988). 

Component #7:  Cohesion. Cohesion is that 
property of a text that enables it to be interpreted as 
a “coherent message” rather than a collection of 
unrelated clauses and sentences.  Halliday and Ha-
san (1976) argued that readers are more likely to 
interpret a text as a “coherent message”  when cer-
tain observable features are present.  These include 
repeated content words and explicit connectives.  
The seventh component extracted in the PCA in-
cludes three different types of cohesion features.  
The first two features measure the frequency of 
content word repetition across adjacent sentences 
within paragraphs. These measures differ from the 
cohesion measures discussed in Graesser et al. 
(2004) and in Pitler and Nenkova (2008) in that a 
psychometric linking procedure is used to ensure 
that results for different texts are reported on com-
parable scales (See Sheehan, in press).  The fre-
quency of causal conjuncts (therefore, 
consequently, etc.) also loads on this dimension. 

Component #8:  Argumentation.  Two features 
have high loadings on this dimension:  the fre-
quency of concessive and adversative conjuncts 
(although, though, alternatively, in contrast, etc.), 
and the frequency of negations (no, neither, etc.), 
Just and Carpenter, (1987).  
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5.2  An Automated Genre Classifier 
 

A preliminary automated genre classifier was 
developed by training a logistic regression model 
to predict the probability that a text is classified as 
informational  as opposed to literary.  A signifi-
cant positive coefficient was obtained for the Aca-
demic Vocabulary component defined above, 
suggesting that a high score on this component 
may be interpreted as an indication that the text is 
more likely to be informational.  Significant nega-
tive coefficients were obtained for Narrativity, In-
teractive/Conversational Style, and Syntactic 
Complexity, indicating that a high score on any of 
these components may be interpreted as an indica-
tion that the text is more likely to be literary.  Two 
individual features that were not included in the 
PCA were also significant:  the proportion of adja-
cent sentences containing at least one overlapping 
stemmed content word, and the frequency of 1st 
person singular pronouns.  These features were not 
included in the PCA because they are not reliably 
indicative of differences in text complexity (See 
Sheehan, in press; Pitler and Nenkova, 2008.) Re-
sults confirmed, however, that these features are 
useful for predicting a text’s genre classification.  

Alternative decision rules based on this model 
were investigated. Table 4 summarizes the levels 
of precision (P), recall (R) and F1 = 2RP/(R+P) 
obtained for the selected decision rule which was 
defined as follows: Classify as informational if 
P(Inf) >= 0.52, classify as literary if P(inf) < 0.48, 
else classify as mixed. This decision rule is defined 
such that few texts are classified into the mixed 
category since, at present, the training dataset in-
cludes very few mixed texts. The table shows de-
creased precision in the Validation dataset since 
many more mixed texts are included, and the ma-
jority of these were classified as informational. 

 
Dataset Genre N R P F1 
Training Inf 399 .84 .79 .81 
Training Lit 452 .88 .79 .83 
Training Mixed 83 .01 .09 .01 

Validation Inf 67 .91 .56 .69 
Validation Lit 56 .80 .80 .80 
Validation Mixed 45 .07 1.0 .13 
 
Table 4.  Levels of Precision, Recall and F1 obtained for 
1, 089 texts in the training and validation datasets.  
Speeches are not included in this summary. 

5.3  Prediction Equations 
 

We use separate genre-specific regression mod-
els to generate GL predictions for texts classified 
as informational, literary, or mixed. The coeffi-
cients estimated for informational and literary texts 
are shown in Table 5. Note that each component is 
significant in one or both models.  The table also 
highlights key genre differences. For example, note 
that the Interactive/Conv. Style score is significant 
in the Inf. model but not in the Literary model.  
This reflects the fact that, while literary texts at all 
GLs tend to exhibit relatively high interactivity, 
similarly high interactivity among inf. texts tends 
to only be present at the lowest GLs.  Thus, a high 
Interactivity is an indication of low complexity if 
the text in question is an informational text, but 
provides no statistically significant evidence about 
complexity if the text in question is a literary text.  

 
Component Informational Literary 
Academic Voc. 1.126* .824* 
Word Unfamiliarity .802* .793* 
Word Concreteness -.610* -.483* 
Syn. Complexity .983* 1.404* 
Lexical Cohesion -.266* -.440* 
Interactive/Conv. Style -.518* ns 
Degree of Narrativity ns -.361* 
Argumentation .431* ns 
 
Table 5. Regression coefficients estimated from training 
texts.  *p < .01, ns = not significant. 
 
5.4  Validity Evidence 
 

Two aspects of system validity are of interest: 
(a) whether genre bias is present, and (b) whether 
complexity scores correlate well with judgments 
provided by professional educators, i.e., the educa-
tors involved in selecting texts for use on high-
stakes state reading assessments. The issue of ge-
nre bias is addressed in Figure 3. Each plot com-
pares GL predictions generated via TextEvaluator 
to GL predictions provided by experienced educa-
tors.  Note that no evidence of a systematic tenden-
cy to under-predict the complexity levels of 
literary texts is present. This suggests that our 
strategy of developing distinct prediction models 
for informational and literary texts has succeeded 
in overcoming the genre biases present among 
many key features.  
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Figure 3.  TextEvaluator GL predictions compared to 
human GL classifications for informational and literary 
texts. 

 
TestEvaluator performance relative to the goal of 
predicting the human grade band classifications in 
the validation dataset was also examined. Results 
are summarized in Table 6 along with correspond-
ing results for the Lexile Framework (Stenner, et 
al., 2006) and the REAP system (Heilman, et al., 
2007).  All results are reprinted, with permission, 
from Nelson, et al., (2012).  In each case, perfor-
mance is summarized in terms of the Spearman 
rank order correlation between the readability 
scores generated for each text, and corresponding 
human grade band classifications.  95% confidence 
limits estimated via the Fisher r to z transformation 
are also listed.   
 
 
 
System 

Lower 
95% 

Bound 

 
Correlation 
Coefficient 

Upper 
95% 

Bound 
TextEvaluator 0.683 0.76 0.814 
REAP 0.427 0.54 0.641 
Lexile 0.380 0.50 0.607 
 
Table 6. Correlation  between readability scores and 
human grade band classifications for the 168 Common 
Core texts in the validation dataset.   
 
The comparison suggests that, relative to the task 
of  predicting the human grade band classifications 
assigned to the informational, literary and mixed 
texts in Appendix B of the new Common Core 
State Standards, TextEvaluator is significantly 
more effective than both the Lexile Framework 
and the REAP system. 

6  Summary and Discussion 
 
In many recent studies, proposed readability me-
trics have been trained and validated on text collec-
tions composed entirely of informational text, e.g., 
Wall Street Journal articles (Pitler and Nenkova, 
2008), Encyclopedia Britannica articles (Schwarm 
and Ostendorf, 2005) and Weekly Reader articles 
(Vajjala and Meurers, 2012). This paper considers 
the more challenging task of predicting human-
assigned GL classifications in a corpus of texts 
constructed to be representative of the broad range 
of reading materials considered by teachers and 
students in U.S. classrooms.   

Two approaches for modeling the complexity 
characteristics of these passages were compared.  
In Approach #1, a single, non-genre specific pre-
diction equation is estimated, and that equation is 
then applied to texts in all genres.  Two measures 
developed via this approach were evaluated:  the 
Lexile Framework and the REAP system.    

Approach #2 differs from Approach #1 in that 
genre-specific prediction equations are used, there-
by ensuring that important genre effects are ac-
commodated.  This approach is currently only 
available via the TextEvaluator system.  

Measures developed via each approach were 
evaluated on a held-out sample.  Results confirmed 
that complexity classifications obtained via                       
TextEvaluator are significantly more highly corre-
lated with the human grade band classifications in 
the held-out sample than are classifications ob-
tained via the Lexile Framework or REAP system.  

This study also demonstrated that, when genre 
effects are ignored, readability scores for informa-
tional texts tend to be overestimated, while those 
for literary texts tend to be underestimated. Note 
that this finding significantly complicates the 
process of using readability metrics to generate 
valid cross-genre comparisons. For example, 
Stajner, et al. (2012) conclude that SimpleWiki 
may not serve as a “gold standard” of high acces-
sibility because comparisons based on readability 
metrics suggest that it is more complex than Fic-
tion. We intend to further investigate this finding 
using TextEvaluator since conclusions that are not 
impacted by genre bias can then be reported. Addi-
tional planned work involves investigating addi-
tional measures of genre, and incorporating these 
into our genre classifier.    
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