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Introduction

In natural language processing (NLP), supervised learning scenarios are more frequently explored than
unsupervised or semi-supervised ones. Unfortunately, labeled data are often highly domain-dependent
and short in supply. It has therefore become increasingly important to leverage both labeled and
unlabeled data to achieve the best performance in challenging NLP problems that involve learning of
structured variables.

Until recently most results in semi-supervised learning of structured variables in NLP were negative, but
today the best part-of-speech taggers, named entity recognizers, and dependency parsers exploit mixtures
of labeled and unlabeled data. Unsupervised and minimally unsupervised NLP also sees rapid growth.

The most commonly used semi-supervised learning algorithms in NLP are feature-based methods and
EM, self- or co-training. Mixture models have also been successfully used. While feature-based methods
seem relatively robust, self-training and co-training are very parameter-sensitive, and parameter tuning
has therefore become an important research topic. This is not only a concern in NLP, but also in other
areas such as face recognition. Parameter-sensitivity is even more dramatic in unsupervised learning of
structured variables, e.g. unsupervised part-of-speech tagging and grammar induction.

The aim of this workshop was to bring together researchers dedicated to designing and evaluating robust
unsupervised or semi-supervised learning algorithms for NLP problems. We received 11 papers, but
accepted only six. Shane Bergsma gave an invited talk on feature-based methods.

The organizers would like to thank the review committee for their thorough high-quality reviews and
their timeliness, and the RANLP 2011 organizers for their assistance.
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