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Abstract 

Building comprehensive language models us-
ing latent semantic analysis (LSA) requires 
substantial processing power. At the ideal pa-
rameters suggested in the literature (for an 
overview, see Bradford, 2008) it can take up 
to several hours, or even days, to complete. 
For linguistic researchers, this extensive pro-
cessing time is inconvenient but tolerated—
but when LSA is deployed in commercial 
software targeted at non-specialists, these 
processing times become untenable. One way 
to reduce processing time is to reduce the 
number of dimensions used to build the mod-
el. While the existing research has found that 
the model’s reliability starts to degrade as 
dimensions are reduced, the point at which 
reliability becomes unacceptably poor varies 
greatly depending on the application. There-
fore, in this paper, we set out to determine the 
lowest number of LSA dimensions that can 
still produce an acceptably reliable language 
model for our particular application: Lex, a 
visual cohesion analysis tool. We found that, 
across all three texts that we analysed, the 
cohesion-relevant visual motifs created by 
Lex start to become apparent and consistent 
at 50 retained dimensions. 

1 Introduction 

Latent Semantic Analysis (LSA) is a 
well-established method for describing the se-
mantic content in textual data as a set of vectors 
in a high dimensional semantic space (Wade-
Stein & Kintsch, 2004).	 It is used for a range of 
applications across a range of fields, including 
linguistics, cognitive science, education, infor-
mation science and text analysis (Evangelopou-
los, Zhang, & Prybutok, 2012), and it has been 
verified as an effective method in the majority of 
these fields both practically and theoretically 
(Evangelopoulos et al., 2012; Wade-Stein & 
Kintsch, 2004).  

2 Lex: an overview 

The application of LSA we are focusing 
on, pioneered by Foltz, Kintsch, & Landauer 
(1998), is its use in predicting the coherence of a 
piece of text by identifying and measuring its 
lexical cohesive ties. Building on this work, we 
have designed an LSA-based tool, which we 
have called Lex, to allow writers and editors to 
visually analyse the cohesion—and, by exten-
sion, coherence—of their own text. Users upload 
their text, and the tool derives the relatedness of 
meaning that occurs in each sentence throughout 
the text using a LSA language model by investi-
gating word usage patterns in a large text corpus 
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(McCarthy, Briner, Rus, & McNamara, 2007), 
then maps out the strength of the conceptual 
match between every pair of sentences to a recur-
rence plot visualisation. The intensity of shading 
in each block increases with the strength of the 
match: shading represents more shared concepts 
and a higher level of cohesion between the two 
sentences, and paler shading or whitespace rep-
resents fewer shared concepts and less cohesion. 
Users can then use the visualisation to assess the 
overall cohesion level of their document, quickly 
locate areas of low cohesion that may need im-
proving, or discover any other cohesion-relevant 
patterns that would otherwise have been difficult 
to detect.  

Though it has yet to be subjected to 
thorough empirical testing at this early stage, we 
theorise that this visualisation-based method 
should provide a more efficient method of cohe-
sion analysis than the traditional manual ap-
proach, because it takes advantage of the high-
bandwidth, pre-attentive processing that visual 
perception enables (Ware, 2013). Especially in 
larger documents of more than a few pages, an 
editor’s ability to detect cohesion problems is 
limited by their working memory capacity—by 
the time they get to the end of the document, 
they have forgotten what was at the beginning 
(Kintsch, Patel, & Ericsson, 1999). 

 
In practice, we see Lex as particularly 

useful for a large organization such as, for exam-
ple, a Queensland Government department. we 
most likely see Lex being used by communica-
tion staff as part of their editing process. It could 
help them diagnose potential problems and iden-
tify areas requiring editing or restructuring in 
documents intended for the public, thereby help-
ing to ensure that the documents are cohesive 
enough to be clearly understood. Government 
organisations in particular stand to gain from 
clear communication:  studies have shown links 
with improved public understanding of and in-
creased compliance with regulations, reduced 
time and resources devoted to answering ques-
tions, and even greater support for government 
and its initiatives (Watson & Lynch, 1998). Es-
pecially in the case of guidelines or policies, un-
clear communication can have ethical and legal 
consequences, raising the question of whether 
citizens can be expected to comply with guide-
lines or laws that they are not able to fully under-
stand (Austen, Gilbert, & Mitchell, 2001). 

 

3 The problem  

Using a pre-generated language model to 
analyse the user’s text is not ideal for Lex’s pur-
poses. To be most useful, it needs to be able to 
provide reliable results when analysing any text 
genre or style (within reason), but the literature 
clearly establishes that the reliability of a result is 
affected significantly by the semantic similarity 
of the corpus text that a language model is gen-
erated from. The more similar the corpus is to the 
text being analysed, the more reliable the results 
(Biber, 1993; Koester, 2010). One way to get 
around this problem is to supply a range of read-
ymade language models based on broad genres 
(fiction, academic, journalistic) but also offer the 
user the option to supply a corpus of their own 
that is more similar to the text they wish to ana-
lyse, and have the tool build a language model 
from that in run time. However, building a lan-
guage model at the specifications that most liter-
ature recommends is a resource-intensive, time-
consuming computational process, beyond the 
capability of the average desktop PC (not to 
mention the average user’s patience) (Bradford, 
2008).  

One impediment is the need to use a very 
large corpus: the literature often recommends, on 
the whole, using very large corpora in the vicini-
ty of 10 million words (Landauer, Foltz, & 
Laham, 1998), which can be extremely resource 
intensive to process. However, quality, rather 
than quality, is more important when it comes to 
corpus size: in other words, the size of the corpus 
could be reduced significantly without sacrific-
ing too much by way of performance if it is high-
ly semantically similar to the text to be analysed 
(Biber, 1993; Koester, 2010). The other re-
striction is the number of dimensions retained in 
the semantic space—the higher the number of 
dimensions retained, the more resource-intensive 
the process (Bradford, 2008). The bulk of studies 
conducted broadly appear to recommend 300 
dimensions as the ideal number for LSA, but in-
dividual studies have settled on anywhere be-
tween six (Lerman, 1999) and close to 2000 
(Efron, 2005). The experiments conducted to 
arrive at these specifications vary broadly in pur-
pose, and use vastly different corpora types and 
sizes, though, which explains the large variation 
in findings. Reducing the number of dimensions 
required to produce acceptably reliable results 
for Lex could make this ‘custom corpus’ option 
viable, by reducing the processing time to within 

76



reasonable limits. We suspected that a highly 
semantically similar, small corpus would require 
fewer retained dimensions to perform at accepta-
ble accuracy levels than a large, generalised 
one—potentially far fewer than the industry 
standard of 300. What we needed to determine, 
though, was just how few dimensions we could 
retain in our semantic space before the analysis 
results became unreliable. 

4 Method 

In order to find out where the acceptabil-
ity threshold lies, we generated eight LSA recur-
rence plots each for three different samples of 
text, setting the number of dimensions retained to 
a different threshold each time (10, 20, 50, 70, 
100, 300, 500, and 700)—in total, 24 recurrence 
plots. We then conducted qualitative visual anal-
yses to identify several lexical-cohesion-relevant 
patterns—which we will call ‘motifs’—that were 
readily apparent in the 300-dimension versions 
of the plot. Three hundred was the threshold we 
chose as the ‘gold standard’ because, as dis-
cussed, it is most often recommended in the lit-
erature, and what it showed aligned most closely 
to our own expert assessment of the cohesion 
patterns in the text. We then searched for the mo-
tifs in the plots generated at successively lower 
dimensions, aiming to determine the lowest di-
mension interval at which they were still easily 
recognisable. 

The texts we used for analysis are small 
sub-sections (of between 700 and 1400 words) of 
three different Queensland government-affiliated 
reports: Delivering continuity of midwifery care 
to Queensland women: A guide to implementa-
tion (Queensland Government, 2012) (herein 
known as the “Midwives report”); A shared chal-
lenge: Improving literacy, numeracy, and sci-
ence skills in Queensland Primary Schools (Mas-
ters, 2009), (the “Education report”); and Not 
Now, Not Ever: Putting an end to domestic vio-
lence in Queensland (Special Taskforce on Do-
mestic and Family Violence in Queensland, 
2015), (the “Domestic violence report”). The 
reports in full were all around 45,000 words in 
length each (before pre-processing), and for each 
text sample we analysed, we used the full text of 
the report from which it came as a corpus to gen-

erate the language model. Based on our experi-
ence, 40 – 50,000 words is likely to be as large a 
corpus as most non-specialists could convenient-
ly locate, so these reports imitated the conditions 
under which Lex would likely be used—and, as 
previously discussed, these corpora may be small 
compared to what is often recommended for 
building LSA language models, but what they 
lack in size, they make up for in specificity. 

We chose government reports because 
government writers and editors are potential tar-
get users for technology such as Lex: they regu-
larly produce long, complex documents for audi-
ences with limited domain knowledge, a scenario 
in which cohesion is known to significantly af-
fect readers’ comprehension (McNamara, 
Kintsch, Songer, & Kintsch, 1996).  

To appropriately test this tool for its in-
tended purpose, we deliberately selected natural-
istic data—documents that are, on the whole, 
fairly cohesive to begin with (as opposed to, for 
example, putting together random groups of sen-
tences to artificially create or exaggerate the 
presence of motifs). They all certainly meet the 
minimum threshold to be coherent, so we knew 
that any detectable motifs were likely to be sub-
tle.  

The Lex plots were compared using a 
mixed-methods approach. Qualitative interpreta-
tion was used to determine the presence or ab-
sence of macro and meso-scale features (motifs), 
and a quantitative distance measure was used to 
summarise the magnitude of difference between 
the plots. For the quantitative measure all possi-
ble pairings of plots from the same test document 
were calculated. The measure designed for this 
study was the absolute difference between the 
plots, expressed as a percentage. The magnitude 
of the difference between all paired cells was 
calculated and averaged as: 

%dif =
𝑴!" − 𝑵𝒊𝒋

!
!!!

!
!!!

𝑛 𝑛 − 1 /2
×100 

Where: M and N are Lex matrices being com-
pared, and n is the total number of plot elements. 
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5 Results 

 
 
Figure 1. Lex plots for all texts at 20, 50, 100, and 300 dimensions 

Domestic Violence: 

	
20	 50	 100	

50	 23%	
	 	100	 34%	 11%	

	300	 43%	 20%	 9%	
 
Education:  

	
20	 50	 100	

50	 20%	
	 	100	 28%	 9%	

	300	 36%	 16%	 8%	
 
Midwives: 

	
20	 50	 100	

50	 36%	
	 	100	 45%	 9%	

	300	 53%	 17%	 8%	
 
Table 1: Absolute difference between the plots 
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5.1 Reading the Lex plot 

Each block along the right diagonal edge 
of the plot represents a sentence in the document. 
The document is laid out as a time series, progress-
ing from the first sentence in the top left moving 
down toward the last sentence in the bottom right. 
Each variously shaded block in the plot represents 
the presence (or absence) and strength of the tie 
between the pair of sentences at whose intersection 
it sits. The more saturated the shade, the more 
shared concepts between that pair of sentences. 
Fainter shading, fewer shared concepts. If no link at 
all is present, it shows up as white space. In this 
way, the plot shows the degree of relatedness be-
tween every pair of sentences in the document. 

At a broad level, a more densely shaded 
plot can be seen to represent a more globally cohe-
sive document, and a sparse, pale plot represents a 
less globally cohesive one. But it’s the plot’s ability 
to show mesoscale patterns of cohesion that are 
otherwise difficult to detect that separates it from 
existing methods, such as, for example, the set of 
cohesion metrics provided by CohMetrix 
(Graesser, McNamara, Louwerse, & Cai, 2004). 
The analyses below demonstrate several examples 
of cohesion-relevant motifs, but only those that 
happen to be present in the texts we are analysing 
here: these are by no means an exhaustive set.  

5.2 Domestic violence report 

At 300 dimensions, the most obvious mo-
tifs in the Domestic violence report are the grid-like 
series of pale stripes criss-crossing the plot at sen-
tences 2, 4-5, 10, 12-17, 25, 27, 35, 37-38, 42-46, 
50-51, and 53: 

 
 
Figure 2: Motifs in 300-dimension Lex plot of 
Domestic violence report 

Although these may present at first 
glance as problematic low cohesion, on closer 
inspection, they are actually false alarms—or at 
least, examples of when lexical cohesion alone 
cannot always tell the whole cohesion story. Al-
most all are quite short sentences: for example, 
sentence 27 reads ‘It must not be accepted or 
excused’. Shorter sentences obviously provide 
fewer opportunities for content words to occur, 
which in turn provides fewer opportunities for 
lexical repetition—though other forms of cohe-
sion may be present, such as the co-reference 
occurring in sentence 27 with the word ‘it’. This 
highlights a limitation of the method, which we 
may need to address in future iterations of Lex 
by normalising for sentence length. Nevertheless, 
these short sentences are justifiably detected by 
the algorithm as having little to no semantic 
similarity to other sentences in the text, and are 
represented prominently in the visualisation at 
300 dimensions, so we have included them in our 
definition of a motif for the purposes of this ex-
ercise. 

 
At ten dimensions, the plot was more or 

less solid dark blue, with no visible motifs at all. 
(This was the case for all three texts, so we did 
not include any of the ten-dimension plots in the 
results pictured in figure 1.) By 20 dimensions, 
as pictured in figure 1, the criss-cross pattern had 
appeared in much the same shape, but lacking a 
significant amount of detail. It is not until we get 
to 50 dimensions that it starts to more or less ac-
curately resemble the patterns shown at 100 and 
300 dimensions. Of the pale stripes that were 
obvious in the plot at 300 dimensions, only sen-
tences 14, 16, and 53 become dark enough at 50 
dimensions to appear cohesive—the overall pat-
tern remains intact. The 70-dimension plot was, 
almost identical to the 50-dimension plot, and 
this was the case for all three texts, so we did not 
include any of the 70-dimension plots in the re-
sults pictured in figure 1. At 100 dimensions, the 
patterns are slightly more defined than at 50, but 
overall, it is clear that an analyst would reach the 
same conclusions about the text, whether they 
were guided by the plot at 50, 100, or 300 di-
mensions.  

5.3 Education report 

The most prominent motifs in the 300-
dimension education report recurrence plot are 
the three examples of local (intra-paragraph) co-
hesion, which present as darker triangles along 
the outside edge of the plot: 
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Figure 3. Local cohesion motifs in 300-
dimension Lex plot of the Education report  

By its original definition, a paragraph is 
the sustained development of a single idea 
(Rodgers, 1965), so it stands to reason that the 
sentences within a paragraph should share more 
concepts with each other than with sentences in 
other paragraphs. In this instance, however, the 
first two motifs represent just one paragraph, as 
well as the first sentence of the following para-
graph. Examining this excerpt of the text offers 
some insight into why the plot may have divided 
this paragraph into two distinct motifs: 
 
13. Deep Knowledge Highly effective teachers have 

a deep understanding of the subjects they teach. 

14. These teachers have studied the content they 
teach in considerably greater depth than the level 
at which they currently teach and they have high 
levels of confidence in the subjects they teach. 

15. Their deep content knowledge allows them to 
focus on teaching underlying methods, concepts, 
principles and big ideas in a subject, rather than 
on factual and procedural knowledge alone. 

16. Highly effective teachers not only have deep 
knowledge of the subjects they teach, they also 
have deep understandings of how students learn 
those subjects (that is, pedagogical content 
knowledge). 

17. They understand how learning typically pro-
gresses in a subject: for example, the skills and 
understandings that are pre-requisites for pro-
gress, and common paths of student learning. 

18. They are familiar with the kinds of learning dif-
ficulties that some students experience and with 
appropriate interventions and available profes-
sional support for those difficulties. 

19. And they are aware of common student misun-
derstandings and errors and know how to diag-
nose and address obstacles to further learning. 

20. Targeted Teaching The most important single 
factor influencing learning is what the learner al-
ready knows. 

 
In sentences 13 to 16, the subject ‘teach-

ers’ (or variations thereof) is repeated through-
out. In sentences 17 to 19, however, ‘teachers’ is 
replaced by the pronoun ‘they’, and the focus 
shifts to ‘students’ or ‘learners’. Sentence 20 
continues the theme, using both ‘learn-
er’/‘learning’ and ‘teaching’.  

 
The third local cohesion motif is formed 

mostly by the last two paragraphs, which togeth-
er form a sub-section of the report entitled ‘Tar-
geted teaching’—though the section begins two 
sentences before the motif. When the low cohe-
sion stripe discussed below (see figure 4) is ac-
counted for, however, this motif aligns very well 
with the deliberate sectioning of the text. 

 
The other noticeable motif in the Educa-

tion report is the pale stripe in  sentence 21 (fig-
ure 4), which, as in the Domestic violence report, 
is seemingly evidence of a short sentence con-
taining few content words (“Ascertain this and 
teach him accordingly”), rather than a true ex-
ample of low cohesion.  
 

 
 
Figure 4. Low cohesion stripe motif in 300-
dimension Lex plot of the Education report 
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Figure 1 demonstrates that the motifs for 
this text begin to disappear at 20 dimensions—
whereas at 50 dimensions, the motifs in the 100- 
and 300-dimension plots are darker, but still 
clearly visible. Again, the threshold appears to be 
50 dimensions.  

5.4 Midwives report 

The midwives report plot, at 300 dimen-
sions, shows a dense introductory stripe, which is 
formed by the first two paragraphs of the text: 
 

 
 
Figure 5. Introductory stripe motif in the 300-
dimension Lex plot of the Midwives report 

Although in the original document this 
text was split into two segments, together they 
can broadly be seen to represent the introductory 
section of the text, in that they set out the docu-
ment’s purpose and introduce and define the key 
terms heavily used throughout the rest of the 
document (‘continuity’, ‘midwifery’, ‘care’, 
‘birth’, ‘women’, ‘models’, ‘work’, and varia-
tions thereof). The real business of the text is 
conducted after these two sections. Therefore, it 
is not surprising to see that it shows a greater 
level of cohesion both locally—within itself—
and globally, with the entire rest of the docu-
ment.  

 
The second motif of interest is the two 

distinct pale stripes at sentences 21-23 and 39-
40, signalling a group of sentences that do not 
share many concepts with either those preceding 
or following them. This pattern flags the possi-
bility of low cohesion. 
 

 
 
Figure 6. Low cohesion stripe motifs in 300-
dimension plot of Midwives report 

The full text of these two sentences are 
as follows: 
 
Stripe 1 
21. Communication within and beyond the service 

builds collaboration and understanding. 

22. Engagement of stakeholders helps align expecta-
tions and manage divergent motivations. 

23. 5. A guide to implementation 

Stripe 2 

39. This requires a different philosophy and skill set.  

40. Relationships with women are close, continuous 
(sometimes for more than one baby), responsive 
to women's needs and very effective in support-
ing women's ability to birth and mother. 

The palest stripes are again red herrings, 
caused by short sentences with few content 
words (sentences 23 and 39). The remaining sen-
tences, especially 21 and 22, use a high propor-
tion of abstract terms such as ‘communication, 
‘collaboration’, ‘understanding’, ‘expectations’, 
‘motivations’, rather than the specific terms that 
more routinely occur throughout the text (varia-
tions of ‘midwives’, ‘continuity models’, ‘birth’, 
and ‘women’).   

As with the plots for the other two texts, 
the motifs that are readily apparent at 300 dimen-
sions hold steady until 20 dimensions, at which 
point they disappear completely. At 50 dimen-
sions, it is likely that an analyst would reach the 
same conclusions as they would at 100 or 300 
dimensions, but this would not be possible at 20.  
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6 Discussion and Conclusion 

It is evident that, across all three texts, 
the visual motifs created by Lex start to become 
apparent and consistent at 50 dimensions. They 
are arguably a little clearer at 100 dimensions, 
and may even begin to fade out again at 300 di-
mensions. This finding is also supported in the 
quantitative data in Table 1, which shows that, 
for all three text-sample-and-corpora pairs, the 
absolute difference between 20 and 50 dimen-
sions is much greater than between 50 and 100, 
or 100 and 300 dimensions. 

 
This finding has implications for the 

original stated problem of whether allowing us-
ers to upload a custom corpus to a visual lan-
guage analysis tool is a viable option. Using a 
MacBook Air running OSX Yosemite version 
10.10.3 with a 1.7 GHz Intel Core i7 processor 
and 8GB of memory, the average processing 
time to build the semantic space from the corpus 
with 50 dimensions retained, analyse the input 
text, and render the visualisation for each of our 
three samples was 10.48 seconds, which we con-
sider a reasonable time for commercial deploy-
ment. This suggests that allowing users to upload 
a custom corpus is, in fact, viable. Increasing the 
number of dimensions retained to 100 possibly 
brings with it a very small gain in performance, 
but a significant increase in processing time, giv-
en that the LSA algorithm utilises Singular Value 
Decomposition, which has an order O(n^3) com-
plexity, where n is the number of dimensions.  

 
Obviously, the findings outlined here are 

limited by a reliance on our own perception of 
the presence or absence of visual motifs. The 
next step will be to repeat this exercise on multi-
ple texts, under controlled conditions involving 
external participants. We also plan to conduct 
further research exploring the effect of the size 
and specificity of the corpus. 
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