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Abstract 

This paper considers the popular but ques-
tionable technique of ‘round-trip transla-
tion’ (RTT) as a means of evaluating free 
on-line Machine Translation systems. 
Two experiments are reported, both relat-
ing to common requirements of lay-users 
of MT on the web. In the first we see 
whether RTT can accurately predict the 
overall quality of the MT system. In the 
second, we ask whether RTT can predict 
the translatability of a given text. In both 
cases, we find RTT to be a poor predictor 
of quality, with high BLEU and F-scores 
for RTTs when the forward translation 
was poor. We discuss why this is the case, 
and conclude that, even if it seemed obvi-
ous that RTT was good for nothing, at 
least we now have some tangible evi-
dence. 

1 Introduction 

Macklovitch (2001:27) talks of “the spectacular 
growth and pervasiveness of the World Wide 
Web” leading to a “democratization” of Machine 
Translation (MT) which has “profoundly trans-
formed the MT business”. The availability of free 
on-line MT systems, since CompuServe’s initial 
experiments in 1994 (Flanagan, 1996) and then 
more significantly AltaVista’s collaboration with 
Systran from 1997 onwards (Yang and Lange, 
1998), has indeed revolutionized the MT world, 
creating a whole new and significantly large com-
munity of users, mostly with little or no knowledge 
or understanding of how MT works or even, in 
some cases, how language works. Such users are, 
nevertheless, keen to know how good MT output 

is, and frequently resort to the intuitive technique 
of ‘round-trip translation’ (RTT), or ‘back-and-
forth translation’, in which they take a given text or 
sentence, have it translated into some foreign lan-
guage by the MT system (the ‘forward translation’, 
henceforth FT), then have it translated back into 
the original language by the same system (the 
‘back translation’, BT). 

 Popular articles on MT by journalists and other 
lay-users all too frequently use this technique to 
‘evaluate’ MT, with results which are, depending 
on your predisposition, hilarious or infuriating. A 
recent example is from the Biomedical Transla-
tions website (Anon, 2003), where the author ex-
plains the technique, and suggests that “In theory, 
the back translated English should match the origi-
nal English.” Several garbled examples are then 
given, and the article concludes “Would you trust 
your surgeon using these instructions?” Another 
website recognizes the problem “Machine transla-
tions can produce text that is garbled or hilariously 
inaccurate”, and suggests as a resolution “Test the 
precision of your translated text by sending a 
phrase on a round trip through the translation en-
gine.” (Anon, 2005). 

The dangers of this approach have long been 
appreciated: for example Huang (1990), addressing 
the problem of evaluating output when you do not 
know the target language, describes it as the 
“seemingly most natural way” to evaluate a trans-
lation, but quickly warns that the results are not 
reliable. More recently, O’Connell (2001) gives the 
following sound advice on an IBM website:  

“A common misunderstanding about MT evaluation 
is the belief that back translation can disclose a sys-
tem’s usability. […] The theory is that if back trans-
lation returns [the source language] input exactly, 
the system performs well for this language pair. In 
reality, evaluators cannot tell if errors occurred dur-
ing the passage to [the target language] or during the 
return passage to [the source language]. In addition, 
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any errors that occur in the first translation […] 
cause more problems in the back translation.” 

So, although it is widely agreed in the MT 
community that RTT is a bad technique, and 
equally widely suggested in the lay community 
that it is an effective way to evaluate systems, there 
has been little or no work to demonstrate empiri-
cally whether RTT is in fact as misleading as it is 
claimed. 

In the next section we will briefly review the 
reasons why one might be wary of RTT as an indi-
cator of MT quality: while one can cite anecdotal 
evidence of bad round trips, we can ask whether on 
a larger scale RTT might after all be indicative at 
least of general trends. In this regard, given the 
situation that lay users finds themselves in, we will 
consider two issues of concern to them: Which is 
the best MT system to use? And how machine-
translatable is my text? In Sections 3 and 4 we will 
present two experiments that take this user’s need, 
and explore whether RTT can meet it, or not. 

2 Two perspectives on RTT 

2.1 Why RTT might not work 

As O’Connell (2001) states in the earlier quote, 
and as other commentators have pointed out, RTT 
could be misleading for three reasons: 

First, if the round trip is bad, you cannot tell 
whether it was the outward journey or the return 
trip where things went wrong. For example, (1) 
shows an RTT from English to Italian and back 
again using Babelfish. The resulting BT (1c) is 
garbled, but in fact apart from a possible gender 
error (loan words usually take the gender of their 
literal translation, so Home Page should probably 
be feminine) the forward translation into Italian is 
really quite acceptable. 

(1) a.  Select this link to look at our home page.  
 b. Selezioni questo collegamento per guardare 

il nostro Home Page. 
 c. Selections this connection in order to watch 

our Home Page. 
Of course, if it is the outward journey that is 

bad, then the return trip could be bad, but it might 
be disproportionately so, because of the old maxim 
‘garbage in garbage out’. 

However, and this is the second point, a bad FT 
can nevertheless lead to a quite reasonable BT. So 
the fact that the round trip gives a good result does 

not necessarily tell you anything about the outward 
journey. This can be illustrated in (2), again using 
Babelfish, where the idiomatic phrase is translated 
literally into meaningless Portuguese (2a) and then 
‘perfectly’ back into Enlgish (2c). 

(2) a.  tit for tat  
 b. melharuco para o tat 

c. tit for tat 
The third point is that of course the basic prem-

ise of RTT is flawed: even a pair of human transla-
tors would not be expected to complete a perfect 
RTT, in the sense that the return translation would 
be word-for-word identical to the original source 
text. 

2.2 Why RTT might appear to work 

So, it is easy to show RTT not working. But 
equally we should acknowledge that sometimes, 
RTT does appear to work, producing a quite un-
derstandable paraphrase and, if only we knew it, a 
reasonable translation on the way. Examples (3) 
and (4), translated by Freetranslation, illustrate 
this.  

(3) a.  The spirit is willing but the flesh is weak.  
 b. 

Д у х
 ж е л а е т , н о  п л о т ь  с л а б а . 

c. The spirit wishes, but the flesh is weak. 
(4) a.  Once, a jolly swagman camped beside a 

billabong.  
 b. О д н а ж д ы , в е с е л а я  б р о д я г а  р а з б и л а  л а г е р ь  о к о л о  

у с т ь я  р е к и . 
 c. Once, the cheerful tramp has broken camp 

about a mouth of the river. 
The conclusion is that for a single given sen-

tence, we cannot know for sure if a good (or bad) 
RTT indicates that the FT was good (or bad) or 
vice versa. But it is a not unreasonable hypothesis 
that over the length of a longer text, average RTT 
quality might reflect the general quality of the sys-
tem used. This will be the subject of our first ex-
periment, reported in Section 3. 

2.3 Lay-users and MT 

For some time now, observers of MT have identi-
fied two distinct uses of MT, labelled ‘for assimila-
tion’ and ‘for dissemination’. The differences 
between the two are neatly summarized in Table 1. 
Until now, use of free on-line web-based MT ser-
vices has been assumed to lie more or less firmly 
on the ‘assimilation’ side. However, as the avail-
ability of the service has become well known, we 
now see a lot of web pages with explicit links to 
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MT services, which means that web-page design-
ers now see on-line MT as a way of getting their 
message translated. They have become users of 
MT for dissemination, although typically they do 
not fit the profile outlined in Table 1, and it has 
been argued (Gaspari, 2004; Somers and Gaspari, 
2005) that web-page designers need to be better 
educated about what MT can and cannot do. 

It is not unreasonable therefore for web-page de-
signers to seek some way of knowing how well 
their web pages will be translated well by free on-
line MT services. There has been a fair amount of 
research recently on ‘translatability’. (Gdaniec, 
1994; Bernth, 1999a,b; Bernth and McCord, 2000; 
Underwood and Jongejan, 2001; Bernth and 
Gdaniec, 2002; O’Brien, in press). Research has 
focussed on identifying ‘translatability indicators’, 
stylistic or grammatical linguistic features that are 
known to be problematic for MT (so a more trans-
parent name would perhaps be ‘translation diffi-
culty indicators’). For example, mid-sentence 
parenthetical statements or the use of the passive 
voice could respectively be classified as stylistic 
and grammatical indicators. While such measures 
are of use to linguists, and to designers of con-
trolled languages, they mean little or nothing to the 
average lay-user. Even if RTT is not reliable on an 
individual sentence-by-sentence basis, might it be 
reliable enough to show whether an entire docu-
ment is by and large machine translatable? 

3 Experiment 1: Can RTT tell us which 
system is best?  

Even if RTT does not always work, we might 
hope that the quality of the RTT will reflect the 
quality of the FT: if this is true, then at least RTT 
could be used to help lay-users to decide which 
system to use, when they are faced with a large 
number to choose from. In order to explore this 
hypothesis, we set up a first experiment in which 

we took four texts representing various language 
pairs, translated them each using five free on-line 
MT systems,1 then translated the resulting FT back 
into the original language using the same system. 
We used two standard measures to evaluate the 
results, the familiar BLEU metric (Papineni et al., 
2002), and Turian et al.’s (2003) F-score metric. A 
number of researchers have commented on the fact 
that BLEU scores do not always agree with the F-
score, based on precision and recall, nor sometimes 
with human judgments, especially for shorter 
stretches of text (e.g. Way and Gough, in press). In 
addition, alternative packages available on the 
Web offering implementations of BLEU give sig-
nificantly different results. Accordingly, we used 
our own implementations of BLEU and F-score,2 
and show results with both metrics; while they 
sometimes rank the translations differently, they 
both tell the same overall ‘story’, as we shall see. 

The texts were as follows: extracts from the 
French web pages of the Tourist Offices of Mar-
seilles and Barèges (a skiing resort) for translation 
into English, and two passages from the Europarl 
corpus of European Parliament Proceedings 1996–
2003, one in English, for translation into German, 
and one in French, for translation into English. All 
the texts were around 100 sentences long. 

Figures 1 and 2 show the BLEU and F-scores 
for the 20 pairs of translations, FT and BT, 
grouped by text, and ordered within each group. 
The order of the systems is different for each text, 
but since, for our purposes, we are only interested 
in seeing whether the scores for the FTs and BTs 
correlate, the identity of the individual systems is 
unimportant. The first thing to notice is that both 
BLEU and F-score show little correlation between 
the FT and BT scores. Figure 3 shows this more 
strikingly, as does a Pearson’s coefficient of  r  =  
–0.04 for these scores. The F-scores (not shown 
here) correlate somewhat better, at r = 0.61, but 
this is nowhere near useful for our purposes.  

However, we should note that, as Figures 1 and 
2 show, the difference in scores for some of these 
systems is really quite small. Also, for two of the 
texts, the system with the top-ranking score for FT 
is actually  ranked  4th  or  5th  for  the BT.   
                                                           
1 Babelfish, Freetranslation, Systran, ProMT, and Worldlingo.  
2 Thanks to Simon Zwaarts for these, and also for Python 
scripts used to translate on-line large amounts of material, 
overcoming the text-length limits imposed by many of the 
systems. 

Assimilation Dissemination 
many SLs, one TL one SL, many TLs 
any style controlled style 
any topic restricted topic(s) 
poor quality OK good quality required 
post-editing if needed no post-editing  
user is reader user is author 
Table 1. Differences between MT for assimilation 
and MT for dissemination 
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Figure 3. Correlation of BLEU scores for FT and BT. If 
the scores correlated well, they would cluster around the 
diagonal. 

Our first conclusion then is that RTT is not a 
particularly good way to identify which system is 
better: if anything, a high-scoring BT indicates 
either the best or the worst system, but even this is 
not systematic. 

What is also striking is that the BT score is often 
better than the FT score, and the difference is 
greatest when the FT score is low. Although the 

results do not show a consistent pattern, what is 
clear is that a good score for the BT generally does 
not necessarily ‘predict’ a good score for the FT; 
rather more often the opposite. 

The reason for this is fairly easy to explain, con-
sidering how these MT systems in general work. 
Although systems perform source-text analysis to a 
certain extent, when all else fails they resort to 
word-for-word translation, and where there is a 
choice of target word they will go for the most 
general translation. Clearly, when the input to the 
process is difficult to analyse, the word-for-word 
translation will deliver pretty much the same words 
in the BT as featured in the original text. A further 
point to make is that the BLEU metric (and to a 
lesser extent the F-score) ‘reward’ word matches, 
even if the word order is somewhat scrambled. 
This can be illustrated with (5) which shows the 
source text (5a) and model translation (5b), the FT 
(5c) and the BT (5d). About two thirds of the 
words in (5a) appear in (5d); this pair of sentences 
alone would merit a BLEU score of 0.5882. 

Figure 1. BLEU scores for the 20 forward and round-trip translations. 
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Figure 2. F-scores for the 20 forward and round-trip translations. 
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(5) a.  All of us here are pleased that the courts have 
acquitted him and made it clear that in Rus-
sia, too, access to environmental information 
is a constitutional right.  

 b. Wir freuen uns hier alle, daß das Gericht ihn 
freigesprochen und deutlich gemacht hat, daß 
auch in Rußland der Zugang zu Umweltin-
formationen konstitutionelles Recht ist. 

 c. Alle, von den uns hier erfreut werden, dass 
die Gerichtshöfe ihn freigelassen haben, und 
hat es reinigt gemacht, daß in Russland auch 
auf zu Umweltinformationen zugreift ist ein 
verfassungsmäßiges Recht. 

 d. Everyone of which here delighted become us 
that the courts it released have has cleans 
made, and it that in Russia also on to envi-
ronment information take action, is a consti-
tutional right. 

4 Experiment 2: Can RTT tell us how well our 
text will be translated? 

In our second experiment, we wanted to see if the 
scores for the RTT would correlate with scores for 
FT when we compare texts that the MT systems 
translate well with texts that prove difficult. Based 
on the BLEU and F-scores, we took three of the 
texts from the first experiment, and the scores for 
their RTTs using Freetranslation, neither the best 
nor the worst of the MT systems. These ‘hard’ 
texts were the Marseilles web-page and the two 
Europarl examples. Against these we constructed 
three ‘easy’ texts: a children’s story (Goldilocks 
and the Three Bears), some text from Canadian 
weather forecasts, and some typical entries from a 
tourist’s phrase-book. We constructed the parallel 
Three Bears text and the tourist phrases from vari-
ous websites. The weather bulletins come from 
RALI’s Météo website;3 we ‘helped’ the MT sys-
tem by pre-editing the texts, converting the all-
uppercase text to mixed case, inserting accents, 
and also changing moins and minus in temperature 
read-outs to a minus-sign. Like the ‘hard’ texts, the 
‘easy’texts were all roughly 100 lines long. 

In (6) we see some examples of BTs that show 
that the easy texts were indeed generally well 
translated back and forth. 

(6) a. Therefore she went in top in the bedroom 
where the three Bears slept, and there was the 
three beds.  

                                                           
3 http://rali.iro.umontreal.ca/meteo, as described in Langlais et 
al. (in press). 

 b. Today.  Cloudy with the clear periods and 
some snow. High close to –9. The winds of 
the west 15 to 30 km/h. Tonight.  Cloudy 
with the clear periods and 30% probability of 
flurries. 

 c. Do you speak the English ?  I do not speak 
the French.  I do not understand.  Please to 
speak slowly.  I hope that you understand my 
English 

The comparison of the BLEU scores for the FT 
and BT of these six texts is shown in Figure 4. The 
figure shows quite dramatically that, at least as far 
as the BLEU scores go, the easy texts are some-
what easier to translate than the hard texts; and it 
shows equally clearly that the score for the RTT 
does not reflect this at all: in fact according to the 
RTT score, all the texts are of about the same diffi-
culty. The correlation between BLEU scores for 
the FT and BT is r = –0.31, while for the F-scores 
it is r = 0.59. 

5 Conclusions 

In this paper we have tried to demonstrate explic-
itly what most MT researchers already assumed: to 
paraphrase the words of Edwin Starr’s 1970s anti-
war song suggested by the title of this paper, “RTT 
(grunt), what is it good for? Absolutely nothing 
(say it again)...”. This may have seemed like an 
obvious result, but we would like to restate that 
until now no one as far as we know has published 
results demonstrating this. 

Before we leave the topic however, it may be 
appropriate to cast one small shadow of doubt over 
the result: throughout this work we have relied on 
the BLEU and F-score metrics to judge the transla-
tions. So our conclusion is really that RTT cannot 
tell good MT systems from bad ones, or easy-to-
translate texts from hard ones, based on automatic 
evaluation methods. To be really sure of our re-
sults, we should like to replicate the experiments 
evaluating the translations using a more old-
fashioned method involving human ratings of intel-
ligibility. The reason for this is that both these met-
rics reward translations that are lexically close to 
the oracle translation, without taking into account 
whether they are grammatical or make sense. If we 
look at our high-scoring BTs, we can see that often 
they do indeed match the vocabulary of the model 
translations, without making much sense: contrast 
examples (5) and (6), both high scoring, but differ-
ing in qualities of grammaticality and intelligibil-
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ity. So perhaps this is not quite the end of the story 
after all. 
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