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ABSTRACT 

The documentation of (unbounded-len~h) copying and 
cross-serial constructions in a few languages in the recent 
literature is usually taken to mean that natural languages 
are slightly context-sensitive. However, this ignores those 
copying constructions which, while productive, cannot be 
easily shown to apply to infinite sublanguages. To allow such 
finite copying constructions to be taken into account in formal 
modeling, it is necessary to recognize that  natural languages 
cannot be realistically represented by formal languages of the 
usual sort. Rather, they must be modeled as families of 
formal languages or as formal languages with indefinite 
vocabularies. Once this is done, we see copying as a truly 
pervasive and fundamental process in human language. 
Furthermore, the absence of mirror-image constructions in 
human languages means that it is not enough to extend 
Context-free Grammars in the direction of context-sensitivity. 
Instead, a class of grammars must be found which handles 
(context-sensitive) copying but not (context-free) mirror 
images. This suggests that human linguistic processes use 
queues rather than stacks, making imperative the 
development of a hierarchy of Queue Grammars as a 
counterweight to the Chomsky Grammars.  A simple class of 
Context-free Queue Grammars is introduced and discussed. 

Introduct ion 

The claim that at least some human languages cannot 
be described by a Context-free Grammar no matter how large 
or complex has had an interesting career. In the late 1960's 
it might have seemed, given the arguments of Bar-Hillel and 
Shamir (1960) about respec t i ve l y  coordinations in English, 
Postal (1964) about reduplication-cum-incorporation of object 
noun stems in Mohawk, and Chomsky (1963) about English 
comparative deletion, that this claim was firmly established. 

Potentially serious--and at any rate embarrassing-- 
problems with both the formal and the linguistic aspects of 
these arguments kept popping up, however (Daly, 1974; 
Levelt, 1974), and the partial fixes provided by Brandt 
Corstius (as reported in Levelt, 1974) for the respec t i ve l y  
arguments and by Langendoen (1977) for that as well as the 
Mohawk argument did not deter Pullum and Gazdar (1982) 
from claiming that  "it seems reasonable to assume that the 
natural languages are a proper subset of the infinite- 
cardinality CFL's, until such time as they are validly shown 
not to be". Two new arguments, Higginbotham's (1984) one 
involving s u c h  tha t  relativization and Postal and 
Langendoen's (1984) one about sluicing were dismissed on 
grounds of descriptive inadequacy by Pullum (1984a), who, 
however, suggested that the Langendoen and Postal (1984) 
argument about the doubling relativization construction may 
be correct (all these arguments deal with English). 

Pullum (1984b) likewise heaped scorn on my argument 
that  English reshmuplicative constructions show non-CFness, 
but he accepted (1984a; 1984b) Culy's (1985) argument 
about noun reduplication in Bambara and Shieber's (1985) 
one about Swiss German cross-serial constructions of 
causative and perception verbs and their objects. Gazdar and 
Pullum (1985) also cite these two, as well as an argument by 
Carlson (1983) about verb phrase reduplication in Engenni. 
They also refer to my discovery of the X o r  no  X .. .  

construction in English I and mention that  "Alexis Manaster- 
Ramer ... in unpublished lectures finds reduplication 
constructions that  appear to have no length bound in Polish, 
Turkish, and a number of other languages". While they do 
not refer to my 1983 reshmuplication argument, which they 
presumably still reject, the Turkish construction they allude 
to was cited in my 1983 paper and is similar to the English 
reshmuplication in form as well as function (see below). 

In any case, the acceptance of even one case of non- 
CFness in one natural language by the only active advocates 
of the CF position would seem to suffice to remove the issue 
from the agenda. Any additional arguments, such as Kac (to 
appear), Kac, Manaster-Ramer, and Rounds (to appear), and 
Manaster-Ramer (to appear a; to appear b) may appear to be 
no more than flogging of dead horses. However, as I argued 
in Manaster-Ramer (1983) and as recent work (Manaster- 
Ramer, to appear a; Rounds, Manaster-Ramer, and 
Friedman, to appear) shows ever more clearly, this 
conception of the issue (viz., Is there one natural languages 
that is weakly noncontext-free?) makes very little difference 
and not much sense. 

First of all, if non-CFness is so hard to find, then it is 
presumably linguistically marginal. Second, weak generative 
arguments cannot be made to work for natural languages, 
because of their high degree of structural ambiguity and the 
great difficulty in excluding every conceivable interpretation 
on which an apparently ungrammatical string might turn 
o u t - o n  reflection--to be in the language. Third, weak 
generative capacity is in any case not a very interesting 
property of a formal grammar, especially from a linguistic 
point of view, since linguistic models are judged by other 
criteria (e.g., natural languages might well be regular without 
this making CFGs any the more attractive as models for 
them). Fourth, results about the place of natural languages 
in the Chomsky Hierarchy seem to be should be considered in 
light of the fact that there is no reason to take the Chomsky 
Hierarchy as the appropriate formal space in which to look 
for them. Fifth, models of natural languages that are 
actually in use in theoretical, computational, and descriptive 
linguistics are - a n d  always have been--only remotely 
related to the Chomsky Grammars, which means that results 
about the latter may be of little relevance to linguistic models. 
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As I a rgued  in 1983, we should go beyond piecemeal 
debunking  of invalid a r g u m e n t s  aga i n s t  CFGs and by the  
s a m e  token it s e e m s  to me  t ha t  we m u s t  go beyond piecemeal  
r e s t a t e m e n t s  of  such  a r g u m e n t s .  Ra ther ,  we should focus on 
genera l  i s sues  and  ones t h a t  have  implications for the  
modeling of h u m a n  languages .  One such  issue  is, it s e ems  to 
me,  the  kind of context -sens i t iv i ty  found in na tu ra l  
l anguages .  I t  appea r s  tha t  the  coun te rexamples  to context- 
f reeness  are  all r a the r  similar .  Specifically, t hey  all s eem to 
involve some  kind of cross-ser ial  dependency,  i.e., a 
dependency be tween  the n th  e l emen t s  of  two or more  
subs t r ings .  Th i s - -un l ike  the  s t a t e m e n t  tha t  na tu ra l  
l anguages  a re  noncon tex t - f r ee - -migh t  m e a n  someth ing  if we 
knew wha t  kinds of models  were appropr ia te  for cross-serial  
dependencies .  Given t ha t  not  every  kind of context-sensi t ive 
construct ion is found in h u m a n  l anguages ,  it should be clear 
t ha t  there  is no th ing  to be gained by invoking the dubious 
s logan of context-sensi t iv i ty .  

Ano the r  r e l evan t  quest ion is the  central i ty  or 
per ipheral i ty  of t hese  const ruct ions  in na tu ra l  l anguages .  
The r e l evan t  l i te ra ture  m a k e s  it appear  t ha t  they  are  
s o m e w h a t  ma rg i na l  a t  best.  This  would explain the  tor tured 
his tory  of the  a t t e m p t s  to show t h a t  they  exis t  a t  all. 
However ,  this  appea r s  to be wrong,  a t  leas t  when  we 
consider copying construct ions.  The  r equ i r emen t  of full or 
nea r  identi ty of  two or more  s u b p a r t s  of  a sentence (or a 
discourse) is a very  widespread phenomenon .  In this  paper ,  I 
will focus on the  copying cons t ruc t ions  precisely because  they  
are  so common  in h u m a n  languages .  

In addition to such quest ions ,  which appear  to focus on 
the  linguistic side of th ings ,  there  a re  also the  more  
m a t h e m a t i c a l  and conceptual  problems involved in the  whole 
en te rpr i se  of model ing h u m a n  l anguages  in formal t e rms .  
My own belief is t h a t  both kinds of i s sues  m u s t  be solved in 
t andem,  since we canno t  know w h a t  kind of formal  models we 
w a n t  until  we know w h a t  we are  going to model, and we 
cannot  know w h a t  h u m a n  l anguages  are  or a re  not  like until  
we know hot ,  to r ep re sen t  t h e m  and w h a t  to compare  t h e m  
to. This  paper  is intended as a contribution to this  kind of 
work. 

C o p y i n g  D e p e n d e n c i e s  

The examples  of copying (and other) cons t ruc t ions  which 
have  figured in the  g r ea t  context - f reeness  debate  have  all 
involved a t t e m p t s  to show t ha t  a whole (natural)  l anguage  is 
noncontex t  free. Now, while it is often e a s y  to find a 
noncontext-f ree  subse t  of  such  a language ,  it is not  a lways  
possible to isolate t ha t  subse t  formally f rom the  r e s t  of the  
l anguage  in such a w a y  as  to show t ha t  the  l anguage  as  a 
whole is noncontext-free.  There  is so m u c h  ambigu i ty  in 
na tu ra l  l anguages  t ha t  it is str ictly speak ing  impossible to 
isolate any construct ion a t  the level of s t r ings ,  t hus  
inval idat ing all a r g u m e n t s  aga ins t  CFGs or even Regular  
G r a m m a r s  t ha t  refer  to weak  genera t ive  capaci ty .  However ,  
the  a r g u m e n t s  can be reconstructed by m a k i n g  use  of the  
notion of classif icatory capaci ty  of formal  g r a m m a r s ,  
introduced in M a n a s t e r - R a m e r  (to appear  a) and  Manas t e r -  
R a m e r  and  Rounds (to appear) .  The classif icatory capaci ty  is 
the  set  of l anguages  genera ted  by the  var ious  s u b g r a m m a r s  
of a g r a m m a r ,  and if we are  willing to a s s u m e  t h a t  l inguis ts  
can tell which sen tences  in a language  exempl i fy  the  s a m e  or 
different  syntact ic  pa t t e rns ,  then  we can usua l ly  s imply 
d e m o n s t r a t e  that ,  e.g., no CFG can have  a s u b g r a m m a r  
gene ra t ing  all and only the  sen tences  of some  par t icular  
construct ion if t ha t  construct ion involves reduplication. This  
will s h o t '  the inadequacy  of CFGs,  even if the  s t r ing  se t  as  a 

whole m a y  be strictly speak ing  regular .  Note t h a t  this  
approach  holds t ha t  it is impossible to de te rmine  with any  
confidence t ha t  a par t icular  s t r ing  qua  s t r ing  is 
u n g r a m m a t i c a l ,  bu t  t h a t  it m a y  be possible to tell one 
construct ion from another ,  and t ha t  the  l a t t e r - - a n d  not  the 
fo rmer - - i s  the  real bas is  of  all l inguistic work, theoretical,  
computa t ional ,  and descriptive.  

Finite  C op y in g  

The coun te rexamples  to con tex t - f reeness  in the  
l i te ra ture  have  all been claimed to crucially involve 
express ions  of unbounded  length.  This  s eemed  nece s sa ry  in 
view of the  fact t h a t  an  upper  bound on length  would imply 
f in i teness  of  the  subse t  of  s t r ings  involved, which would as  a 
r esu l t  be of no formal  l anguage  theoretic in teres t .  However ,  it 
is often difficult to m a k e  a case for unbounded  length,  and the  
ma in  resu l t  h a s  been tha t ,  even though  eve ry  l inguis t  knows 
about  reduplication, it s eemed  near ly  impossible  to find an 
ins tance  of reduplicat ion t h a t  could be used  to m a k e  a formal 
a r g u m e n t  aga ins t  CFGs ,  even though  no one would ever  use  
a CFG to describe reduplication. 

For, in addition to reduplicat ions t h a t  can  apply to 
unboundedly  long express ions ,  there  is a m u c h  bet ter  known 
class  of  reduplicat ions exemplified by Indones ian  
plural izat ion of nouns .  Here  it is difficult to show t h a t  the  
reduplicated forms are  infinite in n u m b e r ,  because  compound 
nouns  are  not  pluralized in the  s a m e  way,  and  ignoring 
compounding,  it would seem tha t  the  n u m b e r  of  fiouns is 
finite. However ,  this  n u m b e r  is very  large  and  moreover  it is 
probably not  well defined. The class of  noun  s t e m s  is open, 
and  can  be enriched by borrowing from foreign l a n g u ag es  and  
neologisms,  and all of  t hese  spon taneous ly  pluralize by 
reduplication. 

Rounds ,  M a n a s t e r - R a m e r ,  and  F r i e d m a n  (to appear)  
a rgue  t h a t  facts  like this  m e a n  t ha t  a na tu r a l  l anguage  
should not  be modeled as  a formal  l anguage  bu t  r a t h e r  as  a 
fami ly  of l anguages ,  each of which m a y  be t aken  as  an  
approximat ion  to an  ideal language .  In  the  case  before us ,  
we could a rgue  t h a t  each  of the  approx ima t ions  h a s  only a 
finite n u m b e r  of nouns ,  for example ,  bu t  a different  n u m b e r  
in different  approx imat ions .  This  idea, related to the  work of 
Yuri  Gurevich  on finite dynamic  models  of  computa t ion ,  
allows u s  to s t a te  the  a r g u m e n t  t h a t  the  exis tence  of an  open 
class  of  reduplicat ions is sufficient  to show the  inadequacy  of 
CFGs for t h a t  fami ly  of approximat ions .  The  bas is  of  the  
a r g u m e n t  is the observat ion  t ha t  while each of the  
approx imate  l anguages  could in principle have  a CFG, each 
such CFG would differ f rom the nex t  not  only in the  addition 
of a new lexical i tem bu t  also in the  addition of a new 
reduplicat ion rule (for t ha t  par t icular  item). 

To capture  w h a t  is really going on, we require  a 
g r a m m a r  tha t  is the  s a m e  for each approx imat ion  modulo the  
lexicon. This  g r a m m a r  in a sense  gene ra t e s  the  infinite ideal, 
bu t  actual ly  each actual  approx imate  g r a m m a r  only h a s  a 
finite lexicon and hence actual ly  only gene ra t e s  a finite 
n u m b e r  of reduplications.  In order to model the  flexibility of 
the  na tu ra l  l anguage  vocabulary ,  we a s s u m e  t h a t  each 
m e m b e r  of the  fami ly  h a s  the  s a m e  g r a m m a r  modulo the  
t e rmina l  vocabulary  and  the  rules  which inse r t  t e rmina ls .  

Ano the r  way  of s t a t i ng  this  is t h a t  the  lexicon of 
Indones ian  is finite bu t  of an  indefinite size (what  Gurevich  
calls "uncountab ly  finite"). A CFG would still h ave  to contain 
a s epa ra t e  rule for the  plural  of every  noun  and henc, 
would have  to be of an  indefinite size. Thus ,  with 
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addition of a new noun,  the  g r a m m a r  would have  to add a 
new rule. However,  this  would m e a n  t ha t  the  g r a m m a r  a t  
any  given t ime can only form the plurals  of  nouns  t h a t  have  
a l ready been learned. Since speakers  of  the  l anguage  know 
in advance  how to pluralize unfami l ia r  nouns ,  this  canno t  be 
true.  Ra ther  the g r a m m a r  at  any  given t ime m u s t  be able to 
form plurals  of nouns  tha t  have  not  ye t  been learned.  This  in 
tu rn  m e a n s  tha t  an  indefinite n u m b e r  of plurals  can be 
formed by a g r a m m a r  of a de te rmina te  finite size. Hence,  in 
effect, the  number  of  rules  for plural  format ion m u s t  be 
smal ler  t han  the n u m b e r  of plural forms t ha t  can be 
genera ted ,  and this  in tu rn  m e a n s  t ha t  there  is no CFG of 
Indonesian.  

This  brings up a crucial issue,  of which we are all 
p r e sumab ly  aware  bu t  which is usua l ly  lost s ight  of in 
practice, namely ,  t ha t  the  way  a m a t h e m a t i c a l  model (in this  
case, formal  l anguage  theory) is applied to a physical  or 
menta l  domain  (in this  case,  na tu ra l  language)  is a m a t t e r  of  
utility and not  i tself  subject  to proof or disproof. Fo rma l  
language  theory  deals  with se ts  of s t r ings  over well-defined 
finite vocabularies  (also often called a lphabets)  such as  the  
hackneyed  {a, b}. It  h a s  been all too e a s y  to fall into the  t rap  
of equa t ing  the  formal  l anguage  theoretic notion of 
vocabulary  (alphabet) with  the linguistic notion of vocabulary  
and likewise to confuse the  formal  l anguage  theoretic notion 
of a s t r ing  (word) over the  vocabulary  (alphabet) with the  
linguistic notion of sentence.  

However ,  the  f u n d a m e n t a l  fact  about  all known na tu ra l  
l anguages  is the  openness  of a t  leas t  some classes  of  words  
(e.g., nouns  but  pe rhaps  not  preposi t ions or, in some  
languages ,  verbs),  which can acquire new m e m b e r s  th rough  
borrowing or through var ious  processes  of  new formation,  
m a n y  of t h e m  appa ren t ly  not  rule-governed,  and which can 
also lose member s ,  as  words are  forgotten. Thus ,  the  well- 
defined finite vocabular ies  of formal  l anguage  theory  are  not  
a very  good model of the vocabular ies  of na tu ra l  l anguages .  
Whe the r  we decide to introduce the  notion of families of  
l anguages  or t ha t  of uncountab ly  finite se ts  or whe the r  we 
r a the r  choose to s ay  t ha t  the vocabulary  of a na tu ra l  
l anguage  is real ly infinite (being the set  of all s t r ings  over the 
sounds  or le t ters  of the l anguage  t ha t  could conceivably be or 
become lexical i t ems in it), we end up hav ing  to conclude t h a t  
any  language  which productively redupl icates  some open 
word class to form some g r ammat i ca l  ca tegory cannot  have  a 
CFG. 

Copying in English 

It  should now be noted t ha t  reduplicat ions (and 
re i tera t ions  general ly)  are ex t remely  common in na tu ra l  
l anguages .  J u s t  how common follows from an inspection of 
the bewildering var ie ty  of such const ruct ions  t ha t  are  found 
in English.  All the  examples  cited here  are productive though  
they  m a y  be of bounded length.  

Linguist ics  shminguis t ics .  

Linguist ics  or no linguistics, (I am  going home). 

A dog is a dog is a dog. 

Philosophize while the  philosophizing is good! 

Moral is as moral  does. 

Is she  beautiful  or is she beautiful? 

These  are  clause-level construct ions,  bu t  we also find 
ones restr icted to the  ph rase  level. 

(He) deliberates,  deliberates,  del iberates  (all day  long). 

(He worked slowly) theorem by theorem.  

(They form) a church within a church.  

(He debunks)  theory  after  theory.  

Also r e l evan t  are  cases  where  a copying dependency 
extends  across  sen tence  boundaries ,  as  in discourses  like: 

A: She is fat .  

B: She is fat ,  m y  foot. 

It  is in te res t ing  tha t  severa l  of these  types  are  
productive even though  they appear  to be based  on wh a t  
originally m u s t  have  been more  restr icted,  idiomatic 
express ions .  The  pa t t e rn  a X within a X, for example ,  is 
sure ly  derived f rom the single example  a state within a state, 
ye t  has  become quite productive. 

M a n y  of these  pa t t e rns  have  ana logues  in other  
languages .  For example ,  the X after X construct ion appears  
to involve quantification and this  m a y  be related to the  fact 
that ,  for example ,  B a m b a r a  uses  reduplication to m e a n  
'wha teve r '  and Sanskr i t  to m e a n  ' eve ry '  (P~nini 8.1.4). 
English r e shmupl i ca t ion  h a s  close ana logues  in m a n y  
languages ,  including the  whole Dravid ian  and Turkic 
l anguage  families.  Tamil  kiduplicat ion (e.g. pustakam 
kistakarn) and Turk i sh  meduplicat ion (e.g., kitap mitap) are  
ins tances  of  this,  though the seman t i c  range  is s o m e w h a t  
different. In  both of these,  the sense  is more  like tha t  of 
English books and things, books and such, i.e., a combination 
of deprecation and e tce te raness  r a the r  than  the  purely  
derisive function of Engl ish books shmoohs. The English X or 
no X ... pa t t e rn  is very  s imilar  to a Polish construct ion 
consist ing of the form X (nominative) X ( ins t rumenta l )  ... in 
its r ange  of applications. The repetition of a verb or verbal  
phrase  to deprecate  excessive repetit ion or in tens i ty  of an  
action s e e m s  to be found in m a n y  l anguages  as well. 

I have  not  tried here to su rvey  the  uses  to which copying 
construct ions  a re  pu t  in different  l anguages  or even to 
document  fully their  wide incidence, though  the examples  
cited should give some indication of both. I t  does appear  tha t  
copying const ruct ions  are  ex t remely  common and pervas ive ,  
and this  in tu rn  sugges t s  tha t  they  are  central  to m a n ' s  
linguistic faculties. When  we consider such additional facts  
as the f requency of copying in child language ,  we m a y  be 
tempted  to take copying as  one of the basic linguistic 
operations.  

C o p i e s  vs .  m i r r o r  images 

The exis tence and  the  cent ra l i ty  of copying construct ions  
poses in teres t ing  ques t ions  t h a t  go beyond the inadequacy  of 
CFGs.  For example ,  why  should na tu ra l  l anguages  have  
reduplicat ions when  they lack mir ror - image  construct ions,  
which are context-free? This  a s y m m e t r y  (first noted in 
M a n a s t e r - R a m e r  and  Kac, 1985, and Rounds,  M a n a s t e r -  
Ramer ,  and F r i edman  op. cit.) a rgues  t ha t  it is not  enough  to 
make  a smal l  concession to context-sensi t ivi ty ,  as the  s ay in g  
goes. Ra the r  than  grudgingly  c lamber ing  up the  C h o m s k y  
Hiera rchy  towards  Context-sensi t ive  G r a m m a r s ,  we should 
consider going back down to Regular  G r a m m a r s  and s t r ik ing 
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out  in a different  direction. The s imples t  a l ternat ive  proposal  
is a class of g r a m m a r s  which intuit ively have  the  s a m e  
relation to queues  t ha t  CFGs have  to s tacks.  The idea, ~vhich 
I owe to Michael Kac,  would be t ha t  h u m a n  linguistic 
processes  make  little if any  use  of s tacks  and employ queues  
instead.  

Q u e u e  G r a m m a r s  

This  sugges t s  t ha t  CFGs are  not  ju s t  inadequate  as  
models of na tu ra l  l anguages  but  inadequate  in a par t icular ly  
d a m a g i n g  way.  T hey  are  not  even the r ight  point of  
depar ture ,  since they  not  only undergenera te  bu t  also 
overgenera te .  This  leads to the  idea of a h ie ra rchy  of 
g r a m m a r s  whose relation to queues  is like t ha t  of  the  
Chomsky  G r a m m a r s  to s tacks .  A queue-based  analogue to 
CFG is being developed, under  the  n a m e  of C o n t e x t - f r e e  
Q u e u e  G r a m m a r .  The cu r r en t  vers ion is allowed rules  of  
the  following form: 

A - > a  

A - - >  aB 

A - -  > a B . . . b  

A --> a...b 

A --> ...B 

W h a t e v e r  appea r s  to the  r ight  of the three  dots is pu t  a t  
the  end of the  s t r ing  being rewri t ten .  Otherwise ,  all 
definitions are  as  in a corresponding restr icted CFG. Thus ,  
the  g r a m m a r  

S - > aS. . .a  

S - > bS...b 

S --> a...a 

S - - >  b...b 

will gene ra te  the  copying language  over {a,b} excluding the  
null s t r ing  and  define derivat ions like the  following: 

S - >  aSa  - >  abSab - - >  a b a a b a  

S - >  bSb - - >  baSba  - > b a a S b a a  - - >  baabSbaab  

On the other  hand,  I conjecture t ha t  the  corresponding 
xmi(x) l anguage  cannot  be genera ted  by such  a g r a m m a r .  
Even  a t  this  ear ly  s t age  of inquiry into these  formal i sms ,  
then,  we have  some tangible promise of being able to explain 
why  na tu r a l  l anguages  should have  reduplicat ions but  not  
mi r ror - image  construct ions.  Various  xh(x) const ruct ions  such 
as  the respectively ones and  the  cross-ser ia l  verb construct ions  
can  be handled in the  s a m e  w a y  as  reduplications.  

While the idea of taking queues  as  opposed to s tacks  as  
the  principal  nonfini te-s ta te  resource available to h u m a n  
linguistic processes  would explain the  prevalence of copying 
and  the absence  of mirror  images ,  it does not  explain the  
coexistence of center -embedded const ruct ions  with cross-serial  
ones  or the  relat ive scarci ty of cross-ser ial  construct ions  other  
t h a n  copying ones.  

For this  reason ,  if for no other,  the  CFQGs  could not  be 
an adequate  model of na tu ra l  language .  In fact, there  are  

fu r ther  problems with these  g r a m m a r s .  One w ay  in which 
they  fail is t ha t  they  apparen t ly  can  only genera te  two 
copies--or  two cross-serial ly dependent  s u b s t r i n g s - - w h e r e a s  
na tu ra l  l anguages  seem to allow more  (as in Grammar is 
grammar is grammar). This  is s imilar  to the  l imitation of 
Head G r a m m a r s  and  Tree Adjoining G r a m m a r s  to genera t ing  
no more  t h a n  four copies (Manas t e r -Ramer  to appear  a). 
However ,  a more  genera l  class of Queue  G r a m m a r s  appear s  
to be wi thin  reach  which will genera te  an  a rb i t r a ry  n u m b er  of 
copies. 

P e r h a p s  more  serious is the  fact  t h a t  CFQGs  apparen t ly  
can  only genera te  copying cons t ruc t ions  a t  the  cost of 
profligacy (as defined in Rounds,  M a n a s t e r - R a m e r ,  and 
F r i edman ,  to appear) .  The repair  of  this  defect is less 
obvious, bu t  it appea r s  t ha t  the  f u n d a m e n t a l  idea of bas ing  
models  of na tu ra l  l anguages  on queues  r a t h e r  t han  s tacks  is 
not  undermined .  Rather ,  w h a t  is a t  i s sue  is the  way  in which 
informat ion is entered  into and re t r ieved f rom the queue.  
The  CFQGs  sugges t  a piecemeal  process bu t  the  
considerat ions cited here  seem to a rgue  for a global one. A 
n u m b e r  of  fo rma l i sms  with these  proper t ies  are  being 
explored. 

On  the  other  hand ,  it  m a y  be t h a t  some th ing  m u c h  like 
the  s imple  CFQG is a na tu ra l  way  of cap tu r ing  cross-ser ia l  
dependencies  in cases  o ther  t h a n  copying. To see exac t ly  
w h a t  is involved, consider the  difference be tween  copying and  
other  cross-ser ial  dependencies.  This  difference h a s  little to 
do with the  form of the  s t r ings .  Ra ther ,  in the  case  of o ther  
cross-ser ial  dependencies ,  there  is a syn tac t ic  and  seman t i c  
relation be tween  the  n t h  e lements  of  two or more  s t ruc tu res .  
For example ,  in ~ respectively cons t ruc t ion  involving a 
conjoined subject  arid a conjoined predicate,  each  conjunct  of 
the  former  is semant ica l ly  combined wi th  the  corresponding 
conjunct  of  the  lat ter .  In the  case  of copying const ruct ions ,  
there  is no th ing  analogous.  The cor responding  pa r t s  of the  
two copies do not  bear  a n y  relat ions to each  other.  T h u s  it 
m a k e s  some s ense  to build up the  cor responding  p a r t s  of  
cross-ser ial  construct ion in a piecemeal  fashion,  b u t  this  
appea r s  to be inapplicable in the  case  of copying  
construct ions.  

In  view of all these  l imitat ions,  the  C F Q G s  m i g h t  s eem  
to be a non-s ta r t e r .  However ,  their  impor tance  lies in the  
fact  t h a t  t hey  are  the  first  s tep in reor ient ing  our  not ions of 
the  formal  space for models  of na tu ra l  l anguage .  A n y  real  
success  in the  theoretical  models  of h u m a n  l anguage  depends  
on the  deve lopment  of appropr ia te  m a t h e m a t i c a l  concepts  and 
on closing the  gap  be tween  formal  l anguage  and  na tu ra l  
l anguage  theory.  One of the  first s teps  in th is  direction m u s t  
involve breaking  the  spell of CFGs  and  the  C h o m s k y  
Hierarchy.  The  CFQGs  seem to be cu t  out  for this  task .  
Moreover,  the  idea t ha t  queues  r a the r  t h a n  s tacks  a re  
involved in h u m a n  l anguage  appears  to be correct,  and  this  
more  genera l  resu l t  is independent  of  the  l imitat ions of 
CFQGs.  However ,  given m y  s ta ted goals for formal  models ,  
it is neces sa ry  to develop models such  as  CFQGs  before 
proceeding to more  complex ones precisely in order to develop 
an  appropria te  notion of formal  space wi thin  which we will 
have  to work. 

The other  ma in  point addressed  in th is  paper ,  the  need 
to model h u m a n  l a n g u a g e s  as  families of fo rmal  l an g u ag es  or 
as  formal l anguages  with indefinite t e rmina l  vocabular ies ,  is 
intended in the  s a m e  spirit. The allure of  identifying formal  
l anguage  theoretic cor~cepts with l inguistic ones in the 
s imples t  possible w a y  is hard  to overcome, bu t  it m u s t  be if 
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we are to get any meaningful results about natural  languages 
through the formal route. It  will, again, be necessary to do 
more work on these concepts, but it is beginning to look as 
though we have found the right direction. 
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