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Abstract

The goal of this paper is to explicate the nature of Chinese nominal semantics, and to
create a paradigm for nominal semantics in' general that will be useful for natural language
;;rocessing purposes. We first point out that a lexical item may have two meanings simultaneously,
and that current models of lexical semantic representation cannot handle this phenomena. We then
propose a meaning representation that deals with this problem, and also discuss how the meanings
involved are instantiated. In particular we posit that in addition to the traditional notion of sense
differentiation, each sense may have different meaning facets. These meaning facets are linked to
their sense or to other meaning facets through one of two ways: meronymic or metonymic

extension.

1. Introduction

Lexical ambiguity resolution is a central concern of natural language processing (Small et
al., 1988). The traditional way of looking at the problem is to list the various meanings that
a wdrd has, and write a rule-based program to pick the appropriate meaning for the context.
Both Categorical Grammar and Montague Semantics, for example, assume that meanings
are discrete and that there is a one-to-one correspondence between a lexical item and its
meaning translation. The discrete meaning hypothesis provides the conceptual basis for
most of the previous literature on ambiguity resolution and semantic resolution. In short,
ambiguity resolution is viewed as trying to choose from several discrete meanings that share

the same linguistic form (i.e. lexical form). While this approach can provide an algorithm to
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identify an appropriate meaning in a given context, it cannot account for novel uses of
lexical items.

More recent work addresses this problem. Pustejovsky's (1995) Generative Lexicon
provides a framework (i.e. qualia structure) for possible meanings, and discusses under
what conditions which meaning will be chosen (i.e semantic coercion). His account is
especially useful in dealing with the creative use of words in novel contexts, an area that
had been previously ignored due to the assumption that either a) the novel usage could be
listed if necessary, and b) often it was deemed not necessary to list these novel meanings
because they occurred so rarely. |

However, one issue that Pustejovsky and others have yet to account for is the fact
that lexical meaning can be actively complex. All models of lexical ambiguity resolution
assume that only one solution exists in a given context. In fact, what we will show is that
more than one meaning can co-exist in the same context. A lexical item is actively complex
if it allows simultaneous multiple interpretations. We will propose a meaning representation |
for lexical items that captures this complexity.

In addition, although Pustejovsky provides the framework to exclude the possible
meanings, he cannot predict the relationship among the meanings, nor allow for cases
where different meanings seem to exist simultaneously. Within the general theory of the
Generative Léxicon, Copestake and Briscoe (1995) deal with meaning extension by either
underspecification or lexical rules, which also implies that only one meaning can be
expressed at any given time. |

In our account, we will demonstrate that meaning can be predicted from its context
by looking at a) the semantic class of the item, and b) its possible meaning extensions. Our
~ account has the advantage of being able to account for a wider range of linguistic data,
including puns and polysemous uses, in addition to novel extensions. Our account also has
the advantage of being both computationally parsimonious, as well as conceptually intuitive.

Our paper is divided as follows: in section 2, we will first present background
information and definitions concerning the different kinds of ways that meanings can vary.

In section 3, we will present our arguments for the active complexity of lexical meaning,
| present a representation that can handle active complexity, and also give reasons for the
conceptual intuitiveness of the model. In section 4, we will discuss the meaning extensions

that have been found to date. Section 5 discusses the hierarchical information that is passed



from a semantic class to an individual item of that class. Section 6 summarizes our finding's

and suggests future areas of research.

2. Background _

In this paper we devise a meaning representation for nominals (and Chinese nominals in
particular) such that all meaning aspects of a noun are dealt with parsimoniously. Nouns, at
first glance, do not seem to warrant representational complexity. When one is asked to think
of a noun, one commonly thinks of a concrete object, such as ‘paper’. When asked to define
it, one could reply that it is a thin, white, rectangular object (appearance) made from the
pulp of trees (origin) that people nowadays use to write and print on (function). But ‘paper’,
even if we do not talk about its additional meanings in compound items sucﬁ as ‘wrapping
paper’, ‘tissue paper’ etc., has a variety of meanings including: a piece of paper, a
newspaper, the office where a newspaper is written, and. an academic paper. This
phenomenon is not language specific. For example, in Mandarin Chinese, the word *
magazine’ can refer to the physical object (1a), or the information contained within (1b), or

the publishing house (1c).

(lyd ¥+ X F T K #Hio
ta shou shang na le ben zazhi =
he hand on  hold asp. CL magazine
‘He is holding one magazine in his hahd.”

(Ib) &M #  #&  F  FH #FF FEN  FH-
women cong zazhi ~ zhong dedao xuduo baoguide  ziliao
we from magazine within obtain many precious data
‘We have obtained a lot of precious data from magazines.’ o

(lc) 2B % X ##% £F EZ SEFR KT AE
meiguo ge da zazhi wubu wakong  xinsi zhengqu caifang jihui
America every big magazine do dig-empty mind fight-for interview chance
‘Major American magazines fight for interview opportunities.’

Nor is this phenomena limited to words relating to items that may contain
information such as papers and magazines. The word ‘tian’ in Chinese can refer to the sky

(2a), God (2b), weather (2c), time (2d), day(s) (2e), or nature (2f).



(2a) #58 Z #* REM X
taitou wang zhe zhanlande tian
raise head watch asp. blue sky
‘Raise one’s head and look at the blue sky.” (‘Tian’ refers to sky.)

(2b) TEIA EA B X R
zhongguoren shuo fu zi tian lai
Chinese say happiness from sky come

‘Chinese say, happiness comes from heaven.” (‘Tian’ refers to God/heaven.)

QX % B 3 & T e #H KRR
tian leng shi bie wang le jia jian yifu
sky cold time not forget asp. add CL clothes
‘Don’t forget to put on more clothes when the weather is cold.’
(‘Tian’ refers to weather.)

QX &~ F T-
tian bu zau le
sky . not early particle
‘It is not early.” (‘Tian’ refers to time.)

)t B ERHF T — ¥ X
ta zai zheli dai le yi zheng tian
he in here stay asp. one whole sky/day
‘He has stayed here for one whole day.” (‘Tian’ refers to day(s).)

(20 AR R OKEH Bl B Rk
renlei shi dabufen dongwu de tiandi
human beingis most animal 's natural enemy
- ‘Human beings are the natural enemy of almost all animals.” (‘Tian’ refers to nature.)

The examples we have given above are all examples of polysemy, which is when a
word has several, related meanings. But meanings can also be unrelated, as in the case of the
two meanings for ‘bank’ (i.e. ‘financial institution’ and ‘land on the side of a river’). A noun
that has two unrelated meanings is referred to as homonymous. Meanings for a word can
also be vague or underspecified. An example of this in English is ‘aunt’ which can refer to
someone's parent's sister, where the gender as to the parent is unspecified. (The parent's
gender in other languages, such as Mandarin, is important and specified.) The difference as
to whether a word is ambiguous or polysemous depends on the perceived relationship (or
lack thereof) between the meanings. The distinction between vagueness and polysemy °

involves the question whether a particular piece of semantic information is part of the



underlying semantic structure of the item, or is the result of a contextual (and hence
pragmatic) specification’ (Geerarts 1993:228).

This definition, however, cannot be applied as straightforwardly as it appears.
Consider example (1) above. It could be the case that there is no underlying semantic
structure for the three meanings (that is, they are vague), and that context alone ‘brings out’
these meanings. But 1) intuitively these meanings seem to have an underlying structure, and
2) nouns of a similar semantic class (i.e. magazine) have similar meanings, which indicates
that an underlying structure exists. If it is the case that the pieces of semantic information
are part of the underlying structure of the item, then we must deal with paradoxical situation
(given the definition above) that these different meanings are brought out in different
contexts.

Tuggy (1993) points out that ambiguity, polysemy and vagueness are better dealt
with on a continuum, rather than as sets with discrete boundaries. The prototypical case of -
ambiguity is where well-entrenched and salient semantic structures are associated with the
same ph;)nological representation, and there is no clear subsuming semantic schema. The
prototypical case of vagueness is where the meanings are not well-entrenched, and there is a
clear subsuming semantic schema (as in the case of parent'é sister for ‘aunt’). Polysemy is
viewed as being in between these two extremes, with there are well-entrenched and salient
semantic structures associated with the same phonological representation, but there is also a

subsuming schema.

3. Meaning Representation

3.1 Active Complexity of Lexical Items

The above discussion has assumed that one meaning is chosen in a giilen context. But that
is not necessarily the case. There are two types of active corﬁplexity in natural language.

The first is ‘triggéred complexity’ and involves puns. For example, in (3) either liguor and

shipyard is possible as the meaning of port, but it is also possible for both meanings to exist

at the same time.

(3) After the accident, the captain went straight for the port.



Example (3) can mean that a) the captain went straight for shore (but humorously implies
-that the captain was so shook up as to need a drink), or b) that he went straight for his bottle
of liquor and also towards the shore (although this is much less likely since this
interpretation is not seen as humorous.

The phenomena in example (3) is a pun. Puns are a humorous play on ambiguous
words. Because puns are used for special linguistic purposes (such as humor), and because
it is the effect of co-existing meanings that creates the humor, this phenomena has not
previously been considered to be relevant to lexical semantic analysis and lexical
representation. The complexity is triggered since it must be initiated by the speaker.

Second, in Chinese, nouns can be actively complex, even when there is no pun or
vagueness intended. This is ‘latent complexity.” In (4), for example ‘book’ must be

understood as both a i)hysical object, and as information.

@ &= £ #B A - K Fo
Zhangsan zai fanyue - na yi ben shu.
Zhangsan PROG turn page/read that one CL book
“Zhangsan is turning the pages of the book and reading it.’

In fact, such latent complexity also exists in English nominal semantics. It is well-
known that words referring to building apertures, such as door or window are often
lexically ambiguous with the structure built to block that aperture. Thus, door in ‘the door
i's heavy’ could only refer to the structure, while door in ‘John just walked in the door’ can
only refer to the aperture. However, in the sentence, P44k & men hen kuan ‘The door is
wide’, both the aperture and structure's meanings exist simultaneously. We think this kind
of data presents the strongest argument against representing nominal semantics as discrete
meaning translations, and for representing nominal semantics as structured meanings
connected by conceptual links, such as the qualia structure in Pustejovsky's Generative
Semantics. However, since we have shown that different but related meanings can coexist
in the same context, Pustejovsky's formulation where related meanings are represented as
different attribute value pairs in a feature matrix is inadequate since only one attribute value
pair can be picked in each context. We posit that these related meanings are like the facets
of a three-dimensional object, such as a diamond, where the meaning instantiation could be

a straightforward single facet or multiple coniected facets, depending on the contexts.



3.2 Meaning Representation

The mean~ing representation that we select is quite straightforward, but differs from other
representations in several crucial respects. First, words are listed (following Chinese
lexicographic tradition) in terms of their orthographic representation. Then the senses for
each word are listed. The phonological representations are associated with each sense
listing, and may or may not be the same. Second, the sense differentiation includes senses
fhat are related (polysemous senses) as well as unrelated (homonymous senses). There is no
attempt in this representation to distinguish clearly between those meanings that are
polysemous or homonymous. This is because speakers tend to draw their own conclusions
about the relationships between senses (i.e. many speakers see a relationship between ‘ear
of corn’ and ‘ear that you hear with’, although there is no historical or semantic relationship
whatsoever (Lyons 1977)). However, if a study was run on native speakers to find out their
underétanding of the relative closeness of relationship among meanings, this information
could be incorporated into our representation by simply indicating which senses should be
grouped together. Third, and most importantly, our lexical representation has meaning
facets located within each sense. Meaning facets reflect an‘aspect of a sense. For example,

in (5) we show an example of a word with one sense, which has different meaning facets.

(5) #2% — Sense,: ZAZHI magazine -- meaning facet,: physical object
-- meaning facet,: information contained within
-- meaning facets: institution that publishes magazine

In (6) we give an example of a word with four different senses, of which one has

three different meaning facets.

(6) X — Sense;: TIAN sky -- meaning facet,: sky as a physical object (that can be viewed)
-- meaning facet,: God/heaven
-- meaning facets: weather
— Sense,: TIAN time
— Sense;: TIAN day
— Sense, :TIAN nature

10



How do we decide whether a certain meaning is a sense or a meaning facet? A
meaning facet is an extension from a particular sense. It has the following three properties:
1) it can appear in the same context as other meaning f:icets, 2) it is an extension from a
core sense or from another meaning facet (unless it is the core sense), 3) nouns of the same
semantic classes will have similar sense extensions to related meaning facets. Individual
senses, on the other hand, 1) cannot appear in the same context (unless the complexity is
triggered), 2) have no core sense from which it is extended, or it is very hard to concisely
define what the core sense would be, and 3) no logical/conceptual links can be established
between the two senses.

For example, in (7) below, we can see that the meaning of sky (as a physical object)
and God can appear in the same context, as can sky (as a physical object) and weather (8),
sky (as a physical object), God, and weather (9). Thus, they are all different meaning facets

of the first sense in (6).

A A~ HE F ¥ x & F # X 7o
you ren  kaishi bu jing tian ye bu bai tian le
there're person begin- not respect sky and not worship sky particle
‘There are people who ceased to respect heaven or to worship heaven.’
(‘Tian’ refers to both sky and God/heaven.)

®) X A 7o
tian fangqing le
sky become sunny particle
‘It became sunny.” (‘Tian’ refers to both sky and weather.)

9 RR kA ¥ Z S-S ) W AE -
nongmin changjiou kau tian yi di de shenghuo
farmer long depend sky depend ground DE live
‘Farmers have long lived a life that depends on heaven and earth.’
(‘Tian’ refers to sky, God, and weather.)

The above examples also demonstrate that only one sense can occur in any given

context. The sense of ‘time’ or ‘day’ or ‘nature’ is not available in any one of the above
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contexts.! Only meaning facets of a particular sense can be available in the same context.

«:Context, in effect, selects which sense is made available. Context may also select a
particular meaning facet, as in (2a)- (2c), but it does not necessarily have to, because
context may activate several meaning facets at once, as in (7) - (9).

What aspects of context help to pick a sense or a meaning facet? Verbs and
prepositions are usually instrumental in determining which meaning can occur in which
context. For example, in the above instance, the meaning of ‘God’ can only occur with
volitional verbs and cannot occur with verbs having to do with pure locative. The type of
contextual information that picks out one sense or one meaning facet is an important area of

future research.

3.3 Conceptual Advantages

Viewed from this perspective, context always plays a role in determining which meaning is
chosen, whether the word is ambiguous, polysemous, or vague. Tuggy's meaning models
were two dimensional. But we suggest that a 3-dimension model allows for a greater
understanding of the relationship betWeen meaning ar:d context. Imagine a multi-faceted
object, such as a cube. Imagine that there is a core in the center of the cube, and that there
are lines that radiate out to each of the six surfaces (i.e. this would be the case for a word
that had six senses). The core represents the orthographic representation of the word, and
each surface represents a different sense of the word and its associated phonological
representation (i.e. the information that is bolded in our lexical representation above).
Furthermore, from each surface of the cube, there may also be (dotted) lines that radiate out
to additional surfaces, which are the facets of that particular sense (i.e. the non-bolded
information in our lexical representation above). Thus, when context turns the cube so that
one particular sense surface is shown to a light source (i.e. the hearer) then light is reflected

from only that surface, and only that sense is computed. In the case, however, where context

! “Time’ might be viewed as a meaning facet of the sense ‘sky’, as shown by the identical strings in (i) and (ii).

KX [wE Tll° i) [slvelvR &l T111°
tian hei le tianhei le
sky dark particle sunset particle
“The sky turned dark.’ “The sun has set (i.e. it is late).’

However, the interpretation in (i) is a subject-predicate sentence, while the interpretation in (ii) involves a
disyllabic lexical item. Thus, these two sentences are structurally different and no latent complexity is
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turns the cube so that a sense surface that has meaning facets extending from it is shown to
a light source, the light can reflect off of any one, or any combination of the meaning facets,
just as light can reflect from the different facets of a diamond. Our representation, then, is
not only computationally adequate, it is also conceptually intuitive.

In what follows we present the types of links that can occur in noun meaning
representations, and we also present the underlying schema for the information contained in

each meaning facet.

4. Meaning Links

In our model the meaning representation is structured, and the structure is built upon
meaning links. One implication of this model is that a semantic class will inherit both |
traditional semantic features as well meaning link structures. Lexical semantic issues will
therefore be defined in terms of types of possible meaning links and constraints on meaning
extensions throﬁgh these links.

The relationship between a sense and its meaning facets is an area that deserves in
depth research and analysis (Ahrens et al., In prep.). What follows is a preliminary report of |
éur findings to date. We have found that there are two main ways that meaning facets can
extend either from a sense or from another meaning facet: meronymic and metonymic

axtensions.

4.1 Meronymic extensions

Meronymic extensions involve both the whole standing for part, and part standing for
whole. We observe that meronymic extensions are driven by cognitive and conceptual
saliency. For example, in #R4e 77 F 44| na ba daozi hen li (The knife is sharp), knife
actually refers to the blade of the knife. This meronymic extension is motivated by the fact
that ‘blade’ is the locus of cutting, the most salient function of knife. We also observe that
éuch cognitively driven extensions are not sensitive to blocking effects. For instance, the
instance of the specific term ‘blade’ does not block us from saying ‘the knife is sharp.” Our
speculation here is that only conventionalized usages are subject to blocking effects since

blocking is the result of conventionalization.

involved.
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In the case of part standing for whole, cognitive saliency is again the prime
motivator of the extension. For example, in the case of Ft-F 424 3 % # 4L yuanzi li you
xuduo meihua (there are many plum-flowers in the garden), plum-flowers stands for the
whole plum tree. The plum flower with its color and scent and endurance in cold weather is

the most cognitively salient aspect of the plum tree (for Chinese).

4.2 Metonymic Extensions

Metonymic extensions are different from meronymic extensions in that the extended
meaning is related to the origin of the basic sense, but is not inherent to the basic sense (cf.
the part-whole relation above). Metonymic extensions are typically driven by certain
eventive relationships such as the ones encoded in Pustejovsky's qualia structure. Unlike
meronymic extensions, metonymic extensions are often sensitive to blocking effects. For
instance, the grinding extension allows the individual terms to refer to a mass produced
from that individual. For example, ‘—#& & % yi pan baicai’ (a dish of cabbage), the basic
meaning ‘¥ 3% baicai’ refers to the cabbage plant, but after the grinding extension it refers
to a mass noun. But in the case of rice ‘K mi’, the grinding extension does not work,

because there is a term ‘4& fan’ (cooked rice) already.

4.3 Partial list of Meaning Links
We give here a partial list of the meaning links found to date. We also provide the list of

- semantic classes that we have found to inherit these links.

I. Meronymic Extensions
1. Whole for part
a. whole — functional part {semantic class: artifacts, buildings }
b. whole — sentiently salient part {semantic class: body parts}
2. Part for whole
a. conceptually salient part — whole {semantic class: fruit, flower}

14



II. Metonymic Extensions
1. agentivization
a. information media — information creator {semantic class: publications }
2. product instantiation
a. institution — product {semantic class: manufacturer, trademarks}
3. grinding | )
a. individual — mass {semantic class: vegetables, fruits}
4. portioning .
a. information media — information {semantic class: publications}
b. container — containee :
c. body part — function
5. space mark-up
a. landmark — space in vicinity {semantic class: locations, landmarks}
b. structure — aperture {semantic class: doors, windows}
c. institution — locus {semantic class: institutions}
6. time mark-up
a. event — temporal period
b. object — process
¢. locus — duration

We have found that these two types of links are the most productive among meaning
extensions. This might be because these types of extensions refer only to the knowledge
concerning the lexical item itself. Metaphorical extensions, on the other hand, map a
domain of knowledge that does not have anything to do with the lexical item onto the
domain of knowledge surrounding the lexical item. Thus, metaphorical extensions are
clearly conceptually more complex than metonymic and meronymic extensions, and will be

the focus of future research.

5. Meaning Inheritance
Another important issue in lexical semantics is the semantic class. Tradit@onally, the
taxonomic hierarchies are discussed in terms of ISA relationship and inherited features,
such as humanness and animacy (Chen and Cha 1988, Sowa 1993). However, this
simplistic traditional model (such as the Schank's well-known semantic network) have
difficulties when certain nodes do not necessarily inherit all the features from the higher
nodes. For example, an ostrich is a bird, but it cannot inherit the feature of [+flight] because
it does not fly. Default override of inheritance is computationally plausible though costly.
The other problem with traditional semantic hierarchies has to do with multiple

inheritance. For instance, it is intuitive to classifiy ‘& ¥k lan-qiu’ (basketball) as a physical
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object. However, it is also clearly an abstract event (i.e. the basketball game). Hence there is
cross-taxonomic paradox, which is usually accounted for with the computationally costly
mechanism of multiple inheritance (Briscoe et al., 1993).

In our model, both kinds of inheritance problems disappear since what a semantic
class shares is a partial structure of semantic links. That is, we will annotate meaning links
to a semantic class, and these links will be inherited by all the members of the class.” In the
case of ‘.ia‘i‘qiu’ (ball), it inherits the metonymic link of a round physical object and extends
to the game play with the object. This explanation is more parsimonious since it reduces the
costly computation of multiple inheritance and makes most cases of the local oveniding of
inheritance unnecessary. It is also conceptually powerful in allowing richer semantic
representation. For instance, the semantic claés of flowers will inherit the meronymic

extension of part for whole.

6. Conclusion: Implementation and Implications

Traditional methods of dealing with ambiguity and vagueness in natural language
processing have been complicated by the on-line compilations that are usually necessary to
deal with tﬁe ‘additional’ meanings created by the context. But our account postulates
multiple senses and structured ways of linking additional meaning facets to the senses 50
that the information is all listed in the representation, and therefore easier to access. Our
proposal is to have not only the different senses of a word listed, but also its different
meaning facets. We claim that there will be conceptual or logical relationships between the
facets and their senses.

For example, the meaning links between the different facets of ‘zazhi’ (magazine)
~ are as follows: the first meaning link refers to the concept of magazine as a physical object,
the secdnd meaning link is a métonymic extension that relates media to information, and the
third meaning link is a metonymic extension that relates information media to. information
creator (c.f. Section 4.3). The organization that we have proposed here is a shallow structure,
with only two levels: the sense level and the meaning facet level. Both levels can be

annotated with meaning links. Conceptually it is as explanatory as a theory where all the

? Of course, the lexicon would have to specify any blocking effects where the linking does not apply.
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meaning links are structurally represented. This is because all represented meaning links
can be traced, and a (semantic-class-based) meaning derivation tree can be established off-
iine. Moreover, not having an overt tree of meaning extensions allows us to avoid‘multiple-
inheritance and blocking problems. A shallow structure also allows efficient access,
reflecting the psychological reality that the depth of meaning derviation is not relevant in
lexical access. -

In this paper we have proposed a meaning representation for Chinese nominal
semantics, as well as a paradigm for nominal semantics in general that will be useful for
natural language processing purposes. We pointed out that a lexical item may have two
meanings simultaneously, and moreover that current models of lexical semantic
representation cannot handle this phenomena. We then proposed a meaning representation
to account for this phenomena, and also discussed how the meanings involved are
instantiated. We postulate that in addition to the traditional notion of sense differentiation,
each sense may have different meaning facets. These meaning facets are linked to their
sense or to other meaning facets through one of two ways: meronymic or metonymic
extension. We also point out that instead of a traditional taxonomic relationship, what is
being inherited in addition to semantic features is meaning extensions/relations, such that
words of the same semantic class have same meaning extensions.

The representation proposed here is the result of extensive corpus-based studies of
the 40 most productive nominal endings in Mandarin (CKIP 1995). These productive
nominal endings in turn each derive scores of highly frequent nouns. Hence we have
accounted for a substantial portion of Chinese noun usages. We have also provided detailed
semantic representation of the nominal heads based on our proposed representation. This is
a significant first step towards the comprehensive formal representation of Mandarin
nominal semantics and is also the first step towards fully automated Mandarin Language

Understanding.
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Abstract

This paper presents a new approach for measuring semantic similarity/distance
between words and concepts. It combines a lexical taxonomy structure with corpus
statistical information so that the semantic distance between nodes in the semantic
space constructed by the taxonomy can be better quantified with the computational
evidence derived from a distributional analysis of corpus data. Specifically, the
proposed measure is a combined approach that inherits the edge-based approach of the
edge counting scheme, which is then enhanced by the node-based approach of the
information content calculation. When tested on a common data set of word pair
similarity ratings, the proposed approach outperforms other computational models. It
gives the highest correlation value (r = 0.828) with a benchmark based on human
similarity judgements, whereas an upper bound (r = 0.885) is observed when human
subjects replicate the same task.

1. Introduction

The characteristics of polysemy and synonymy that exist in words of natural language have
always been a challenge in the fields of Natural Language Processing (NLP) and Information
Retrieval (IR). In many cases, humans have little difficulty in determining the intended
meaning of an ambiguous word, while it is extremely difficult to replicate this process
computationally. For many tasks in psycholinguistics and NLP, a job is often decomposed to
the requirement of resolving the semantic relation between words or concepts. One needs to
come up with a consistent computational model to assess this type of relation. When a word
level semantic relation requires exploration, there are many potential types of relations that can
be considered: hierarchical (e.g. IS-A or hypernym-hyponym, part-whole, etc.), associative
(e.g. cause-effect), equivalence (synonymy), etc. Among these, the hierarchical relation
represents the major and most important type, and has been widely studied and applied as it
maps well to the human cognitive view of classification (i.e. taxonomy). The IS-A relation, in
particular, is a typical representative of the hierarchical relation. It has been suggested and
employed to study a special case of semantic relations — semantic similarity or semantic
distance (Rada et al. 1989). In this study of semantic similarity, we will take this view,
although it excludes some potential useful information that could be derived from other
relations.

The study of words/terms relationships can be viewed in terms of the information sources
used. The least information used are knowledge-free approaches that rely exclusively on the
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corpus data themselves. Under the corpus-based approach, word relationships are often
derived from their co-occurrence distribution in a corpus (Church and Hanks 1989, Hindle
1990, Grefenstette 1992). With the introduction of machine readable dictionaries, lexicons,
thesauri, and taxonomies, these manually built pseudo-knowledge bases provide a natural
framework for organising words or concepts into a semantic space. Kozima and Furugori
(1993) measured word distance by adaptive scaling of a vector space generated from LDOCE
(Longman Dictionary of Contemporary English). Morris and Hirst (1991) used Roget’s
thesaurus to detect word semantic relationships.. With the recently developed lexical
taxonomy WordNet (Miller 1990, Miller et al. 1990), many researches have taken the
advantage of this broad-coverage taxonomy to study word/concept relationships (Resnik
1995, Richardson and Smeaton 1995).

In this paper, we will discuss the use of the corpus-based method in conjunction with lexical
taxonomies to calculate semantic similarity between words/concepts. In the next section we
will describe the thread and major methods in modelling semantic similarity. Based on the
discussion, we will present a new similarity measure, which is a combined approach of
previous methods. In section 3, experiments are conducted to evalvate various computational
models compared against human similarity judgements. Finally, we discuss the related work
and future direction of this study.

2. Semantic Similarity in a Taxonomy

There are certain advantages in the work of semantic association discovery by combining a
taxonomy structure with corpus statistics. The incorporation of a manually built pseudo-
knowledge base (e.g. thesaurus or taxonomy) may complement the statistical approach where
“true” understanding of the text is unobtainable. By doing this, the statistics model can take
advantage of a conceptual space structured by a hand-crafted taxonomy, while providing
computational evidence from manoeuvring in the conceptual space via distributional analysis
of corpora data. In other words, calculating the semantic association can be transformed to
the estimation of the conceptual similarity (or distance) between nodes (words or concepts) in
the conceptual space generated by the taxonomy. Ideally, this kind of knowledge base should
be reasonably broad-coverage, well structured, and easily manipulated in order to derive
desired associative or similarity information.

Since a taxonomy is often represented as a hierarchical structure, which can be seen as a
special case of network structure, evaluating semantic similarity between nodes in the network
can make use of the structural information embedded in the network. There are several ways
to determine the conceptual similarity of two words in a hierarchical semantic network.
Topographically, this can be categorised as node based and edge based approaches, which
correspond to the information content approach and the conceptual distance approach,
respectively. :

2.1. Node-based (Information Content) Approach
One node based approach to determine the conceptual similarity is called the information

content approach (Resnik 1992, 1995). Given a multidimensional space upon which a node
represents a unique concept consisting of a certain amount of information, and an edge
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represents a direct association between two concepts, the similarity between two concepts is
the extent to which they share information in common. Considering this in a hierarchical
concept/class space, this common information “carrier” can be identified as a specific concept
node that subsumes both of the two in the hierarchy. More precisely, this super-class should
- be the first class upward in this hierarchy that subsumes both classes. The similarity value is
defined as the information content value of this specific super-ordinate class. The value of the
information content of a class is then obtained by estimating the probability of occurrence of
this class in a large text corpus.

Following the notation in information theory, the information content (IC) of a concept/class ¢
can be quantified as follows: _
IC(c) =log™ P(c), (1)

where P(c) is the probability of encountering an instance of concept ¢. In the case of the
hierarchical structure, where a concept in the hierarchy subsumes those lower in the hierarchy,
this implies that P(c) is monotonic as one moves up the hierarchy. As the node’s probability
increases, its information content or its informativeness decreases. If there is a unique top
node in the hierarchy, then its probability is 1, hence its information content is 0.

Given the monotonic feature of the information content value, the similarity of two concepts
can be formally defined as: ‘

sim(c,,c,) = ceSzr};J%,,cz )[IC(c)] = ceSz%%’él,cz)[— log p(c)], 2)

where Sup(c,,c,)is the set of concepts that subsume both ¢, and ¢,. To maximize the
representativeness, the similarity value is the information content value of the node whose IC
value is the largest among those super classes. In another word, this node is the “lowest upper
bound” among those that subsume both ¢, and c,.

In the case of multiple inheritances, where words can have more than one sense and hence
multiple direct super classes, word similarity can be determined by the best similarity value
among all the class pairs which their various senses belong to:

sim(w,,w,) = [sim(c,,c,)], 3)

max
c,esen(w,) c,esen(w,)

where sen(w) denotes the set of possible senses for word w.

For the implementation of the information content model, there are some slightly different
approaches toward calculating the concept/class probabilities in a corpus. Before giving the
detailed calculation, we need to define two concept sets: words(c) and classes(w). Words(c) is
the set of words subsumed (directly or indirectly) by the class ¢. This can be seen as a sub-tree
in the whole hierarchy, including the sub-tree root ¢. Classes(w) is defined as the classes in
which the word w is contained; in another word, it is the set of possible senses that the word w
has:
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classes(w) = {clw € words(c)}. )
Resnik (1995) defined a simple class/concept frequency formula:

freq(c)= ), freq(w). 5)

wewords(c)

Richardson and Smeaton (1995) proposed a slightly different calculation by considering the
number of word senses factor:

freqy= Y, LA™ ©)

wewords(c) lclasses(w)

Finally, the class/concept probability can be computed using maximum likelihood estimation
(MLE): ‘
poy= L2249 ™

This methodology can be best illustrated by examples. Assume. that we want to determine the
similarities between the following classes: (car, bicycle) and (car, fork). Figure 1 depicts the
fragment of the WordNet (Version 1.5) noun hierarchy that contains these classes. The
number in the bracket of a node indicates the corresponding information content value. From
the figure we find that the similarity between car and bicycle is the information content value
of the class vehicle, which has the maximum value among all the classes that subsume both of
the two classes, i.e. sim(car, bicycle) = 8.30. In contrast, sim(car, fork) = 3.53. These results
conform to our perception that cars and forks are less similar than cars and bicycles.

Object (2.79)

Attifact (3.53)
Instrumentality (4.91) Article
Conveyance (8.14) Ware

Vehicle (8.30) Table iVare
Motor Vehicle ‘Wheeled Vehicle Cutlery
Car Cycle Fork
Bicycle

Figure 1. Fragments of the WordNet noun taxonomy
2.2. Edge-based (Distance) Approach

The edge based approach is a more natural and direct way of evaluating semantic similarity in
a taxonomy. It estimates the distance (e.g. edge length) between nodes which correspond to
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the concepts/classes being compared. Given the multidimensional concept space, the
conceptual distance can conveniently be measured by the geometric distance between the
nodes representing the concepts. Obviously, the shorter the path from one node to the other,
the more similar they are.

For a hierarchical taxonomy, Rada et al. (1989) pointed out that the distance should satisfy the
properties of a metric, namely: zero property, symmetric property, positive property, and
triangular inequality. Furthermore, in an IS-A semantic network, the simplest form of
determining the distance between two elemental concept nodes, A and B, is the shortest path
that links A and B, i.e. the minimum number of edges that separate A and B (Rada et al.
1989).

In a more realistic scenario, the distances between any two adjacent nodes are not necessarily
equal. It is therefore necessary to consider that the edge connecting the two nodes should be
weighted. To determine the edge weight automatically, certain aspects should be considered
in the implementation. Most of these are typically related to the structural characteristics of a
hierarchical network. Some conceivable features are: local network density (the number of
child links that span out from a parent node), depth of a node in the hierarchy, type of link,
and finally, perhaps the most important of all, the strength of an edge link. We will briefly
~ discuss the concept for each feature:

e With regard to network density, it can be observed that the densities in different parts of the
hierarchy are higher than others. For example, in the plant/flora section of WordNet the
hierarchy is very dense. One parent node can have up to several hundred child nodes.
Since the overall semantic mass is of a certain amount for a given node (and its
subordinates), the local density effect (Richardson and Smeaton 1995) would suggest that
the greater the density, the closer the distance between the nodes (i.e. parent child nodes or
sibling nodes).

e As for node depth, it can be argued that the distance shrinks as one descends the hierarchy,
since differentiation is based on finer and finer details.

e Type of link can be viewed as the relation type between nodes. In many thesaurus
networks the hyponym/hypernym (IS-A) link is the most common concern. Many edge-
based models consider only the IS-A link hierarchy (Rada et al. 1989, Lee et al. 1993). In
fact, other link types/relations, such as Meronym/Holonym (Part-of, Substance-of), should
also be considered as they would have different effects in calculating the edge weight,
provided that the data about the type of relation are available.

e To differentiate the weights of edges connecting a node and all its child nodes, one needs to
consider the link strength of each specific child link. This could be measured by the
closeness between a specific child node and its parent node, against those of its siblings.
Obviously, various methods could be applied here. In particular, this is the place where
corpus statistics could contribute. Ideally the method chosen should be both theoretical.
sound and computational efficient.
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Two studies have been conducted in edge-based similarity determination by responding to the
above concerns. Richardson and Smeaton (1995) considered the first two and the last factors
in their edge weight calculation for each link type. Network density is simply counting the
number of edges of that type. The link strength is a function of a node’s information content
value, and those of its siblings and parent nodes. The result of these two operations is then
normalised by dividing them by the link depth. Notice that the precise formula of their
implementation was not given in the paper.

Sussna (1993) considered the first three factors in the edge weight determination scheme. The
weight between two nodes ¢, and c, is calculated as follows:

wt(c, =, ¢,)+wt(c, =, ¢;)

t(c,,c,) = 8

wt(c,,c,) 2 (8)
given _
n.(x)

where —, is a relation of type r, —, is its reverse, d is the depth of the deeper one of the

two, max and min are the maximum and minimum weights possible for a specific relation type
r respectively, and n,(x) is the number of relations of type r leaving node x.

Applying this distance formula to a word sense disambiguation task, Sussna (1993) showed an
improvement where multiple sense words have been disambiguated by finding the combination
of senses from a set of contiguous terms which minimizes total pairwise distance between
senses. He found that the performance is robust under a number of perturbations; however,
depth factor scaling and restricting the type of link to a strictly hierarchical relation do
noticeably impair performance. "

In determining the overall edge based similarity, most methods just simply sum up all the edge
weights along the shortest path. To convert the distance measure to a similarity measure, one
may simply subtract the path length from the maximum possible path length (Resnik 1995):

sim(wy,w,)=2d_,. —I len(c,,c,)], (10)

in
c,essen(wgl c,esen(w,)

where d_, is the maximum depth of the taxonomy, and the len function is the simple
calculation of the shortest path length (i.e. weight = 1 for each edge).

2.3. Comparison of the Two Approaches
The two approaches target semantic similarity from quite different angles. Th. =dge-based
distance method is more intuitive, while the node-based information content approach is more

theoretically sound. Both have inherent strength and weakness.

Rada et al. (1989) applied the distance method to a medical domain, and found that the
distance function simulated well human assessments of conceptual distance. However,
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Richardson and Smeaton (1995) had concerns that the measure was less accurate than
expected when applied to a comparatively broad domain (e.g. WordNet taxonomy). They
found that irregular densities of links between concepts result in unexpected conceptual
distance outcomes. Also, without causing serious side effects elsewhere, the depth scaling
factor does not adjust the overall measure well due to the general structure of the taxonomy
(e.g. higher sections tend to be too similar to each other).

In addition, we feel that the distance measure is highly depended upon the subjectively pre-
defined network hierarchy. Since the original purpose of the design of the WordNet was not
for similarity computation purpose, some local network layer constructions may not be
suitable for the direct distance manipulation. '

The information content method requires less information on the detailed structure of a
taxonomy. It is not sensitive to the problem of varying link types (Resnik 1995). However, it
is still dependent on the skeleton structure of the taxonomy. Just because it ignores
information on the structure it has its weaknesses. It normally generates a coarse result for the
comparison of concepts. In particular, it does not differentiate the similarity values of any pair
of concepts in a sub-hierarchy as long as their “smallest common denominator” (i.e. the lowest
super-ordinate class) is the same. For example, given the concepts in Figure 1, the results of
the similarity evaluation between (bicycle, table ware) and (bicycle, fork) would be the same.
Also, other type of link relations information is overlooked here. Additionally, in the
calculation of information content, polysemous words will have an exaggerated content value
if only word (not its sense) frequency data are used (Richardson and Smeaton 1995).

24. A Combined Approach

We propose a combined model that is derived from the edge-based notion by adding the
information content as a decision factor. We will consider various concerns of the edge
weighting schemes discussed in the previous section. In particular, attention is given to the
determination of the link strength of an edge that links a parent node to a child node.

We first consider the link strength factor. We argue that the strength of a child link is
proportional to the conditional probability of encountering an instance of the child concept c;
given an instance of its parent concept p: P(c;l p).

P(c; " p) _ P(c;)
P(p) P(p)

P(c;Ip) = (11)

Notice that the definition and determination of the information content (see equations 1 and 5)
indicate that ¢; is a subset of p when a concept’s informativeness is concerned. Following the
standard argument of information theory, we define the link strength (LS) by taking the
negative logarithm of the above probability. We obtain the following formula:

LS(c,, p) = —log(P(c;| p) = IC(c;) - IC(p). (12)

This states that the link strength (LS) is simply the difference of the information content values
between a child concept and its parent concept.
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Considering other factors, such as local density, node depth, and link type, the overall edge
weight (wt) for a child node ¢ and its parent node p can be determined as follows:

_ v E Ydpy+1Y _
wt(C,P)—(B+(1 B) E(p))( 4) J[IC(C) IC(p) T(c,p), (13)

where d(p) denotes the depth of the node p in the hierarchy, E(p) the number of edges in the
child links (i.e. local density), E the average density in the whole hierarchy, and T{c,p) the link
relation/type factor. The parameters o (o 20) and B (0 < <1) control the degree of how
much the node depth and density factors contribute to the edge weighting computation. For
instance, these contributions become less significant when o approaches 0 and B approaches 1.

The overall distance between two nodes would thus be the summation of edge weights along
the shortest path linking two nodes.

Dist(w,,w,) = " wi(c, parent(c)) | (14)

c€( path(cy,c; )—LSuper(c, ¢, )}

where c;=sen(w;), co=sen(w,), and path (c;, c2) is the set that contains all the nodes in the
shortest path from c; to ¢;. One of the elements of the set is LSuper(c;,c2), which denotes the
lowest super-ordinate of ¢; and c,. In the special case when only link strength is considered in
the weighting scheme of equation 13, i.e. a = 0, p = 1, and T(c,p) = 1, the distance function
can be simplified as follows:

Dist(w;,w,) = IC(c,) + IC(c,) — 2 X IC(LSuper(c, ,c,)) (15)

Imagine a special multidimensional semantic space where every node (concept) in the space
lies on a specific axis and has a mass (based on its information content or informativeness).
The semantic distance between any such two nodes is the difference of their semantic mass if
they are on the same axis, or the addition of the two distances calculated from each node to a
common node where two axes meet if the two original nodes are on different axes. It is easy
to prove that the proposed distance measure also satisfies the properties of a metric.

3. Evaluation
3.1. Task Description

It would be reasonable to evaluate the performance of machine measurements of semantic
similarity between concepts by comparing them with human ratings on the same setting. The
simplest way to implement this is to set up an experiment to rate the similarity of a set of word
pairs, and examine the correlation between human judgement and machine calculations. To
make our experimental results comparable with other previous experiments, we decided to use
the same sample of 30 noun pairs that were selected in an experiment when only human
subjects were involved (Miller and Charles 1991), and in another more recent experiment
when some computational models were constructed and compared as well (Resnik 1995). In
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fact, in the Resnik (1995) experiment, he replicated the human judgements on the same set of
word pairs that Miller and Charles did. When the correlation between his replication and the
one done by Miller and Charles (1991) was calculated, a baseline from human ratings was
obtained for evaluation, which represents an upper bound that one could expect from a
machine computation on the same task. In our experiment, we compare the proposed model
with the node-based Information Content model developed by Resnik (1995) and the basic
edge-based edge counting model, in the context of how well these perform against human
ratings (i.e. the upper bound).

For consistency in comparison, we will use semantic similarity measures rather than the
semantic distance measures. Hence our proposed distance measure needs to be converted to a
similarity measure. Like the edge counting measure in equation 10, the conversion can be
made by subtracting the total edge weights from the maximum possible total edge weights.
Note that this conversion does not affect the result of the evaluation, since a linear
transformation of each datum will not change the magnitude of the resulting correlation
coefficient, although its sign may change from positive to negative.

3.2. Implementation

The noun portion of the latest version (1.5) of WordNet was selected as the taxonomy to
compute the similarity between concepts. It contains about 60,000 nodes (synsets). The
frequencies of concepts were estimated using noun frequencies from a universal semantic
concordance SemCor (Miller et al. 1993), a semantically tagged text consisting of 100
passages from the Brown Corpus. Since the tagging scheme was based on the WordNet word
sense definition, this enables us to obtain a precise frequency distribution for each node
(synset) in the taxonomy. Therefore it avoids potentially spurious results in occasions when
only word (not word sense) frequencies are used (Resnik 1995). The downside of using the
SemCor data is the relatively small size of the corpus due to the need to manually tag the sense
for each word in the corpus. Slightly over 25% of the WordNet noun senses actually
appeared in the corpus. Nevertheless, this is the only publicly available sense tagged corpus.
The MLE method would seem unsuitable for probability estimation from the SemCor corpus.
To circumvent the problem of data sparseness, we use the Good-Turing estimation with linear
interpolation.

3.3. Results

Table 1 lists the complete results of each similarity rating measure for each word pair. The
data on human ratings are from the publication of previous results (Miller and Charles 1991,
Resnik 1995). Notice that two values in Resnik’s replication are not available, as he dropped
two noun pairs in his experiment since the word woodland was not yet in the WordNet
taxonomy at that time. The correlation values between the similarity ratings and the mean
ratings reported by Millers and Charles are listed in Table 2. The optimal parameter settings
for the proposed similarity approach are: a=0.5, B=0.3. Table 3 lists the results of the
correlation values for the proposed approach given a combination of a range of parameter
settings.
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Word Pair M&C Replication | Simegge Simpege Simie
- means means
car automobile 3.92 3.9 30 10358 30
gem jewel 3.84 3.5 30 17.034 30
journey voyage 3.84 3.5 29 10.374 27.497
boy lad 3.76 3.5 29 9.494 25.839
coast shore 371 35 29 12.223 28.702
asylum madhouse 3.61 3.6 29 15.492 28.138
magician |wizard 35 35 30 14.186 30
midday noon 342 3.6 30 13.558 30
furnace  [stove 3.11 2.6 23 3527 17.792
food fruit 3.08 2.1 24 2.795 23.775
bird cock 3.05 22 29 9.122 26.303
bird crane 2.97 21 27 9.122 24.452
tool implement 295 34 29 8.84 29.311
brother monk 2.82 24 25 2.781 19.969
crane implement 1.68 03 26 4911 19.579| .
lad brother 1.66 12 26 2.781 20.326
journey car 1.16 0.7 0 0 17.649
monk oracle 1.1 0.8 23 2781 18.611
cemetery  |woodland 0.95 NA 0 0 10.672
food rooster 0.89 1.1 18 1.03 17.657
coast hill 0.87 0.7 26 8.917 25.461
forest graveyard 0.84 0.6 0 0 14.52
shore woodland 0.63 NA 25 2.795 16.836
monk slave 0.55 0.7 26 2781 20.887
coast forest 042 0.6 24 2.795 15.538
lad wizard 0.42 0.7 26 2781 20.717
chord smile 0.13 0.1 20 4452 17.535
glass magician 0.11 0.1 22 1.03 17.098
noon string 0.08 0 0 0 12.987
100ster voyage 0.08 0 0 0 12.506

Table 1. Word Pair Semantic Similarity Measurement

Similarity Method Correlation (r)
Human Judgement (replication) 0.8848
Node Based (Information Content) 0.7941
Edge Based (Edge Counting) 0.6004
Combined Distance Model 0.8282

Table 2. Summary of Experimental Results (30 noun pairs)
3.4. Discussion

The results of the experiment confirm that the information content approach proposed by
Resnik (1995) provides a significant improvement over the traditional edge counting method.
It also shows that our proposed combined approach outperforms the information content
approach. One should recognize that even a small percentage improvement over the existing
approaches is of significance since we are nearing the observed upper bound.
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The results from Table 3 conform to our projection that the density factor and the depth factor
in the hierarchy do affect (although not significantly) the semantic distance metric. A proper
selection of these two factors will enhance the distance estimation. Setting the density factor
parameter at B=0.3 seems optimal as most of the resultant values outperform others under a
range of depth factor settings. The optimal depth scaling factor o ranges from 0 to 0.5,
which indicates it is less influential than the density factor. This would support the Richardson
and Smeaton (1995) argument about the difficulty of the adjustment of the depth scaling
factor. Another explanation would be that this factor is already absorbed in the proposed link
strength consideration. Overall, there is a small performance improvement (2.1%) over the
result when only the link strength factor is considered. Since the results are not very sensitive
to the variation in parameter settings, we can conclude that they are not the major
determinants of the overall edge weight.

Depth Factor Density Factor (B)
(o) B=1.0 B=0.5 B=0.3 B=0.2
o=2 0.79844 0.81104 0.81153 0.80658
o=1 0.80503 0.82255 0.82625 0.82266
0=0.5 0.80874 0.82397 0.82817 0.82509
o=0 0.81127 0.82284 0.82737 0.82411
o=-1 0.81435 0.81598 0.81818 0.81349
o=-2 0.81315 0.80228 0.80118 0.79492

Table 3. Correlation coefficient values of various parameter settings for the proposed approach

Further examinations of the individual results in Table 1 may provide a deeper understanding
of the model’s performance. The ratings in the table are sorted in descending order based on
Miller and Charles (1991) findings. This trend can be observed more or less consistently in
four other ratings. However, there are some abnormalities that exist in the results. For
example, the pair ‘furnace-stove’ was given high similarity values in human ratings, whereas a
very low rating (second to the lowest) was found in the proposed distance measure. A further
look at their classification in the WordNet hierarchy seems to provide an explanation. Figure
2 depicts a portion of WordNet hierarchy that includes all the senses of these two words. We
can observe that furnace and stove are classified under very distinct substructures. Their
closest super-ordinate class is artifact, which is a very high level abstraction. It would be
more reasonable if the substructure containing furnace were placed under the class of device
or appliance. If so the distance between furnace and stove would have been shorter and
closer to humans’ judgements. This observation re-enforces our earlier thought that the
structure of a taxonomy may generate a bias towards a certain distance calculation due to the
nature of its classification scheme.

Table 4 shows calculations of the correlation coefficients based on removing the ‘furnace-
stove’ pair due to a questionable classification of the concept furnace in the taxonomy. The
result shows an immediate improvement of all the computational models. In particular, our
proposed model indicates a large marginal lead.
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entity

object

artifact commodity
enclosure instrumentation consumer goods :
chamber deyice durable goods
furnace heater appliance
|
stove home appliance

|
kitchen appliance

stove

Figure 2. A fragment of WordNet taxonomy

Similarity Method Correlation (r)
Node Based (Information Content) 0.8191
Edge Based (Edge Counting) 0.6042
Combined Distance Model 0.8654

Table 4. Summary of Experimental Results
(29 noun pairs, removing the ‘furnace - stove’ pair)

4. Related Work

Closely related works to this study are those that were aligned with the thread of our
discussion. In the line of the edge-based approach, Rada et al. (1989) and Lee et al. (1993)
derived semantic distance formulas using the edge counting principle, which were then used to
support higher level result ranking in document retrieval. Sussna (1993) defined a similarity
measure that takes into account taxonomy structure information. Resnik’s (1995) information
content measure is a typical representative of the node-based approach. Most recently,
Richardson and Smeaton (1995) and Smeaton and Quigley (1996) worked on a combined
approach that is very similar to ours.

One of the many applications of semantic similarity models is for word sense disambiguation
(WSD). Agirre and Rigau (1995) proposed an interesting conceptual density concept for
WSD. Given the WordNet as the structured hierarchical network, the conceptual density for a
sense of a word is proportional to the number of contextual words that appear on a sub-
hierarchy of the WordNet where that particular sense exists. The correct sense can be
identified as the one that has the highest density value.

Using an online dictionary, Niwa and Nitta (1994) built a reference network of words where a
word as a node in the network is connected to other words that are its definitional words. The
network is used to measure the conceptual distance between words. A word vector is defined
as the list of distances from a word to a certain set of selected words. These selected words
are not necessarily its definitional words, but rather certain types of representational words
called origins. Word similarity can then be computed by means of their distance vectors.
They compared this proposed dictionary-based distance vector method with a corpus-based
co-occurrence vector method for WSD and found the latter has a higher precision
performance. However, in a test of leaning positive or negative meanings from example
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words, the former gave remarkable higher precision than the latter. Kozima and Furugori
(1993) also proposed a word similarity measure by spreading activation on a semantic net
composed by the online dictionary LDOCE.

In the area of IR using NLP, approaches have be pursued to take advantage of the statistical
term association results (Strzalkowski and Vauthey 1992, Grefenstette 1992). Typically, the
text is first parsed to generated syntactic constructs. Then the head-modifier pairs are
identified for various syntactical structure. Finally, a specific term association algorithm
(similar to the mutual information principle) is applied to the comparison process on a single
term/concept basis. Although only modest improvement has been shown, the significance of
this approach is that it does not require any domain-specific knowledge or the sophisticated
NLP techniques. In essence, our proposed combination model is similar to this approach,
except that we also resort to extra knowledge sources—machine readable lexical taxonomies.

5. Conclusion

In this paper, we have presented a new approach for measuring semantic similarity between
words and concepts. It combines the lexical taxonomy structure with corpus statistical
information so that the semantic distance between nodes in the semantic space constructed by
the taxonomy can be better quantified with the computational evidence derived from
distributional analysis of corpus data. Specifically, the proposed measure is a combined
approach that inherits the edge-based approach of the edge counting scheme, which is
enhanced by the node-based approach of information content calculation. When tested on a
common data set of word pair similarity ratings, the proposed approach outperforms other
computational models. It gives the highest correlation value (r=0.828), with a benchmark
resulting from human similarity judgements, whereas an upper bound (r=0.885) is observed
when human subjects are replicating the same task.

One obvious application of this approach is for word sense disambiguation. In fact, this is part
of the ongoing work. Further applications would be in the field of information retrieval. With
the lesson learned from Richardson and Smeaton (1995), when they applied their similarity
measure to free text document retrieval, it seems that the IR task would benefit most from the
semantic similarity measures when both document and query are relatively short in length
(Smeaton and Quigley 1996).
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Abstract
In this paper we propose using the distribufional differences in the syntactic patterns of near-
synonyms to deduce the relevant components of verb meaning. Our method involves
determining the distributional differences in syntactic patterns, deducing the semantic features
from the syntactic phenomena, and testing the semantic features in new syntactic frames. We
determine the distributional differences in syntactic patterns through the following five ways:
First, we search for all instances of the verb in the corpus. Second, we classify each of these
instances into its type of syntactic function. Third, we classify each of these instances into its
argument structure type. Fourth, we determine the aspectual type that is associated with each
verb. Lastly, we determine each verb’s sentential type. Once the distributional differences have
been determined, then the relevant semantic features are postulated. Our goal is to tease out the

lexical semantic features as the explanation, and as the motivation of the syntactic contrasts.

1. Introduction

Radical Lexicalism maintains that all grammatical behaviors are manifestations of
lexical features (Karttunen 1986). Since most lexical attributes are semantic and/or
conceptual in nature, taking this lexicon-driven approach to language means that many
syntactic properties can be predicted from lexical semantic attributes (Jackendoff 1976,
Levin 1985, Dowty 1991, Pustejovsky 1993). In terms of Natural Language Processing
(NLP), surface syntactic structures can be systematically predicted from their lexical
semantic representation. From this perspective, the automatic acquisition of lexical
knowledge for NLP may be possible, since the relation between syntactic patterns and

lexical semantics is predictable to some extent. Dorr & Jones (1996), for example,
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demonstrate that semantic information can be derived from syntactic cues when the
syntactic cues are first divided into distinct groupings that correlate with different word
senses.

However, as Levin (1993) points out, there are still many questions to be explored:

‘If the hypothesis that syntactic properties are semantically
determined is taken seriously, then the task is to determine, first, to
what extent the meaning of a verb determines its syntactic behavior,
and second, to the extent that syntactic behavior is.predictable,
what components of verb meaning figure in the relevant
generalizations. The identification of the relevant components of

meaning is essential if this approach is to be successful.’ (Levin

1993:14)

Our paper will focus on the last point above. We propose using the distributional
differences in the syntactic patterns of near synonyms to deduce the relevant
components of verbal semantics. In particular, we want to identify the semantic features
that differentiate verbal semantic behaviors. Our strong hypothesis is that all lexical
semantic features can be identified this way. In contrast, salient semantic features
deduced from a shared verb class may or may not be predictive of verbal features

because they may simply be descriptions of the meaning. Our method is as follows:

1) Determine distributional differences in syntactic patterns
2) Deduce the semantic features from the syntactic phenomena

3) Test the semantic features in new syntactic frames

How will we determine the distributional differences in syntactic patterns? Our
corpus-based approach calls for us to search, sort, and classify all relevant data
according to the four following criteria: First, we will classify each of these instances
according to the syntactic functions of the verbs themselves (i.e. predicate, complement,
adverbial, determinal, nominal). Second, we can classify the corpus data in terms of

argument type that the verbs take (i.e. NP subject, VP subject, sentential subject, NP
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object, NP double-object, sentential object). Third, we determine the aspectual types
each verb is associated with (i.e. aspectual markers, aspectual adverbs, resultative
complements). Lastly, we examine the sentential modes that each verb occurs in (i.e.
passive, imperative, evaluative, declarative, interrogative). ,

This process is time-consuming. However, because we are dealing with near-
synonyms, we expect there to be many shared syntactic behaviors that can be ignored
for the purpose of this study. This will facilitate the identification of (sometimes
unexpected) grammatical contrasts that instantiates deeper lexical semantic contrasts of
the near-synonym pairs. The crucial difference will be found in the small number of
instances where they are in complementary distribution in terms of one of the above
four types of syntactic information. In what follows we will present our 3 - step
methodology ( i.e. determine syntactic difference, deduce semantic feature, test for
reliability of semantic feature) for each of the 4 different types of syntactic information
(i.e. syntactic functions (Section 2), argument structure (Section 3), aspectual type
(Section 4), sentential type (Section 5)). In the concluding section (Section 6), we
discuss the advantages of this method as compared to an account that is based on

differentiating semantic classes of verbs (Levin 1993).

2. Syntactic functions
We look at what type of syntactic functions a verb can occur with, including predicate,

adverbial, complement, nominalization, etc.

Distributional differences

The distributional contrasts in terms of the syntactic functions between the two state
verbs LEI ‘be tired’ and PIJUAN °‘be tired’ are that LEI functions as a (resultative)
complement in 6% of the cases, but never occurs in a nominal phrase, while PIJUAN
serves as a noun in 9% of the instances, but never occurs in a (resultative) complement

position. The data from the Academia Sinica Balanced Corpus' (abb. Sinica Corpus) is

' The Academia Sinica Balanced Corpus is the largest balanced corpus of both written and spoken
contemporary Mandarin, developed by CKIP group in Academia Sinica, Taiwan, containing 3.5

million words.
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given in Table 1 and the relevant examples are given in (1) and (2). (The numbers next
to the verbs in the table indicate the number of instances of occurrence in the entire

Sinica Corpus.)

Table 1. Differences in syntactic functions: LEI vs. PITUAN

Functions Complement Nominalization
LEI 174 - 11 (6%) --
PIJUAN 33 - 3 (9%)

(1) Resultative complement
(la) ta zou de hen lei’ ,
| he walk DE very be-tired
‘He walked so much that he was tired.’
(Ib)#ta zou de hen pijuan
he walk DE very be-tired

(2) Nominalized object
(2a)  shuimian shi zhi pijuan “zuihaode fangfa
sleep be treat be-tired  best method

‘Sleeping in the best method to treat the tiredness.’
(2b) # shuimian shi zhi lei zujhaode fangfa -
sleep be treat be-tired  best method

Semantic feature

One semantic feature that would distinguish the meaning of these two verbs is [+/-
effect]. In other words, though both are states that predicate of people, LEI has the
additional meaning that is an effect state of an (unspecified) event, while PIJUAN does
not specify this. It is obvious that an effect state occurs as a resultative complement, and
represents the effect of another predicate. On the other hand, there seems to be a

tendency against nominalized complex verbs in Chinese (e.g. all verb-resultative

? The abbreviations used in the glosses are the following: ASP ‘aspect marker’, BEI ‘marker of

agent’, CL ‘classifier’, DE ‘complement marker’, PAR ‘sentential-final particle’,.
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compounds cannot be nominalized). Thus, an effect state has the semantic implicature

of a complex event and cannot be nominalized.

Prediction/Verification

After looking at near synonyms to determine the semantic feature that differentiates
them, we need to test our hypothesis. The following two examples demonstrate that it is
much easier for LEI than for PIJUAN to occur with the sentential-final particle (PAR)
le. In fact, the statistics shown in Table 2 indicate the relatively high percentage of LEI

co-occurring with /e when compared with the zero utterance of PIJUAN.

(3) Sentential-final particle

(3a) tamen lei . le jiu  lai ci he pijiu
they be-tired PAR then comehere drink beer
“When they are tired, they come here to drink some beer.’

(3b) # tamen pijuan le jiu lai i he pijiu

they be-tired PAR then come here drink beer

Table 2. Differenceé in collocations: LEI vs. PIJUAN

Collocation le
LEI 174 42 (24%)
PIJUAN 33 -

As the sentential-final particle primarily signals a change of state (cf. Li & Thompson
1981), the collocation to such an element reveals that the state expressed by LEI is
changed from an earlier state. In other words, it is an effective state, i.e. [+ effect].

PIJUAN, on the other hand, is [- effect].

3. Argument selection _
The distributional differences for argument selection involve determining whether the
verb occurs with an NP subject, VP subject, sentential subject, NP object, double NP

object, sentential object, etc.
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Distributional differences
In the case of GAOXING and KUAILE ‘be happy’, GAOXING can take a sentential
object in more than 7% of the cases, while KUAILE cannot, as shown in Table 3 and

example (4).

Table 3. Differences in argument selection: GAOXING vs. KUAILE

Collocation Sentential Object
GAOXING 280 20 (7.1%)
KUAILE 365 -
(4) Sentential Object

(4a) tamen hen gaoxing Zhangsan mei zou
they very be-happy John not go-away
‘They were glad that John did not go away.’

(4b) # tamen hen kuaile Zhangsan mei zou

they very be-happy John not go-away

Semantic feature

The semantic feature that can be deduced from this distributional difference is one of
effect, where GAOXING is an effect state relevant to the cause expressed in the
sentential object. It is obvious that.an effect state represents the effect brought out by a

cause event.
Prediction/Verification

We observe from the data that only GAOXING can be associated with the sentential-

final particle le in 0.7 % of the instances, as demonstrated below.
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(5) Sentential-final particle

(5a) keren gaoxing le jlu  gei- xiaofei
customer be-happy PAR then give tip
‘When customers are pleased, they give tips.’

(5b) # keren kuaile le jiu gei  xiaofei

customer be-happy PAR then give tip

Table 4. Differences in collocations: GAOXING vs. KUAILE

Collocation le
GAOXING 280 2 (0.7%)
KUAILE 365 -

The co;ltrast between (5a) and (5b) is correctly predicted, because it is possible for
GAOXING to represent a changed state triggered off by some cause, while it is not
possible for KUAILE. }
Thus it is justified to say that GAOXING is an effect state, i.e. [+ effect], whereas
KUAILE is [- effect].

4. Aspectual types . -
The distributional difference for aspectual types involve 'looking at the aspect matkers’,

aspectual adverbs and resultative complements the verbs co-occur with.

Distributional differences _
In the case of QUAN and SHUIFU ‘persuade’, only QUAN occurs with the durative

aspect marker -zhe’ in 1.8% of the cases, SHUIFU never does.

Table 5. Differences in collocations: GUAN vs. SHUIFU

Collocation -zhe
GUAN 112 2 (1.8%)
SHUIFU 50 -

? -Zhe is also called imperfective aspect marker (Ma 1985, Smith 1985, 1991).

40



(6) Durative aspect marker

(ba) ta yimian zou, yimian quan-zhe Zhangsan
he one-side walk one-side persuade ASP  John
‘He persuaded John as he walked.’

(6b) #ta yimian zou, yimian shuifu-zhe Zhangsan

he one-side walk one-side persuade ASP  John

Semantic Feature

As the marker -zhe indicates that an event is on-going (cf. Li & Thompson 1981), the
fact that QUAN can take such a marker and SHUIFU never can suggests that there are
aspectual differences between these two verbs. On the one hand, QUAN denotes an
extenSible, atelic event. On the other hand, SHUIFU denotes a bounded, telic event. The

semantic feature that would distinguish the meaning of these two verbs is [+/- telic].

Prediction/Verification
If our hypothesis is correct, we expect that only QUAN is compatible with adverbs

indicating the durative aspect. Consider the following examples.

(7) Durative aspectual adverb

(7a) ta yizhi quan Zhangsan  jiehun
he all-the-time persuade John get-married
‘All the time he persuaded John to get married.”

(7b) * ta yizhi shuift = Zhangsan jiehun

he all-the-time persuade John get-married

The adverb yizhi ‘all the time’ in the above examples can only occur with QUAN but
not with SHUIFU. This means that only the event denoted by QUAN can be in progress.
The difference between these two verbs in telicity is then justified.

A second argument in support of the claim that QUAN differs from SHUIFU in verbal

aspect is related to the fact that only QUAN adrhits, in 3.6% of instances, resultative
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complements which indicate completion or termination (cf. Smith 1991). Consider the

examples in (8).

Table 6. Differences in collocations: QUAN vs. SHUIFU

Collocation | Resultative Complement
QUAN 112 4 (3.6%)
SHUIFU 50 --

(8) Resultative complement
(8a) ta quan de Zhangsan  xin hen fan

he persuade DE  John mood very be-bored

‘He kept trying to persuade John until John was bored to death.’
(8b)#ta shuifu de  Zhangsan xin hen fan

he persuade DE  John mood very be-bored

It is reasonable that telic verbs like SHUIFU excludes the possibility of taking
resultative complements, since we cannot terminate an event which is already
terminated. But for atelic verbs like QUAN, it is only natural that they take resultative
complements, indicating that events are accomplished.

Thus the feature [+/- telic] can account for the contrastive use of aspectual type between

these two items.

S. Sentential types:
In this section, we look at what type of sentences a verb can join, including passive

sentence, imperative sentence, wish sentence, evaluative sentence, etc.

Distributional differences |

One of the distributional contrasts between QUAN énd SHUIFU involves the
possibility of forming passive sentence. It seems that SHUIFU occurs more frequently
in passive construction (6%) than QUAN does (0.9%). The examples in (9) show that

QUAN is not allowed in the passive construction without a resultative complement.
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Table 7. Differences in collocations: QUAN vs. SHUIFU

Collocation Passive Sentences
QUAN 112 1 (0.9%)
SHUIFU 50 3 (6%)
(9) Passive sentence
(9a) # Zhangsan bei ta quan le
John BEI he persuade PAR
(9b) Zhangsan  bei ta shuifu le
John BEI he persuade PAR
-l ohn was persuaded by him.”
(9c) Zhangsan bei ta .quan-zou
he BEI

‘John was persuaded to leave by him.”

he persuade go-away

le

PAR

In case of GAOXING and KUAILE ‘be happy’, the following distributional contrasts in

terms of the sentential types are noticed from the Sinica Corpus: GAOXING never

constitutes wish sentences but admits evaluational sentences (1.8%), while KUAILE

occurs in wish sentences (2.2%) but never appears in evaluational sentences.

Table 8. Differences in collocations: GAOXING vs. KUAILE

Collocations Wish Sentences | Evaluational Sentences
GAOXING 280 -- 5(1.8%)
KUAILE 365 8 (2.2%)
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(10) Wish sentence

(10a) zhu ni kuaile!
wish you be-happy
‘I wish you be happy.’

(10b) #zhu ni gaoxing!
wish you be-happy

(11) Evaluational sentences

(11a) zhei-jian shi  zhide gaoxing.
this CL thing be-worth be-happy
“This thing is worth enjoying.’

(11b) #zhei-jian shi  zhide kuaile
this CL thing be-worth be-happy

Semantic Feature

The semantic feature that would distinguish the meaning of QUAN and SHUIFU is [+/-
effect]. Though both are events, SHUIFU has an additional meaning of effect which
corresponds to the affectedness property of passive sentences, while QUAN does not
have.

As for GAOXING and KUAILE, the distinctive -feature of their meaning is [+/-
control]. Though both are states, GAOXING denotes the meaning of control which
accepts the calculated reaction in evaluational sentences and refuses the impredictive

nature of wish sentences, while QUAN does not.

Prediction/Verification

The possibility of taking a resultative complement constitutes a good argument for the
claim that the meaning of QUAN and SHUIFU can be distinguished by the feature of
effect. We have seen in (8) above that this construction is possible for QUAN but not for
SHUIFU. How can we account for the fact that QUAN cannot occur in passive
sentences alone without a resultative complement behind? The answer is that resultative
complements not only indicate the accomplishment of the main event, but also express

the affected state of the participant. Thus the use of resultative complements can
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contribute to QUAN additional properties like completion and affectedness, which are
inherent to SHUIFU.

Now let us turn to the semantic feature [+/- conﬁol]. To support the claim that
GAOXING can be controlled and KUAILE cannot, consider the use of imperative

sentence illustrated below.

Table 9. Differences in collocations: GAOXING vs. KUAILE

Collocation Imperative Sentences
GAOXING 280 3(1.1%)
KUAILE 365 -

(12) Imperative sentence

(12a) bie gaoxing!
don’t be-happy
‘Don’t be happy!’

(12b) #bie  kuaile!
don’t be-happy

The data show that GAOXING can form imperative sentences in 1.1% of the instances,
while KUAILE never can. This means that the hearer can only change the state of
GAOXING, but not the state of KUAILE. In other words, only the state of GAOXING

is controllable.

6. Conclusion
The notion that the syntactic behavior of verbs is semantically determined has been
examined extensively, especially for English verbs (please see Levin 1993 for relevant
references). The technique that has been used quite productively is one that determines
the distinctive behavior of verb classes. Levin summarizes this method:

The assumption that the syntactic behavior of verbs is semantically

determined gives rise to a powerful technique for investigating verb

meaning that can be exploited in the development of a theory of

lexical knowledge. If the distinctive behavior of verb classes with
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respect to diathesis alternations arises from their meaning, any class
of verbs whose members pattern together with respect to diathesis
alternation should be a semantically coherent class: its members
should share at least some aspect of meaning. Once such a class is
identified, its members can be examined to isolate the meaning
components they have in common. Thus diathesis alternations can
be used to provide a probe into the elements entering into the lexical

representation of word meaning. (Levin 1993:14)

However, this technique is not easily implemented in Mandarin, because extensive
study of diathesis alternations has not been done in Mandarin. Perhaps one reason is
because Mandarin allows both subject and object omission, which means that it is very
difficult to get a handle on what is a relevant ‘alternation.” The work that has been done
on sémantic interpretations of syntactic structures (and the verbs that may occur in these
structures) in Mandarin, such as in the case of pre-posed objects (such as BA and BEI),
while interesting, is inconclusive because the wide variety of contexts and possible
meanings defies a unified explanation. (Cf. Thompson 1973, Mei 1978, Bennett 1981,
Ren 1991, Sun 1995, etc)

Moreover, the diathesis alternation technique does not allow for a very fine grained
analysis of semantic features, bec'ause verbs may belong to more than one (seemingly
unrelated) alternation class®, and because different verb classes may share the same
alternation’. Thus, it is difficult to extract the common semantic feature that predict the
difference between the classes. When we look at near-synonyms, on the other hand, we
are able to set up a controlled study of lexical semantic contrasts and their grammatical
effects. We hope that this fine-grained approach will aid us in identifying the semantic

features or attributes that dictate the syntactic differences of verbs.

* For example, according to Levin (1993), hit belongs to verbs of throwing, verbs of contact by
impact as well as verbs of existence, whereas cut belongs to verbs of cutting, verbs of separating and
disassembling, verbs of creation and transformation, verbs of psychological state, verbs of bodily
state and damage to the body, verbs of grooming and bodily care and also meander verbs.

* For example, kit and cut share the conative alternation.
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Abstract ‘

The task of word sense disambiguation is to identify the correct sense of a word in
context. In this paper, we define a new notion, classification information, based on the
Shannon's information theory. The classification information of a word consists of the pair of
the most probable class MPC and the discrimination score DS. In the sense decision of the
target word, the MPC of a surrounding word represents the sense of the target word most
closely related, and the DS represents the degree of correlation between the MPC and the
surrounding word. When a new sentence containing the target polysemous word is given, the
sense of the target word is determined to the most plausible sense based on the classification
information of all surrounding words in the sentence. Experimental results show that the
average accuracy of the proposed method is 84.6% for the Korean data set, and 80.0% for
the English data set.

1. Introduction

The task of word sense disambiguation is to identify the correct sense of a word in.
context. The different meanings of a word are listed as its various senses in a
dictionary. The improvement in the accuracy of identifying the correct word sense will
result in better machine translation systems, information retrieval systems, etc.(Ng
1996).

There have been many approaches to solve word sense disambiguation problem.
In the earlier,‘ (Kelly 1975) and (Weiss 1973) made use of hand-coded knowledge.
Therefore, it is nearly impossible to apply those approaches to practical systems
because it is quite labor intensive to construct rules manually in those approaches(Gale
1992). }

Recently, various knowledge sources have been utilized to resolve word sense
ambiguity. One group acquired knowledge from machine readable dictionaries, and the
other group acquired knowledge from sense tagged corpora. The first group of
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researchers, (Lesk 1986), (Walker 1987), (Luk 1995), and (Ide 1990), use machine
readable dictionaries, such as Oxford's Advanced Learner's Dictionary of Current
English, to resolve word sense ambiguity. They try to develop a program that can
read an arbitrary text and tag each word in the text with a pointer to a particular
sense number in a particular dictionary. However, those approaches do not seem to
work very well because dictionaries simply do not record enough of the relevant
information.

The second group, such as (Miller 1994), (Leacock 1993), (Yarowsky 1992),
(Bruce 1994), and (Ng 1996), acquired knowledge from a sense tagged corpus in
order to solve word sense vdisambiguation problem. They extracted unordered set of
surrounding words, part of speech of target words, morphological forms, or syntactic
relations from corpus. In order to er‘nplloy those extracted information, they used
statistical classifiers, neural networks, IR-based techniques, or exemplar-based learning
method. The approaches based on a sense-tagged corpus can reduce human inter-
vention, and report relatively high accuracy.

Recently, there are a few approaches to overcome knowledge acquisition bottle-
neck problem. Yarowsky(1995) proposed an unsupervised training method, and Gale
(1992) used a bilingual corpus in order to solve knowledge acquisition bottleneck
problem.

In this paper, we propose a method of resolving word sense ambiguity based on
minimal information extracted from a sense tagged corpus. For this research, we
define the classification information which can be represented by the most probable
class(henceforth, MPC) and the discrimination score(henceforth, DS).

This paper is organized as follows. In the following section, we define the
classification information. In the section 3, we apply the classification information to
the word sense disambiguation problem, and then we show the experimental results in
the section 4. Finally, we discuss the characteristics and problems of our method, and

present the possible way of overcoming the problems in future.
2. Classification Informations

In this section, we define the classification information to determine the sense of the
target word. The classification information is formalized form of information involved
in each surrounding word. The classification information of a surrounding word
consists of two fields, the MPC and the DS. The MPC of a surrounding word
represents the sense of the target word most closely related, and the DS represents
the degree of correlation between the MPC and the surrounding word.

Shannon(1951) understood information as a liberty of choice. The liberty of

choice is granted on a selected message among various -messages which can be
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produced by information sources. He thinks that the uncertainty grows in proportion to ~
the amount of the increased liberty. Moreover, he measured the uncertainty by the
entropy, and the measure becomes the average information value per message. The

information value of the i-th message in the entropy equation is log,p;, which is
determined by p;, the occurrence probability of the message. So entropy, H, be-

comes the average information value of » messages.

H=— glpilog 20; . A (M

From the viewpoint of the information theory, each surrounding word can de-
crease the uncertainty of the given target word. The word, which can decrease much
uncertainty, has more discriminating ability. Therefore, assuming that the size of data

for each sense is the same, the noise produced by the surrounding word w, is

defined as

noise, = — ZZ‘ p(sensejw,)log op(sensejw,) |
freq(sense;, wy) (2)
freq(wy)

_ freq(sense;, wy) o
- = frea(wy) g2

where # is the number of senses, and p;, the occurrence frequency of surrounding
word w,, represents p(sense]w,), the conditional probability of sense; given the su-
rrounding word w,. In the equation (2), noise, has the value from 0 to log,n and
it has maximum value when all occurrence probabilities of ), are same. The word

‘whose noise is high has low discriminating "ability and provides little assistance for
determining the sense of the target polysemous word. Therefore, we can measure the

discriminating ability with the reverse function of noise as shown in the equation (3).
DS, = signal,= log yn— noise, 3)
The MPC can be calculated according to the equation (4).

freq(sense;, w,)
freg(wy)

4

MPC,= argmax; p;= argmax; p(sense|w,) = argmax;

The equations (3) and (4) are based on the hypothesis that the size of data for
each sense is same. However, the difference among the size of data may have an
effect on the values of the MPC, and the DS,. Therefore, the normalization based

on the data size is required. The normalized occurrence probability 5; is defined as
the equation (5).

b. N(senses)

A N(sense 1)  pNwylsense i)

)/ i= —_— =
S 3 pwidsense 1)

M sense )

)
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where MN(sense;) represents the data size of ;-th sense, and MN(senses) represents the
average of M semse;). The equation (6) shows the modified formula of #noise, based
on the equation (5).

Hwlsense 1)

i: Hwlsense 1)
- lo

ROty = — zl bilog, bi=— 2, g2
Z}lb(wklsense 7 ]21 pwisense 7)

(6)

In the equation(6), noise, also has the value from 0 to log,n. The normalized
DS, can be calculated by applying the equation (6) to the equation (3). The nor-
malized MPC, can be acquired by the equation (7).

MPC,= argmax; ; (7N
3. Sense Decision Using Classification Information

With the following sentence, we will explain the import of the classification infor-
mation in the word sense disambiguation.

Several financial institutions, both banks and insurance companies, have
been sounded out.

In general, human refers surrounding words in order to determine the sense of
the polysemous word 'bank'. However, not all of the surrounding words can provide
clues for the sense decision. The surrounding words, 'financial', 'institution', 'insurance’,
and 'company' provide important clues. On the other hand, 'several, 'have', 'be,
'sound’, and 'out' provide less information to the sense decision. The words providing-
important clues occur frequently in the sentence that the word 'bank' is used as one
specific sense, but occur rarely in the sentence that the word 'bank' is used as other
senses. Consequently, important clues have high DS value in the classification infor-
mation.

Because the classification information provides the importance of the surrounding
word, we can easily determine the sense of the target word with the summation of
DS of all surrounding words. The sense of the target word contained in a sentence

S={w;, wy, ---w,} can be determined by the equation (8).

MPC(S) = argmax; 33 DS(2) ®)
where the discrimination score of w, over semse;, DS,(i), is defined as the equation
©).

DS,(9) ={ ral i MPCy ©)

0 otherwise
For example, the table 1 presents the sense decision in a sentence containing



1
Training phase Testing phase
surroundin DS,(2)
&\ mpc, | DS,
words sense 1 sense 2 sense 3 sense 4
wy 3 0.7324 0 0 0.7324 0
Wy 2 1.3881 0 1.3881 0 0
ws 2 0.9077 0 0.9077 0 0
Wy 4 0.3140 0 0 0 0.3140
Wy 3 0.2663 0 0 0.2663 0
We 1 0.5817 0.5817 0 0 0
wy 2 0.8203 0 0.8203 0 0
wg ' 3 0.4938 0 0 0.4938 0
i“DSk( )] 0.3140
=
sense of the target word sense 2

Table 1. An example of sense decision using the classification information

words w;~ wg. The DS, is assigned to DS,(z) if ¢ is the MPC of w,, and 0
otherwise. Therefore the value of DS;(3) becomes 0.7324 and other values of

DS,(7) becomes 0, because the MPC of w, is semse; and the DS of w; is

0.7324. Finally, we determine the sense which has the maximum 2.DS, (i) as the

most plausible sense of the target word.

4. Experimental Results

Our word sense disambiguation method is tested with the data from two languages,

one is Korean and the other is English. Probably, our method can be applied to any

other language because only the occurrence frequencies of surrounding words

required to determine the word sense.

4.1 Korean Word Sense Disambiguation

Words

Senses

4l (Pae):NN

the belly(f), a pear(Zl), a boat(z‘g}{%), an embryo(F)

. A ZH(Jeon-Ja):NN

an electron(# ), the former(Hij)

Z+tH(Kam-Ta):VV

close one's eyes, wash, wind

< g th(yeol-Ri-da):VV

open, hold a meeting, spread a space,

make way for a person, start up,

enlighten, make out what a person say

Table 2. Four Korean polysemous words and their senses
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Word Inside test ' Outside test
baseline | accuracy | improvement | baseline | accuracy | improvement
H|(Pae) 61.4% 92.8% 31.4% 69.6% 78.3% 8.7%
7 ZH(Jeon-Ja) 87.3% 98.0% 10.7% 69.5% 81.0% 11.5%
7+ th(Kam-Ta) 60.3% 98.4% 38.1% 80.8% 84.9% 4.1% -
< 2] ti(yeol-Ri-da) 68.8% | 100.0% 31.2% 70.3% 81.6% 11.3%

Table 3. The results of inside and outside test

For the first experiment, we select four target polysemous words, extract
concordances of those words from 10 million size raw corpus, and manually tag the
sense of the word. In the outside test, we select the 80% of the concordances as a
training set and the remaining concordances as a test set. The table 2 contains the
target polysemous words and their senses. ' |

The table 3 contains the result of the inside test and the outside test acquired
from 100 trials. The baseline method in the table 3 represents the primitive method
that always selects the most frequent sense. In the inside test, the accuracy of our
method is much higher than the baseline method. From this result, we can say that
the classification informations reflect the implicit informations of the training data set
very well. However, the averagé accuracy in the outside test is about 84.6%. We
think that one major reason of the low accuracy is the data sparseness. We also think
that morphological ambiguity has bad effect on word sense disambiguation since we
use the raw corpus for training and testing. ' o

The table 4 shows the average difference between the DS of the correct sense
and the maximum DS of incorrect sense per word. The values in the table 4 are
calculated by the equation (10)where N is the number of words in the sentence and

c¢s denotes the correct sense.

| ngSk( cs) —{ argmax i,iFcs ngSk( Z)}l (10)
N

As shown in the table 4, the average differences of DSs are much smaller in

the case that incorrect senses are selected. We have made an experiment that admit

Words Successful case Failed case
lj (Pae) 0.2905 0.1337
A ZHJeon-Ja) 0.1595 0.0936
7+ tH(Kam-Ta) 0.2683 0.1062
<& 2] t}(yeol-Ri-da) 0.3017 0.1360

Table 4. The differences between DS,(7)
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Figure 1. The reliability and the acceptance rate of reservation strategy

the empty decision. The empty decision - represents the case when the word sense
decision is deferred if the average difference of DS per word ‘is less than the
threshold calculated by the equation (11).

0g o7

Threshold= 1 P (11)

where @ is a arbitrary constant value and # is the number of senses. In the
equation (11), we do not use the single constant value as the threshold. The more
sense the polysemous word has, the greater value the average difference of DS per
word has. Therefore, the empty decision rate increases in proportion to the number of
senses, if the threshold has the single constant value. In order to acquire the consi-
stent result for all polysemous words, we make the variable threshold in proportion to
the maximum of the average difference of DS per word. For example, if the value
of a is 5, then the empty decision breaks out when the average difference of DS

per word is less than %(=20%) of the maximum value.

The figure 1 show the experimental results of the reservation strategy. The
reliability means the proportion of the correct decision to the total number of decision.
The acceptance rate means the proportion of the decided sentences to whole input

sentences.
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WSD research accuracy 1gg°°

baseline 53% 80

70

Black(1988) 2% 60

Zernik(1990) 70% 38

Yarowsky(1992) 72% 30

Bruce & Wiebe(1994) 79% e
Ng & Lee(1996) 89% °. o 2‘4—‘8 '&, cweoow s

proposed method 80%

) ) . Figure 2. The result of reservation
Table 5. Comparison with previous works i
strategy - interest:NN

As shown in the figure 1, we can improve reliability by a little loss of accep-
tance rate with the reservation strategy. Therefore, we expect that we will get high
accuracy if other word sense disambiguation method is additionally employed to our

method as a post-process.
‘4.2 English Word Sense Disambiguation

In the second experiment, we used an English data set which has been commonly
used in several previous researches. So | far, very few existing works on word sense
disambiguation have been tested and evaluated on a common data set.. We could
acquire only one sense-tagged data set used in (Bruce 1994), which has been made
available in the public domain by Bruce and Wiebe. The data set consists of 2369
sentences each containing an occurrence of the noun "interest" .(or .its plural form
"interests") with its correct sense manually tagged(Bruce 1994)(Ng 1996). In order to
compare our method with other researches, we applied classification informations to
the common data set. The results of previous researches and our approach are shown
in table 5.

As shown in the table- 5, our proposed method is relatively better than previous
works except the Ng's method. Ng's method is better than any other method in terms
of the accuracy because he used complex informations such as parts of speech and
surface forms of target words, surrounding words, collocations and structural relations.
In our approach, however, only surrounding words are used to determine word senses.
Therefore, our approach can be easily applied to other languages.

We also apply the reservation strategy to the English data set, and the result is .
shown in the figure 2. We can also achieve high reliability by a little loss of
acceptance rate in the English data set by admitting the empty decision.

5. Conclusions and Future Works

In this paper, we have presented a method of word sense disambiguation by using
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classification informations. We have achieved about 96.7% accuracy in the inside test
and about 84.6% accuracy in the outside test. Moreover, we could achieve higher
accuracy at the cost of few recall rate under the reservation strategy.

We can say that our method has three characteristics. The first characteristic is
the ease of modeling. As we use classification informations, it is possible to
decompose whole word sense disambiguation model easily into word unit models. The
second characteristic is the ease of information acquisition. For classification
informations of word sense disambiguation, the minimal information, the occurrence
frequencies of surrounding words, is only required. The third characteristic is language
independency. However, our method can be applied to any other language because the
information used in our method is so simple that it can be extracted by the same
procedure regardless of the language. Our method have two problems, the kndwledge
acquisition bottleneck and the data sparseness problem.

For the future work, we will try to use a word class as a unit of the
classification information in order to solve the data sparseness problem and combine
our method to the unsupervised training technique. Moreover, we will also study the

technique of combining classification informations with other useful informations.
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Abstract
Most parsers handling syntactic agreement detect the errors but rarely give enough
informatioh on how to correct them.. Our interest here is the agreement error correction.
Thus, we suggest a multicriteria approach to guide the choice of the best alternative. We
propose three main criteria (frequency criterion, morphological criterion and typographic
criterion) which we apply to Arabic sentences in order to evaluate the alternatives, and we
show the interest of TOPSIS (Technique for Order Preference by Similarity to Ideal

Solution ) as an aggregation method for the proposed criteria.

Key Words: Agreement error detection, agreement error correction, multicriteria

approach, TOPSIS, correction alternatives ranking.

1 Introduction

Many studies have dealt with the problem of agreement errors in written texts. Most of

them addressed the detection process rather than the correction one.

The correction process involves the problem of choosing the proper correction among
several alternatives. The first parsers left this choice to the user ((Ravin 88), (Coch and Morise
90)) although it can be done automatically and without hesitation in some cases. Therefore, the
next parsers opted for the automation of the process of choosing the appropriate correction by

using criteria to rank the correction alternatives. Thus the user is guided by the parser in order
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to choose the appropriate correction ((Lapalme and Richard 86), (Veronis 91), (Bolioli and al
92)).

The first criterion proposed to classify the possible corrections gives priority to the head of
the phrase ((Strube 90), (Genthial and al 90), (Genthial and al 94)) : the idea here is that the

writer takes more care to the main words (the governors) than the others (the dependants).

It is clear that this criterion is irrelevant if we deal with competence errors. In French these
errors are mainly omission or addition of silent morphological marks (e.g., the mark "s" of the
plural) (Veronis 88). In such cases, the governor can't be used for the correction even if the

user gives a particular care to the main words.

Moreover, if we consider the case where the agreement marks of the dependants are more
frequent than that of the governor, it is unfair to impose the correction according to the

governor features only.

These works prove that taking into account one criterion is not appropriate to differing
phrases. We think that more one criterion must be considered. The multiplicity of criteria can

handle the different causes of errors.

Our study of the Arabic language proves that we can choose three main criteria (the

frequency criterion, the typographic criterion and the morphological criterion).

This paper focuses the use of a multicriteria approach to classify the possible corrections in
order to choose the best one. This approach can be applied to any language even if in this

paper we choose the Arabic language.

We first present a brief overview of the method used to detect the agreement errors in
Arabic sentences. Then we propose three main criteria to evaluate the correction alternatives
and we present the techniques of scoring them. Finally, we show the interest of using TOPSIS
(Technique for Order Preference by Similarity to Ideal Solution) as an aggregation method of

these criteria.

2 Agreement error detection method

Most of studies agree with the necessity of parsing the apprehended text in order to detect
the agreement errors ((Blache 90), (Blache 91), (Genthial and Courtin 92)). But we think that

the accuracy and the robustness of the parser strongly depend on the typology of errors to be
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handled. Thus, to detect the past participle agreement errors, a robust parser is required in
order to identify the correct syntactic dependencies (Lapalme and Richard 86). Whereas, to
handle agreement errors in gender and number, we think that a partial analysis can be
sufficient. We proposed in ((Ben Hamadou é.nd Belguith 96a), (Belguith and Ben Hamadou
96b)) a global analysis approach applied to Arabic and termed "Extended Syntagmatic
Analysis". This approach aims to group, in the same sets, all the units of the phrase concerned

by at least one agreement rule. The resulting sets are termed the "Extended Syntagms".
The proposed approach is based on two main steps which may be summarised as follows :

Step 1: Identification of the initial syntagms

The initial syntagms are mainly identified by the location of the "Function words" (i.e., the
particles, the prepositions, etc.). These words are used to identify the syntagm boundaries. We

can distinguish three categories of "Function words":

e words which separate two consecutive syntagms and do not belong to any one of them

(e.g., prepositions, coordinating conjunctions, etc.)

e words which start a syntagm and belong to it: this is the case of demonstrative

pronouns, relative pronouns, etc.

e words which end a syntagm and are referred to pfevious words which do not belong to

this syntagm (i.e., possessive pronouns).

Step 2: Constitution of the "Extended Syntagms"

The constitution of the "Extended Syntagms" is guided by a rule set which aims o extend
the initial syntagms by all the units of the phrase (function words or initial syntagms) that have

a dependency relationship. |

The result is a list of independent syntagms in which we can, separately, apply the process
of agreement error detection. The detection process can be reduced tc a simple unification

process of the morphological features of all the constituents of the extended syntagm.
Example :
Let us consider the sentence : ' ¢l yill asaely 2y Ay ol 7l 250l sl

. st h .
(The train€efempu. NUIS€omsing. tOOK CATE mascsing. Of the patieNtmasc sing. ANd BAVE fom sing. NiMmasc sing

some medicines)
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The location of the function words: "<" (1), "," (2)," ¢" (3) entails the decomposition of

the sentence into the following initial syntagms :

SIi={ <lai sl (trainee) , i)l (nurse), sz (took care) }
SI= { = (patient) }

SIi= { ksl (gave) }

SIi= { e.(him) }

SIs= { +i44i (medicines) }

The result of the "Extended Syntagmatic Analysis" is given by :
SE,={ «lesl (gave), <laipll (trainee) , o).l (nurse), sl (took care) }
SE,={ o (him), =\l (patient) }

SE;= { :,41 (medicines) }
| .The detecfion process can be done separately in eéch extended syntagm’.

Let us consider SE;. The units of SE; and their features can be represented by the following

figure’ :
ol 1) izl 26| sl
, trainee nurse toéﬁ-:are gave
Gender | F _____________________ F ___________________ M __________________ F ) —> Error in gender -
Number P _____________________ S ____________________ S ______________________ S —> Error in number
Tense X X A A
Personal |3 3 3 3
pronoun

The unification process of the unit features of SE; fails in terms of gender and number.
3 Agreement error correction method
Upon many correction alternatives, the choice of the best alternative may be obvious : this

is generally the case of phrases involving few errors since the best solution is the same in terms

of all points of view. For instance, the sentence ' il iiudl 3 cnly udll 5Y,¥ (the

1 SE; is a singleton, so it is not concerned by the detection process.

2 Gender : F(Feminine), M(Masculine).

Number : §(Singular), P(Plural), D(Duel)

Where Duel refers to two persons and plural refers to more than two persons.
Tense : P(Present). F(Future), A(Past).
Personal pronoun 0 1.2,3.
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childrenmscpt Who playSmascsing in the garden aremsscpr my students macp) has two possible
corrections : the first one aims to line up the sentence with the singular, however the second

one favors the plural.

To classify these corrections, a first point of view consists of minimizing the number of
errors and therefore aims to favor the correction which features are the most frequent. An
other point of view may favor the correction that minimizes the number of typographic

transformations.

We can remark that the second alternative (plural) is the best one according to the two
points of view (three word in the plural and only one in the singular; addition of two letters

versus an omission of five letters and a substitution of one letter).

Nevertheless, the best correction is not usually the same according to all points of view.
For example, if we consider the sentence 'Oyl 3 |yt basdl ol o' (The little masc.sing.
and dynamic masc,,si;g. 8irl femsing.  SUCceeded masc pl. in the exam), the best correction given by the
frequency criterion (first point of view) is the masculine-singular. Whereas the typographic
criterion (second point of view) favors the correction with the feminine-singular.
Consequently, the choice of the best alternative requires a careful analysis and, inevitably,
needs a negotiation between the considered criteria. In the following section, we present the
basic concepts of a multicriteria approach and we show how it is appropriate to this kind of
problems.

3.1 Basic concepts of the multicriteria approach

Our multicriteria decision problem can be defined as follows :
Let X={x), ..., Xa} aset of correction alternatives and let F = {f}, ..., f;} a set of criteria. The
evaluation function of an alternative x; according to criterion f; is denoted by :
£:X> IR |
x = £(x)
Each criterion has to be maximized. The problefn can be written as follows :
"Max" f(x)= (fi(x), f2(x), ..., £i(x))

subject to xe X
We say that x; dominates x, if Vi, fi(x))>fi(xz) (f(x1) #{(x2)).

A correction alternative in X is said efficient if it is not dominated.



In order to determine all efficient correction alternatives, we can use one of the following

methods :

q . . .
>0, Ya;=1, where o is the associated weight of the
=

1. P(a)=Max Zajfj(x) o
j
criterion f;. The solution of P(ct) is an efficient correction alternative.
2. The ideal correction alternative (x*) is the point in IRq whose cordinates are :
| (Y1, .-.» Yq) where y7i =anx f,(x) j=1,..,q

P(d) = Min (d(f(x*), f(x))), where d is a distance (e.g., Euclidean distance).
X

The solution of P(d) is generally an efficient one.

In our work we will use TOPSIS (Technique for Order Preference by Similarity to Ideal
Solution) which is advocated to cardinal criteria and uses a combination of P(c) and P(d) to

rank the efficient correction alternatives.

3.2 Main criteria to evaluate the correction alternatives
When the detection of agreement errors involves many correction alternatives, choosing
the best one is not usually a simple task since it requires the ranking of the alternatives

according to many criteria.

We propose three main criteria to evaluate the correction alternatives in Arabic sentences :

the frequency criterion, the morphological criterion and the typographic criterion.
3.2.1 Frequency criterion

The frequency criterion is measured by the occurrence of the alternative features in the
sentence. This criterion favors the alternative whose features are more frequent in order to

minimize the agreement error number. For example, the sentence :

i e i) 3 vl SY ol ol s’ (ThiSem sing. Zirlfemsing. WhOfempl. Playfem pi. in the garden is
very beautifuleensing) is corrected in the singular (only two words corrected) rather than the

plural (three words corrected).

To determine the score of an alternative x according to this criterion, we sum the
occurrence of the pair (gender, number) with the occurrence of the tense and that of the

personal pronoun. We obtain the following :

f1(x) = Occ(gender, number) + Occ(tense) + Occ(personal pronoun)
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where Occ is the occurrence of the specified feature’.

Let us consider the sentence presented above, the units concerned with the agreement and

their features are represented in the following figure :

ol oo S nals e
(This) . (@)  (iho) (iﬁ_f;) is beautiful

Gender F F F F F
Number . S| S| Pl ? ........... S
Tense o X ---------- X .......... X .......... T ----------- X N
Personal 3 ---------- 3 ----------- 3 ----------- -3_ .......... 3 h
pronoun |

- There are two possible corrections :
x;= feminine, singular, present, 3

xo= feminine, plural, present, 3

The outcomes of these alternatives are respectively :
fl(Xl) = 0cc (F,S) =3
fi(x2) = Occ (F,P) =2

Thus in terms of this criterion, we choose x; as the best correction since fi(x;) is greater than
fi(x2).
3.2.2 Typographic criterion

This criterion is devoted to agreement errors which have a lexical origin. These errors can
not be detected by the lexical analysis given they belong to the lexicon, however they are
detected by the parser as agreement errors since they didn't fire the agreement rules. For
instance, in the sentence : ' ikl (3 el canl il it ' (The littlempt. illtemsing. PlaYsemot
with their gmp bicycle in the garden), it is clear that the agreement error in number between the
noun 'c—J' (girl) and the other units of the phrase has a lexical origin. So, in order to write
‘oLl (girls), the user can omit the letter ' and then writes the word 'V (girl) which belongs

to the lexicon.

To carry on this kind of errors, the typographic criterion favors the correction which
minimizes the typographic transformations of the erroneous words. In most cases these

transformations can be either an omission of a letter (e.g., ' < (girls) > ' <=' (girl)), an

3 If the specified feature doesn't fail in terms of the unification process, we attribute zero to its associated occurrence.
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addition of a letter (e.g., ' I (Student)mascsing. —> 4" (student)emsing) OT a substitution of a
letter by another (e.g., 'O)—t' (engineerS)mascp. —> 'Olwtige' (€NginNEers)masc.auet). The
permutation errors occur in some cases and they are geﬁerally followed by one of the errors
presented above (e.g., 'wlwiigs' (engineers)emp. —> 'Oliwdigs’ (ENGINELTS)om duet : pErmutation of

two letters and omission of a letter).

To take into account the transformations necessary to correct an erroneous word, we
assign the following ordinal scores to the different kind of errors (Ben Hamadou 93) :
e score of a letter omission (W, = 0.25)
e score of substitution of a letter by another ( Wy = 0.5)
* score of permutation of two letters (W = 0.75)

e score of a letter addition (W, = 1)

These scores are chosen according to the frequency of each kind of error. For instance,
the writer can omit a letter where it is necessary, but rarely adds one where it is not.

Consequently, the score of omission of a letter is strictly lower than that of the addition.

The outcome f5(x) of an alternative x in terms of this criterion is the sum of the scores of
the different typographic transformations which affect the erroneous words. For instance, to
change the word 'JU' (studentmasing.) by the word 'adb' (students mascpt) there is a total score

of 1.25 (addition of a letter and omission of a letter).
3.2.3 Morphological criterion

Generally, the correction of an erroneous word requires the change of some of its letters.
Thus, in English, to conjugate a verb in the present with a plural personal pronoun, we omit
the letter 's' from the singular form (e.g., he eats — they eat). However, in French, we must
add the letters 'ent' (the plural mark) (e.g., il mange masc. sing. — 1ls mangent masc. p1.). The same
thing is used for Arabic since we add the plural mark which is generally represented by one or
many letters (e.g., JSt s» > 045 o).

We can say that the change of the tense or the personal pronoun of a verb requires the
addition/omission of some of its letters. This is not usually the case for the nouns and
adjectives since many words have restricted morphological features. For example, the noun
'J=,' (man) can be only masculine and the adjective ' }-\>' (pregnant) can be only feminine. In

these cases, to change the morphological features of a word, we must change the root of the
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word. For instance, the masculine form of the word '' (girl) is ' ' (boy) (the second word is

not derived from the first one since they didn't share the same root).

To handle this kind of errors, the morphological criterion favors the corrections that do
not change the root of a word. Consider the sentence : 'i~li 0SL =i’ (The girlfem,sing
€atmascp. an apple) which includes an agreement error in gender between the subject ' ="' (girl)
and the verb '0 S (eat). The best alternative in terms of this criterion is the feminine-singular:
it is more simple to correct the verb by changing some of its letters (a substitution of a letter by
another and a deletion of two words) than to change the noun by another which is not derived
from it. The idea here is that the user may omit or add some letters by mistake rather replaces a

word by another.

This criterion, which we have to minimize, is measured by the occurrence of such words in
the sentence. Each alternative x is evaluated by a score f3(x) that represents the number of
words with restricted morphological features to be corrected.

4 Criteria aggregation by the TOPSIS method

4.1 Main steps of TOPSIS

TOPSIS is a multiple criteria decision making method (MCDM) devoted to cardinal
criteria.
| According to this method, the best solutions are defined to be those which are farthest
from the negative-ideal point (the alternative with worst scores on all criteria) as well as closest
to the ideal point (the alternative which has the best scores on all criteria). The ideal point and

the negative-ideal point can be two artificial (not feasible) alternatives.

The various steps of TOPSIS may be summarised as follows ((Yoon and Hwang 81),
(Hwang and Yoon 85)) :

step0: Construction of the decision matrix

Let Y=(y;),i=1..n, j=1..q be the decision matrix such that y, = f;(x;)-

yi is the outcome of the alternative x; with respect to the criterion fj and Y represents the

outcomes of each alternative in terms of all criteria.
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stepl: Construction of the normalised decision matrix

This step tries to transform the various attribute dimensions into non-dimensional attribute

in order to allow comparison across the attributes.

The corresponding element of the normalised decision matrix can be calculated as :

r_,___L i=1,...,n i=1,...q

step2: Construction of the weighted normalised decision matrix

~This matrix is obtained by multiplying each column of the normalised decision matrix with

its associated weight (o). An element of the new matrix will be :

Vi =0Ty i=1,...,n; j=1,...,q

step3: Determination of ideal and negative-ideal solutions

The ideal solution (x ) is defined as :
x* = vl vi vy

+ _ : : : '
where \& —{miax Vij,JEJ, mim Vij ]EJ}

J is the set of criteria to be maximized (frequency criterion) and J' is the set of criteria to be
minimized ( typographic criterion and morphological criterion).

The negative-ideal solution (x ™) is defined as :

X~ = {v;, v;,...,v;,...,v;}

where vj = {m_in vilel, max v j EJ}
1 1 . )

step4: Calculation of the separation measure

This step tries to measure the 'separation (in terms of Euclidean distance) of each
alternative from the ideal solution as follows:
s
2

q
st = Z (vij-v]-')z i=1,...n
Similarly, the separation from the negative-ideal solution is given by :

%

9

P - 2 ;=

Sy = Z(vij-vl) 1=1,...,n
=1
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step5: Calculation of the relative closeness to the ideal solution

The relative closeness of an alternative x; with respect to x" is defined by :

cto__Si
1 + —
(7 +s7)

Then the preference order can be obtained according to the descending order of C? and

.....

o<c;“<1 i=1

the best alternative will be defined as the one which is closer to x * than to x ~ .

4.2 Weighting the different criteria

In the following we present subjective weighing criteria experimented on a variety of real
sentences.

Determination of the weight of the frequency criterion (a;)

The frequency criterion is more important when the difference in terms of score between

the best alternative and the other ones is very important.
Then, o, may be defined by :

oy = ) (Maxfy (%) - £ (x)))

i=1

Determination of the weight of the morphological criterion (¢,)

Our experimental study of test sentences shows that o, depends on o, if (o = 0)

otherwise it depends on the frequency of the alternatives :
If Max fi(x;) > 5 Max fi(x;) then o; is more ‘important than o,
If Max fi(x;) < 5 Max f3(x;) then o, is more important than o,

o, may be defined as follows :

if oy # 0 then
1

gal if Max fl(xi) > 5 Max f2(Xi)
OL2 = 1

— if Max f,(x;) <5 Max £, (x;)

xy
if a; = 0 then

% Max fj(x;)  if Max fi(x;) > 5 Max f, (x;)
OL2 =

1

I\IIaTl(xi) if Max fl(xi) <5 Max fz(xi)
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Note that (1/5) represents the trade-off between the morphological criterion and the frequency
criterion.

Determination of the weight of the typographic criterion (a;)

n
o3 depends on the typographic gaps (Z (Max f3(x;) — f3(x;)) ) and conversely depends
1
i=1

on the frequency gaps (z (Maxf;(x;) — fi(x;))). o3 may be done by :

i=1
_Zn:(M.ast(Xi)—fs(xi))
i=1 ! If(Xl #0
[0 4
a3 =3 !
> Max f3(x;) - f3(x;))
= _
L Max f; (x;) ffo =0

Note that the weights (a1 , o2 , oz ) are calculated on the basis of the normalised decision

matrix and since they must satisfy the constraints :

a.
q . . . a: J
0<a;<1 and 2:ajzl,wevwllnormahsethemby. i
j=1 Z“j
=

4.3 An illustrative example
Let us consider the sentence : 'Lgb Logelis by 5 05 sl orlan] aaidl Jor 3 Lin ' (thiS mase.sing TiCh
fom.sing. MAN masc.sing, T€Nt€Umasc.sing. tWO ShOPS and put mase.duel their masc.auet go0ds in them )

The result of the "Extended Syntagmatic Analysis" is given by the following extended
syntagms : ‘

SE;={ Lea (their), ez ( put), ~ul ( rented), @l (rich), J~) ( man), lis (this) }
SE;= { L (them), 0w #\> (two shops) }

Let us consider SE;. The features of SE; may be represented by the following figure which
shows the errors in gender and number.
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Clearly, there are three correction alternatives :
x1: Masculine, singular
X,: Masculine, duel

x3. Feminine singular

The scoring of these alternatives in terms of the criteria is given in the following decision

matrix :
X3 X2 X3
Frequency Criterion 3 2 1
Morphological Criterion 0 0 1
Typographic Criterion 4 1,75 7,25

According to this matrix, we can conclude that x; is dominated by x; and x;. x; and x; are
two efficient solutions.

stepl: Construction of the normalised decision matrix

X X2 X3
Frequency Criterion 0,80 0,534 | 0,267
Morphological Criterion 0 0 1
Typographic Criterion 0,472 | 0,206 | 0,856

step2: Construction of the weighted normalised decision matrix

The weights of each criterion are respectively :

oy = (0,8-0,53) +(0,8-0,267)=0,8 o =0,239
= LS ~125 Normalised weights oy = 0,373
6— 0,472 6— _
= (0,856 — 0,472) + (0,856 — 0,206) 129 o = 0,386
0,8
The normalised decision matrix is the following :
X X2 X3
Frequency Criterion 0,191 | 0,127 | 0,063
Morphological Criterion 0 0 0,373
Typographic Criterion 0,182 | 0,079 | 0,331

step3: Determination of ideal and negative-ideal solutions

Ideal solution | Anti-ideal solution
4 4
0,191 0,063
0 0,373
0,079 0,331
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step4: Calculation of the separation measure

X X2 X3
S+ | 0,102 | 0,063 | 0,468
S- | 0,422 | 0,455 0

step5: Calculation of the relative closeness to the ideal solution

S+ S- C+ | Ranking
x: | 0,102 | 0,422 | 0,804 2
xz | 0,063 | 0,455 | 0,876 1
X; | 0,468 | 0 0 3

x, has the best ranking, thus the best correction is obtained by lining up all the words of

the erroneous sentence by the Masculine- Duel :

“L“"h:’ L;..@.:«U.o L"‘*‘:’JJ Ugj’\—" ‘J*t'"““’l 0\—:""'*3\ CDL”}“ OLL" (thesemasc. Duel riCh masc. Duel mMenN masc. Duel

rentedmase. Duet tWO Shops and put mase Duet their mase puet g00ds in them).

5 Preliminary Experiment

A prototype implementation of the proposed method called ' DECORA!' is developed using
the C++ programming language with WINDOWS environment.

In order to evaluate the DECORA performance, 300 sentences are chosen from real texts
written by secondary school students. The sentences are various : they contain from 1 to 4

extended syntagms and each syntagm contains a maximum of 9 words.

The sentences are corrected by\a human expert whom we ask to classify them in the three
following classes :
Class 1 : sentences which corrections are obvious.
Class 2 : sentences which corrections are not obvious and are somewhat challenging.
Class 3 : sentences which corrections need a very careful analysis to choose among the

possible ones.

The. same sentences are processed by DECORA. The results of the comparison between

DECORA and the expert corrections are given in the following table :

(A) ®B) 1 2 >3
1 100% | 0% 0%
2 85% | 13% | 1%
3 74% | 21% | 5%
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(A) : Sentences classes

(B) :Ranks of the corrections proposed by DECORA which are similar to the expert

corrections.

As shown in this table, for the first sentences class, all corrections proposed by DECORA
as the best ones are similar to those given by the human expert. 85 % of sentences of the
second class are corrected in the same way by DECORA and the expert. This percentage
decreases to 74 % for the third class. DECORA's best proposed corrections of the reminding
sentences are different from those of the expert. Generally, these sentences haye more than
one plausible correction (i.e., they have very close scores). The expert may in some cases be
hesitating between two or more possible corrections and then the choice of the best one is
almost made at random. However, DECORA can make distinction between these alternatives

by ranking them according to their scores.

Note that in some cases of the third class, different human experts may have different opinions
about the best correction. In fact they may disagree with the relative importance of each
criteria.

We think that the obtained results are very satisfying and we hope to obtain better results by

studying more real sentences in order to improve the criteria weights.

6 Conclusion

As the correction process of agreement errors is not usually a simple task since the choice
of the best correction alternative requires a careful analysis, we think that the use of a

multicriteria approach to guide the correction process is very interesting.

In this paper, we proposed three main criteria (the frequency criterion, the morphological
criterion and the typographic criterion) to rank the correction alternatives of Arabic sentences.
We presented the techniques of scoring the correction alternatives in terms of the considered
criteria. Finally, we showed that u.sing TOPSIS (Technique for Order Preference by Similarity
to Ideal Solution ) as an aggregation method of the considered criteria is well appropriated for

our problem and the obtained results are very satisfying.
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Abstract

In this paper, we propose a method to construct a bigram LR table to incorporate bigram
constraints into an LR table. An LR table which incorporates bigram constraints is called a
bigram LR table. Using the bigram LR table, it is possible for a GLR parser to make use of
both bigram and CFG constraints in natural language processing.

A method for constructing bigram LR tables is proposed. Applying the resultant bigram LR
table to our GLR method has the following advantages:

1. A language model utilizing a bigram LR table has lower perplexity than a bigram language
model, since local constraints (bigram) and global constraints (CFG) are combined in the
single bigram LR table at the same time.

2. Bigram constraints are easily acquired from a given corpus. Therefore data sparseness is
not likely to arise.

The former advantage leads to a reduction in complexity, and as the result, produces better
performance for GLR parsing.

Our experiments demonstrate the effectiveness of our method.

1 Introduction

In natural language processing, stochastic language models are commonly used for lexical and syntactic
disambiguation (Fujisaki et al., 1991; Franz, 1996). Stochastic language models are also helpful in
reducing the complexity of speech and language processing by way of providing probabilistic linguistic
constraints (Lee, 1989).

N-gram models (Jelinek, 1990), including bigram and trigram models, are the most commonly used
method of applying local probabilistic constraints. However, contexf-free grammars (CFGs) produce
more global linguistic constraints than.N-gram models. It seems better to combine both local and global
constraints and use them both concurrently in natural language processing. The reason why N-gram
models are preferred over CFGs is that N-gram constraints are easily acquired from a given corpus.
However, the larger N is, the more serious the problem of data sparseness becomes.

CFGs are commonly employed in syntactic parsing as global linguistic constraints, since many
efficient parsing algorithms are available. GLR (Generalized LR) is one such parsing algorithm that

uses an LR table, into which CFG constraints are precompiled in advance (Knuth, 1965; Tomita, 1986).

76



a, b,

]

Figure 1: Connection check by CFG

Therefore if we can incorporate N-gram constraints into an LR table, we can make concurrent use of
both local and global linguistic constraints in GLR parsing.

In the following section, we will propose a method that incorporates bigram constraints into an LR
table. The advantages of the method are summarized as follows:

First, it is expécted that this method produces a lower perplexity than that for a bigram language
model, since it is pbssible to utilize both local (bigram) and global (CFG) constraints in the LR table.
We will evidence this reduction in perplexity by considering states in LR table for the case of GLR
parsing.

Secondly, bigram constraints are easily acquired from smaller-sized corpora. Accordingly, data

sparseness is not likely to arise.
2 CFG, Connection Matrix and LR table

2.1 Relation between CFG and Connection Constraints

Figure 1 represents a situation in which a; and b; are adjacent each other, where a; belongs to
Setr (4 = 1,--,I) and b; belongs to Set; (j = 1,---,J). Setr and Set; are defined by last1(A)
and first! (B)(Aho et al., 1986), respectively. If a € Set; and b € Set; happen not to be able to occur
in this order, it becomes a non-trivial task to express this adjacency restriction within the framework
of CFG.

One solution to this problem is to introduce a new nonterminal symbol A; for each a; and a
nonterminal symbol B; for each b;. Introducing new nonterminal symbols A; and B;, we replaces the
rule X — A B with a set of rules of {X — A, B; | for all pairs (4;, B;) where b; can follow a;}.
After this rule replacement, the order of the number of rules will become I x J in the worst case. The
introduction of such new nonterminal symbols leads to an increase in grammar rules, which not only
makes the LR table very large in size, but also diminishes efficiency of the GLR parsing method.

The second solution is to augment X — A B with a procedure that checks the connection between

a; and b;. This solution can avoid the problem of the expansion of CFG rules, but we have to take care
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Figure 2: Connection matrix

of the information flow from the bottom leaves to the upper nodes in the tree, A, B, and X.

Neither the first nor the second solution are preferable, in terms of both efficiency of GLR parsing
and description of CFG rules. Additionally, it is a much easier task to describe local connection
constraints between adjacent two terminal symbols by way of a connection matrix such as in Figure 2,
than to express these constraints within the CFG.

The connection matrix in Figure 2 is defined as:

1 if b; can follow a; (1)
0 otherwise

Connect(a;,bj) = {

The best solution seems to be to develop a method that can combine both a CFG and a connection
matrix, avoiding the expansion of CFG rules. Consequently, the size of the LR table will become smaller
and we will get better GLR parsing performance. In the following section, we will propose one such

- method.

2.2 Relation between the LR Table and Connection Matrix

First we discuss the relation between the LR table and a connection matrix. The action part of an LR
~ table consists of lookahead symbols and states. Let a shift action sh m be in state [ with the lookahead
symbol a. After the GLR parser executes action sh m, the symbol a is pushed onto the top of the stack
and the GLR parser shifts to the state m. Suppose there is an action A in state m with lookahead b (see
Figure 3). The action A is executable if Connect(a,b) # 0 (b can follow a), whereas if Connect(a,b) =0
(b cannot follow a), the action A in state m with lookahead b is not executable and we can remove
it from the LR table as an invalid action. Removing such invalid actions enables us to incorporate
connection constraints into the LR table in addition to the implicit CFG constraints.

In section 3.2, we will propose a method that integrates both bigram and CFG constraints into an

LR table. After this integration process, we obtain a table called a bigram LR table.

78



LR table

I [------ shm|-==c--| |-===m====e-

A is removed if Connect (a,b) = 0
Stack Input symbols

Figure 3: LR table and Connection Constraints

3 Integration of Bigram and CFG Constraints into an LR Table

3.1 The Definition of a Probabilistic Connection Matrix

A close relation exists between bigrams and connection matrices, in that the bigram probability P(b|a)
corresponds to the matrix element of Connect(a,b). A connection matrix incorporating bigram proba-
bilities is called a probabilistic connection matrix, in which Connect(a,b) = 0 still means b cannot follow
a, but instead of connection matrix entries having a binary value of 0 or 1, a probability is associated
with each element. This is then used to construct a probabilistic LR table.

The N-gram model is the most commonly used probabilistic laﬂguage model, and it assumes that
a symbol sequence' can be described by a higher order Markov process. The simplest N-gram model
with N = 2 is called a bigram model, and approximates the probability of a string X = zyzoz3 - Tp

as the product of conditional probabilities:

P(X) = P(21[#)P(22]21) - - P(2n|2n_1)P(8|zn) " (2)

In the above expression, “#” indicates the sentence beginning marker and “$” indicates the sentence
ending marker. The above bigram model can be represented in a probabilistic connection matriz defined -

as follows.

DEFINITION 1 (probabilistic connection matriz)

Let G = (Vy,Vr, P, S) be a context-free grammar. For Va,b € Vr (the set of terminal symbols),

the probabilistic connection matriz named PConnect is defined as follows.
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PConnect(a,b) = P(bla) (3)

where P(bla) is a conditional probability and 3.y, P(bla) = 1.
PConnect(a,b) = 0 means that ¢ and b cannot occur consecutively in the given order.

‘PConnect(a,b) # 0 means b can follow ¢ with probability P(b|a).

3.2 An algorithm to construct an bigram LR table

An algorithm to construct a probabilistic LR table, combining both bigram and CFG constraints, is
given in Algorithm 1:

Algorithm 1

Input: A CFG G = (Vy,Vr, P, S) and a probabilistic connection matrix PConnect.

Output: An LR table T' with CFG and bigram constraints.

Method:

Step 1 Generate an LR table T from the given CFG G.

Step 2 Removal of actions:
For each shift action sh m with lookahead @ in the LR table Ty, delete actions in the state m with

lookahead b if PConnect(a,b) =0.

Step 3 Constraint Propagation (Tanaka et al., 1994):

Repeat the following two procedures until no further actions can be removed:

1. Remove actions which have no succeeding action,

2. Remove actions which have no preceding action.
~ Step 4 Compact the LR table if possible.

Step 5 Incorporation of bigram constraints into the LR table:

For each shift action sh m with lookahead a in the LR table Tp, let

N
P= Z PConnect(a, b;)

i=1
where {b; : 4 =1,---, N} is the set of lookaheads for state m. For each action A; in state m with
lookahead b;, assign a probability p to action A;:

_ P(bi]la) _ PConnect(a,b;)
T Pxn Pxn

where n is the number of conflict actions in state m with lookahead b;. The denominator is clearly

a normalization factor.

Step 6 For each shift action A with lookahead a in state 0, assign A a probability p = P(a|#), where

“#” is the sentence beginning marker.
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(1) $S—=XY (6) A—al
(2) X—-4A (7) A— a2
3y X—-AB (8 B-—bl
4 Y-A (9) B—b2
(5) Y—-b1 A

Figure 4: Grammar G;

al a2 b1 b2 §

#1106 04 00 00 00
el | 0.0 0.0 0.0 1.0 0.0
2| 0.0 0.0 0.8 00 0.7
b1 |1 0.0 0.1 0.9 0.0 0.0
b2 1 0.0 0.0 1.0 0.0 0.0

Figure 5: Probabilistic connection matrix M;

Step 7 Assign a probability p = 1/n to each action A in state m with lookahead symbol a that has not
been assigned a probability, where n is the number of conflict actions in state m with lookahead

symbol a.
Step 8 Return the LR table T produced at the completion of Step 7 as the Bigram LR table.

As explained above, the removal of actions at Step 2 corresponds to the operation of incorporating
connection constraints into an LR table. We call Step 3 Constraint Propagation which reduces the size
of the LR table (Li, 1996). As many actions are removed from the LR table during Step 2 and 3, it
becomes possible to compress the LR table in Step 4. We will demonstrate one of such example in the
following section.

It should be noted that the above algorithm can be applied to any type of LR table, that is a
canonical LR table, an LALR table, or an SLR table.

4 An Example

4.1 Generating a Bigram LR Table

In this section, we will provide a simple example of the generation of a bigram LR table by way
of applying Algorithm 1 to both a CFG and a probabilistic connection matrix, to create a bigram
LR table. Figure 4 and Figure 5 give a sample CFG G; and a probabilistic connection matrix M,
respectively.

Note that grammar G; in Figure 4 does not explicitly express local connection constraints between
terminal symbols. Such local connection constraints are easily expressed by a matrix M, as shown in
Figure 5.

From the CFG given in Figure 4, we can generate an LR table, Table 1, in Step 1 using the

conventional LR table generation algorithm.
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state action goto
al a2 b1 b2 | $ | A|B|X| Y| S
0 shl | sh2 3 4 5
1 re6 | re6 re6 re6
2 re7 | re7 re7 re7
3 | re2 | re2 | re2/sh6 | sh7 8
4 sh9 | sh10 | shll 12 13
5 acc
6 re8 | re8 re8
7 re9d | ‘red re9
8 red | red red
9 re6
10 re7
11 sh9 | sh10 14
12 T4
18 rel
14 res
Table 1: Initial LR table for G,
state action goto
al a2 b1 b2 $ A[B|X|Y]|S
0 shi sh2 ‘3 4 5
1 re6(2) | re6(2) | re6(2) re6
2 | re?(2) | re?(2) re7 re7(2)
3 | re2(3) | re2 | re2/sh6 | sh7 8
4 sh9(3) | sh10 sh11 12 13
5 acc
6 | re8(2) | re8 re8
7 | re9(8) | re9(2) re9 .
8 re3(3) res re3
9 re6(2)
10 re7
11 | sh9(3) | shi0 14
12 red
13 rel -
14 red

Table 2: LR table after Step 2 and 3
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Table 2 is the resultant LR table at the completion of Step 2 and Step 3, produced based on
Table 1. Actions numbered (2) and (8) in Table 2 are those which are removed by Step 2 and Step 3,
respectively.

In state 1 with a lookahead symbol b1, re6 is carried out after executing action shi in state 0,
pushing a! onto the stack. Note that el and b1 are now consecutive, in this order. However, the
probabilistic connection matrix (see Figure 5) does not allow such a sequence of terminal symbols, since
PConnect(al,b1) = 0. Therefore, the action re6 in state 1 with lookahead b1 is removed from Table 1
in Step 2, and thus marked as (2) in Table 2. For this same reason, the other re6s in state 1 with
lookahead symbols a! and a2 are also removed from Table 1.

On the other hand, in case of re6 in state 1 with lookahead symbol 52, as af can be followed by
b2 (PConnect{al,b2) # 0), action re6 cannot be removed. The reason remaining actions marked as
(2) in Table 2 should be self-evident to the readers.

Next, we would like to consider the reason why action sh9 in state 4 with lookahead a! is removed
from Table 1. In state 9, re6 with lookahead symbol $ has already been removed in Step 2, and there is
no succeeding action for sh9. Therefore, action sh9 in state 3 is removed in Step 3, and hence marked
as (3).

Let us consider action red in state 8 with lookahead al. After this action is carried out, the GLR
parser goes to state 4 after pushing X onto the stack. However, sh9 in state 4 with lookahead a1
has already been removed, and thefe is no succeeding action for re3. As a result, re$ in state 8 with
lookahead symbol af is removed in Step 3. Similarly, re9 in state 7 with lookahead symbol al is also ‘
removed in Step 3. In this way, the removal of actions propagates to other removals. This chain of
removals is called Constraint Propagation, and occurs in Step 3. Actions removed in Step 3 are marked
as (3) in Table 2.

Careful readers will notice that there is now no action in state 9 and that it is possible to delete
this state in Step 4. Table 3 shows the LR table after Step 4.

As a final step, we would like to assign bigram constraints to each action in Table 3. Let us consider
the two re8s in state 6, reached after executing sh6 in state 4 by pushing a lookahead of b1 onto the
stack. In state 6, P is calculated at Step 5 as shown below:

P = PConnect(bl,a2)+ PConnect(bl,bl)

0.1+0.9

=1

We can assign the following probabilities p to each re8 in state 6 by way of Step 5:

PC t(b1, a2 .
onnect(b1, a2) = 10 11 = 0.1 for re8 with lookahead a2

P=9 pc PTIZ b1 0x9
onnect(b1, b1) = —— =0.9 for re8 with lookahead b1
Pxn 1x1
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state action goto
al a2 b1 b2 $ | A|B|X| Y|S

0 shl | sh2 8 4 5
1 re6

2 re7 .

3 re2 | re2/sh6 | sh7 8

4 sh10 sh11 12 13

5 acc

6 re8 re8

7 red

8 res res
10 re7
11 sh10 14
12 re4
13 rel
14 | red

Table 3: LR table after Step 4

After assigning a probability to each action in the LR table at Step 5, there remain actions without
probabilities. For example, the two conflict actions (re?/shé) in state 3 with lookahead 51 are not
assigned a probability.. Therefore, each of these actions is assigned the same probability, 0.5, in Step 7.
A probability of 1 is.a,ssigned to remaining actions, since there is no conflict among them.

Table 4 shows the final results of applying Algorithm 1 to G; and M.

4.2 Comparison of Language Models

Using the bigram LR table as-shown in Table 4, the probability P1 of the string “a2 b1 a2” is calculated

as:

P1

P(a2 b1 a2)

P(0,a2,sh2) x P(2,b1,7e7) x P(3,b1,7e¢2) x P(4,b1,5h11)

xP(11,a2,sh10) x P(10,$, re7) x P(14,$,re5) x P(13,$, rel)
xP(5,8, acc)
= 04x10x05%x10x1.0x1.0x1.0x1.0x1.0
= 02
where P(S, L, A) means the probability of an action A in state S with lookahead L.

On the other hand, using only bigram constraints, the probability P2 of the string “a2 b1 a2” is

calculated as:

P2 P(a2 b1 a2)

P(a2|#) x P(b1|a2) x P(a2|b1) x P($|a2)
= x0.3x0.1%0.7
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state action goto
al a2 b1 2| $§ | A|B|X|Y
sh1l | sh2
0 0.6 | 0.4 3 4
re6
1 1.0
re7
2 1.0
re2 | re83/sh6 | sh7
3 1.0 | 0.5/0.5| 1.0 8
sh10 sh11
4 1.0 1.0 12 13
) acc
) 1.0
re8 re8
6 0.1 0.9
red
7 1.0
red red
8 1.0 1.0
. re7
10 1.0
sh10
11 1.0 14
red
12 1.0
rel
13 1.0
redy
14 1.0

Table 4: The Bigram LR table constructed by Algorithm 1
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= 0.0084

The reason why P1 > P2 can be explained as follows. Consider the beginning symbol a2 of a
sentence. In the case of the bigram model, a2 can only be followed by either of the two symbols 41 and
$ (see Figure 5). However, consulting the bigram LR table reveals that in state 0 with lookahead a2,
sh2 is carried out, entering state 2. State 2 has only one action re7 with lookahead symbol 51. In other
words, in state 2, § is not predicted as a succeeding symbol of al. The exclusion of an ungrammatical
prediction in $ makes P1 larger than P2.

Perplexity is a measure of the complexity of a language model. The larger the probability of the
language model is, the smaller the perplexity of the language model is. The above result (P1 > P2)
indicates that the bigram LR table model gives smaller perplexity than the bigram model. In the next

section, we will demonstrate this fact.

5 Evaluation of Perplexity

Perplezity is a measure of the constraint imposed by the language model. Test-set perplezity (Jelinek,
1990) is commonly used to measure the perplexity of a language model from a test-set. Test-set

perplezity for a language model L is simply the geometric mean of probabilities defined by:
QL) =271
where
1M
HL==)1 5
(L)=% ; og P(S:)

Here N is the number of terminal symbols in the test set, M is the number of test sentences and P(S;)
is the probability of generating i-th test sentence S;.

In the case of the bigram model, P(S;) is:

P(S;)

P(xlam%"'azn)

P(z:1|#)P(z2|z1) - - P(2n|2n-1) P(8]2n)

Table 5 shows the test-set perplezity of allophones for each language model. Here the allophone
bigram models (i.e. probabilistic allophone connection matrix) were trained on a corpus with about
220,000 phrases, with the open test-set consisting of about 17,000 phrases. The CFG used is a phrase
context-free grammar used in speech recognition tasks, and the number of rules and words is 2813 and
1588, respectively. .

As is evident from Table 5, the use of a bigram LR table decreases the test-set perplezity from 8.50
to 5.06, not considering CFG constraints, and from 4.30 to 2.95, with CFG constraints. This result
shows the effectiveness of using a bigram LR table.

Even though the experiment described above is concerned with speech recognition, our method is

applicable to all kinds of natural language processing systems.
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\ Language model | Perplexity |

Connection matrix 8.50
Bigram 5.06
CFG + Connection matrix 4.30
CFG + Probabilistic connection

matrix (Bigram LR table) 2.95

Table 5: Perplexity of language models

6 Conclusions

In this paper, we described a method to construct a bigram LR table, and then discussed the advantage
of our method, comparing our method to the bigram language model. The principle advantage is that,
in using a bigram LR table, we can combine both local probabilistic connection constraints (bigram
constraints) and global constraints (CFG).

It is well known that the perplexity of a bigram language model is greater than that of a trigram
language model. We have already shown that the perplexity of a bigram language model is greater
than that of a language model using a bigram LR table. It is an interesting question as to which of
a trigram language model and a bigram LR table language model has larger perplexity. With regard
to data sparseness, a bigram LR table language model is better than a trigram language model, since
bigram constraints are easier to acquire than trigram constraints. In order to compare the bigram LR
table language model with the trigram language model, we need to carry out further experimentation.

Su et al. (Su et al., 1991) and Chiang et al. (Chiang et al., 1995) have proposed a very interesting
corpus-based natural language processing method that takes account not only of léxical, syntactic, and
semantic scores concurrently, but also context-sensitivity in the language model. However, their method
seems to suffer from difficulty in acquiring probabilities from a given corpus.

Wright (Wright, 1990) developed a method of distributing the probability of each PCFG rule to
each action in an LR table. However, this method only calculates syntactic scores of parsing trees based
on a context-free framework.

Briécoe and Carroll (Briscoe and Carroll., 1993) attempt to incorporate probabilities into an LR
table. They insist that the resultant probabilistic LR table can include probabilities with context-
sensitivity. In a recent technical report, (Inui et al., 1997) reported out that the resultant probabilistic
LR table has a defect in terms of the process used to normalize probabilities associated with each action
in the LR table. Inui et. al. are now obtaining promising experimental results which will be published
elsewhere.

Finally, we would like to mention that Klavans and Resnik (Klavans and Resnik, 1996) have
advocated a similar approach to ours which combines symbolic and statistical constraints, CFG and

bigram constraints.
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Abstract

In this paper, a Phrase-Level-Building (PLB) mechanism is proposed to parse ill-formed
sentences.- By decomposing a syntactic tree into phrase-levels, this mechanism regards the task
of parsing a sentence as a task of building the phrase-levels for the senf;ence. During parsing,
a level-synchronous scoring function is used to remove less likely phrase-levels. As a resulf,
instead of enumerating all possible parses, the PLB parser only generates the more likely tree
groups, each of which is a set of partial parses jointly deriving the input. Whenever all active
phrase-levels in the search beam cannot be further reduced by any grammar rules, the process
of building phrase-levels is stopped and a probabilistic scoring function is used to select the best
tree group. With this approach, the best tree group is selected within a wider scope (i.e., the
whole sentence), and thus generates better result. Compared with the baseline system using
the stochastic context-free grammar and the “leftmost longest phrase first” heuristics (which
operates in a narrow scope), the proposed PLB approach improves the precision of brackets in
the tree group from 69.37% to 79.49%. The recall of brackets is also improved from 78.73% to
81.39%.

1 Introduction

Natural language parsing plays an important role in various applications of natural lan-
guage processing (NLP), such as machine translation (Hutchins, 1986; Su and Chang,
1990), speech recognition (Su, Chiang, and Lin, 1990; Seneff, 1992; Meteer and Gish,
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1994), and information extraction (Hobbs et él., 1992; McDonald, 1992). It constructs
the syntaétic relationship of the words in an input sentence according to a given grammar
which formally specifies the allowable syntactic structures in the language. In real ap-
plications, to correctly parse a sentence, a parser often encounters the problems resulted
from the ambiguities in syntactic structure and the ill-formedness of the inputs.

Ambiguous syntactic structures are generated due to the implied ambiguity from lan-
guage usage or due to the over-generation from the given grammar. The number of
syntactic ambiguities of a sentence depends on the grammar. In practical applications, -
a sentence usually has thousands of ambiguities, and, on some occasions, the number of
ambiguities may be greater than millions. To give a correct interpretation for the inputb
sentence, a natural language parser must be able to choose the correct syntactic structure
from such ambiguities. In the past, many algorithms have been proposed to resolve this
problém and significant improvements have been observed (Briscoe and Carroll, 1993;
Chiang, Lin, and Su, 1995).

The other problem in natural language parsing is the ill-formedness of inputs. An
ill-formed sentence is the sentence that cannot be fitted into any well-formed syntactic
structures generated by the grammar. The major sources of ill-formed inputs are (1)
incorrect sentences resulted from typographical errors, OCR scanning etc, (2) unknown
words which are not contained by the system dictionary and (3) the insufficient coverage
of the grammar. Compared with the topic of syntactic disambiguation, the problem of
ill-formed inputs is less investigated and is often ignored in experiment works. However,
ill-formed inputs are inevitable in real applications because the incorrect sentences always
exist in the real world and it is impossible to limit users using only the predefined artificial
grammar and built-in vocabulary. Therefore, we focus on the problem of handling ill-
formed sentences here. |

. In this paper, the Phrase-Level-Building (PLB) parsing mechanism is proposed to at-
tack the ambiguity problem of ill-formed inputs by consulting the contextual information.
In this framework, a parse tree is modeled as a set of phrase-levels. By decomposing a
syntactic tree into phrase-levels, this mechanism regards the task of parsing a sentence
as a task of building the phrase-levels for the sentence. A phrase-level here refers a set
of terminals and nonterminals constructed at a particular snap shot of the parsing pro-

cess. For example, the parser may construct a noun phrase “[N3 Printer buffers]” and
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a verb phrase “[V2 are made by DRAM]” for the sentence “Printer buflers are made by
DRAM”. In this case, the phrase-level at this particular time consists of “[N3 Printer
buffers]” and “[V2 are made by DRAM]”. During parsing, a fast level-synchronous
search mechanism is used to remove less likely phrase-levels. As a result, only the tree
groups with large likelihood values are generated by the PLB parser. Whenever all active
phrase-levels in the search beam cannot be further reduced by any grammar rules, the
process of building phrase-levels is stopped and a probabilistic scoring function is used to
select the best tree group. With this approach, the best tree group is selected within a
wider scope (i.e., the whole sentence), and thus generates better result. Compared with
the baseline system using the stochastic context-free grammar and the “leftmost longest
phrase first” heuristics (which operates in a narrow scope), the proposed PLB approach
improves the precision of brackets in the tree group from 69.37% to 79.49%. The recall
of brackets is also improved from 78.73% to 81.39%.

2 Baseline System

In many frameworks (Jensen, Miller, and Ravin, 1983; Mellish, 1989; Seneff, 1992; Hobbs
et al., 1992), the heuristics of preferring the longest phrase is used alone or with other
system-dependent heuristics to further constraint the possible partial parses while parsing
the ill-formed sentences. On the other hand, in some systems, natural language sentences
are parsed by a left-corner parser (such as the LR parser), which uses the left context to
limit the search space. If the input sentence is ungrammatical, only the part@é.l parses
beginning at the left are _available in these systems. Thus, these systems usually parse
the ill-formed input with the heuristics of selecting the leftmost longest phrase and then
starting to parse from the subsequent word again; To make a comparative study, a baseline
system is built to evaluate the performances of these two heuristic rules, leftmost longest
phrase first (LLF) and longest phrase first (LF), on handling ill-formed senfences.

The baseline system consists of two components: a Cocke-Younger-Kasami (CYK)
parser and a partial parse assembler. According to the Chomsky normal form (CNF)
grammar (Chomsky, 1959), which is converted from a normal context-free grammar
(CFG), the CYK parser efficiently parse the ill-formed sentence to all its possible partial

parses; and every combination of the partial parses which covers all terminals will form a
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tree group for the ill-formed sentence. Then, according to the adopted heuristic rule (LF
or LLF),~the partial parses are assembled by the partial parse assembler, in which the
partial parses cover the same input words are ranked by the stochastic context-free gram-
mar (SCFQG) (Fujisaki et al., 1989; Ng and Tomita, 1991) with the probability parameters
smoothed by the Good-Turing method (Good, 1953; Katz, 1987).

2.1 Evaluation Method

The performances of different approaches are measured by three factors: bracket precision,
bracket recall and tree group accuracy. The parse tree in Figure 1 is used as an example

to explain how to calculate the precision and recall for brackets. This parse tree has nine

N3 /[\ADTC

N* AUX V1 Px* N3

n n be v P

=]

Printer buffers are made by DRAM

Figure 1: An example of the parse tree.

brackets shown below,

[N+ Printer], [N3 Printer buffers], [AUX are],
[Vi made]l, [P byl, [N DRAM], [ADTC by DRAM],
[V2 are made by DRAM], [S Printer buflers are made by DRAM] .

Each of the brackets corresponds to the application of a production (shown in a left-to-

right depth-first traversal sequence).



The precision rate and the recall rate are computed as follows.

number of exactly matched brackets

bracket precision =
P number of brackets generated by parser

and
number of exactly matched brackets

bracket recall = - .
number of brackets in correct parse trees

It should be noticed that in many applications the grammar of a system to be measured
may differ from the one used to parse the treebank (i.e. the database of correct parse
tree). Therefore, the labels of the brackets are not taken into account in computing the
precision or recall of brackets in most cases. However, in this task, both the system and
the treebank use the same grammar. Thus, the labels of brackets are also taken into
account while computing the precision and recall for brackets. In other words, we will

regard two brackets as being “matched” only when they have the same label.

Nx AUX P+ N3
n .n be p n
Printer buffers are by DRAM

Figure 2: An example of the tree group.

Since the performance of a robust parser strongly depends on whether the parser can
accurately partition the inputs or not, the factors “fragment precision” and “fragment
recall” are also measured to reflect the performance of a robusf parser on partitioning
the ill-formed sentences. Here, fragments are the brackets which are not enclosed by
any other brackets, i.e. the outmost brackets. For example, for the ill-formed sentence

“Printer buffers are by DRAM” with the tree group in Figure 2, its three fragments are

[N3 Printer buffers], [AUX arel, [ADTC by DRAM].



On the other hand, since an ill-formed sentence cannot be parsed to a full parse tree,
the conventional parse tree accuracy is replaced with the tree group accuracy, which is

computed as

number of exactly matched tree groups
number of sentences

tree group accuracy = ,

where “exactly matched tree groups” means that all the tree groups consist of the same

partial parses.

2.2 Simulation Results and Discussions

In the baseline system, 8,727 well-formed sentences, collected from computer manuals,
and their correct parse trees are used as the training data. The average length of these
sentences is about 13 words. All the training sentences are parsed by a context-free
grammar provided by the Behavior Design Corporation. This grammar consists of 29
terminals, 140 nonterminals and 1,013 production rules. To test the performance of the
baseline system, 200 ill-formed sentences and their tree groups are used as the testing

data. The average length of the testing sentences is about 13 words.

Bracket and its label Tree group Parsing
Precision Recall accuracy time
(%) - (%) (%) (sec./sent.)
LF 67.98 77.54 16.5 2.16
LLF 69.37 78.73 16.5 2.16

Table 1: The performances of the baseline system with “longest phrase
first” (LF) and “leftmost longest phrase first” (LLF) heuristics.

Table 1 lists the simulatibn results with different heuristic rules. The precision and
recall of the labeled brackets are given in the first and second columns. Thé third column
shows the accuracy rate of tree group and the last column gives the average processing
time for parsing a sentence with a “SUN SPARC station ELC”. The experiment results
show that LLF slightly outperforms LF. This is because the LF, compared with the LLF
heuﬁstics, is more likely to grab the words belonging to the neighboring phrases. In

fact, due to preferring a larger partial parse than a smaller one, the LF heuristics always
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Number of fragments | precision | Recall
Total Matched (%) (%)
Treebank 605 — — —
LF 331 160 48.3 26.5
LLF 355 179 50.4 29.6

Table 2: The performances of LLF and LF on fragments.

partitions a sentence into as few fragments as possible. As shown in Table 2, the number
of fragments generated by using the LLF heuristics is only 355, which is much smaller
than that of the correct fragments. But, the number of fragments generated by using
the LF heuristics is even smal]er. In other words, assembling partial parses with the LF
heuristics produces more inadequate partitions than with the LLF heuristics.

In fact, both the LLF and LF heuristic rules use rather coarse knowledge to assemble
partial parses. They always append the largest partial parses, either the leftmost one or
a global one, to the tree group, regardless of the context of the partial parse. Therefore,
the performance is not really satisfactory. In the next section, a Phrase-Level-Building
parsing algorithm is proposed to parse the ill-formed inputs by consulting more contextual

information.

3 PLB Parsing

In this section, a Phrase-Level-Building (PLB) parsing algorithm is proposed to parse an
ill-formed sentence using contextual information in wider scope. This algorithm treats
the parsing process as the procédure of building a set of phrase-levels. During parsing, a.
fast level-synchronous search mechanism is used to cut down the search space.r Instead of
using heuristics, the final parse trees are ranked by a probabilistic scoring function which
makes use of the contextual information in the phrase-levels. The details of this algorithm

is described in the following sections.



3.1 Phrase-Levels of a Parse Tree

The basic idea of PLB parsing is to model a syntactic tree as a set of phrase-levels. Figure
3 is an example to show the relations between a syntactic tree and its phrase-levels. As
shown in this figure, the syntactic tree for the sentence “Printer buffers are made by

DRAM” is decomposed into six phrase-levels. The lowest one, L, corresponds to the input

Lg—i S
Ls—| ' V2
’\
L4-f>§ N3 . ADTC
/\

CLy—i N« AUX Vi P* N3

Lg.—’é n n be v P n

L,—i Printer buflers “are  made by DRAM i

Figure 3: A syntactic tree and its phrase-levels.

words. The second phrase-level consists of the parts-of-speech of the input words. The
other phrase-levels are sequences of grammar symbols (i.e. terminals and nonterminals)
which are obtained by applying some grammar ruleé on the grammar symbols of the
previous phrase-level. As a result, the parsing process can be considered as the procedure
of building the phrase-levels from L, to L¢ in a bottom-up manner.

Every phrase-level in a parse tree is obtained by applying some production rules on
the phrase-level immediately preceding the current phrase-level. In Figure 3 L3 has six
grammar symbols and is denoted as Ls = { N* n AUX V1 P* N3 }. By applying the
productions “N3 — N* n” and “ADTC — P* N3” on the leftmost two and the rightmost

two grammar symbols respectively, Ls is built up to L4, which has four grammar symbols
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and is denoted as Ly = { N3 AUX V1 ADTC }. As a result, the parse tree in Figure 3 can
be represented as T = {L;, Ry, Ly, Ry,---,Ls, R5,Lg}, where R; denotes a sequence of
actions which are applied to build L; up to L;;;. For example, to build L, from L3 in
Figure 3, R3 contains two actions, which correspohds to applying the productions “N3
— N* n” and “ADTC — P* N3” on the leftmost two and the rightmost two grammar

symbols in L. The detailed definition of action will be described in the following section.

3.2 Scoring a Parse Tree

The likelihood of the parse tree of N phrase-levels can be derived as follows.

N
P(T =Ly, Ry, -+, Ly_y, Rv_1, Ly|w?) = [] P (Li, Riza|Li—1, Rica, - - -, Ly)

=2

(1)
N N
~ T1 P (L, Rica[Licy) = 2 ((L" 1 P (Ric, e[
=2 =2

In the above equation, the prior probability P (Ly) is introduced by applying the Bayesian
formula because P (Ly) is regarded as useful information to assemble partiél parses to a
tree group. For example, the likelihood of the tree group in Figure 2 is considered related
to the likelihood of a nonterminal sequence “N3 AUX ADTC”.

Note that P (R;_1,Li-1|L;) = P (Ri-1|L;) because L;_; is uniquely determined by
R,_; and L;. Therefore, the Equation 1 can be written as

P(rjut) ~ S ] HP(&_1|L) @)

Since P (L) is the prior probability of the input sentence, it is the same for all competing
parse trees and can be ignored without changing the ranking order of the likelihood values
of the competing parse trees. Suppose there are n symbols {A;,---, A,} in the phrase-

level Ly, the probability P (Ly) can be approximated by a trigrém model as follows.

P(Ly=Ay,--,An) = JI P(4|As,--, 4im) = [] P(4jl4j2 4-)  (3)

A,‘ELN AJ'ELN
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The probability term P (R;_i|L;) in Equation (2) accounts for the actions which are
applied to build L; from L;_;. Alternatively, it could be regarded as the probability of
applying the rewriting rules in R;_; at the phrase-level L; from a top-down point of view.
Before deriving P (R;_;|L;), the notations for the actions of R;_; will be defined first.
Let {p1,---,pm} denote the m actions of R;_;. The j-th action p; will be denoted as
p;j = (r;t), where the rule argument r denotes the rule applied by p;; and the position
argument ¢ is the index of the reduced symbol in L;. For example, to build L4 from L;
in Figure 3, the production rules “ N3 — N* n ” and “ ADTC — P* N3 ” are applied
respectively. In this case, the corresponding actions are py = (r = N3 — N* n;t = 1)
and p, = (r = ADTC — P* N3;t = 4). The reduced symbols are N3 and ADTC, which
are the 1st and 4th symbols in L4 respectively. Therefore, the position arguments ¢ of
these two actions are 1 and 4 respectively. Figure 4 gives a more clear illustration for the

relationship of those phrase-levels and actions.

;’4 :Ef AUX V1 ;DTC % p=(N3 —SNxn ;1)
3 = . = ( ADT Px N3 :
L; ={Nxn AUXVL PxN3 } p2= ( ADTC — *_3’4>

Figure 4: Two phrase-levels and their corresponding actions.

With these notations, the conditional probability P (R;_;|L;) can be derived as follows.
Let AT = {A,,---, A,} denote the n symbols in L; and p* = {p1,---, pn} denote the m
actions in R;_;. Then, the conditional probability P (R;_1|L;) can be approximated as

m .
PRialL) =P (op|4D) =TI P (oilei ™ A%) ~  TI P (rlAf), ()
j=1 : p=(r;t) € Ri—y
where we assume that the action p; = (r; t) depends on the its local context A; 1, -, Az 1.

According to Equations (2)-(4), the likelihood of a parse tree is approximated as

follows.
1 Nt ;
P(le?)%F(L—) x II P(AilAji2A-)x IT I P(rl4ifndt). )
1 Aj€Ly i=1 p=(rit) € R;
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Note that, in the above equation, the notation A:ﬂ:ﬂ denotes the sequence “A;y1:-1

A;114 Aip1441”, which represents the (¢ — 1)-th symbol, the t-th symbol and the (¢ + 1)-
th symbol in L;y; respectively. These three symbols are the local context of an action
p = {r;t) in R;. As mentioned before, the probability P (L;) can be ignored while
‘ranking the likelihoods of parse trees because it is the same for all competing parse trees.

Therefore, the parse tree scoring function Spr (-) is defined as follows.

N-1
Ser(Tlw) = [T P(Ajl4504)x T II P (rlAGTH) (6)
. Aj€Ly =1 p=(r;t) € R;
The parameters in this scoring function are smoothed by the Good-Turing smoothing

method.

3.3 The PLB Parsing Mechanism

The PLB parser parses an input sentence as building the phrase-levels for the sentence.
The building process is illustrated in Figure 5, where we assume there are only two
ambiguities for every phrase-level candidate while expanding it up to a higher level. As
shown in Figure 5, up to the 4th phrase-level, there are eight different partial trees (i.e.
tree groups), each of which consists of four phrase-levels and is represented by one of
the eight paths. Since the number of paths increases exponentially, it is infeasible to
exhaustively travel all possible paths during parsing. Thus, the beam search is adopted
to find the most likely paths.

Candidates for L,—
Candidates for L;—
Candidates for L,—

Candidates for L; —

Figure 5: An illustration of building the phrase-levels up.
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To efficiently carry out the beam search, we require a scoring function which can rank
the candidates of every phrase-level in very short time. However, the scoring function
in Equation (6) will spend too much computation time in ranking the candidates of a
phrase-level because all possible candidates of the phrase-level must be expanded and
scored. Thus, a time-saving scoring function is proposed in this section to rapidly find
the potential candidates of a phrase-level, and Equation (6) will be used only after the
final level is reached. In other words, two different scoring functions are used during the
parsing process and during the final best tree selection process, respectively.

To make the derivation of the scoring funcﬁon more clear, another representation form
of parse trees is introduced in the following. From another point of view, the process of
building a phrase-level L; up to a higher phrase—level L; ;1 can be considered as segmenting
L; into segments and then transforming these segments into L;;;. For example, as shown
in Figure 3, building Ly = { N* n AUX V1 P* N3 } up to L, = { N3 AUX V1 ADTC }
is equivalent to segmenting Lj to four segments as { [N* n] [AUX] [V1] [P* N3] } and
then transforming these four segments to L, = { N3 AUX V1 ADTC }. Figure 6 gives an
illustration of such segmentation and transformation, where the notation C3 denotes the
segmented phrase-level obtain by segmenting L3. Therefore, during parsing, a partial
tree of ¢ phrase-levels can be represented by a sequence of unsegmented and segmented

phrase-levels as {Ll, Cl, Lz, Cg, ceey, L,‘_1, C,‘_l, Lz}

L, N3 AUX V1 ADTC

‘ﬂ‘ transformation

C; [N+ n] [AUX] [vi] [P* N3]

‘ﬂ‘ segmentation

Ls N*n AUX V1 Px*x N3

Figure 6: Parsing by segmentation and transformation.

Based on the above representation, the likelihood of a partial tree of 7 phrase-levels is

computed as
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P (LI’ Cl1 T Li—l) Ci—la L,l’lﬂ?)

i i (7)
= H P (Lj, Cj—lle—h CJ'—2’ Tty Ll) ~ H P (LJ'7 Cj—llLJ'—l) .

Jj=2 =2

The approximation in the above equation is based on the assumption that the segmenta-

tion and transformation results (i.e. L; and C;_;) only depend on the previous phrase-

level (i.e. Lj—1). According to the above equation, the scoring function Sgg () is defined

as follows to evaluate the score of a partial tree of i-th phrase-levels, where the subscript

BS in Sgg () denotes “beam search”.

Sps (L1, C1, - - -, Li—1, Ci1, L) = Siex (L2, C1|L1) X [] Ssyn (Lj, Cj1|Lj-1),  (8)

=3

where Sy (La, C1|L;1) = P (Lg,Ci|L;) denotes the lexical score of the part-of-speech
sequence of Ly; Sgyn (Lj, Cj-1|Lj-1) = P (L;, Cj_1|Lj—1) denotes the syntactic score cor-
responding to the j-th phrase-level L;. The lexical and syntactic scores are pfovided by
“the lexical and syntactic modules respectively. The following sections give the details of

these two modules.

3.3.1 Lexical Module

The lexical module is basically a statistical tagger (Church, 1989) which finds the most
likely part-of-speech sequence for the input sentence. The likelihood of a part-of-speech
sequence L, for the input word seQuence L, is computed according to the widely-used

trigram model (Church, 1989; Lin, Chiang, and Su, 1995) as follows.

n

. P n
P (Ls, GilLy) = P (¢ffuf) = P (ufe) o)

. ©
~ WJ_E_[IP (wjle;) P (cjlej—2, ci-1),

where n is the number of words in the input sentence, w; is the j-th input word and c;

denotes the part-of-speech for the j-th input word. Since the probability P (w}) is a con-

stant, it can be ignored without changing the ranking order of the likelihood probabilities
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of those competing part-of-speech sequences. Therefore, the scoring function Siey () for

the lexical module is defined as
n .
Stex (L2, C2|Ln) = T {P (wjle;) P (cjlej—2, ¢i-1)} (10)
et
where w; is the j-th input words in L, and ¢; is the j-th part-of-speech in L.

3.3.2 Syntactic Module

The syntactic module is responsible for ranking the phrase-level candidates which are one
level higher than the given phrase-level. The likelihood of a phrase-level candidate L; for

the given phrase-level L;_; is computed as follows.

P (L;, Ci-1|Li—1) = P (Li|C;-1, 1) P (Cioa|Licy) = P (L4 Cio1) P (Cia[Lima) . (11)

Let Ay,---, A, be the n symbolsin L;_; and o4, - - -, oy, be the m segments in C;_;. Then,
the first probability term on the right-hand side of Equation (11) is approximated as

m . m
P(Ci-i1[Lin) = P (@A) = [T P (esled ™, A7) = [1 P (ajlaj—2, ;1)

=1 =1

(12)

m

~ I P (e[Trz (0j-204-1) ,
=1
where I'rs (0j—20j—1) denotes the rightmost two symbols of aj_z0,_1.
The last probability term on the right-hand side of Equation (11) is derived as
P(Li|Ci1) = P(A7le) = [] P (AjIA{— ,a{n) ~ [ P (Ajlaj-1, @), @j41)
j=1 =1

(13)

m
~ [I P (Aj[Tr1 (@j-1) , 0, Tra (211))
=1

where I'r; (z) and T'y;; () denote the the rightmost symbol and the leftmost symbol in z

respectively.
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According to Equations (11)-(13), the syntactic scoring function Seyn (L;, Ci—1|Li—1)

is defined as follows.

m
Seyn (Liy Ci-1|Li1) = J[ P (05|Tw2 (j-20i-1)) P (A5[Tr1 (@-1) » 05, Tra (@41)) ,  (14)
J=1 :
where a; is the j-th segment in C;_; and A; is the j-th symbol in L;. The parameters
used in Equation (10) (the lexical scoring function) and Equation (14) (the syntactic
scoring funciion) are smoothed by the Good-Turing smoothing method. Using this scoring
function, the syntactic module can rapidly rank the possible candidates for a given phrase-

level.

3.4 Simulation Results and Discussions

The PLB parsing mechanism uses the scoring function Sgg (-), Equation (8), to rapidly
rank tne candidates of phrase-levels and remove the less likely ones during constructing
the tree groups. Therefore, only the tree groups with high probability are generated.
Thew, the scoring function Spr (), Equation (6), is used to select the best one from the
generated tree groups. The performances of the PLB parsing in the testing set with
various beam widths are listed in Table 3. In general, the accuracy rates and the parsing
time increases while the beam width increases. The accuracy rates almost saturate after
the beam width exceeds 20. On the other hand, the parsing time rapidly increases when
the beam width is greater than 20. Therefore, the beam width of 20 is recommended for
the PLB parsing in this task.

The results of the baseline system with LLF heuristics (selecting the leftmost longest
phrase first) are also listed in Table 3 for comparison. It is obvious that the PLB approach
significantly outperforms the baseline system. Even using a very small beam width, the
PLB approach achieves better results than the baseline system in terms of the precision
and recall of brackets as well as on the accuracy rate of the whole tree group. Since
the search space is cut down via a probabilistic scoring function during parsing, the
PLB approach can rapidly select the most possible combination of the partial parses for
ill-formed inputs. Therefore, the PLB approach with a small search beam width can

parse the inputs faster than the baseline system. However, current experiments still
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cannot claim that the PLB approach is more time-saving than other systems with LLF
heuristics, because the LLF heuristics can be implemented by left-corner parsers which
are theoretically more efficient than the CYK parser used in the baseline system. But,
since the PLB approach can obtain better results than the LLF heuristics within one
second, the LLF heuristics is no more attractive even if it could be implemented by a

faster parser.

Bracket and its label | Tyee group Parsing
Beam | Precision Recall accuracy time
width (%) (%) (%) (sec./sent.)
3 78.52 79.27 24.5 0.46
5 78.22 80.56 25.5 0.66
10 78.78 80.74 . 26.0 1.17
PLB 20 79.49 81.39 27.5 2.51
50 80.08 80.92 26.5 9.75
100 80.11 80.98 27.0 35.93
LLF 69.37 78.73 16.5 2.16

Table 3: The performances of PLB parsing in the testing set with various beam widths.

Table 3 shows that the improvement on bracket precision rate achieved by the PLB
approach is better than the improvement on bracket recall rate. For insta,nce;, compared
to the LLF heuristics, the PLB approach with beam width of 20 improves the bracket
precision rate by 10.12% (from 69.37% to 79.49%); while it only improves the bracket recall
rate by 2.66% (from 78.73% to 81.39%). To further explore the reason, more detailed data
are given in Table 4. It indicates that there are 3,343 brackets in the hand-parsed treebank
(i.e. the testing set of the 200 ill-formed sentences). The second row shows that there
are 3,794 brackets in the parse trees assembled by the LLF heuristics. However, among
these 3,794 brackets, only 2,632 brackets (i.e. 69.37%) are correct. Such a low precision
rate results from the fact that the heuristics of selecting the longest phrase, either the
leftmost one or the global one, usually selects undesirable partial parses. On the contrary,
the PLB approach assembles the partial parses according to the statistical information
and, consequently, selects the desirable configuration in more cases.

Selecting the longest phrase also causes the baseline system to inadequately partition
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Number of brackets | precision | Recall

Total Matched (%) (%)

Treebank 3,343 — — —
LLF 3,794 2,632 69.37 78.73
PLB 3,423 2,721 79.49 81.39

Table 4: The detailed results of the baseline system and the PLB approach.

Number of fragments | pLocision | Recall
| Total Matched (%) (%)
Treebank 605 — — —
LLF 355 179 50.4 29.6
PLB 656 350 53.4 57.9

Table 5: The performances of LLF and PLB on fragments.

the ill-formed sentences. As shown in Table 5, there are 605 fragments in the 200 ill-
formed sentences. However, the baseline system partitions these ill-formed sentences into
only 355 fragments, which is much smaller than the number of that they should be.
This is due to the fact that, while assembling partial parses, the baseline system does
not consider the contextual information. It always prefers a larger partial parse than
a smaller one, and consequently partitions a sentence into as few fragments as possible.
Thus, the baseline system has a very low recall rate for fragments. On the other hand, due
to the use of statistical contextual information, the PLB approach can more accurately
partition the ill-formed sentences. It partitions the 200 ill-formed sentences into almost
the same number of fragments as that tiley should be. Besides, the number of matched -
fragments generated by the PLB approach is much larger than that generated by the
 baseline system. Therefore, the PLB approach has a significantly higher recall rate for
fragments than the baseline system (57.9% v.s. 29.6%).

In summary, by using the statistical contextual information, the proposed PLB ap-
proach outperforms the baseline system to a great extent. With the beam width of 20,
the PLB approach significantly improves the precision of brackets in the tree group from

69.37% to 79.49%. The recall of brackets is also improved from 78.73% to 81.39%.
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4 Conclusions

Parsing the ill-formed input usually suffers from the ambiguity problem more deeply than
parsing the grammatical sentences. The ambiguities of an ill-formed sentence include all
possible tree groups, each of which is a combination of the pdrtial parses jointly generating
fhe input sentence. Since the number of possible tree groups is very large, it is infeasible
to do disambiguation by enumerating all of them. In the past, the heuristics of preferring
a larger phrase is used (or with other heuristics) to limit the number of partial parses.
However, this heuristic rule, although simple to implement, fails to achieve satisfactory
performance because the longest phrase is not always the correct phrase.

This paper presents a Phrase-Level-Building (PLB) parsing mechanism to resolve the
ambiguity problem of ill-formed inputs. In this framework, a parse tree is modeled as
a set of phrase-levels for being explored in a wider scope. By decomposing a syntactic

“tree into phrase-levels, this mechanism regards the task of parsing a sentence as a task of
building the phrase-levels from the sentence. During parsing, a level-synchronous scoring
function is used to remove less likely phrase-levels. As a result, instead of enumerating
all possible tree groups, the PLB parser only generates the more likely ones. Whenever
all active phrase-levelé in the search beam cannot be further reduced by the grammar
rules, the process of building phrase-levels is stopped and a probabilistic scoring function
is used to select the best tree group. Compared with the baseline system using stochastic
context-free grammar and the “leftmost longest phrase first” heuristics, the proposed PLB
approach improves the precision rate of brackets in the tree group from 69.37% to 79.49%.
The recall rate of brackets is also improved from 78.73% to 81.39%.
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ABSTRACT

‘ This paper presents a new methodology for entering, manually or by voice, Chinese characters
into a computer and processing them with the same ease as English words by utilizing the similarities
between the morphemes of the Chinese and English languages to represent Chinese characters and
radicals phonetically and unambiguously with English letters or local phonetic symbols such as |

Zhuyin Zimu, Hiragana and Hangul.

1. Problems With The Use Of Chinese Characters In Computer Applications

Unlike English, the written form of the Chinese, Japanese and Korean languages contains
unique squafe—shaped symbols, called Chinese characters (actually Hanzi for Chinese, Kanji for
Japanese, Hanja for Korean pronunciation. "Chinese" will be used throughout this article for
clearer pres'entation.),that present significant obstacles to their use in computer applications.
Firstly, input of such characters is daunting as it is impractical to make a keyboard with the
thousands of keys that would be needed to represent the Chinese character set. Secondly,

numerous instances exist in which many characters share an identical pronunciation.
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Historically, the limiting factor in developing a satisfactory system for input of Chinese
characters using English alphabet letters has been the existence of multiple groups of large
numbers of homonymous Chinese characters. The input of a string of English letters frequently
fails to provide an unambiguous reference to the desired Chinese character, generating incorrect
Chinese characfers for some strings of English letters.

Inadequacies in existing progranis that attempt to solve this problem make them less
efficient than writing Chinese characters by hand. They display all the homonymous characters,
ten at a time, upon entry of a given set of letters, requiring that the typist scroll through the
homonymous characters to search for the desired character. This time-consuming process is

tiring to the eye and prone to errors since the typist may have to search as many as 250

homonymous characters to make a single correct selection.

2. Multiple Groups Of Numerous Homonyms

The average number of homonyms per pronunciation is 30 if we use 13,000 as a typical
number of commonly-used Chinese characters. Theoretically, this problem should be reduced if
intonation is taken into consideration, reducing the number of homonyms per pronunciation to
7.5. In practice, however, it is a different story. This is due to the fact that the Chinese people
seem to favor pronunciations ji, qi, i, yi, wu, yu, zhi, chi, shi, zi, ci, si, and a few others. These
preferences generate over 100 groups of 40 or more homonyms'. This phenomenon requires a
search process for the desired character when inadequate data (typically the pronunciation or
pronunciation/ intonation combination of a character) is used as input.

The most effective way to address this problem, for the time being, seems to be the

charactword input method discussed later in this paper.

: "Please see Appendix 1. Not all groups with 40 or more homonyms are included. Groups with fewer than 40 are not

included at all. Zhuyin Zimu with * indicates that the appropriate Zhuyin Zimu is not available in the database due to the fact
that Mainland China has incorporated it into the one used in the chart.
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3. Surprising Similarities Between Chinese Characters And English Words

Chinese characters can be seen to contain analogs to the prefixes and suffixes of English
words. Although these components of Chinese characters are called different names and are
treated differently in the rules of pronunciation, these "prefixes" and "suffixes"” have been an
integral part of written East Asian languages for thousands of years. Scholars call these Chinese
character comp;)nents "radicals," meaning "parts of a Chinese character.” Radicals are
systematically taught in Japan and Taiwan alongside Chinese characters and phonetic signs,
namely Katakana and Hirogana in Japan and Zhuyin Zimu in Taiwarr. ' |

Generally, radicals fall into two categories. In one category, the radical resembles a shape or
bears a meaning related to the character of which it is a part. When such a radical is related to
shapes, it is called the "pictographic radical," for example, " 7&" , (pronounced "mu," in Chinese,
meaning "wood" or "tree.") When a radical is related to meaning, it is called an "ideographic
radical." We shall refer to radicals of these types as "P/I" radicals. Radicals in the second
category denote the approximate or exact pronunciation of characters. These are phonetic
radicals such as "& "(pronounced "mei" in Chinese). The combination of a P/I radical and a
- phonetic radical makes a character. For example, combining the aforementioned radicals creates
the character # , meaning "plum." This combining of radicals to make a character is analogous

to creating an English word by combining a prefix and suffix.

4. Application Of '""Charactwords" For Manual And Voice Input Of Chinese Characters

If we use English letters to spell out the P/I radicals according to their pronunciations, using
them as prefixes, and do the same with the phonetic radicals using them as suffixes, we can form
"words" for the Chinese, Japanese and Korean languages. For example, combining the P/T
radical 7K (spelled "mu") and the phonetic radical £ (spelled "mei") gives us the "word" for
character #§ , spelled "mu-mei." This provides a simple methodology for ﬁsing these created

"words" for computer input of Chinese characters. We shall refer to these newly-created words as

The following sets of phonetic signs are used by the Chinese. Japanese and Koreans respectively: Zhuyin Zimu,
Hiragana or Katakana. and Hangul. Only Mainland China officially uses a Latin style alphabet to aid teaching the pronunciation
of Chinese characters.
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"charactwords" whose function it is to represenf Chinese characters for easy computer input and
processing. For voice input, all relevant parts of a charactword should be pronounced to provide
all the data necessary to unambiguously represent the desired character. This method can be
implemented cost-effectively as it does not require a large database, complex programming or

strict noise control in the immediate working area.

5. Charactwords Are Actually Chinese Characters Expressed In The Form Of Alphabetic
Letters Or Phonetic Signs

Regardless of which written phonetic signs are used to spell out Chinese characteré, whether
Hangul, Kana, Zhuyin Zimu, or a Latin-based alphabét, the charactwords so created remain
logically and theoretically Chinese characters, with P/I radicals represented by the prefixes and
phonetic radicals represented by the suffixes. The failure of existing programs to provide a
satisfactory solution to the input of Chinese characters arises because such programs use
insufficient data to describe the characters. These programs incorporate only one-half of the
CHINESE character data available, building their databases solely upon pronunciation (and,
sometimes the intonation) data while ignoring the equally important data related to the meaning
of the radical and the shape of the character. By contrast, using a charactword database which
contains all the relevant character data’ yields an efficient solution. Further, with such a database,
programming a computer to display the correct Chinese character upon input of the appropriate

charactword becomes a simple task.

6. Markers And Intonation Indicators Further Differentiate The Charactwords From One
Another

Chart 1 illustrates how a system of markers and intonation indicators differentiates the
spelling of characters sharing the same P/I radical and pronunciation. Markers are input by
simply repeating the last key of the charactword spelling as many times as necessary (although
seldom more than four) to uniquely identify or represent the desired Chinese character. In a

sense, the markers give each charactword a distinct look. Additionally, intonation indicators

3 . . .
Please refer to Chart 1 on the next page for the complete version of the charactword for Chinese characters used in

Chinese, Japanese and Korean languages.
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- required for the Chinese language are incorporated in the form of the first four Chinese
Mandarin consonants® appended to the spelling of a charactword, representing the first, second,
third, and fourth intonation, respectively’. Together with the prefixes and suffixes, the markers
and the intonation indicators can be used to create not only unique charactwords for all
characters, but also charactwords for all the different ways a character can be pronounced. Please
refer to subsection 9 "A Charactword Can Be Tailored For All Different Ways In Which A

Chinese Character Is Pronounced" for details.

Chart 1
How Markers and Intonation Indicators Help To

Unambiguously Differentiate Complex Homonyms

Row  |The Homony|Corres-|Intonation Markers (italic letters) appended to the
number |country |-mous |pond- |indicators charact-words to unambiguously
where |Chinese |ing (bold letters) |differentiate them from one another
the charact- |charact |added to both
characte |ers -word |prefix and
IS are suffix of the
homony | . charactwords
-mous
1{China |& yan-shi |yanp-shif yanp-shif =& A
2|China |Z& yan-shi |yanp-shif yanp-shiff = Sx AT T
3|/China |38 yan-shi |yanp-shif yanp-shifff = &x AT C T
4|China |Z8 yan-shi |yanp-shif yanp-shiffff =2 %x ACCC T
5|China |38 yan-shi |yanp-shif yanp-shifffff
—SRxACCCCC
6/China |3 yan-shi | yanp-shif yanp-shiffffff _
' —SRxACCCCCC
7|Japan [T ki-ko [not applicable |ki-ko &* Z
8|Japan |42 ki-ko |not applicable |ki-koo &* Z I

¢ In Mandarin Chinese (the official dialect of Mainland China, Taiwan and Singapore,) no pronunciation of a Chinese

character ends with one of the first four consonants, so the presence of one-of these consonants at tlie end of the spelling of a
(S:haractword can be readily recognized as an indicator of intonation.

The indicator for the first intonation is traditionally omitted, therefore only the second. third and fourth consonants are
used for the corresponding intonations.
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9|Japan |#% ki-ko |not applicable |ki-kooo &* Z I I

10|Japan  |#% ki-ko  |not applicable |ki-koooo &* Z I T I |
11{Korea |42 muk-ki |not applicable | muk-ki _\;;- % 1

12|Korea |4% muk-ki |not applicable |muk-kii = # 7/)

13|Korea |4H muk-ki |not applicable |muk-kiii - ¥ > 1]

14|Korea |4 muk-ki not applicable |muk-kiiii 2% >/11)

7. Explanation Of Chart 1

Rows | - 6 contain six Chinese characters with an identical P/I radical, pronunciation and
intonation. Column 6 shows how markers, indicated in italics, unambiguously differentiate all
six charactwords. Similar results are shown for J apanese characters in rows 7 -10, and for Korean
inrows 11 - 14. National or local phonetic symbols are hand written alongside the Latin-based
alphabetic letters in columh 6.

The rule for assigning markers is based upon the number of pen strokes comprising a
character: the character with the least pen strokés receives no marker, and the number of
markers increments one at a time in relation to the number of additional pen strokes comprising a
character, with the most markers assigned to the character made up of the most pen strokes.
When two or more characters have the same number of pen strokes, the order of appearance for
the Chinese language is based upon their order of appearance in Kang Xi Zi Dian (Emperor Kang
Xi's Dictionary, g BE =2 #it ), which is the case for the characters in rows 3 and 4. Similarly; The
Modern Reader's Japanese-English Dictionary (& $7 = 2 & H ) is used for Japanese, and for
Korean we have selecte_d #r3% P £ &that does not have an English title. The number of
markers becomes a non-issue with our careful software désign. Please refer to subsection 11 for

details.

‘8. Input Of The Prefix Is Efficient

Many of the 214 P/I radicals can be input with one or two keystrokes. For example, 7R will
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appear on the screen by typing just [T (the full spellingis [T X )in Zhuyin, or "m" (the
fullspeliing is "mu") in the Pinyin system. Voice recognition capability could further simplify
charactword input. An advantage of the charactword system is that most of the P/I radicals are
commonly-used Chinese characters, and all have associated pronunciations. Only 38 of the 214
P/I radicals are not phonetically recognized by a typical high school graduate in Taiwan®. In
practical computer input applications, any necessary reference can be provided by a large card at

the computer terminal that displays all 214 radicals and highlights the 38 uncommon radicals.

9. A Charactword Can Be Tailored For All Different Ways In Which A Chinese Character

Is Pronounced

There are occasions when a character can be pronounced in more than one way. An example
is the Chinese character, ¥%, which is ordinarily pronounced "haom’," meaning "good." When it
is pronounced as "haops" preceding an adjective, it means "very." It can also be pronounced
"haof”', meaning "fond of" or "hobby, "depending on the context. When "nyu" (or "nu", the
pronunciation of the P/I radical, %, for 3%, ) and "haom", "nyu" and "haop" or "nyu" and "haof"
are entered, 3% will be displayed. This is because in our database, either pronunciation (hence the
charactword) is linked to the same character.

The same technique can be applied to the Japanese language where some Kanji characters
can be pronounced in as many as 9 different ways. For an example, #&can be pronounced as
"ryu, ru, bo, hyo, mu, kyo, gu, ryo and hibari." By collecting all different charactwords

‘representing all the different pronunciation in our database, character, 2§, will be displayed when

one of the following sets is typed into the computer equipped with our software: "tori'®" and

"ryu"; "tori" and "ru"; "tori" and "bo"; "tori" and "hyo"; "tori" and "mu"; "tori" and "kyo"; "tori"

", on

and "gu";

tori" and "ryo"; "tori" and "hibari".

According to our random survey of the Taiwanese students studying in the San Diego area.
Letter "m" is the indicator for the third intonation. Please refer to footnote 5 in subsection 6 for details.
_Letter "p" is the indicator of the second intonation. Please refer to footnote 5 in subsection 6 for details.

Letter "/" is the indicator for the fourth intonation. Please refer to footnote 5 in subsection 6 for details.

O ® Ny

"Tori" is the Japanese pronunciation of P/I radical &, , the radical of character %§.,
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10. Charactwords Inherit All The Data Of Chinese Characters

As discussed earlier, there are four kinds of data in most Chinese characters: 1.
pronunciation; 2. intonation; 3. meaning; and 4. shape or construction.

It is easy to see that a charactword might contain the first three of the four types of data, but
it is a little bit difficult to see how a string of alphabetic letters can denote the "shape" of a
character, until we run into Complex Homonyms (CH).

Complex Homonyms are characters that share the identical P/I radicals, pronunciation and
intonation, such as ZE5EER S8 B2 As all of us can see, the clever ancient Chinese used the
"shape difference" to unambiguously differentiate each character from the others. We can do the
same with a charactword by adding marker(s) to it, one at a time, making each and every

charactword look different from one another, much as English words "knight" and "night".

11. The Wonders Of Software Eliminate The Guess Work: No Need To Depend On

Memory Or Dictionaries

This leads to a couple of questions: how can I remember how many markers there are in the
charactword for character " $£"? Do I have to refer to my Chinese dictionary all the time?
The answer? You do not need to memorize the number of markers for any charactword at all, nor
do you need to use your dictionary. That is because through our software design, all members of
a group of Complex Homonyms can be displayed on the screen once the charactword for a
member of the gro'up is entered. In this extreme example of ZEFL R EH 2
28, once "yanp" and "shi" are typed in the environment of the software, all of these characters
are displayed. Suppose you want to use "3&", after typing "yanp" and "shi", .all you need to do is
to repeatedly type "i" three more times until the highlight moves onto it. (This does not take
much time since your right middle finger is already on that key). Then hit the space bar, and, "
£H" will be in your text. All Complex Homonyms will be handled this way in our software.

Although there are groups of CHs, there are not as many members in each group as shown in this
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extreme example, especially with just the commonly-used characters. Leave your dictionary on

the shelf when you use our software. You don't need it.

12. Typing Of The Charactwords Can Be Simplified To Empower Non-Career Typists To
Achieve The Typing Speed Of A Professional

At first glance, the numerous “markers” in the charactwords seem to require a lot of typing.
Closer examination reveals this is not so. A marker is created by the repetition of the last key of
the charactword, so the typist does not need to move his/ her finger- he/ she can just keep
pressing the last key, moves the highlight to a different character, once per keystroke. The
examples in Chart 1 are rare and extreme. They are intended to demonstrate the usefulness of
markers in creating unique charactwords to unambiguously represent each one of a group of
complex homonymous characters, which is otherwise very difficult to accomplish. Our
experience shows that more than 90% of the characters in Chinese can be unambiguously
differentiated with just the regular charactwords. Here are some examples: each of the characters
H (i), 85 (qi), # (xi), B2 (yi)"" has over 140 homonyms'*, but by first typing their P/I radicals,
+(tu), /% (gian), 5k (he), F(you)", respectively,then the Pinyin\of the characters, you will have
precisely these four characters on the screen, eliminating more than 140 homonyms for each of
them. The time it takes to type the markers, the intonation indicators and even prefixes will
become a non-issue when users become well acquainted with the charactwords and move to the
next stage of inputting described below. _

With careful software design and a broad database, the input of charactwords can be greatly
simplified. For an example, most of the Chinese idioms ( % §& ) containing four or more
characters can be input with an average of just 1 to 1.25 keystrokes for each character, using the
acronyms of their corresponding suffixes. For the speech parts such as nouns, pronouns, verbs,
adjectives and adverbs consisting of two characters, a modified but theoretically .sound acronym

a The English letters in the parenthesis are actually the Pinyin letters denoting the pronunciation of these characters.
12

\ The actual numbers are over 220. 140, 180 and 250 respectively. Please refer to Appendix 1 for details.
3 -

The English letters in the parenthesis are actually the Pinyin letters denoting the pronunciation of these P/1 radicals.
Work has begun to reduce the number of keys required for each P/I radicals. It looks promising that the number of keys for the
most commonly used P/ radicals, suchas A, >, F, €, K, K, ., =, H, B, &, U etc. can bereduced to just
one keystroke.
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system of their suffixes and prefixes can be used to input them at an average of 4.5t0 5
keystrokes per character. These can also be applied to voice input. Whether inputting manually
or by voice, an average East Asian can enter more than 1,000 characters per hour into a computer,
a satisfactory speed for most of us'*. When people become accustomed to the charactwords, the
typing speed will increase to about 3,000 characters per hour, rivaling the speed of today's career

typists'’.
13. Typing Speed Of Non-career Typists Can Be Calculated

[ wish to express my gratitude to the members of ROCLING X Program Committee for
bringing to my attention that the contention that the average Chinese can type 3,000 characters
per hour is controversial. Because it is common knowledge that non-career typists can write
Chinese characters much faster than they can type, further analysis is called for to accurately
model the typing speed ranges. Our latest investigation revealed that an experienced'® American
typist can type 45 words per minute. An average English word consists of 6' alphabetic letters.
This translates into 270 keystrokes per minute.

- A charactword consists of an average of 4.5 to 5 Zhuyin Zimu'®. Assuming an average
"experienced" Chinese can type as fast as his/her American counterpart, it will mean that he/ she
can type about 54 Chinese characters per minute. The hourly speed would, therefore, be 3,240
characters.

All skills improve with time and practice. Typing is no exception. The speed of "typing"
Chinese characters via charactword-based input method will increase as time goes by because all
| impeding elements are eliminated.
Since our prototype uses Zhuyin Zimu, we are currently unable to establish the speed for

~ typing the Pinyin alphabets. We shall conduct a test to determine the speed for typing Pinyin

H An average person is one who is semi-familiar with keyboard layout and can type 1.75 keys per second. At an average

rate of 5 keystrokes per character, more than 1,260 characters can be entered into a computer per hour by an average person.
Most of the people can type an average 4.5 to 6 keys per second after using the keyboard consistently for about 3 to 6
rlrgo_nths At that speed, one can enter more than 3,600 characters into a computer per hour.
"Experienced" means being familiar with the keyboard layout and having 480 hours of practice in typing.
Most experts say that the average letters in an English word is 7. [ use 6 in order to be conservative.
This takes into account of the abbreviation of the P/I radicals and two-character vocabularies, but not the four-character

17
18

idioms.
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once our database for Pinyin is complete. It is, however, expected to be somewhat slower than
typing Zhuyin Zimu (when typing individual characters,) because some of the latter frequently
requires fewer keystrokes to represent characters. The typing speed will be the same for both

Zhuyin and Pinyin when inputting vocabularies of two or more characters.
14. The Advantages Of Our Software

. The most important aspect of our software is the theory upon which it is based. As
previously mentioned, our software is based on charactwords that contain all relevant data needed
to describe Chinese characters including the various ways to pronounce them. This means that
the pronunciation, intonation, meaning, and even the shape of any given Chinese character is
taken into consideration in the making of a charactword. A Chinese character is unique because
of its appearance, only one of the four data used to create a charactword. This is why a
charactword can unambiguously represent the character or its various pronunciations.

This completeness of data in the charactwords makes our software faster in producing the
desired character and easier to use by the general public. It is faster, because it eliminates
searching for the desired character among scores or even hundreds of homonyms. It is easier to
use for two reasons. One, the characﬁ;vords resemble the characters in three ways: the
pronunciation, the intonation and the meaning. Two, charactwords are more logically organized,
with the meaningful part as the prefixes and the phonetic part as the suffixes. By using markers,
the charactwords can even have unique shapes. This built-in familiarity to the East Asian public
is especially true in Taiwan because the P/I radicals are systematically taught beginning in
elementary school. _

As discussed earlier, our software also has a very complete database that includes special,
yet logical and easy-to-understand coding of two, three, four or multiple-character vocabularies,
that can be input with far fewer keystrokes than many individual characters. It also incorporates
coding of various ways a character can be pronounced as discussed in subsection 9.

The most popular Chinese software in the US is Twinbridge, according to my research..

Twinbridge is a versatile software product that provides many ways of entering a Chinese
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character. The one that compares closest to ours is Zhuyin. In entering individual characters, it
takes an average of 22.5 seconds to produce a commonly-used character with an "untrained"*"
version of the software. It took only 2.1 seconds with our "prototype” software operated by an
"inexperienced" typist. Twinbridge fared better with two-character vocabularies input than
single character input, but ours can do better®. With idioms of four or more characters, ours can
generate a character with less than one second per character’' theoretically.

Appendix 2 summarizes the comparison of these two software products that can be
categorized into two separate classes, differentiated by their underlying methodologies and the
degree to which they make use of all available character description data. Please note that the
typing speed with our software seem to be the same, 2.1 seconds for all three categories, they are
actually different: the first category is for a single character; the second doubles the number of
characters; the third quadruples the number of characters. The reason for this "coincidence"?

The number of keystrokes for all three categories are about the same: four to five.
15. A Vehicle And An Opportunity For The East Asians

For the vast majority of the East Asiéns who choose not to use memory-intensive input
methods, the charactword-based input system can be a viable alternative, because it is easy to
learn and use without depending on memory. It will also make computers easier to use, and more
useful, to the residents of this region. All in all, the charactword-based input method could be an
ideal vehicle for the 1.5 billion Chinese, Japanese and Korean people to access the information
highway alongside the Americans and Europeans, providing East Asia an opportunity to make

another powerful contribution to humanity again.

19 . . . : . . .
This product has a mechanism that moves the typed Chinese characters to the front of their homonyms. So it is easier to

ﬁnd the Chinese characters after using the product for a while. At that point. the product is "trained."
thle our database for this feature is not yet compiete, we known that one set of this type of vocabularies can be

entered by ty'pmg just four or five keys.

?'" " The database for this type of input is not complete at the moment, but we know that over 90% of the four-character
idioms can be inputted with just four keys. The rest of these type of idioms can be entered with just five or six keys, but it will be
more likely five than six keys. It really does not matter whether it will be five or six keys, because the keys after the 4th one will

be the repetition of the 4th key.
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Appendix 1 Homonym groups and the approximate number of homonyms belonging to
each group
Pronunciation |Num- |Pronunciation |Num- |Pronunciation |Num- |Pronunciation |[Num-
ber of ber of ber of ber of
homo- homo- homo- homo-
nyms nyms nyms nyms \
bi &5— 120|lian p — 50jing H— 2. 60|chen 4 & 50
bao 3 &, 40(lin H—*4 40\ju YL 120|cheng 4 /. 50
bei 9\ 40|ling h— 2L 60|jun H| [~ 40|chu 4 X 50
biaoy — % 40(lei A\ 50(qi < — 140|shi 7 120
bos T 80|gan K% 40|gian < —T 90 shan 73 50
piRR— 70/ge K& 60 |giang < — J¢ 40|shen 2 & 50
pu & X 40|gu K X 70|qia0 < — &, 50|shu 7/ X 40
dijp— 80|gui < X\ 50iqiu < — X 60zi P 70
dudy X 40 ke E 50lqu < L] 70\ci & 40
ta&Y 40/ kuis XA\ 50|quan < —3 40siZ, 60
ti 25— S0lhe T & 60(xi T 180(suo A X T 40
tu 25 X 40|han =5 60|xian T —5 110|suiZ, X\ 40
tong Z5X L 50|hao J~ &, 40|xiang T —F¢ 40| yan— & 150
tang 7= F¢ 40|hu = X 90|xiao T—2% |  60|yang—F¢ 50
mao [1%, 40lhui - X\ 40|xing T— 2L 40|yao— &, 80
mi [T— 50lhuo X & 40|xu TLJ 80|you— X 80
mei [T\, 40lhuan J” X5 60|xunT LI % 60|yulJ 200
mo M 60 |huang ]~ X7t 50|zhi Yt 160|yuel | E* 40
fan TS 50'hung - X L 60|zhan 4 33 50|\yuan | |5 70
fen " & 5051 H — 220|zhen tt & 70|yun] | & 50
fei T\ 50/jia H—Y 70| zhou tr 2 40| wu X 120
feng ” L 40|jian H—3 120|zhu tr X 100 | wei X 7\ 130
fu " X 170 ljiao H — &, 80|chi 4 90| wan X 3 50
ni 5— 50|jie H—&% 100|chan 43 60led 70
i — 160|jin H —*» 60|chou 4" X 40|a0 &, 40
liaoh— &, 40 anT 40
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Appendix 2 Comparison of Twinbridge And Our Software

Name |Single character input 2-character vocabulary input 4-character idiom input |Fonts
Name of |Input |Is the |Average| Input Isthe [Average Input |(Isthe |Average |Stabilit
software |meth- |result [timeto |meth- result [time to meth- |result |[timeto |y
od unique | generate |od unique |generate od unique |generate |of fonts
and |acharac and a vocabu- and an idiom and the
what is|-ter what is |lary what is reason
“|the the the why
|impli impli- |impli-
-cation cation? |cation?
N
Twin- |Pronu |No. 22.5 Contin-o |No. 12.8 Typin [Not Unable |[Poor,
bridge |n-ciati |Search [seconds |us typing |Search- [seconds g the |enough |to deter- |because
onof |-ing of: 1. the |ing for acro- |data to |mine it
the for the pronun- |(the nyms |deter- |dueto |operate
charac |desi- ciation of |desired of the (mine. |insuf- |sinthe
-ter red the two |charac- pro- |[Itis ficent |English
charac charac- |teris nuncia|likely |data Windo
-ter is ters, but |requir- -tion [to need W-§
requir- not ed to where
ed neces- search the
sarily all if two fonts
of the or are
alpha- more single-
bets, or |idioms byte
2. acro- share while
nyms of the the
the same Chines
pronun- acromny e fonts
ciation m \ are
‘ double-
byte.
Asian  |Charac|Yes. (2.1 Typing |Yes. 2.1 Typin |Yes. |2.1 Excelle
Langua- [t-word |You ‘|seconds |of the You get |seconds gof |You |[seconds |ntfont
ge Soft- |based |[get orless |acronym |exactly |or less the get less stabilit
ware input |exactl [(Zhuyin |and the (Good for  |acrony|exactly |(Good |y
Solution| = | |ythe |Zimu |marker- |vocabu- |both Zhuyin |m and |the for both |because
(Ours) charac |input  ((s) lary you |and Pinyin) |marke |idiom |Zhuyin |it
- only) - |desire. r- you and operate
ter you (s) desire. |Pinyin) |sinthe
desire. Chines
e
Windo
W-s.
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Abstract
An improved statistical model is proposed in this paper for extracting compound words from a text

corpus. Traditional terminology extraction methods rely heavily on simple filtering-and-thresholding
methods, which are unable to minimize the error counts objectively. Therefore, a method for minimizing the
error counts is very desirable. In this paper, an improved statistical model is developed to integrate parts of
speech information as well as other frequently used word association metrics to jointly optimize the
extraction tasks. The features are modelled with a multivariate Gaussian mixture for handling the
inter-feature correlations properly. With a training (resp. testing) corpus of 20715 (resp. 2301) sentences, the
weighted precision & recall (WPR) can achieve about 84% for bigram compounds, and 86% for trigram

compounds. The F-measure performances are about 82% for bigrams and 84% for trigrams.

1. Compound Word Extraction Problems
1.1 Motivation

Compound words are very common in technical manuals. Including such technical terms in the system
dictionary beforehand normally improves the performance of an NLP system significantly. In a machine
translation system, for instance, the translation quality will be greatly improved if such unknown compounds
are identified and included before the translation process begins. On the other hand, if a compound is not in
the dictionary, it might be translated incorrectly [Chen 88]. For example, the Chinese translation of ‘green
house’ is not the composite of the Chinese translations of ‘green’ and ‘house’. Furthermore, the number of
parsing ambiguities will also increase due to the large number of possible parts of speech combinations for the
individual words if such new compounds are unregistered. It will then reduce the accuracy rate in
disambiguation, degrade the processing or translation quality and increase the ﬁrocessing time.

In addition, for some NLP tasks, such as machine translation, a computer-translated manual is usually
concurrently processed by several poéteditors in practical operations. Therefore, maintaining the consistency
of the translated terminologies among different post-editors is very important. If all the terminologies can be
entered into the dictionary beforehand, the consistency can be automatically maintained, the translation
quality can be greatly improved, and lots of post-editing time and consistency maintenance cost can be saved.

Since compounds are rather productive and new compounds are created from day to day, it is impossible
to exhaustively store all compounds in a dictionary. Furthermore, identifying the compounds by human

inspection is too costly and time-consuming for a large input text. Therefore, spotting and updating such
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terminologies before translation without much human effort is important; an automatic and quantitative tool
for extracting compounds from the text is thus seriously required.
1.2 Technical Problems in Previous Works

The extraction problem can be modeled as a two-class classification problem, in which potential
compound candidates are classified into either the compound class or the non-compound class. Many English
or Chinese extraction issues had been addressed in the literature [Church 90, Calzolari 90, Bourigault 92, Wu
93, Smadja 93, Su 94b, Tung 94, Chang 95, Wang 95, Smadja 96]. Our focus will be on statistical methods
for English compound word extraction, since statistical approaches have many advantages for large-scale
systems in automatic training, domain adaptation, systematic improvement, and low maintenance cost.

Most statistical approaches [Church 90, Smadja 93, Tung 94, Wang 95,. Smadja 96] for terminology
extraction rely on word association metrics, such as frequency [Wang 95, Smadja 96], mutual information
[Church 90], dice metrics [Smadja 93] and entropy [Tung 94] to identify whether a group of words is a
potential compound (or highly associated collocate). The mechanisms for applying such features are often
based on simple filtering-and-thresholding statistical tests; a compound candidate will be filtered out (or
classified as non-compound) if its association metric is below a threshold; when multiple features are
available, the features are usually applied one-by-one independently with different heuristically determined
thresholds. Such approaches can be implemented easily, and encouraging results were reported in various
works. However, there are several technical problems with such filtering approaches.

First of all, most simple word association features, such as frequency and mutual information, can only
indicate whether an n-gram (i.e., a group of n words) is highly associated; however, high association does not
always implies that it is a corﬁpound, since there are other syntactic (and even semantic) constraints which
will also produce highly associated n-grams. For instance, the word pair "is a" has sufficiently high frequency
of occurrence and high mutual information. Nevertheless, it is not a compound word since such a construct is
produced due to syntactic reasons. Many long collocates extractable by such filtering methods are also of this
category [Smadja 96]. Therefore, many highly associated non-compound n-gramsl might be mis-recognized
as compounds.

Although it is known that syntactic information is useful in resolving such problems, there are few works
for integrating high level syntactic or semantic features, such as parts of speech, with known word association
metrics in a simple and effective way. A part of speech related metric is therefore proposed in this paper to
formulate the syhtactic constraints among the constituents of potential compound candidates. Such
integration between word association metrics and syntactic constraints in a uniform formulation is important,
since syntactic constraints are closely related to the generation of the compounds, and it is desirable to apply
simple statistical tests based on such features, instead of using complicated syntactic processing.

Second, since the association features are often applied independently for filtering even with multiple
features available, it is impossible to jointly use all discrimination information to acquire the best system
performance. For instance, by filtering out low frequency candidates and then filtering out candidates with
low mutual information, we may filter out low frequency candidates which actually have high mutual
information. If the filtering mechanism is based on both frequency and mutual information, the system per-
formance 1s expected to be better. In fact, it is well known that the performance is usually improved if

multiple features are jointly considered, instead of using a single feature or applying multiple features
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independently. Therefore, what is really important is an automatic approach which could combine all
available features for acquiring the best performance in the extraction task.

However, several factors must be carefully considered in order to enjoy the discrimination information
provided by multiple association features. For instance, many features proposed in the literatures are highly
correlated. Therefore, the correlations among the association features must be included into the statistical
model in order to acquire the best achievable performance. In this work, we will therefore use (a mixture of)
multivariate Gaussian density functions to incorporate the effects of the inter-feature correlation.
Furthermore, it is desirable to use only the most discriminative features and reject features that are either
non-discriminative or redundant with respect to other more discriminative features when combining the
features. In this paper we therefore propose an integrated method, which select the most approbriate features
automatically, for combining a set of useful features. In particular, optimization based on frequency, mutual
information, dice metric, contextual entropy and parts of speech information will be surveyed.

To sum up, current terminology extraction researches do not fully exploit techniques for (1) integrating'
high level syntactic information in a simple and effective way, (2) combining useful features jointly for
discrimination. To attack such problems, the parts of speech information, which encodes syntactic
constraints, is integrated with several known word association metrics in one unified scoring mechanism. The
correlations among the features are taken into consideration in designing the classifier. A feature selection
mechanism is used for incorporating as many discriminative and non-redundant features as possible so that
- the terminology extraction task is based on the joint observations of the most discriminative features. A
- minimum error classifier, based on likelihood ratio test, is used as the basis for minimizing the classification

error in the extraction task.

In the following sections, we will therefore focus on the general issues to design a good minimum error
classifier, which jointly considers a set of association features for achieving minimum classification error.
The simulation result shows that the proposed approach gives promising results. The tool is also observed to
be useful in cooperating with a machine translation system [Chen 91].

2. Optimal Classifier Design
2.1 Optimization Criteria in Compound Extraction

In a compound retrieval task, it is desirable to recover from the corpus as many real candidates as
possible; in addition, the extracted compound word list should contains as little ‘false alarm’ (i.e., incorrect
candidates) as possible. The ability to extract real candidates in the corpus is defined in terms of the recall
rate, which is the percentage of real compounds that are extracted to the compound list by the classifier; on the

other hand, the ability to exclude false alarm from the extracted compound list is defined in terms of the
precision rate, which is the percentage of real compounds in the extracted compound list. Let 74 be the
number of class-o. input tokens which are classified as class-B (o, B = 1 for compound, and 2 for
non-compound, respectively), and, let 7| represent the number of real compounds in the corpus. The

precision p and recall r are defined as follows:

ny
Cong gy
ny A
Ryptngp ny
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The precision and recall rates are, in many cases, two contradictory performance indices especially for
simple filtering approaches. When one of the performance index is raised, another index might degrade. To
make fair comparison in performance, a joint performance indice or criterion function O(p,r) of the precision
(p) and recall (r) rates is usually used to evaluate the system performance, instead of evaluating precision or
recall alone. In the following sections, the weighted precision & recall (WPR) and the F-measure (FM) will
be adopted as the optimization criteria. The weighted precision and recall (WPR), which reflects the average

of these two indices, is proposed here as the weighting sum of the precision and recall rates:
WPR(wp:wr) = wykp+w, *r wp+w, = 1)
where W ,, W ,are weighting factors for precision and recall, respectively. The F-measure (FM) [Appelt 93,

Hirschman 95, Hobbs 96], defined as follows, is another joint performance metric whicﬁ' allows

lexicographers to weight precision and recall differently:
(B2 +1 ) pr
B'p+r

where B encodes user preference on precision or recall. When [ is close to O (i.e., FM is close to p), the

FM®P) =

lexicographer prefers the system with higher precision; when P is large, the lexicographer prefers the system

with higher recall. We will use Wp=Wr=0.5 and =1, throughout this work, which means that no particular

preference over precision or recall is imposed. If B=1, FM reduces to

21_:_ rr , which appreciates the balance

between precision and recall in the sense that equal precision and recall is most preferred if p + r is identical.

With the optimization criteria defined, our goal is to design an optimal classifier which could maximize the
WPR and FM.
2.2 Task Definition for Optimal Classifier Design

Conventional extraction methods tend to use a list of word association related constraints for filtering
out candidates of low likelihood based on certain word association metrics and empirical thresholds for the
metrics. Unfortunately, there are no simple rules, other than trial-and-error, for such methods to acquire the
optimal thresholds for acquiring the required precision or recall performance. In general, when the precision
is raised by using high thresholds the recall degrades, and vice versa. The lexicographers could only use such
tools by guessing. It is very difficult to automatically fit the lexicographers’ preference on the
precision-vs-recall performance. Such difficulty can be resolved if we can design an optimal classifier for
automatically maximizing the performance criterion, such as WPR or FM, which encode user preference in
the pre-specified weights.

The extraction problem can be regarded as a two-class classification problem in which each n-gram
candidate is assigned either the compound label or the non-compound label based on the feature vector x
associated with the candidate. To design a compound extractor is therefore equivalent to designing a
discrimination function g(x;A) (which is capable of scoring how likely a candidate comes from the compound
class), and using a set of decision rules to decide which n-gram candidate is a compound. (The symbol A
refers to the parameters of the discrimination function, such as distributional means or variances of the
probability density functions used in a statistical model.)

Different discrimination functions and decision rules will classify the input candidates differently, and
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thus have different performance in terms of a performance criterion. Designing an optimal classifier for a
particular criterion function is therefore equivalent to finding a partition of the feature space into the decision
regions for the compound class and non-compound class; feature vectors belonging to the compound decision
regions are classified as compound, otherwise, they are classified as non-compound. Our main task is
therefore to design an optimal classifier (or equivalently the corresponding discrimination function g*o(p,r)
(x;A)) which could maximize an objective criterion function O(p,r) of the precision (p) and recall (r) rates.
2.3 Optimal Classifier for Precision and Recall Optimization

Given the underlying distributions, AxIC) and f{xIC), of the feature vectors x in the compound class
(C) and non-compound class (C), itis possible to estimate the error probabilities associated with any decision
region (or equivalently, any threshold, decision rules or statistical tests which could b.e used to define such a
region) for a class. Therefore, it is possible to design the optimal classifier for some simple criterion functions
if the feature distribution is very simple. In fact, procedures for designing optimal classifiers, such as the
minimum error classifier, had been well studied in the speech, communication and pattern recognition
communities [Devijver 82, Juang 92]. For example, the decision rule that minimizes the expected probability
of classification error turns out to be a likelihood ratio test in the 2-class classification case [Devijver 82].

However, since WPR and FM are non-linear functions of classification errors (i.e., a non-linear function
of nj; and 7)), it is hard to find a simple analytical discrimination function g*o(p r)(x;A) for testing whether

an n-gram is a compound, such that the joint performance O(p,r) is maximum. Therefore, a two stage
_optimization scheme is proposed here in order to optimize a user specified criterion function of precision and

recall, while retaining a small error rate. In the first stage, a minimum error classifier, g* (x;A), (which

satisfies the minimum error criterion) is used as the base classifier to minimize the error rate (e) of
classification. In the second stage, a learning method is applied, starting from the minimum error status, to
optimize a user-specified criterion function of the recall and precision rates by adjusting the parameters of the
classifier according to mis-classified instances. _

Figure 1 shows the block diagram for training such a classifier. In the training flow, the n-grams in the
training text corpus are extracted and manually inspected; those real compounds within the text corpus are
used to construct a compound dictionary. The feature vectors associated with the n-grams are divided into the

compound and non-compound classes according to the compound dictionary. The parameters for the
compound class (AC) and non-compound class (Ag) are estimated from the distributions of the two classes.

The training n-grams are then classified by the minimum error classifier. The result is compared with the
compound dictionary afterward. Those misclassified n-grams are then used to adjust the parameters
iteratively so that the criterion function is maximized. ‘

The first optimization stage serves to determine the appropriate thresholds (or, more precisely, the
decision boundaries) in the feature space so that as little misclassification is attained as possible. In this way,
the precision and recall are expected to be improved indirectly. The second stage, on the other hand, adjusts
the parameters of the classifier to achieve a local optimum of the joint precision-recall performance, starting
from the minimum error status, instead of optimizing the precision and recall from arbitrary decision
boundary. In other words, we are not trying to find some simple analytical discrimination function which are

capable of identifying the optimal decision boundaries for precision-recall optimization. Instead, we first
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establish reasonably optimized decision boundaries by using the simple discrimination function for the
minimum error classifier, and then modify the decision boundaries by changing the parameters of the

distribution functions of the minimum error classifier to maximize the joint precision-recall performance.
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Figure 1 Supervised Training of Classifier Parameters for Precision-Recall Maximization.

The minimum error classifier is adopted at the first optimization stage since reducing classification
error, in general, will improve precision and recall. In addition, it is relatively easy to implement a minimum
error classifier [Devijver 82, Juang 92], and it is believed that a better local optimum could be found near the

minimum error status. To see the relationship between the error rate and the precision/recall rates, first note

that p = (1 + t121/rz“)_1 and r = (1 + nlz/n“)_l. The precision and recall can thus be improved by
reducing 7,; and 7y, respectively. Since, the error rate is propotional to 71, + 7, , the minimum error rate

(i.e., minimum #,+ fy; ) status is a good initial point for further optimizing the precision, recall or WPR
performance. As far as F-measure is concerned, it is easy to prove that maximizing the F-measure is equi-
valent to minimizing (n12+ n21)/ ny, ([Chang 97b].) Therefore, it is also appropriate for using minimum
error as the criterion of the first optimization stage. In fact, if we plot the WPR (or FM) graph as a function
of n,; and nj,, moving toward minimum error tends to have higher WPR (or FM) in general.

There aré several issues related to the design of the minimum error classifier. As mentioned pr;a.{/iously,
it is desirable to use features that encode syntactic information, such as parts of speech, in the feature set to
reject highly associated non-compound candidates; it is also desirable to use multiple features jointly to enjoy
all the informatioh contained in the features. However, the feature correlation among the features must be

carefully handled in order to model the distributions of the features properly. Redundant or
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non-discriminative features should be removed when combining the features. Furthermore, the parameters
must be estimated in a way as to minimize the classification errors. These issues will be addressed in the
following sections. Due to the length limitation, we will focus ourselves on the designing issues of the
minimum error classifier in this paper. Interested readers on the precision-recall optimization techniques at
the second learning stage are referred to [Chang 97b].
3. The Minimum Error Classifier for Compound Extraction

A likelihood ratio test method, which was proved to be the most powerful test [Papoulis 90], can be used
as the baseline classifier to achieve minimum classification error if the distributions of the feature vectors of
the two classes are known. In fact, it implicitly implies the use of the optimal thresholds (or decision
boundaries) which minimizes the misclassification costs in Bayesian decision points of view [Devijver 82] if
the cost for each misclassification is unity. In other words, it minimizes the probability of errors for two
classes of known distributions.

To identify whether an n-gram is a compound or a non-compound, each n-gram is associated with a

feature vector x , it is then judged to see whether it is more likely to be generated from the compound class

C or the non-compound class (¢ based on the following (log-)likelihood ratio:
_ f(XIC)P(C)
A(XIC)P(C)
g(x) 2log A = log f(x|C)~log f(x[C)+logP(C)-1logP(C),

where P(C) and P(E) are the prior probabilities of the two classes and f(x|C) (resp. f(xlé)) is the
probability density function of the feature vector x in the compc;und (resp. non-compound) class. If the

likelihood ratio A =1 (i.e., the discrimination function g(x), or the log-likelihood ratio, log A >0 ) for an

n-gram, then it is classified as a compound; otherwise, it is classified as a non-compound. The model
parameters for the two classes are referred to as A, and Az. They correspond to the means, variances, prior

probabilities, etc. (depending how the density functions are formulated), in the above formula.
‘4. Features for Compound Extraction
The performance upper bound of the classifier depends on the distribution of the input feature vector
X . Many statistical features are used in various applications. In particular, the normalized frequency (NF)
[Wu 93, Su 94b] of an n-gram, the mutual information (MI) [Church 90, Su 91, Chang 95] among the words
within an n-gram, the dice metric (D) [Smadja 96, Chang 97b] among the words of the n-gram, the contextual
entropy (H) [Tung 94, Chang 95, Chang 97a] of the neighboring words of the n-grams, are used in the
classification task. (The definitions of such association features and their extension are given in the
Appendix.) In addition, we will introduce a part of speech discrimination metric (Dpos) in this paper; it is
proposed in this paper to encode syntactic information so that syntactic information could be integrated with
other simple word association metrics in a simple and effective way, without resorting to complicated

syntactic processing. When all such features are used, we will have the following discrimination function:

f(NF.MI,D,H,D
f(NF.MI1,D,H,D

IC)P(C)
IC)P(C)

pos

g(x) = log

pos?

Since such features might contain redundant information, only a subset of the features will be automatically
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~ selected with a feature selection mechanism for classification.
4.1 POS Discrimination (Dpos)

Part of speech (POS) is an important syntactic feature for éxtracting compounds. For instance, many
compound words are associated with the part of speech patterns: {noun, noun}, {adjective, noun} (for
bigrams) or {noun, noun, noun}, {adjective, noun, noun} (for trigrams). Previous frameworks [Wu 93, Su
94b] show that simple word association metrics are useful for extracting highly associated compound words.
However, many non-compound n-grams, like ‘is a’, which have high association and high frequency of
occurrence are also recognized as compounds. Such n-grams could be rejected if syntactic information is
available.

One way to use the POS information is to measure how similarly the candidate and the compound class
are tagged with different POS patterns. For instance, if the compound words are tagged as {noun, noun} in
80% of the cases and as {adjective, noun} in 20% of cases, then a candidate which was tagged as {noun,
noun} and {adjective, noun} in most of the cases is very likely to be a compound. In this paper, we thus

suggest the following POS Discrimination metric for measuring the similarity or distance between a

compound word candidate x; and the compound word class, in terms of their tagged POS patterns. The
discrimination metric [Blahut 87] is defined as follows in terms of the distribution P;; of the POS patterns

of the candidate and the distribution P; of the POS patterns of the compound class:

Dpo.\'(xi;{Pij }’{ Pj}) = %Pijlog%

P = P(jlw;), P; = P()

where P;; is the probability for the ith compound word candidate (or n-gram) to be tagged with the part of
speech pattern j (such as a {noun, noun} tag pair) and P; is the probability for any compound word to be
tagged as j.

Intuitively, the log-likelihood ratio of P;; over P i indicates how close or similar (in terms of
probability of occurrence) the particular POS pattern j is, in comparison with the probability for the whole

class. If the two probabilities are nearly identical, that is, P,-j =~ Pj , the log-likelihood ratio will be close

to zero. Otherwise, the ‘distance’ will be large. The probability P; j preceding the log-likelihood ratio is a

weighting factor indicating how often such a ‘distance’ is observed; the discrimination metric is thus the

expected distance between the two probability distributions of POS tagging patterns. When a compound word
candidate has exactly the same distribution as the distribution for the compound class (P;; = P, forall j

), the ‘distance’ will be exactly zero. Therefore, we can gather the POS distributions of the n-grams, and use
the distributions of such a distance measure in the two classes to see whether the candidate comes from the
compound class.

Since this metric assumes continuous values, the distribution of this metric can be expressed in a
parametric form and the parameters of the probability density functions can be estimated from a training

corpus. We can thus easily incorporate such POS information for identifying compound terminologies with
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a few such parameters in a very simple and effective way.
5. Experiment Environments

To investigate the various models, a corpus of 23,016 sentences (188,267 words) is prepared. The corpus
is collected from a technical manual for cars. It is first processed by a morphological analyzer to normalize
every word into its stem form, instead of its surface form, to reduce the number of possible variants. Since
parts of speech are used as a coml-)ound extraction feature, the text is tagged by a discrimination oriented
probabilistic lexical tagger [Lin 92, Lin 95] in advance. The corpus is then divided into two parts; 90% of the
sentences (i.e., 20,715 sentences, 169,237 words) are used as the _training corpus, and the remaining 10%
(2,301 sentences, 19,030 words) are used as the testing set.

According to our experience in machine translation, most interested compounds are of length 2 or 3.
Longer compounds only constitute a small fraction of interested compounds; and such long compounds can
be extended by slightly modifying the definition for some association metrics. Hence, only bigrams and
vtrigrams compounds are investigated in the current work. The corpus is therefore scanned from left to right
with the window sizes 2 and 3. The lists of bigrams and trigrams thus acquired then form the lists of
compound candidates of interest. )

All bigrams and trigrams are submitted to three independent lexicographers of a local MT-based service
translation center. The lexicographers inspect all n-grams and decide which n-grams should be considered as
compounds and entered into the compound dictionary for the MT system. When there is inconsistency among
their choices, the lexicographers will negotiate for a compromise. The final candidates are then used as the
standard for evaluating the performance of the proposed compound extraction method. Since all the bigrams
and trigrams are scanned for qualification before any experiment is conducted, the performance will
reasonably reflect the performance against human judgement, the criterion for including an n-gram ornot will

thus not be biased by the algorithm designer’s intention to have high performance.
The parameters for the compound model A, and non-compound model Az are evaluated from the

above-mentioned training corpus, which is tagged with parts of speech and normalized into stem forms. The

‘n-grams in the training corpus are further divided into two classes. The compound class comprises the
n-grams in the compound dictionary, which was constructed by the lexicographers as described above; and
the non-compound class consists of the remaining n-grams which are not in the compound dictionary.
However, n-grams that occur only once or twice are excluded from consideration because such n-grams rarely
introduce inconsistency and the estimated feature values are highly unreliable.

For each class, the means and standard deviations of the mutual information, normalized frequency, dice
metric, contextual entropy and POS discrimination are estimated. The outlier entries (outside the range of 3
standard deviations from the mean) are discarded before estimating the model parameters so that the
estimated parameters are more robust.

6. Baseline Models

To achieve minimum error classification, several factors must be carefully considered, including the
features to be used, the model for formulating the underlying probability density functions of the two-classes,
and the estimation to the parameters of the density functions. In the simplest form, only one feature is used
for classification, and the probability density function is assumed to be a normal distribution. We then have

the following baseline models:
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_ AxJIc)P(C)
~ A(X,[C)P(C)

where X ; refers to any of the features among normalized frequency (NF), mutual information (MI), dice

metric (D), contextual entropy (H) and POS discrimination (Dpos). Such baseline models are used to evaluate
the performance for the individual feature; they will also be compared with other more complicated models
to justify our proposals. ,

The following table gives the performance using only one feature. The shaded areas highlight the error
rate perfdrmance, which is the opﬁmization criterion at the current stage. The features are arranged in

increasing order of error rates for bigrams.

Training Set Testing Set
Feature Dpos | MI H. | NF D | Dpos | MI H NF D
Recall 11.09| 0.0 | 487 | 6.01 | 1233 8.07 | 0.0 | 1.35 | 2.69 | 36.77
Precision | 100.0 [ * |30.92|30.69|37.07|100.0| * |23.08|33.33|57.75
 EworRate | 1103|1241 13.15 | 1334 | 13.47) 21,20 23.06 | 23.78 | 23:68 | 2079
WPR(1:1) ||5554| * |17.90|1835|24.70|54.03 | * |[12.22|18.01|47.26
F-measure |19.97| * 8.41 | 10.05|1850(14.93| * 2.55 | 4.98 | 44.93
Feature Dpos | MI H NF D |[Dpos| MI { H NF D
Recall 00 | 0.0 [1399]|10.20( 7.58 | 0.0 | 0.0 |12.07| 3.45
Precision * * 142112258 {2549 * * 158.33|66.67
 ErrorRate | 495 [ 495 [ 521 | 6.18 [ 567 | 11.51[11.51 [ 1111|1131 .
WPR(1:1) * *|28.05(1639|16.54| * *135.20 | 35.06
F-measure * * 121.00|14.05 [ 11.69] * *120.00 | 6.56

2-gram
Baseline

3-gram
Baseline

Table 1 Error Rate Performance Using only One Feature
(*: undefined, i.e., all candidates are classified as non-compound.).

The error rates are in the ranges of 11.03%-13.47% and 20.79%-23.78% for bigrams in the training set
and the testing set respectively; for 3-grams the error rates are in the ranges of 4.95%-6.18% (training set) and
11.11%-13.49% (testing set); such performance corresponds to accuracy rates of 87-89% (76-79%) and
94-95% (87-89%) in classifying the bigram and trigram training (testing) set. Using the minimum error
classifier thus achieves moderately low error rates both for the training set and testing set, without resorting
to arbitrary thresholding.

Initially, however, the precision and recall are not sufficiently high except for the bigram POS
discrimination case since the classifier tends to recognize most n-grams (or even all n-grams) as
non-compounds. The 0% recalls and undefined precisions (designated as ‘*’) in the table are .the results of
classifying all entries as non-compound as suggested by the assumed normal distributions. Such initial
precisions and recalls are not a critical problem at the current stage where minimization of error counts is the
major goal. It will be shown in later sections that, by incorporating more features, the error rates will be
further reduced and the precision and recall will be indirectly improved toward high precision and moderate

recall.

There are several problems to achieve the minimum error criterion by using the above baseline models.
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First of all, various features are not used jointly to supplement each other so as to reduce the error rate.
Second, the distributions are not necessarily normal for some features. (For instance, the normalized
frequency is more likely to ‘have an exponential distribution. Fortunately, the comparison between the
baseline models and other more complicated models in the current work will not be affected significantly,
since we actually get almost the same error rates for such features by using the exponential distribution
assumption.) To resolve such problems, we will propose some methods in the following sections to improve
the error rate performance further so that the first optimization stage is better conducted.

7. Feature Integration and Optimal Feature Selection

7.1 Integration of the Features

While each of the above features provides moderately good initial error rate performance in the above
baseline models, it is known that jointly considering all the features would, in general, achieve better per-
formance. It is also known that step-by-step filtering approaches, which were commonly used in traditional
extraction tasks, tend to raise the precision rate at the cost of lowing the recall, since a filtering module may
filter out potential candidates without using all available information; it is then not likely to acquire the global
optimal precision and recall achievable by using such features. Using all features jointly in one step for
optimizing the extraction task is thus emphasized here, instead of using the multiple features step-by-step in
multiple filtering modules.

However, increasing the number of features may increase the modeling complexity of the classifier
[Devijver 82] without increasing much performance, since some of the features might be highly correlated,
and thus much redundant information will be contained in the whole set of features. Therefore, an automatic
mechanism for choosing the right features is proposed here, so that only a subset of the most discriminative
features are used for efficient computation without losing discrimination power.

Since our goal is to minimize the error rate performance, our strategy for finding the best feature set is
to combine the current feature set (which is initially empty) with each feature not in the current feature set for
conducting the likelihood ratio test. The feature which enable the classifier to minimize the error rate per-
formance, when jointly considered with the current set of optimal features, is then added to the optimal set of
features. This process starts from the baseline models and stopped when the inclusion of new feature do not
improve the training set performance further. This strategy can be characterized as a kind of sequential
forward selection (SFS) in the literature [Devijver 82].

7.2 Optimization Using Independent Normal Model

The performance of the classifier will also depend on how good the density function of the features fits
the real training data, in addition to the feature set being used. In the simplest model, the joint probability of
the features is approximated as the product of the probabilities for the individual features (by assuming that
they are mutually independent), and each feature is assumed to be normally distributed. The corresponding

log-likelihood ratio then becomes:
D
logh = X [logf(x,IC)—logf(x,[C)] +[logP(C) —logP(C)]
i=1 :

where the summation is taken over all features being used, and D is the dimension of the feature vector. In
other words, all features are assumed to be independent in such a simplified model. With such assumptions,

uncorrelated (complementary) features are likely to be included earlier than highly correlated features since



features with smaller correlation coefficients tend to be closer to the independent assumption and are likely
to have better performance. The mechanism can thus select the most useful and complementary features
automatically and leave redundant features unused. Table 2 shows the performances for using different
numbers of features, which are selected, in sequence, by the automatic feature selection method déscribed in
the previous section, using independent normal assumption.

By applying the feature selection mechanism over all the features, the Dpos (discrimination), H
(entropy), MI (mutual information), NF (normalized frequenéy) and D (dice) features are selected in
sequence for bigrams; on the other hand, the best feature sequencé for trigrams, under the current model, is
Dpos, MI, H, D, NF. The SFS strategy results in the following error rate performance, where the features are
arranged in the same order as the sequence in the feature selection process. For instance, the second column
of the bigram performance table shows that the error rate is 8.07% when the entropy feature, H, is added to the

feature set with other preceding features (in this case, the discrimination feature, Dpos).

Training Set Testing Set
Feature Sequence Dpos| H MI | NF D |Dpos| H MI | NF D
Recall 11.09 | 40.41 | 54.61 | 35.34 | 31.30 | 8.07 | 35.43 | 60.54 | 33.63 | 50.67
100.0 | 88.04 | 77.39 | 71.04 | 49.67 || 100.0 | 89.77 | 92.47 | 82.42 | 66.47
WPR(1:1) |55.54 | 64.23 | 66.00 | 53.19 | 40.49 | 54.04 | 62.60 | 76.51 | 58.03 | 58.57
F-measure | 19.97 | 55.39 | 64.03 | 47.20 | 38.40 || 14.93 | 50.81 | 73.17 | 47.77 | 57.50
Feature Sequence Dpos | MI H D NF || Dpos | MI H D NF
Recall 0.0 |14.29|33.53|29.45(26.24| 0.0 |17.24 |44.83|56.90 | 48.28
Precision . 86.67 47.46
WPR(1:1) 52.26(38.2230.04| * |58.62|65.7553.08|47.87
F-measure | * |[25.0145.55(36.20(29.56| * [29.4159.09|52.80 |47-86

Precision

3-gram

Table 2 Error rate performances of the independent normal model.

The shaded areas highlight the error rate performance, which is the optimization criterion at the current
stage. The parts of speech discrinﬁnation is selected first in the two feature sequences, since the parts of
speech information provide the best error rate performance among all using the normal assumption. For the
bigram case, the errbr rate is reduced by 26.8% (from 1 1.03% to 8.07) when the contextual entropy
information, H, is included. The inclusion of the the mutual information further reduces the error rate per-
formance to 7.61%, corresponding to a reduction of 5.7% of the remaining errors. For trigrams, the error rates
are improved slightly from 4.95% to 4.24% to 3.97 when the second and the third features (i.e., MI and H) are
included, corresponding to the error reduction rates of 14% and 6%, respectively.

In addition to the improvement in error rate performance, the extra features do improve the precision and
recall performance (WPR or FM, or both) as well. Although the error rate is only slightly improved (and the
system retains essentially the same low error rates), the precision and recall performance is shifted away from
the initial low precesion and recall status significantly. Such observations partially justify our two-stage
arguments to optimize the precision and recall performance starting from a minimum error status.

However, it fails to further improve the error rate performance as the feature dimension increases
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further, since the mutually independent assumption for the joint density function becomes harder and harder

~ to be true as the feature dimension increases. For instance, the dice metric (D) and mutual information (MI)
has a high correlation coefficient of about 0.6 in bigrams and 0.4 in trigrams. Another example would be the

'NF (normalized frequency) and H (contextual entropy), which have correlation coefficients of about 0.4-0.5
in the bigram and trigram data. The problem is resolved by considering the feature correlation and using
better density functions to approximate the joint distribution as follows.

7.3 Model Refinement with Mixture of Gaussian Density Function

There are two sources of errors for including new features in the previous model, which assumes that
the features are mutually independent and normally distributed. First, the independent assumption might not
be true for some feature pairs. In fact, the correlation matrices for the features indicate that some of the
features are highly correlated. Therefore, it is desirable to use a multivariate normal (i.e., Gaussian)
distribution [Roussas 73, Rabiner 93], which encode feature correlations with a covariance matrix, to
consider the effects of the correlations among the features. Second, the distributions of some features are not
similar to a normal distribution. Therefore, using a mixture of the multivariate normal distribution would be
a better way to fit the density functions. By increasing the number of mixtures, it is possible, in theory, to fit
the shapesof the real distributions better, and thus have better estimation on the likelihoods of the joint feature
vectors.

7.3.1 Using Multivariate Gaussian with Fixed Number of Mixtures

To fit the training data into a mixture of multivariate Gaussian distribution, we must estimate the means
and co-variances of each mixture or cluster. The clusters are acquired using a standard vector quantization
(VQ) technique [Duda 73]. For a K-mixture distribution, the feature vectors are clustered into K clusters; the
mean vectors, covariance matrices and prior probabilities of the clusters are then estimated from the
clustering results.

Since the number of mixtures for the underlying distributions of the joint features of various dimensions
are not known, we fixed the number of mixtures (K) throughout the whole feature selection process to find the
best performance. The cases for fixing K=1, 2, 3 are tried in order to find the best number of mixtures to use.
The best results for 2-grams and 3-grams are given in the Tables 3-4. The comparison between the
independent normal model and the K-mixture multivariate normal model (using fixed K throughout the

feature selection process) is summarized in Table 5.

Training Set Testing Set

Feature Sequence Dpos| H MI NF D | Dpos| H MI NF D
Recall 69.84 [ 71.50 | 71.61 | 50.67 | 51.71 || 69.06 | 71.30 | 69.96 | 67.26 | 47.09
Precision | 100.0 | 97.87 | 88.93 | 62.93 | 45.53 | 100.0 | 95.78 | 93.41
2-gram | Brror Rate | 374 | 3.73 | 463 | 082 [1367] 714 | 734 | 807 |11
WPR(1:1) | 84.92 | 84.69 | 80.27 | 56.80 | 48.62 | 84.53 | 83.54 | 81.68 | 73.95 | 49.66
F-measure | 82.24 | 82.63 | 79.34 | 56.14 | 48.42 |/ 81.70 | 81.75 | 80.00 | 73.34 | 49.53

Table 3 The Best Bigram Performance of the Minimum Error Rate Classifier
Using a 2-Mixture Multivariate Normal Density Function (K=2).



Feature Sequence Dpos| H MI D NF |[Dpos| H MI D NF
Recall 63.27 | 68.22 | 67.06 | 51.90 | 54.23 || 75.86 | 74.14 | 74.14 | 36.21 | 37.93
Precision | 100.0 [ 95.12| 90.91 | 80.91 | 39.08 || 100.0 | 97.73 | 95.56 | 95.45 | 41.51

3-gram

’WPR(lzl) 81.63 | 81.67 | 78.98 | 66.40 | 46.65 || 87.93 | 85.93 | 84.85 | 65.83 | 39.72
F-measure | 77.50 | 79.45 | 77.18 | 63.24 | 45.43 || 86.27 | 84.32 | 83.50 | 52.50 | 39.64

Table 4 The Best Trigram Performance of the Minimum Error Rate Classifier
Using a 3-Mixture Multivariate Normal Density Function (K=3).

N Training Set Testing Set
Model && Features P R | E |WPR | WPR | FM
JIN: Dpo's+H 88.04 | 40.41 64.23 | 62.60 | 50.81
2 |IN: Dpos+H+MI 66.00 ”
IN: Dpos+MI 100.0 | 14.29 2941
3 |IN: Dpos+MI+H 70.99 F&ss 59.09

Table 5 Comparison between Independent Normal (IN) Model and K-mixture Multivariate Normal (Mx)
Model. (2: 2-gram, 3: 3-gram, P: Precision, R: Recall, E: Error Rate, WPR: Weighted Precision/Recall with
equal weights, FM: F-measure.)

For bigram compound word detection, the best (training set) error rate performance is found in Table 3
when Dpos (parts of speech discrimination) and H (contextual entropy) are used jointly using a 2-mixture
multivariate (bivariate) normal density function. The best feature sequence is identical to the normal
iridependent model. In this case, the error rate, 3.73%, is only about 49% of the best normal independent
model (using Dpos, H and MI), whose érror rate is 7.61%. The WPR is also sigriificantly improved from
66.00 to 84.69, and the FM from 64.03 to 82.63. The precision and recall for this case are 97.87% and
71.50%, respectively. ' »

Trigram compound detection also acquires the best results by using Dpos and H, but with a 3-mixture
multivariate normal density function (Table 4). The error rate is 1.75% in this case, which is only 44% of its
counterpart using the independent normal model, i.e., 3.97% (using' Dpos, MI and I). The results
demonstrates that using a mixture of multivariate normal density function to include the correlation and fit the
density function of the training data does reduce the error rate and improve the precision, recall, WPR and FM
significantly.

Again, the WPR and FM are, in general, improved whén the error rate is reduced. However, the tables
indicate that the error rates do not decrease monotonically as the number of features are increased for a given
K; the error rate decrease only for the first two or three features in the feature sequence. Besides, the error
rates do not decrease monotonically either when the number of mixtures increased when comparing the
performance for a specific number of features. There are several possibilities which make the fitting of the
training data to a K-mixture D-variate density function imperfect in the above process; the performance thus
is not monotonically increased with K or D [Chang 97b].

In particular, the number of mixtures for the underlying density function of the joint features may not

136




be characterized by a small K when the number of features increases to some extent. In fact, it is known in
statistical pattern recognition community [Devijver 82] that when the number of features increases, the best
number of mixtures for modeling the joint distribution of the features, in general, will increase quickly. For
instance, two features, each having two normal mixtures, when considered jointly, may have as many as four
mixtures if they are independently distributed. The number of mixtures tends to grow exponentially with the
number of features in the worst cases. As a result, the real K may far exceed our searching range (K=1-3)
when new features are included.
7.3.2 Improvement by Searching for the Best Number of Mixtures

The above identified problems in using a fixed number of mixtures throughout the whole feature
selection process indicates several ways to improve the error rate performance. The simplest way would be to
set an upper bound, Kmax, and tries all K <= Kmax during the feature selection process for each feature
dimension. We thus tries several Kmax and find the best K (K*) for such searching ranges. The following
table shows the results when Kmax=3.

The numbers in the parentheses iﬁdicate the best number of mixtures (K*) used. For instance, the
Dpos(.)-H(2) feature sequence means that a local optimal is found when Dpos and H are jointly considered

using 2-mixtures.

Training Set Testing Set
Feature Sequence Dpos(2) | H(2) | MI(3) | NF(3) MI NF D
Recall 69.84 | 71.50 | 72.12 | 67.05 0 | 70.40 | 65.92 | 44.39
Precision | 100.0 |97:87 | 90.74 | 83.70 78| 94.01'| 93.63
2-gram | BriorRate | 3.74 | 373 | 437 | 571 | 786 [ 8
WPR(1:1) | 84.92 |84.69|81.43 7537 8354 |82.21 | 79.77 | 56.34 |
F-measure | 82.24 |82.63|80.37 | 74.46 31.75 | 80.51 | 77.37 | 53.80
Feature Sequence Dpos(3) | H3) | MI(3) | D(3) MI D NF
Recall 6327 |68.2267.06 | 51.90 4.14°| 74.14 | 36.21 | 44.83
: 3195.56

Precision 190.91 | 80.91 p

3-gram | ErorRate | 1.82 119629 | 17 | 337 | 754 [11.90
WPR(1:1) 57 | 78.98 | 66.40 8593 | 84.85165.83 | 46.49 |
F-measure 5 77.19 | 63.24 | 28.34 | 86.27 | 84.32 | 83.50 | 52.50 | 46.43

Table 6 The Performance of the Minimum Error Rate Classifier
Using Multivariate Normal Density Function up to 3 Mixtures (Kmax=3).

Table 6 demonstrates that, by searching for the best K in [1, Kmax] for each feature difnension, the error
rate performance is always better than (or identical to) its counterpart in Tables 3-4 of the same number of
features. This justify our arguments that K must be searched for a local optimum instead of using a fixed
number of mixtures all the time.

Table 6, however, still do not show monotonic decreasing of the error rates when the number of features
are increased. In fact, the error rates no more decrease after the third feature is included, just like Tables 3-4.
The problem is that Kmax=3 is still too small to search for a better performance even with only 3 features. In
fact, we could further enlarge the searching range Kmax, and it is demonstrated in [Chang 97b] that the

training set error rates for any given number of features do decrease monotonically as the searching range [1,
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Kmax] is increased. We can thus expected that the error rate will decrease monotonically as the number of
features are increased if we allow a much larger searching ranges. In the current task, however, it is observed
that the best number of features even for 3 features are more than ten (i.e., K*>10). This would requires a very
lengthy time to converge. Furthermore, the features at the tail of the feature are highly correlated with features
at the front of the list, which means that they may provide little additional information once those features
selected earlier are used for classification. Improving the estimation of the density functions for including
such features thus would not likely to produce significant improvement. Therefore, compromise must be
taken between modeling complexity and computation costs.

With Kmax=3 and two features (in which the training set error rates are minimal), we actually have
testing set WPR performance of 84% (bigram) and 86% (trigram); the F-measures are about 82% and 84% for
bigram and trigram, respectively. »

Given the above error rate performance, it is still possible to further improve the error rate performance
and thus indirectly improve the precision and recall rate performance. However, such approaches do not
guarantee to get .the best joint precision-recall performance, since the minimum error rate criterion,
eventually, is not equivalent to maximum precision-recall. Therefore, optimizing the precision and recall
performances by adjusting the parameters of the classifiers afterward is desirable. Such optimization issues
and the resultant improvement, however, is beyond the scope of the current paper. Interested readers are
referred to [Chang 97b].

8. Concluding Remarks

Most simple mechanisms for terminology extraction rely on trial-and-error to setup empirical thresholds
for cach available features, and use such features to filter out inappropriate candidates step-by-step using one
feature per step. Such simple filtering-and-thresholding approaches cannot automatically optimize a user
specified criterion function of precision and recall. To resolve such optimization problems, a two-stage
optimization scheme is proposed. In the first stage, the system tries to reach minimum classification error to
optimize the precision and recall performance indirectly, by using a two-class classifier with a likelihood test
method. In the second stage, an adaptive learning method is then applied to directly optimize a criterion
function of precision and recall; such a criterion function can be pre-specified by a lexicographer based on the
preference over the precision and recall performance. Optimization through error rate minimization in the
first stage, in particular, is addressed in detail in this paper.

The method proposed in this paper integrates mutual information, normalized frequency, dice,
contextual entropy and part of speech information as the features for discriminating compounds and
non-compounds. The POS discrimination metric, in particular, is proposed in the current work for encoding
the syntactic constrains over possible compound candidate. Syntactic constraints can thus be easily
integrated quantitatively for jointly optimizing the system performance with other word association metrics.

To reach minimum error rate in the first optimization stage, all association features are jointly
considered so that all available information could be enjoyed by the system; an automatic feature selection
mechanism is applied so that only the most discriminative features are used to jointly qualify compound
candidates. Various models are used to fit the training data to various density functions so as to minimize the
system error rate. The correlations among the features are taken into account by including the correlation

matrices into the density functions, and the density functions are formulated using a mixture of multivariate



Gaussian density functions so as to well characterize the distribution of the training data.

With a training (resp. testing) corpus of 20715 (resp. 2301) sentences sampled from technical manuals
about cars, the weighted precision & recall (WPR) using the proposed approach can achieve about 84% for
bigram compounds, and 86% for trigram compounds. The F-measure performances are about 82% for

bigrams and 84% for trigrams.

Appendix: Association Features for Two-Class Classification

1. Normalized Frequency (NF)

The normalized frequency for the ;" n-gram is defined as:

. _ N
ry = f——' f= %iglfi

where f; is the total number of occurrences of the ;** n-gram in the corpus, and J_‘ is the average frequency

of all the entries. In other words, r; is the normalized frequency with respect to the average frequency ]_f .

2. Mutual Information (MI)
Mutual information is a measure of word association. It is the ratio between the joint probability for a

group of words to appear in the same n-gram window and the probabily for such words to occur in the same

window independently. The bigram mutual information [/(x;y) is known as [Church 90]:

P(x,
I(x;y) = log, #)I)’)(y)

where x and y are two words in the corpus. The mutual information of a trigram is defined as [Su 91]:

Pp(x,y,z) P(x,y,z)
I(x,y,2) = logm = Og—P,(x,y,z)

P, = P(x)P(y)P(z)+ P(x)P(y,2) + P(x,y)P(2)
where Pp(x,y,z) = P(x,y,z) is the joint probability for x, y, z to appear jointly as a group of words in
a trigram window, and P ;(x,y,z) is the probability for x, y, z to appear, independently, as a group by
chance. Note that the three product terms in P ;(x,y,z) correspond to three different ways in which the
constituents of the trigram appear in the same trigram window by chance; P ;( X,y,z) is the total probability

of the various possible combinations. In general, I( -) >> 0 implies that the words in the n-gram are strongly

associated. Otherwise, their appearance as one group of words may be simply by chance.
3. Dice Metric (D)
The dice metric is commonly used in information retrieval tasks [Salton 83] for identifying closely
related binary relations. The dice metric for a pair of words x, y is defined as follows [Smadja 96]
P(x=1,y=1)

Dz(x,)’) = 1 ’
S[P(x=1D+P(y=1)]

where x=1 and y=1 correspond to the events that x appears in the first place and y appears in the second place

of a bigram respectively. Intuitively, the dice metric is the likelihood ratio between the joint probability for
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two words (or events) to occur simultaneous and the average probability for each individual word (or event
to) occur in bigram pairs. Therefore, a high dice value tends to mean that x and y are highly associated.

We can also define the dice metric for tripie relations following the same spirit in defining the 3-gram
mutual information.” However, note that in defining the bigram dice metric, the joint probability
P(x=1,y=1) is normalized with respect to the average of the marginal probabilities, P(x =1) and
P(y =1), of the constituents instead of the product of the marginal probabilities (i.e., the probability of
independent occurrence). Therefore, we have three different ways to normalize the joint probability with
respect to the averages of the marginal constituent probabilities as follows:

P(x=1,yz=1) P(xy=1, z=1) or P(x=1,y=1, z=1)
%[P(x =1)+P(yz=1)] , %[P(xy =1)+ P(z=1)] ’ %[P(x: D+P(y=1)+P(z= 1)]

where P(x=1,y=1,z=1) is the probability that x, y and z appear simultaneously in the first, second, and
third places of a trigram, P(xy=1) (i.e,, P(x=1,y=1)) is the probability that x and y appear

simultaneously in the first and secon_d places of a trigram, and P(yz=1) (i.e., P(y =1,z =1)) stands for the

pfobability that y and z appear in the second and third places of a trigram simultaneously. (Note that the first
two normalized metrics are simply the bigram dice metrics for [x, yz] and [xy, z], respectively.) If any of the
above three normalized association metrics is small, then the trigram is likely to belong to different words.
Therefore, we shall use the minimum of the three normalized likelihood ratios to indicate the association of

the trigram. The trigram dice metric is then defined as follows.

_ . [2P(x=1y=1,z=1) 2P(x=1,y=1,z=1) 3P(x=1y=1,z=1) :l
Dy(xy.2) = mml:P(x:1)+P(yz=1)’P(xy=1)+P(z=1)’P(x=1)+P(y=])+P(z—_—1)
, Plx=1ly=1z=1)
= Pl’

P/ = max| JUP(x=1)+ P(yz=D]A(P(xy=1)+ Pz =D}, +(P(x=1)+ P(y=1)+ P(z=D)]]

The three terms in the bracket of the min operator indicate three different ways in which the three words
do not belong to the same lexical entry. The min operator means to choose the weakest evidence of
association for comparison with a threshold. If the weakest evidence of association is greater than a threshold,
then the trigram dice measure gives a strong indication that the three words belong to the same lexical entry.
Given the above definition, 6nly those trigrams which appear simultaneously with significantly higher
‘probability than the maximum probability of the various other combinations of the constituents are
considered compound candidates.

4. Contextual Entropy (H)

The left and right contextual entropies [Tung 94] are defined respectively as follows:

H,(x) = —ZPL(wi;x)logPL(wi;x)

HR(X)

Il

— ZPR(x;w,;)logPR(x;w,-)
wi
where W is the left or right neighboring word of an n-gram x , and the probability that W ; appear as the left

or right neighbor of an n-gram x is represented as P L( w,-;x) and P R(x;w ,-) , respectively. If the contextual
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entropy is large, which means that the neighbors of x are randomly distributed, then x tends to be a lexical
unit by itself; otherwise, x and W; are likely to appear simultaneously, which implies that x is unlikely to

be a lexical unit by itself. In the current work, we use the avérage of H; and Hy as a single feature instead

of using the two entropy metrics.
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Abstract
This paper proposes a method to éxtract proper names and their associated information from Web
pages for Internet/Intranet users automatically. It extracts information from World Wide Web
documents, including proper nouns, E-mail addresses and home page URLs, and finds the
relationship among these data. Natural language processing techniques are employed to identify and
classify proper nouns, which are usually unknown words. Different kinds of clues such as spelling
method, adjacency principle and HTML tags are used to relate proper nouns to their corresponding E-
mail and/or URL. With the mapping schemes, the extracted information is more accurate than the
results from the traditional searching engines. The results can be used as the database of the services
for finding people and organizations in Internet. Such searching services are very useful for human

communication and dissemination of information.

1. Introduction

With the rapid growth of Internet in recent years, World Wide Web (WWW) becomes a
very large knowledge source nowadays. Much information is disseminated through the giant
media. One of the problems in the large cyber space is: it is very difficult to know where an
entity, which is a concrete object that can send and receive information, is. For
communication purpose, we usually want to know a person’s or a company’s E-mail address,
or his/her home page URL. Yellow pages, which are E-mail directory or URL directory in
this case, can help to find the related information. Because WWW is a very large database
a£1d is created dynamically, it is hard to set up such a kind of yellow pages manually. In the
other way, the current searching engines just index the contents of tﬁe Web page with their
URL. Supposing a page contains many proper names, the searching engine will index all
the proper nouns with this page’s URL. However, only one of these proper nouns or none is

the owner of the page. For the need of intelligent processing, the precision of the searching



engines is too low for such a task of finding people.

Hopefully, very large portion of WWW is composed of natural language documents that
can be regarded as a text corpus. Corpus analysis techniques in natural language processing
(CL, 1993) can be employed to extract knowledge from WWW. And using the semantics of
the content and HTML tags, some mapping schemes are proposed to relate the knowledge

with the URL of Web page.

This paper will propose a method to construct yellow pages for Internet/Intranet users
automatically. It extracts information including proper nouns, E-mail addresses and home
page URLs from WWW documents, and finds the relationship among these data. The
problems to be tackled are shown &s fdllows:

(1) Proper nouns, which are always unknown words, have to be identified and classified
from WWW corpus. Those proper nouns that denote organizations are usually
hierarchical. Such kinds of relationships must be distinguished.

(2) There may be more than one proper noun, more than one E-mail, and more than one
URL in a WWW document. Thus we have to find a mapping from a set of E-mail

addresses (or URLSs) to a set of proper nouns.

The language models proposed in this paper are experimented on Taiwan WWW home
pages. Section 2 introduces WWW documents and the semantics of ‘the HTML annotation.
The hierarchical nature and the related HTML tagging (1996) are discussed. Section 3
- shows the overview of our yellow page constructor. Section 4 presents the identification
algorithms for proper nouns. Here, we focus on pﬁrsonal names and organization names.
Section 5 touches on the mapping algorithms between proper nouns and the related

information. Section 6 discusses the experiments, and section 7 concludes some remarks.

2. WWW Documents ‘ !

The first step in constructing yellow pages is to know where the proper nouns, E-mail
addresses and URLs are in WWW documents. WWW documents are different from the
traditional text corpﬁs in that they are HTML (HyperText Markup Language) files. The
tagging information provides some clues, but it also introduces some noises. How to use the
information is a vefy important issue in applications on Internet, e.g., cross-language

information retrievalv(Bian and Cher, 1997). In plain text, each sentence always has a
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sentence terminator such as full stop, question mark and exclamation mark. These symbols
split each document into several processing units. In HTML files, these punctuation marks
do not always appear. Quasi-sentences are defined according to some of HTML tags shown
below:

Title (TITLE)

Headings (H1, H2, ..., H6)
Address (ADDRESS)
Unordered Lists (UL, LI)
Ordered Lists (OL, LI)
Definition Lists (DL, DT, DD)
® Tables (TABLE, TD, TH, TR)

Besides, some punctuation symbols like ‘| and ‘:” have the same effects. In contrast to

the above sentence delimiters, the font style elements may introduce noises. Bold (B), italic
(I), superscripts (SUP), subscripts (SUB) and font (FONT) can be used to emphasize some
points in texts. However, these elements produce many unknown words because a word is
split into several parts by HTML tags. Thus these tags should be treated as meta-information

and hidden from processing.

The links denoted by anchors (A) in the WWW documents are one of the possible sources
of proper nouns and the related information. Some WWW documents shown in Appendix A
demonstrate their typical features. The first example is the home page of National Taiwan -
University (NTU, http://www.ntu.edu.tw/). The entity that we are interested in is NTU (‘&
YL EEAER), which is an organization name. Underline shows a link to other home pages.
The second example follows from NTU Link. The interesting entities are Offices of
Academic Affairs (‘ZU¥5z’), of Student Affairs (‘22¥55Z’), of Business Affairs (‘AE15ER);
University Library (‘E|Z£E’); Computer and Information Network Center (‘E{E4% K&,
& 0); Population Studies Center (‘ A [I#F3EH.(»"). Those units that do not have any
links are not considered. For example, the home pages for Accounting Office (‘&51%E)
and Military Instructors’ Office (‘EZ§/l|Z=") are not constructed now, so that they are not listed
in the final yellow pages. Following the link for Colleges, Schools, Departments, Graduate
Institutes and Affiliated Organizations, we can retrieve more information. All these units

form a hierarchical structure. A link in the HTML file may be represented as follows:

<a href="argument™™> text </a>
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When “text” is a proper noun, its home page URL may be described by “argument”.

Consider an example in the NTU Link home page. The link of Office of the Dean of
Academic Affairs (‘B{FEEgE’) is shown below:

<a href="/Campus/announce/index. html#academic">#{¥5 5%
/ Office of the Dean of Academic Affairs</a>
If the proper noun and its URL are put into yellow pages directly, this entry may be
ambiguous. This is because many universities have the similar organization. Therefore we
should keep the hierarchical path of the Web pages to disambiguate the meaning of a proper
noun. Further, the relative URLs need to be modified as the absolute ones for keeping the

complete URL information.

Besides the link field, proper nouns may appear in other positions ina WWW document.
To deal with these objects is more complex. An additional algorithm is needed to associate
URLs and E-mail addresses with suitable proper nouns. Different kinds of clues such as
spelling method, adjacency principle and HTML tags (e.g., title, headings, address, font style

elements) are employed.

3. System Overview

We periodically collect the home pages from Internet/Intranet by a spider. The yellow
page constructor first analyzes these HTML files. The basic processing units (sentences or
quasi-sentences) and HTML meta-information are gathered. Because a Chinese sentence (or
quasi sentence) is composed of a sequence of characters without word boundaries (Chen and
Lee, 1996), a Chinese segmentation system identifies the word tokens. Then, a proper noun
identification system (see Section 4) extracts personal names and organization names.
During processing, the information in anchor parts is placed in the anchor set (AS). Other
information, i.e., that appears in non-anchor parts, is placed in one of the content sets (CSes)
for the different types of information. In current implementation, there are three content sets
- say, CS_Proper-Noun, CS_E-Mail and CS_HTTP. They record proper nouns, E-mail
addresses and URLs, respectively. For the anchor set, the remaining task is simple. We
just relate the proper noun found in an anchor to the corresponding URL. For the content
sets, a mapping algorithm (see Section 5) associates URLs and/or E-mail addresses with a
suitable proper noun. Algorithm 1 shows the information extraction part of the yellow page

constructor.
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Algorithm 1. Information Extraction

Input: An HTML file or a plain text

Output: An anchor set (AS) and three content sets (CSs)

Method: 1. [HTML Parser]
Identify sentence boundary and collect those HTML tags that are useful
for information mapping.

2. [Chinese Segmentation System]
For each processing unit (a sentence or a quasi-sentence), identify the
word boundary.

3. For each processing unit

3.1 [Extracting the Anchor Information]
for each anchor (<a href=" protocol://host/path ">Text</a>)

{ Identify and classify proper noun (PN) within Text.
if PN exists, add the tuple (PN, protocol://host/path) to the
Anchor Set (AS)

}

3.2 [Extracting the Content Information]
3.2.1 Identify and classify proper nouns (PNs)
if found
{ add PN to CS_Proper-Noun with the following attributes:

position information (token_no) and associated HTML
meta information (<TITLE>, <Hn>, <Address>,
<Bold>, <Font> and <Italic>)

}

3.2.2 Extract different types of information with token no, and
add to the corresponding Content Sets (CSes).

4. End

4. Identification of Proper Nouns

Proper nouns which are not collected in lexicons are major unknown words in natural
language texts. Several methods (Boguraev and Pustejovsky, 1996; Chen and Lee, 1996;
Mani, et al., 1993; McDonald, 1993; Paik, et al., 1993) have been proposed to identify proper
nouns. Of these, Chen and Lee (1996) present various strategies to identify and classify

three types of proper nouns in Chinese texts, i.e., Chinese personal names, Chinese
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transliterated personal names and organization names. In large-scale experiments, the
average precision rate is 88.04% and the average recall rate is 92.56% for the identification of
Chinese personal names. The average precision rate and the average recall rate for the
identification of organization names are 61.79% and 54.50%, respectively. We follow this

work on the extraction of personal names and organization names from Taiwan Web pages.

4.1 Identification of Personal Names

A Chinese personal name is composed of surname and name parts. Most Chinese
surnames are single character and some rare ones are two characters. A married woman may
place her husband’s surname before her surname. Thus there are three possible types of
surnames, i.e., single character, two characters and two surnames together. Most names are
two characters and some rare ones are one character. Theoretically, every character can be
considered as names rather than a fixed set. Thus the length of Chinese personal names

range from 2 to 6 characters. The baseline models for the extraction are shown as follows:

Model (a) Single character

#C1 #(C2 8 #Cs

X > Thresholdl
&C1 &C2 &Cs

M

#C2  #Cs

x
2 &Cs

> Threshold3

Q) #C > Threshold?2 and
&Ci

Model (b) Two characters

#C2 X iCi > Threshold4

3
®) &Cr &C3

Model (c) Two surnames together

#Cn  #Cn2 #C'zx#C3

4 x x > Threshold5
&Cu &Cn &C: &Cs

) 2L HCR  reshold6 and 2 x O S Threshold?
&Cn &Cn2 &C2 &Cs

For different types of surnames, different models are adopted. Because the surnames with

two characters are always surnames, Model (b) neglects the score of surname part. Models
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(a) and (c) have two score functions. They solve the problem of very high score of surnames.
The above three models can be extended to the single-character names. When a candidate
cannot pass the thresholds, its last character is cut off and the remaining string is tried again.
Thresholds are trained from a large-scale Chinese name corpus of 219,738 Chinese personal

names. We let 99% of the training data pass the thresholds.

Text provides many useful clues from three different levels - say, character, sentence and
paragraph levels. The baseline model belongs to the character level. Titles, mutual
information and punctuation marks come from sentence level. When a title such as
“President” appears before (after) a string, it is probably a personal name. Mutual
information (Church and Hanks, 1990), which provides a measure of word association, is
employed to tell the difference between a name and a content word. We check the string
which can serve as a name or a content word with its surrounding words. Wheh they have a
strong relationship, it has high probability to be a content word rather than a name. The
punctuation marks play an important role in identification. Personal names usually appear at
the head or the tail of a sentence. The last clue is the paragraph information. A personal
name may appear more than once in a paragraph. We use cache to store the identified

candidates, and reset cache when next paragraph is considered.

4.2 Organization Names

The structures of organization names are more complex than those of personal names.
Basically, a complete organization name can be divided into two parts, i.e., name and
keyword. Many words can serve as names, but only some fixed words can be regarded as
keywords. Thus keyword is an important clue to extract the organization names. However
there are still several difficult problems. First, a keyword is usually a common content word.
It is not easy to tell their difference. Second, a keyword may appear in an abbre;fiated form, or
even be omitted completely. Third, some organization names are very long,.so it is hard to

decide the left boundary.

This paper only touches on the third problem. Keywords, which are good indicators,
play the similar role of surnames. They show not only the possibility of an occurrence of an
organization name, but also its right boundary. Prefix is a good marker for possible left

boundary. Parts of speech such as transitive verbs, adjectives, numerals and classifiers are
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also useful to determine the left boundary. The name part of an organization cannot beyond
these critical parts of speech. Because a tagger is not involved before identification, the part
of speech of a word is determined wholly by its lexical probability. Finally, the formulation
of the name part of an organization name is considered. If the word preceding a keyword is
a place name or a personal name, it forms the name part of an organization. Otherwise, we
use the word association model to determine the left boundary. The postulation is: the words
to compose a name part usually have strong relationship. The mutual information mentioned

in the last section is also used to measure the relationship of two words.

5. A Mapping Algorithm , ‘
Algorithm 2 is a mapping algorithm that relates URLs and/or E-mail addresses to the

proper nouns. A score function that considers spelling method, adjacency principle and

HTML tags is used to determine the relationship among proper nouns and the related

information.

Algorithm 2. Information Mapping

Input: Three Contents Sets (CSs)
A Threshold and a Window_Size of context

Output: A Mapping Set (MS)
Function: Mapping CS_E-mail (CS_HTTP) with CS_Proper-Name

Method: 1. Set MS to an empty set.

2. For each CS set (i.e., CS_E-mail and CS_HTTP)

{ /* the mapping between CS and CS_Proper-Noun may be Many-to-
one. */

copy CS_Proper-Noun to CD
for each entry Info in CS

{ PN is an entry whose offset from Info is less than Window_Size
and Score(Info, PN) is the maximum in CD.

if Score(Info, PN) > Threshold
{ add (Info, PN) into MS

}

3. End
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The ranking function is defined as follows:

Score(Info, PN) =

[

HTMIL,_SCOREPN) +1 Title (PN) ]

abs(Info.token_no - PN.token_no) Total_tokens - Info.token_no+1

+ Pinyin_Similarit(PN, Info)* E-mailInfo) *1.2

HTML_SCORE(PN) =
Title(PN) + Heading( PN)+ Address(PN) + Bold( PN)+ Font( PN) + Italic(PN)

where Title(), Heading(), Address(), Bold(), Font(), Italic() and E-mail() are

Boolean functions. :

The Score function combines the following heuristic rules:

1.

Spelling Method. If the extracted information (Info) is an E-mail address,
the similarity between Info and the proper noun (PN) is considered. Because
user-id in E-mail address is often transliterated from Chinese name, the
similarity has the highest priority than the other cues. We often adopt a
Pinyin system (Lu, 1995) to transliterate Chinese name. The Pinyin

Similarity is defined as follows:
Pinyin_Similarity(PN, E-mail) =

# of alphabets of user - id that match to the pinyin transliteration of PN
total # of alphabets in the user - id of the E - mail address

For example, the Pinyin transliteration of “i# B 4 ” is “Bian Guo Wei”. 7

Pinyin._ Similarity(i§ B 4, gwbian@nlg.csie.ntu.edu.tw) = — =1

= QK-

Pinyin_S(i$ B 4, arthur_bian96@nlg.csie.ntu.edu.tw) = T46 = 0.4
Pinyin_S(i% B 4z, arthur@nlg.csie.ntu.edu.tw) = % =0
Adjacency Principle. Proper nouns and the related information are often
near. The distance between Info and PN is measured in terms of the number

of intervened tokens. Recall that we assign each object a unique token

number. The closer pair has a larger score.

HTML Tags. The proper nouns (PNs) that appear in Title (<Title>) /
Heading(<Hn>...</Hn>) / Address, or are described by the font style (Bold,
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Italic and Font tag elements) are given larger weight for ranking than other

normal proper nouns.

6. Experiments

In our initial experiments, total 703 home pages are collected from our campus NTU Web
(http://www.ntu.edu.tw/). The collected pages are classified into an anchor set and a content
(non-anchor) set. Then, the personal names and organization names are corrected by human
for evaluation. The window size (Window_Size) of context is 6 and the score threshold
(Threshold) is 0.2 for the mapping algorithm. Table 1 shows the results of identification in
both sets and the mapping result in the content set. Appendix B and C demonstrate some

extracted examples.

# of items identified

Anchor Set # of items identified |# of items in the home Precision Recall
by program pages of NTU correctly by program
Personal Name 228 255 189 82.89% 74.12%
Organization Name 611 746 213 34.86% 28.55%
(a) Identification of Proper Nouns in the Anchor Set
Content Set # of items identified |# of items in the home| # of items identified Precision Recall
by program pages of NTU correctly by program
Personal Name 3343 1732 1470 43.97% 22.14%
Organization Name 2272 3029 503 22.14% 16.61%

(b) Identification of Proper Nouns in the Content Set

Content Set # of items extracted | # of items mapped | # of items mapped Accuracy
Mapping by program correctly by program|incorrectly by program
E-mail 64 18 5 78.26%
HTTP 16 1 0 100%
(c) The Mapping Result in the Content Set
Table 1 The Results of Identification and Information Mapping.
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In anchor part, there are 6204 linking items. Of these, the numbers of personal names
and organization names are 255 and 746, respectively. That is, 83.87% that are irrelevant
should be screened for the task of finding people. The precision and the recall are 82.89%
and 74.12% for the identification of personal names. But the precision and the recall for the
identification of organization names are much lower than those in our previous work. The
major errors result from the conjunctions and compounds of the organization names. For
these complex proper names, the correct boundaries are not determined in identification task.

Some examples of errors are shown in the following.

<A href="http://www.bp.ntu.edu.tw/">%& KR SEHIFFTAFCFr</A>

Oname: 48R FCRT

<a href="http://jojo.ntu.edu.tw/TANet/public.htm]">/\37 A BB T ZFz / Public University and College</a>
Oname: NILKE

<a href="http://jojo.ntu.edu.tw/TANet/public.html">\37 KEEEHTZFE / Public University and College</a>
Oname: 725

<a href:"http://linuxl.cgu.cdu.tw/">EJ%§$EIﬂ$5}% / Chang Gung College of Medicine and Technology</a>
Oname: T f228kz

<a href="http://jojo.ntu.edu.tw/TANet/edu.htm]">#EFHEFEH.(» / Educational Network Center</a>
Oname: HER&H(» : .
<a href="http://www.hcht.edu.tw/">FER A\ 2 F}F7 2% / Huafan College of Humanities and Technolgy</a>
~ Oname: BHXEEE
In the other way, there are 1732 proper names and 3029 organization names listed in the
content part of the 703 Web pages. Only one of these proper nouns or none is the owner of
one page. At least, 85.23% of these names are irrelevant. The current searching engine
will index all the proper nouns with their URLs. This is the reason why the precision of the

searching engines is too low for such a task of finding people.

Totally, there are 64 E-mail addresses and 16 HTTP URLs extracted in the non-anchor
part. With the mapping heuristics, 18 E-mail address are assigned the correct personal
names or organization names; 5 E-mail addresses are assigned incorrectly; and the others have
no associated ones. The mapping algorithm achieves 78.26% accuracy to relate the
information with the proper nouns. We found the spelling Pinyin similarity provides very
good heuristics to relate the E-mail addresses to the proper nouns, even they are not the

nearest pairs. Some experimental data and results are shown in Appendix C.
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7. Concluding Remarks

This paper proposes a computer-aided information extraction method to construct yellow
pages for Internet/Intranet users or to build the database of the services for finding people and
organizations in Internet. The results show much interesting information can be extracted
from WWW. However, the complete identification for the conjunction and compound of the
organization names need further investigations in future works. ~Other types of information,
e.g., addresses, phone numbers, and so on, will be'considered in the next step. Besides, the

hierarchical relationship should be tackled to set up complete yellow pages.
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Appendix A. Hierarchical Features of Home Pages

(1) Home page of National Taiwan University

Hoswmntu.edotew!NTULink!

B % FhBMIE R Colleges, Schools, Departments, Graduate
Institutes and Affiliated Organizations

* WRE / Secretariat

W 751 { Office of the Dean of Academic Affairs
¢ B355E 1 Office of the Dean of Student Affairs
e §EFBLE / Office of the Dean of Business Affairs
% [E#HY / University Library

w BEHE 1 Accounting Office

W AFE / Personnel Office
'ﬁm&ﬁﬁm%#’@f Computer and Information Network Center
wREIE Military Instructors' Office

ﬁl’ HERREXW 0 / University Extension Center

w AEHSEH: / Population Studies Center

s BPSET S PERR#E 0 / International Programs and Liaison office




Appendix B. Some Experimental Results in Anchor Part

In the following, Oname and Pname denote the extracted organization names and personal
names respectively.

[Organization-School (Oname)]

<a href="http://www.ntu.edu.tw/">E 177 B# A2 / National Taiwan University</a>

<a href="http://www.nccu.edu.tw/">EI17 B4 A2 / National Chengchi University</a>
<a href="http://www.nthu.edu.tw/">E 37 }FHE A £ /National Tsing Hua University</a>
<a href="http://www.nctu.edu.tw/">F 735 FH AEZ /National Chiao Tung University</a>

<a href="http://www.ntnu.edu.tw/">E 17 M EMH A2 / National Taiwan Normal University</a> =
<a href="http://www.ncu.edu.tw/">B| 7 AZ: /National Central University</a>

<a href="http://www.nsysu.edu.tw/">BJ37 1| [| A£& /National Sun Yat-sen University</a>

<a href="http://www.ncku.edu.tw/">E T Zh A2 /National Cheng Kung University</a>

<a href="http://www.ccu.edu.tw/">B]37. 1 IF AZ* /National Chung Cheng University</a>

<a href="http://www.ym.edu.tw/">E 7 [EBH A2 / National Yang Ming University</a> Oname: @ji%ﬂﬂkg

<a href="http://www.ndhu.edu.tw/">E17 FFE A /National Dong Hwa University</a>- Oname:; 17 RIFAL

<a href="http://www.ntou.edu.tw/">E] 77 B ¥GIE A2 / National Taiwan Ocean University</a> Oname: B EEEHEAS
<a href="http://www.ncnu.edu.tw/">E 17 BB A2 / National Chi-Nan University</a> Oname: B 7 ERREBEAE
<a href="http://sun5.cpu.edu.tw/"> 5 EZ A2 / Central Police University</a> Oname: B AE

<a href="http://www.ntptc.edu.tw/">E17 5 LEN#IZ2 5z / National Taipei Teachers College</a> Oname: 37 & dbATETZEE

<a href="http://www.tmtc.edu.tw/">& L FT YLEfifEZ4k% / Taipei Municipal Teachers College</a>  Oname: &L TZATRIZH:

<a href="http://www.nia.edu.tw/">E 17 3728z / National Institute of the Arts</a> Oname: B 7T

<a href="http://www.ntcn.edu.tw/">B17 5L #F B 227 / National Taipei College of Nursing</a> Oname: B175 bR S e

<a href="http:/www.ntit.edu.tw/">E 17 48 T T2 / National Taiwan Institute of Technology</a> Oname: B34 T EATEE:

<A HREF="http://www.princeton.eduw/index.html"> TR {22 </A> Oname: HRRTIE AL
<a href="http://www.tccm.edu.tw/">RE BT / Tzu Chi College of Medicine</a> ) Oname: ZEEREET
<a href="http://www.cyit.edu.tw/">5ARGIEMTE kL / Chaoyang Institute of Technology</a> Oname: BB HE A2
<a href="http://www.yzit.edu.tw/">TC& T Z% / Yuan-Ze Institute of Technology</a> Oname: T4 T2k
<a href="http://www.kpi.edu.tw/">E i TZ2% / Kaohsiung Polytechnic Institute</a> Oname: =i T 20t
<a href="http://www.chpi.edu.tw/">1#E T 2z / Chung-Hua Polytechnic Institute</a> Oname: 3T &2f57
<a href="http://www.dyit.edu.tw/">AZE T B2 / Da-Yeh Institute of Technology</a> Oname: KZET &%

<a href—"http /iwww.ntcic.edu.tw/">E1T # ] tﬁ#@ﬂg—;& / National Taipei College of Business</a>

Oname: BiI7EILEEERIEZ
<a href="http://www.ntcic.edu.tw/">E| . B HE 2 / National Taichung Institute of Commerce</a>

Oname: BT EHHEHBIER
<a href="http://www.nptic.edu.tw/">ﬁﬁiﬁ%%ﬂ%& / National Pingtung Institute of Commerce</a>

Oname: B RERAEEHBIER
<a href="http: //www ncia.edu.tw/">EIT EHE L HE SR / Natlonal Chia-Yi Institute of Agriculture</a>

Oname: B FEHEEHBIER
<a href="http://www.niiat.edu.tw/"> g7 B {8 T H 24X / National Ilan Institute of Agriculture and Technology</a>

Oname: B Wit TEHEIEK
<a href="http://www.nkit.edu. tw/">jI.%ﬁIﬁ$ﬂ$& / National Kaohsiung Institute of Technology</a>

Oname: [B17EHE T RAEEERK
<a href="http://www.ncit.edu.tw/">E] 17 )13 T FEEIZ4 / National Chinyi Institute of Technology</a>

Oname: EI17 %153 TR HEMEH
<a href="http: //www Icte.edu.tw/">B8 37t & TR HAIZK / National Lien-Ho College of Technology and Commerce</a>

Oname: EHIZHHE& TRHAIEK
<a href="http://www.nypi.edu.tw/">E]I7 B T HEI K / National Yunlin Polytechnic Institute</a>

Oname: 17k TR HBIEK
<a href—“http /iwww.nkhe.edu.tw/">E 1 E R R EE HELZ4Z /National Kaohsiung Hospitality Col Iege</a>

» Oname: [F37 & HEE B R %
<a href="http://ntcpe.ntcpe.edu.tw/">E 17 5 HBFEE HEIE4% / National Taiwan College of Physical Education</a>
) Oname: B &EIEEHBIEK

<a href="http://www.ntcic.edu.tw/">ZE R F BrER}E2HZ / Tainan College of Home Economics</a> Oname: BERFBEAIL5%
<a href="http://www.tccn.edu.tw/">{{ 3 H L4 / Buddhist Tz'u Chi Junior College of Nursing</a>

Oname: FE75 350 B 2%

<a href="http://www.chs.edu.tw/">#{T T E#X / Chien Hsien Institute of Technology and Commerce</a> Oname: 1T
<a href="http://www.vit.edu.tw/">EHE TR BRI / VanNung Institute of Technology</a> Oname: BEEE T 7H HR1E
<a href="http://203.68.40.3/">F5 o T A EF}ZE% / Nanya Junior College</a> Oname: RFHa0 T BEEIERK

<a href="http://gopher.lhjc.edu.tw/">FE % T HHEI ML / Lunghwa Junior College of Technology and Commerce</a>
Oname: BEZE T HRI2IL
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<a href="http.//www.mhit.edu.tw/">EH35 TEHIX /Ming Hsin Institute of Technology</a> Oname: BAZ T/
<a href="http://www_thctc.edu.tw/"> K ZE T F B £124% / Ta Hua College of Technology and Commerce</a> :

Oname: X3 T @ HAEHL
<a href="http://www.chinmin.edu.tw/">% R T EHEZ; / Chin Min College of Technology and Commerce</a>

Oname: ¥R T HERIEK
<a href="http://www.stjctc.edu.tw/">#}{% T FEL}24# / Shu Teh Junior College of Technology</a> Oname: 8T HHEI& K
<a href="http://www.ccjc.edu.tw/">ci | TFEHZ / Chung Chou Junior College of Technology and Commerce</a>

Oname: M TEHHIK
<a href="http://203.64.144.1/"># & T HEH B2 / Chienkuo Junior College of Technology</a>  Oname: B T HHEIZR
<a href="http://www.wfc.edu.tw/">2 R T HE R} 2 / Wu-Feng Junior College of Technology and Commerce</a>

Oname: 2R TEHREK
<a href="http://www.ntc.edu.tw/">F§ 5 TG EHEIZ4% / Nan Tai College of Technology and Commerce</a>

Oname: & TEHEEIZRK

[Organization-Club (Oname)]

<a href="http://140.113.11.235/~gmusic/">& K {EHF LMt <a> Oname: {EEEF %
<a href="http://cc.ntu.edu.tw/~b4101009/piano/">E K Eit </a> Oname: $#AZEit
<a href="http://med.mc.ntu.edu.tw/~b0401087/chorus/"> A S IE E</a> Oname: ZSHASTEE
<a href="http://med.mc.ntu.edu.tw/~b3401006/sinlin/index. htm">Z5 Hk53; GE 5] </a> ‘Oname: 3%
<a href="http://king.cc.ntu.edu.tw/~b1207031/">% 75 T fEE </a> Oname: H75 T {EE

[Organization-Goverment (Oname)]

<a href="http://expo96.org.tw/">{EiHHE I EEEL / Pavilion of Taiwan, R.0.C.</a> Oname: FIERRFEE

<A HREF="http://exp096.org.tw/Welcome_c.html">h I R FAE</A> Oname: FERFEE

<A HREF="http://www.motc.gov.tw/Welcome_c.html">3Z;E g </A> Oname: ZZ5HEEE

<A HREF="http:/www.nmns.edu.tw/>E 17 H AR & 2 § ¥ £ <A> Oname: B3 B AR EEYEE
<a href="http://www.nccu.edu.tw/zoo/htm/zoomain.htm">% 1t ™ 1 &) ¥ </a> Oname: &bHILE8MYE

<A HREF="http://192.192.14.202/welcome.htm">E 37 tH IE 37kt [</A> Oname: BIZARIESfLH(s

<A HREF="http://crab.ccl.itri.org.tw/cgi/m_normal "> % B B =B SRIE R M </A> Oname: BFEHE

[Personal Name (Pname)]

<a href="http://dodger.ee.ntu.edu.tw/~lswang/">F 7 =#J HomePage / Li-San Wang's Homepage</a> Pname: Fi7=
<a href="http://www.csie.ntu.edu.tw/~jcwang/index.cgi">F 5 {£ / John's House</a> Pname: EEE
<a href="http://med.mc.ntu.edu.tw/~shouzen/">4= eI IERE — JESP{_BEHi /Life Care - Fan's Home</a> Pname: JG5F{=
<a href="http://king.cc.ntu.edu.tw/~d070102 1 /hgt/">{a] FZ HH H </a> Pname: {a-F
<a href="http://www.ee.ntu.edu.tw/~b82070/">+ 37 ¥ </a> ) Pname: #3i7Ef
<a href="http://nlg3.csie.ntu.edu.tw/group/gwbian.html/" >R B HE EH </a> Pname: &F#
<a href="http://osil.csie.ntu.edu.tw/~chwu/"> 22 F</a> Pname: 288
<a href="http://king.cc.ntu.edu.tw/~b3401111/">2{REH T / Wilfred's HomePage</a> Pname: RBiRE
<a href="http://king.cc.ntu.edu.tw/~b3502118/">HEE ( AirL)4ERH</a> Phame: HREfE
<a href="http:/king.cc.ntu.edu.tw/~b2504049/">KfkEF / CELHW</a> Pname: HRRES
<a href="http://ipmc.ee.ntu.edu.tw/~sclin/">H{EH W3 /ME</a> Pname: #R{ERK
<a href="http://king.cc.ntu.edu.tw/~b2501109/welcome.htm" >R X H K Ta TR — R E BB 2 EH</a> Pname: FHKTIHT
<a href="http://140.112.19.6:8000/">F T 55 £] K il </a> Pname: [fA[iF
<a href="http://med.mc.ntu.edu.tw/~green/">#5578 - BISHER > BBTKE & iBERE<a> Pname: #R§HVE
<a href="http:/king.cc.ntu.edu.tw/~b2501127/">FEEEH tH F.</a> Pname: FEEF

- <a href="http:/king.cc.ntu.edu.tw/~b2603230/">5% [F B - KR O] H4Fit /5 / TOM's Home</a> Pname: JRIEH
<a href="http://sun.gcc.ntu.edu.tw/Huang/"> Jk #h</a> Pname: FHIKEK
<a href="http://king.cc.ntu.edu.tw/~r5241206/"> £ 53 #/]\§f — #kEFHEHRT Homepage</a> Pname: HREEHE
<a href="http://king.cc.ntu.edu.tw/~b3503015/">[##2¢: / HomePage of Chen Chi-kuang</a> Pname: FEACYE
<a href="http://cml19.csie.ntu.edu.tw/~robin/">FZF / Robin's Workgroup</a> Pname: B{RF

<a href="http://med.mc.ntu.edu.tw/~b9401011/">FFFZHI LIS HE</a> Pname: F[HZ
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Appendix C. Some Mapping Results in Content Part

In the following, Oname and Pname denote the extracted organization names and personal
names respectively. - The number indicates the token no. of the information in Web pages.

[Some Extracted Data in Content Sets before Mapping]
Oname: &aAFTEE 63

E-Mail: root@csman.csie.ntu.edu.tw 59

Oname: 788 81
E-Mail: root@ce.ntu.edu.tw 82

Pname: £{# 108
Oname: HiEEZEE 109
E-Mail: tsaibw@ccms.ntu.edu.tw 112

Pname: &4 122

Oname: FERIEE 123
E-Mail: tschiu@ccms.ntu.edu.tw 124

Pname: [§fEN 146
E-Mail: ingchen@chem60.ch.ntu.edu.tw 152

Pname: ZEHHFE 171
E-Mail: mei@ccms.ntu.edu.tw 175

Pname: #AEZE 178

Oname: FRHREE 179
E-Mail: wenliang@ccms.ntu.edu.tw 180

Pname: 5ERHE 155
E-Mail: gdchang@ccms.ntu.edu.tw 160

Pname: #FEHIE 184
Oname: B TEHE 185
E-Mail: sumd@ccms.ntu.edu.tw 186

Pname: £ 382
E-Mail: wangecaa@ccms.ntu.edu.tw 387

Pname: FEJ{H# 389
E-Mail: pkchou@ccms.ntu.edu.tw 391 .

Pname: JFIRRY 250
E-Mail: yucs@cems.titu.edu.tw 254

Pname: €IHE 270

Pname: #R{S#& 272
E-Mail: popo@ccms.ntu.edu.tw 276
E-Mail: kevins@ccms.ntu.edu.tw 277

' [Some Mapping Results in Content Sets]

E-Mail: root@csman.csie.ntu.edu.tw Oname: RAHTEE
E-Mail: focus@www.ntu.edu.tw Oname: FERGHTR
E-Mail: news@www.ntu.edu.tw Oname: #EBS57
E-Mail: campus@www.ntu.edu.tw Oname: %7
E-Mail: tsaibw@ccms.ntu.edu.tw Pname: ZE{H3C
E-Mail: tschiu@ccms.ntu.edu.tw Pname: &4
E-Mail: ingchen@chem60.ch.ntu.edu.tw Pname: [N
E-Mail: yucs@ccms.ntu.edu.tw Pname: JF#ERIA
E-Mail: hlee@cc.ntu.edu.tw Pname: ZEE{fE
E-Mail: popo@ccms.ntu.edu.tw Pname: @R
E-Mail: kevins@ccms.ntu.edu.tw Pname: {5

http: http://www.ntu.edu.tw/forest/R17.html Oname: 37 B ABRME A BEHITAT
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Abstract

One of the most prominent problems in computer processing of Chinese language is
identification of the words in a sentence. Since there are no blanks to mark word boundaries,
idenfifying words is difficult because of segmentation ambiguities and occurrences of out-of-
vocabulary words ( i.e. unknown words). In this paper, a corpus-based learning method is
proposed which derives sets of syntactic rules that are applied to distinguish monosyllabic
words from monosyllabic morphemes which may be parts of unknown words or
typographical errors. The corpus-based learning approach has the advantages of 1. automatic
rule learning, 2. automatic evaluation of the performance of each rule, and 3. balancing of
recall and precision rates through dynamic rule set selection. The experimental results show
that the rule set derived by the proposed method outperformed hand-crafted rules produced

by human experts in detecting unknown words.

1. Introduction

One of the most prominent problems in computer processing of Chinese language is
the identification of the words in a sentence. There are no blanks to mark the word
boundaries in Chinese text. As a result, identifying words is difficult, because of
segmentation ambiguities and occurrences of out-of-vocabulary words ( i.e. unknown
words). However most of the papers dealing with the problem of word segmentation
focus their attention only on the resolution of ambiguous segmentation. The problem

of unknown word identification is considered to be more difficult and needs to be
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further investigated. Unknown words cause segmentation errors, because out-of-
vocabulary words in an input text normally woﬁld be incorrectly segmented into
pieces of single character word or shorter words. It is difficult to know when an
unknown word is encountered since all Chinese characters can either be a morpheme
or a word and there are no blanks to mark the word boundaries. Therefore without (or
even with.) syntactic or semantic checking, it is difficult to tell whether a character in a
‘particular context is a part of an unknown word or whether it stands alone as a word.
Compound words and proper names are the two major types of unknown words.
There are many different types of compounds, such as nominal compounds, verbal
compounds, determiner-measure compounds, numbers, reduplications etc. It is neither
possible to list all of the compounds in the lexicon nor possible to write simple rules
which can enumerate the compounds without over-generation or under-generation.
Each different type of compound must be identified by either content or context
dependent rules. Proper names and their abbreviations have less content regularity.
Identifying them relies more on contextual information. The occurrence of
typographical errors makes the problem even more complicated. There is currently no -
satisfactory algorithm for identifying both unknown words and typographical errors,
but researchers are separately working on each different type of problem. Chang
etc.[Chang etc. 94] used statistical methods to identify personal names in Chinese text
which achieved a recall rate of 80% and a‘precision rate of 90%. Similar experiments
were reported in [Sun etc. 94]. Their recall rate was '99.77%, but with a lower
precision of 70.06%. Both papers deal with the recogﬁition of Chinese personal names
only. Chen & Lee [Chen & Lee 94] used morphological rules and contextual
information to identify the names of organizations. Since organizational names are
much more irregular than personal names in Chinese, they achieved a recall rate of
54.50% and a precision rate of 61.79%. A pilot study on automatic correction of
Chinese spelling errors was done by Chang [Chang 94]. They used mutual
information between a character and its neighboring words to detect spelling errors
and then to automatically make the necessary corrections. The error detection process
achieved a recall rate of 76.64% and a precision rate of 51.72%. Lin etc. [Lin etc. 93]
made a preliminary study of the problem of unknown word identification. They used
17 morphological rules to recognize regular compounds and a Statistical model to deal

with irregular unknown words, such as proper names etc.. With this unknown word
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resolution procedure, an error reduction rate of 78.34% was obtained for the word
segmentation process. Since there is no standard reference data, the claimed accuracy
rates of different papers vary due to different segmentation standards. In this paper we
use the Sinica corpus as a standard reference data. The Sinica corpus is a word-
segmented corpus based on the Chinese word segmentation standard for information
processing proposed by ROCLING [Huang etc. 96, Chen etc. 96]. Therefore it
contains many occurrences of unknown words which are separated by the blanks. The
corpus were utilized for the purposes of training and testing. For the unknown word
and typographical error identification, the following two steps are proposed. The first
step is to detect the existence of unknown words and typographical errors. The second
step is the recognition process, which determines the type and boundaries of each
unknown word. The reasons for separating the detection process from the recognition
process are as follows: |

a. For different types of unknown words and typographical errors, they may share
the same detection process, but have different recognition processes.

b. If the common method for spell checking is followed, the ﬁnknown word would
be detected first, and a search for the best matching words would be performed
next. Recognizing a Chinese word is somewhat different from spell checking, but
they have a lot in common.

c. If the detection process performs well, the recognition process is better focused,
making the total performance more efficient. ‘

This paper focuses on the unknown word detection problem only ( note that the
typographical errors are considered as a special kind of unknown words). The
problems of unknown word identification and typographical error correction will be
left for future research. The unknown word detection problém and the dictionary-word
detection problem are complementary problem, since if all known words in the input
text can be detected, then the rest of character string would be unknown words.

However this is not a simple task, since there are no blanks to delimit known words

from unknown words. Therefore, the word segmentation process is applied first, and

known words are delimited by blanks. Since unknown words are not listed in the

dictionary, they will be segmented into shorter character/word sequences after a

conventional dictionary-look-up word segmentation process. Sentence(1.b) shows the

result of the word segmentation process on (1.a).
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(1) a. FUEABIEH € =43 ARYES G EIMHIERE -

b. W W KB EHF =% HHAE YWHEE #£ S T &
HE B

According to an examination of a testing data which is a part of Sinica corpus,
there are 4572 occurrences out of 4632 unknowns which were incorrectly segmented
into sequence of shorter words and each sequence contains at least one monosyllabic
word. That is, 60 of the unknown words were segmented into sequences of multi-
syllabic words only. Therefore, the occurrences of monosyllabic words (i.e. single
character words) in the segmented input text may denote the possible existence of
‘unknown words. This is reasonable, since it is very rare that compounds or proper
names are composed by several multi-syllabic words. Therefore the processes of
detecting unknown words is equivalent to making the distinction between
monosyllabic words and monosyllabic morphemes which are part of unknown words.
Hence the complementary problem of unknown word detection is the problem of
monosyllabic known-word detection. If all of the occurrences of monosyllabic words
are considered as possible morphemes of unknown words was performed, the
precision of the prediction is very low. When the word segmentation process on the
Sinica corpus by a conventional dictionary look-up method, 69733 occurrences of
monosyllabic words were found, but only 9343 were part of unknown words, a
precision of 13.40%. In order to improve the précision, the monosyllabic words which
properly fit in the contextual environment should be identified and ‘should not be
considered as possible morphemes of unknown words. In the next section, the corpus-
based learning approach to identify contextually-proper monosyllabic words is
introduced. In section 3, the experimental results ’are presented which includes a
performance comparison between a hand-crafted method and the proposed corpus-

based learning method.
2. Corpus-based Rule Learning for Identifying Monosyllabic Words
The procedure for detecting unknown words is roughly divided into three steps: 1.

word segmentation, 2. part-of-speech tagging, 3. identification of contextually-proper

monosyllabic words. The word segmentation procedure identifies words using a
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dictionary look-up method and resolves segmentation ambiguities by maximizing the
probability of a segmented word sequence[Chiang 92, Chang 91, Sproat 94] or by
heuristic methods[Chen 92, Lee 91]. Either method can achieve very satisfactory
results. Both have an accuracy of over 99%. For the purpose of unknown word
identification, some regular types of compounds,‘ such as numbers, determinant-
measure compounds, and reduplication whiéh have regular morphological structures,
are also identified by their respective morphological rules during the word
segmentation process[Chen 92, Lin 93]. The purpose of the second step, part-of-
speech (pos) tagging, is for. the convenience of step3 and the future process of
unknown word identification. After pos tagging, sentence (1.b) becomes sentence (2);
each word contains a unique pos.
(2) 3(BOUND) #z(Nf) KEB(Nb) FEFH(VC) L=HDM) HHEBND)
VB (Na) #3(Na) 1§F(Na) {L(Na) [KF(BOUND) HIE(VG)
BFNa) > .

Although the pos sequence may not be 100% correct, it is the most probable 'pos
sequence in the terms of pos bi-gram statistics[Liu 95]. The details of the first two
'steps is not the major concerns of this paper. The focus is on the step of identifying
contextually-proper monosyllabic words. Hereafter, for simplicity, the term 'proper-
‘character' will denote a contextually-proper monosyllabic word and use the term
'improper-character' to denote a contextually-improper monosyllabic word which
might be part of an unknown word. The way to identify proper-characters is by
checking the following properties:

1. a proper-character should not be a bound-morpheme, and

2. the context of a proper-character should be grammatical.

Hence, if the character is a bound-morpheme, it will be considered possibly belonging
to unknown word. However almost every character can function either as a word or as
a bound mofpheme. A character's functional role is contextually depepdent. Therefore
every monoSyllabic word should be checked in its conteXt for grammaticality by
syntactic or semantic rules. For processing efficiency, such rules should be Simple and
- have only local dependencies. It is not feasible to parse whole sentences in order to
check whether or not characters are proper-characters. The task is.then how to derive a

set of rules which can be used to check the grammaticality of characters in context. If
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the rules are too stringent, then too many proper-characters will be considered as
improper-characters, resulting in a low precision rate. On the other hand if the rules
are too relax, then too many improper-characters will be considered as proper-
characters, resulting in a low recall rate. Therefore there is a tradeoff between recall
and precision. In the case of unknown word detection, a higher recall rate and an
acceptable precision rate is preferred. Writing hand-crafted rules is difficult, because
there are more than 5000 commonly used Chinese character and each of them may
behave differently. A corpus-based learning approach is adapted to derive the set of
contextual rules and to select the best set of rules by evaluating the performance of
.each individual rule. The approach is very similar to the error-driven learning method
proposed by Brill [Brill 95].

Before the learning method is introduced, two commonly used measures for
unknown word detection are defined. There are two types of unknown words. The
type one unknown words contain monosyllabic morphemes. The type two unknown
words are composed with multi-syllabic words only. Only the detection of the type
one unknown word is considered here, since the occurrences of the type two unknown
words are very rare as we mentioned before.

Recall Rate = # of unknown word detected / total number of unknowns .

Precision Rate = # of corfectly detected improper-characters / total # of guesses
An unknown word is considered successfully detected, if any one of its component is
detected as an improper-character. It is noticed that the numerators for the recall rate
and the precision rate are different, since if two (or more) components of an unknown
word are detected as improper-characters, it is reasonable to count only one word
detection but two improper-character detection. For the corpus-based learning method,
a training corpus with all the words segmented and pos tagged is used. The
monosyllabic words in the training corpus are instances of proper-characters and the
words in the training corpus which are not in the dictionary are the instances of
unknown words. Segmenting the unknown words by a dictionary lbok-up method
produces the instances of improper-characters. By examining the instances of proper
and improper characters and their contexts, the rule patterns and their perform\ance
evaluations can be derived and represent as a triplet (rule pattern, # of proper instances,
# of improper instances). A contextual dependent rule may be:

a uni-gram pattern, such as '{#7}', '{(#F}', '{(Nh)}, '{(T)},
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a bi-gram patterns, such as '{@}%T%', {F }(VH), '(Na){ L}, '{(Dfa)}(Vh),
'Ve){(VD},

a tri-gram patterns, such as '{JI‘EE}(VH)(T)', '(Na)(Dfa){ =},
where the string in the curly brackets will match a proper-character and the rest parts
will match its context.

A good rule pattern has high applicability and high discrimination value ( i.e. it
occurs frequently and matches either proper-characters or improper-characters only,
but not both). In fact no rule has perfect discriminating ability. Therefore a greedy
method is adopted in selecting the best set of unknown word detection rules. A set of
rules which can identify. proper-characters with high accuracy is selected by
sequentially choosing the rules which has the highest accuracy with applicability
greater than a threshold value. The selected rule set is used as the recognition rules for
proper-characters. The characters without a match by any one of the rules are
considered as candidates of improper-character.

Rule selection algorithm:
1. Determine the threshold values for rule accuracy and applicability.

For each rule Ri , when applied on the training corpus, the rule accuracy(Ri) =
Mi / Ti, where Mi is the # of instances of matches of Ri with proper characters; Ti is
the total # of matches of Ri. The rule applicability(Ri) = Ti.

2. Sequentially select the rules with the highest rule accuracy and the applicability
greater than the threshold value, until there are no rules satisfying both threshold

values.

The threshold value for rule accuracy controls the precision and recall performance of
the final selected rule set. A higher accuracy requirement means less improper-
characters would be wrongly recognized as proper-characters. Therefore the
performance of such a rule set will have a higher recall value. However those proper-
characters not matched with any rules will be mistaken as improper-characters which
lowers precision. However on the other hand, if a lower accuracy threshold value is
used, then most of the proper-characters will be recognized and many of the improper-
characters will also be mistaketh recognized as proper-characters, resulting a lower

recall rate and possibly a higher precision rate before reaching the maximal precision
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value. Therefore if a detection rule set with a high recall rate is desired, the threshold
value of rule accuracy must be set high. If precision is more important, then the
threshold value must be properly adjusted lower to an optimal point. A balance
between recall and precision should be considered.

In the next section, the experimental results on the different threshold values are ‘
presented. The threshold value for rule applicability controls the number of rules to be
selected and ensures that only useful rules are selected.

The selected rule type may subsume another. Shorter rule patterns are usually
more general than the longer rules. There are redundant rules in the initial rule
selection. A further screening process is needed to remove the redundant rules. The
screening process is based on the following fact: if a rule Ri is subsumed by rule Rj,

then pattern of Ri is a sub-string of péttcrn Rj. For example the rule '{#J}' is more
general than the rule '{FY} (Na)'.

Screening Algorithm:

a. Sort the rules according to their string patterns in increasing. order, resulting in
rules |
R1..Rn.

b. Forifrom 1 ton,

if there is a j such that j<i ,and Rj is a sub-string of Ri , then remove Ri.
3. Experimental Results

The corpus-based learning method for unknown word detection was tested on the
Sinica corpus'which is a balanced Chinese corplis with segmented words tagged with
pos [Huang 95, Chen 96]. The Sinica corpus version 2.0 contains 3.5 million words. 3
million words were used as the training corpus and 0.15 million words for the testing
corpus. The word entries in the CKIP lexicon were considered as the known words.
The CKIP lexicon contains about 80,000 entries of Chinese words with their syntactic
categories and grammatical information[CKIP 93]. A word is considered as an
unknown word, if it is not in the CKIP lexicon and not identified by the word
segmentation program as a foreign word (for instance English,) a number, or a

reduplicated compound. There were 53328 unknown words in the training corpus and
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4632 unknown words in the testing corpus. A few bi-word compounds were
deliberately ignored as unknowns, such as 'ﬁffﬁﬂj% analytical chemistry ',"51iif A B
technical member'...,since they are not identifiable by any algorithm which does not
incorporate real world knowledge. In addition, whether these are single corhpounds or
noun phrases made up of two words is debatable. In fact ignoring the bi-word
compounds did not affect the results too much, since the fact that there were only 60
such unknown words out of 4632 shows that they rarely occurred in the corpus.

The following types of rule patterns were generated from the training corpus.
Each rule contains a token within curly brackets and its contextual tokens without

brackets. For some rules there may be no contextual dependencies.

Rule type Examples

char {#9}

word char A~ {FE}

char word {&} 57
category {(D}
{category} category {(Dfa)} (Vh)
category {category} (Na) {(Vcl)}
char category (¥t} (VH)
category char (Na) { b}
category category chér (Na) (Dfa) {5}

char category category {#} (Vh) (T)

Rules of the 10 different types of patterns above were generated automatically by
extracting each instance of monosyllabic words in the training corpus. Every
generated rule pattern was checked for redundancy and the frequencies of proper and

improper occurrences were tallied. For instance, the pattern '{FY}' occurred 165980
times in the training corpus; 165916 of these were proper instances and 64 of these
were improper instances (i.e. 64 times "HJ" occurred as part of an unknown word).
Appendix 1 shows some of the rule patterns and their total occurrences counts as well
as the number of improper instances. At the initial stage, 1455633 rules were found.

After eliminating the rules with frequency less than 3, 215817 rules remained. At next
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stage different rule selection threshold values were used to generate 10 different sets
of rules. These rule sets were used to detect unknown words in the testing corpus. The
testing corpus contained 152560 words. In the first step, the running téxt of the testing
corpus was segmented into words by a dictionary look-up method and then tégged
with their part-of-speech by an automatic tagging process. Each different rule set was
applied to detect the unknown words in the testing corpus. The characters without a
match will be considered as part of an unknown word. The performance results of
different rule sets are shown in Table 2 énd the detail statistics are shown in Appendix
3.

The results show that there is a tradeoff between precision and recall rate, but the
overall performance was much better than when hand-crafted rules written by human
experts were used. The set of hand-crafted rules were written by linguists. They
examined the training corpus and wrote up the rule set for proper-characters to the
best of their ability. The hand-craft rules had a precision rate of 39.11% and a recall
rate of 81.45% which are much lower than the rule set made by the corpus-based rule
learning method. The syntactic cbmplexity of monosyllabic words was the reason for
the lower coverage of the hand-crafted rules. There were only 139 hand-crafted rules
while the proposed method generated thousands of rules as shown in Table 2. The
number of rule selected is.increasing with respect to the decrement of the accuracy of
rule selection criteria, because more rules will s.atisfy the lower accuracy requirement.
However the number of rules after the screening process is decreasing in accordance
with the decrement of the accuracy of the rule selection criteria. For instances there
are 207059 number and 210552 number of rules selected respectively for the rule
accuracy criterionn of 98% and 95%, but after the screening process the number of
rules become 70415 and 56020. The reason for this interesting fact is that to achieve a
higher accuracy demands more contextual dependency rules to discriminate between
proper-characters and improper-characters; on the other hand lower accuracy
requirement may cause the inclusion of more shorter rules which eiiminate a lot of

longer rules subsumed by the shorter rules.

Rule selection criteria Recall rate Precision rate  # of rules after screening

(0) no rule applied 100% 13.40% 0
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(1) rule accuracy >=55% 63.32% '+ 73.69% 12996

(2) rule accuracy >=60%  63.89% 73.73% - 15250
(3) rule accuracy >= 65%  64.85% 74.04% | 17875
(4) rule accuracy >=70% 68.18% 74.61% ) 18559.
(5) rule accuracy >=75% 73.80% 74.36% 20191
(6) rule accuracy >=80% 77.34% 73.26% 23047
(7) rule accuracy >=85% 81.06% 71.52% V 30097
(8) rule accuracy >=90% 87.40% .  68.74% | 36563
(9) rule accuracy >=95% 93.66% 64.73% | 56020
(10) rule accuracy >=98% 96.30% 60.62% 70415

Note: all of the applicability values are set to rule frequency >= 3.

Table 2. The experimental results of unknown word detection on the testing corpus
4. < Conclusion and Future Research

The c‘orpus-based learning approach proved to be an effective and easy method
of finding the unknown word detection rules. The advantages of using a corpus-based
method are as follows:

a. The syntactic patterns of proper-characters are complicated and numerous. It is
hard to hand-code each different patterns, yet most high frequency patterns are
extractable fromthe corpus.

b. The corpus provides a standard reference data not only for rule generation but
also for rule evaluation. The hand-craft rules can also be evaluated automatically
and be incorporated into the final detection rule set, if the rule has a high accuracy
rate.

c. It is easy to control the balance between the precision and the recall of the
detection algorithin, since we know the performance of each detection rule based
on the training corpus.

Different types of unknown words have different levels of difficulties in
identifying them. The detection of compounds is the most difficult because some of
their morphological structures are similar to common syntactic‘ structures. The

detection of proper names and typographical errors are believed to be easier because
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of their irregular syntactic patterns. The results with respect to different types of
syntactic categories were checked. Appendix 3 shows that the recall rates of proper
names ( i.e. category Nb), is less affected by the highér precision requirement. there
was no data for typos, but the detection of typos is believed to similar to the detection
of proper names; that is, a higher precision can be achieved without sacrificing the
recall rate. If a parallel corpora with and without typos is available, the corpus—based
rule learning method could also be applied to the detection of typographical errors in
Chinese. 7

After the unknown word detection process, an identification algorithm will be
required to find the exact boundaries and the part-of-speech of each unknown word.
This will require future research. Different types of rules will be required in
identifying different compounds and proper names. The corpus can still play an

essential role in the generation of the rules and their evaluation.
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Appendix 1. Samples of rule patterns

rule frequency error accuracy
{59} 165980 64 99.71 %
{Z} . 41089 78 98.10 %
{1} 16066 11 99.31 %
{11} 6185 4 99.35 %
{iE} 5046 1 99.80 %
{8} 4582 3 99.34 %
(&) 2302 2 99.13 %
{(D)} 177641 177 99.00 %
{(Nh)} 73034 344 99.53 %
{(Caa)} 46659 392 99.16 %
{(SHD)} 41089 78 99.81%
{((Dfa)}(VH) 11037 39 99.65 %
{(Nh)}(Na) 6640 62 '99.07 %
{(P)}(Nh) 6247 52 99.17 %
{(Nep)}(Na) 4030 26 99.35 %
(Na){(VCL)} 8062 299 96.30 %
(VO){(Di)} 4155 76 98.18 %
(VE){(V])} 1884 46 97.56 %
(VH{(VI)} 1489 53 96.44 %
(V){(Dfa)} 1004 5 99.50 %
{E2}(Na) 3933 6 99.85 %
{%)(Na) 2831 18 . 99.36 %
{(fE}(VE) 2451 2 99.92 %
(VH){}#b) 1787 14 99.22 %
(VO{#&) 1731 1 99.94 %
(Na){1R} 1172 0 100 %
{B}(VO®Na) 221 0 100 %
{4 }(Na)(VH) 200 0 100 %
(% }(Na)(Na) 190 3 . 98.42 %
(|}(VHYT) 187 1 99.47 %
(Na)(Dfa){&5} 263 0 100 %
(Na)(VH) {31} 248 1 99.60 %
(Na)(Na){Kf} 231 2 99.14 %
(T)(Na){ HlJ} 174 0 100 %
(&85 139 1 99.28 %
{F)HEE 124 0 100 %
{(&)F 121 0 100 %
AT 117 Q 100 %
CB(EE) 1406 2 - 99.86 %
A {FE) 319 0 100 %
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T sekskakskskolokokok ko ok ok o ek o ok ok ok

Appendix 2. Samples of testing results

First line contains the original text. The second line shows the result of word segmentation and
pos tagging. The third line is the result of unknown word detection such that the improper-characters are
marked with '(?)". v
Skkksk skesk ok sk ok sk ke sk sk sk skok sk skske sk ok
BHRHEIRABIZBESE B2, '

BHI(Neqa) HKffE(Na) F'Nh) FB(VE) HZ(V) Bi(Na) ZEBI(Nc) ZE(Na),

AHIONeqa) KEONa) FEONh) FEOVE) mzZ((V) BEiONa) ZEE(ONc) 2ZR(7)(Na),

Sk s sk sk ok sk sk sk ok sk ok ok s sk sk sk vk ok sk sk sk sk skesk sk sk sk sk sksk sk ke ok

BT Tt L T 3T ET R

(D) #(VH) @f(Nd) Fi4E(DM) (D) ?E;‘:H(V<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>