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Preface from the General Chair
This year marks the third time that the conference on Human Language Technology has combined with
the North American chapter meeting of the Association for Computational Linguistics. The roster of
accepted papers reveals an eclectic mix of topics in natural-language processing, speech processing,
and information retrieval. A gratifying number of the papers are difficult to classify because they span
more than one of these three major areas of human language technology. For example, the boundary
between natural-language processing and information retrieval is hard to draw in the papers that focus
on the World Wide Web as a corpus; moreover, several of these include speech-related aspects as well.

The crazy thing about putting on a conference like this is that you start out with a group of people who
have never done it before, and by the time they really figure out what they are doing, the conference is
over and you replace them with another group of people who have never done it before! To do a good job
as general chair, however, there is only one really important thing to learn: pick really good people to do
all the other jobs, sit back, and let them do all the work. I have been very fortunate to have a great group
of conference organizers to rely on: the NYU local arrangements committee, headed by Satoshi Sekine;
the program chairs Jennifer Chu-Carroll, Jeff Bilmes, and Mark Sanderson; the demonstration chairs
Alex Rudnicky, John Dowding, and Natasa Milic-Frayling; the publications chairs Sanjeev Khudanpur
and Brian Roark; the publicity chairs Dan Gildea, Ciprian Chelba, and Eric Brown; the sponsorship
and exhibits chairs Ed Hovy and Patrick Pantel; the tutorial chairs Chris Manning, Doug Oard, and
Jim Glass; the workshop chairs Lucy Vanderwende, Roberto Pieraccini, and Liz Liddy; the Doctoral
Consortium chairs Matt Huenerfauth and Bo Pang, and their faculty advisor, Mitch Marcus.

I would also like to thank ACL Business Manager Priscilla Rasmussen, who took on even more
responsibility than she usually does to insure that the conference is a success; and the NAACL executive
committee and HLT advisory board for encouragement and advice when we were just getting started
and didn’t know much about what needed to be done. Finally, I would like to thank the senior program
committee members, all the paper reviewers, the student volunteers, and the conference sponsors,
without whom the conference could not happen.

Robert C. Moore
Microsoft Research
General Chair
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Preface from the Program Co-Chairs
It is with pleasure that we preface the publications of the 2006Human Language Technology conference
— North American chapter of the Association for Computational Linguistics annual meeting (HLT-
NAACL 2006). The conference has a number of formats by which refereed work can be presented: full
papers, short papers (either as a talk or poster), and demonstrations. As befits this multi-disciplinary
conference, papers were submitted across the three topics of computational linguistics, information
retrieval and speech recognition. This year, 257 full papers were submitted and 62 accepted (25%
acceptance rate), 127 short papers submitted and 52 accepted (41% rate). It is pleasing to report that
these numbers mark a strong increase in submissions compared to the last HLT NAACL conference run
in 2004.

The selection of the high quality submissions in these proceedings was the product of a two tiered
reviewing system. The three PC chairs selected 28 senior program committee (PC) members, who are
internationally recognized for their subject expertise. This group constituted the top tier of the PC.
Each of the members selected a group of reviewers to review both the full and short submitted papers.
The complete PC numbered around 250. Three reviewers and one senior PC person were assigned per
paper. Reviewing was double blinded. The senior PC oversaw the reviewing process, helped resolve
any disputes, and at the end produced, for each paper, an overview of the reviewers’ comments along
with a preliminary decision on whether the submission should be accepted or not. These decisions
formed the basis of discussion at a program committee meeting. Separate PC meetings were held for
full and short papers. For full, a one day meeting was held at IBM Research Watson, NY; for short
papers, a telephone conference call was held between the three PC chairs.

The senior PC also nominated candidates for best paper and best student paper, the two selected for the
prizes were chosen by the PC chairs working in conjunction with the senior PCs. The papers that won
were “Probabilistic Context-Free Grammar Induction Based on Structural Zeros” by Mehryar Mohri
and Brian Roark and “Prototype-Driven Learning for Sequence Models” by Aria Haghighi and Dan
Klein. Congratulations to them both.

We are indebted to all those who submitted papers to the conference and to all the reviewers and senior
PC members who volunteered their time to help us in the selection process for the conference. We are
particularly indebted to all the senior PC members who attended the PC meeting in January and found
funds to pay for themselves to attend the meeting. Thanks guys, that was particularly generous of you.
We are also grateful to IBM Watson for providing facilities for the PC meeting, Bob Moore for all of
his prompt advice and help and a final thanks to Rich Gerber who ran and helped modify the START
reviewing system

The HLT-NAACL conference has a PC chair for each of its three disciplines. Although work tasks
were shared between the three chairs equally, as computational linguistics received by far the greatest
number of submissions, Jennifer Chu-Carroll ended up having to oversee more papers and recruit more
senior PC members than the other two chairs, she also volunteered to host the PC meeting at IBM.
Therefore, the two other chairs of HLT-NAACL 2006 (Mark Sanderson & Jeff Bilmes), wish to thank
Jennifer for all of her additional work in pulling this conference together. Jennifer, it couldn’t have been
done without you.

Jennifer Chu-Carroll — IBM Research (Watson)
Jeff Bilmes — University of Washington
Mark Sanderson — University of Sheffield
Program Co-Chairs
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11:20–11:45 Nuggeteer: Automatic Nugget-Based Evaluation using Descriptions and Judgements
Gregory Marton and Alexey Radul

11:45–12:10 Will Pyramids Built of Nuggets Topple Over?
Jimmy Lin and Dina Demner-Fushman

Information Retrieval

10:30–10:55 Creating a Test Collection for Citation-based IR Experiments
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Keynote Speaker:

Joshua Goodman
Microsoft Research

Speaking on:

Email and Spam and Spim and Spat

Abstract

Email is the number one activity that people do on the internet: 74% of internet users check their email
on an average day. Email use in offices has more than doubled since 2000, and is now over 8 hours a week.
There are many great NLP problems for email, like automatic clustering and foldering, search, prioritiza-
tion, automatically finding keywords within messages, finding addresses, and summarization. Spam is the
number one problem for email. I?ll talk about how spam filters work, and the current open problems, as
well as other kinds of abuse like chat spam (Spat), IM spam (Spim), blog comment spam (Blat), etc. all of
which make great NLP problems.

Email and abuse problems like spam can be some of the most exciting for research: they inspire us to work
on new problems we would otherwise not have found. We are exploring areas like adversarial learning,
learning with unbalanced costs, and learning with partial user feedback. Shipping solutions to these prob-
lems is both surprisingly hard and surprisingly fun. For NLP Researchers, the hardest constraint is that
products ship in about 20 languages. By carefully choosing tools like word clustering that are easy to build
in many languages, instead of similar tools like taggers that may not exist everywhere, we increase the
chance of shipping. When we have actually built complete systems and given them to users, we have found
several new and interesting problems in the most exciting way, by shipping solutions that don?t work the
first time around.

Bio

Joshua Goodman is a Principal Researcher in the Machine Learning and Applied Statistic group at Mi-
crosoft Research, where he runs a team focused on Learning for Messaging and Adversarial Problems.
Spam filters he helped develop stop over a billion spam messages per day. He has also worked on language
modeling and machine learning, and has a Ph.D. in Computer Science from Harvard University for his work
on Statistical Parsing. He helped start and is now President of the Conference on Email and Anti-Spam.
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Keynote Speaker:

Diane Litman
University of Pittsburgh

Speaking on:

Spoken Dialogue for Intelligent Tutoring Systems:
Opportunities and Challenges

Abstract

In recent years, the development of intelligent tutoring dialogue systems has become more prevalent, in
an attempt to close the performance gap between human and computer tutors. With advances in speech
technology, several systems have begun to incorporate spoken language capabilities, hypothesizing that
adding speech technology will promote student learning by enhancing communication richness. Tutor-
ing applications differ in many ways, however, from the types of applications for which spoken dialogue
systems are typically developed. This talk will illustrate some of the opportunities and challenges in this
area, focusing on issues such as affective reasoning, discourse analysis, error handling, and performance
evaluation.

Bio

Diane Litman is Professor of Computer Science, as well as Research Scientist with the Learning Re-
search and Development Center, at the University of Pittsburgh. Previously, Dr. Litman was a member
of the Artificial Intelligence Principles Research Department, AT&T Labs - Research (formerly Bell Lab-
oratories); she was also an Assistant Professor of Computer Science at Columbia University. Dr. Litman
received her Ph.D. degree in Computer Science from the University of Rochester. Her current research
focuses on enhancing the effectiveness of tutorial dialogue systems through the use of spoken language
processing, affective computing, and machine learning. She has collaborated on the development of spoken
dialogue systems in multiple application areas, including intelligent tutoring (ITSPOKE), chat (CobotDS)
and database/web access (NJFun and TOOT). Dr. Litman has been Chair of the North American Chapter of
the Association for Computational Linguistics, a member of the Executive Committee of the Association
for Computational Linguistics, and a member of the editorial boards of Computational Linguistics and User
Modeling and User-Adapted Interaction.
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