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This is the first book I know of that is devoted to 

teaching about computer understanding of natural language 

other than research monographs or anthologies of research 

papers. It derives from the lecture notes for a turorial 

conference given a t  the Institute for Semantic and Cognitive 

S t u d i e ~  in Switzerland in 1975. The theme is stated at the 

Outset i 



Computational Sernanti cs 

'Computational Semantics, the name w e  have 

given here to the study of language based 

upon A~tif icial Intelligence methods, there- 

fore approaches language by asking h o w  

language is used in translating languages, 

question answering based on language texts, 

etc, This approach a s s u e s  that  'language 

is as language does , an idea not unkn to 

the oldex disciplines of linguistics, 

psycho log^, etc., but Computational Semantics 

is unique in making this idea the basis for 

the entire study of Language, XB is hbae 

contention of this approach that it is at 

best ill advised, and iht worst meaningless, 

to t a l k  of Bunderstmdingw without reference 

to some task in which language is being used, 

whether as narrow as sentence completion 

questions in an IQ test, or as vague ass 

flirting at a partyw [p, I ]  

The twelve chapters are written by seven different 

auaore. Below, each chapter is discussed separately, 

after which some overall comraan-0:~ are given, 



Compfita ti onal Semantics 4 

by Eugene Charniak ( 2 1  pages) 

In thia khapter, CharnAak discusses f i r s t  order 

predicate calculus (FOPC) , md the progr ing language 

P 

H i s  discussion of POPC includes brief  infornaal Bntso- 

ductions to the usual syntax of classical FOPC and to %he 

reso lu t ion  pr inc ip le .  It is too brief and too informal for 

the reader to come to any mderstmding of the  subject a d  

c e r t a i n l y  inadequate to enaBole the reader to fom an 

opinion  on ehe udefulnass of FOPC or Zesolution. Yet 

Charniak states h i d  opinion, including the patent ly  falee 

notions that " t h e  general  idea behind FOPC is that one 

o n l y  makes inferences when one is asked a question... 

When you come right down to it, FOPC is pr imar i l y  a theory 

of inference mechanismw. [peg ]  As Hayes (11)  points  out, 

logic provides an a n a l y s i s  of meaning. It is not an 

inference 

infere?saacesw, [p,559, i t a l i c s  in original), &sokution is 

not even an i n f e r a c e  machanism, It is not correct to say, 

as Chagaiak does, sat "resolution has only one rule of 

inference" Ip.81. Resolution - is a r u l e  of in fe rence  as ar,@ 

Modus Ponens and ~ubstltution. Many different mechanisms 

have been studied for  applying r e s o l u t i o n ,  several of which 

are discussed ip [w ,  There are e v a  FOPCs whish are 

radica l ly  diffep'ent from the classical one that  Charniak 



discusses. For example, in intuitionistic FOPC Av-A is not 

a theorem (see [ 1 3 ]  ) , and, contrary to Charniak's- statement 
that "it is a well known ploperty of FOP0 that anything can 

be proved from e contradiction", in entailment fogiks [ I ]  

(Af  A ) D B  is not a theoremo It is important for computa- 

tional semanticists to realize that such logics ex i s t  (see 

[ 1 9 ] ) .  It is also important to realize, as Charniak apparant- 

ly does not. that the implementation of any inference 

machanism entails an underlying logic. The imphementor 

should have some idea of what that logic iso 1s it 

consistent? If not, what is to be done when inconsistencies 

become apparant? How complete is it? Is there any easily 

identifiable class of questions that cannot be answered? 

Charniak discusses the useful distinctions of 

inference at "question time" versus at "read time" and 

"problem occasioned" versus "non-problem occasionedw 

inference, but goes awry by using this discussion to fault 

F W C ,  which he again calls "a question driven system for 

making inferences". [p. 131 

Charniak briefly describes Raphael's SIR and then 

discusses  P NER. This discussion is also brief, but well 

wrdtten and shau3.d give the reader a good introduction to 

the b'sj c 'ideas of P NER. The final. comparison of 



P NER wi th  FOPC isp of coursel, misguided s ince  P 

is a programing language while FOPC ie not.  

One feature of P NER that Charhfe~k includes  in h i r  

exampleo, but does not diecuas  as much ae it deserves ie 

THNOT. (THNOT A) succeeds if A ia n o t  in the data b a ~ a  

a d  cannot.bs d e d u c d  by the invoked theorems, ~ h f e  is 

q u i t e  different from A, which is - true if A is falre.  

This brings up the interesting p i n t  that most question 

answering syst-ems assume a three valued logic ( true,  falee, 

neither) raJt=taer than the c-llassicalb two valued logic (note 

t h a t  logicians have s tudied  multiple valued logics and 

that intuitionistic logio admits a status other than A or 

A ) ,  It also mkee one wonder what to do if after uoing 

('IFmOT A) to deduce B, A is put i n t o  the data base, a 

concern Charniak does not discues, Uo$kaer incomplete 

discussion concerne what Charniak calle 'coping with 

contradictionw and Raphael haa called the exception 

p r inc ip l e .  1151 The example problem i s  'all people have 

two legsw b u t  "Bill has  one l a g A .  Charniak says mat 'in 
NER this is done by making "Bill has one lag' an 

assertion, and 'All people have t w o  legsE a theorem. 

Since  the data base is checked f i rs t  whrn tryi.wgC7tg> 

es tab l i sh  a goal, t he  system will find t h a t  Bill has one 

l e g  before it attempts to uoe the general theorem to ahow 

t h a t  he has t w o  1e9sPB [p.21] This ia not coping w i t h  



contradiction, i t is ignoring it. What i f  we then ask. 

*Who hae two legs?" and learn via the theorem that  Bill 

does? Aleo, i f  w e  have the t-heorems "All birds  f lya and 

*All pengums don't f Iy', and the assettione "Bi l ly  10 a 

penguin* and *Billy i e  a bird*,  how are we to Xnow what 

the eystenb w i l l  deduce about Billyoe f ly ing?  We need a 

t ighter  logical  unaerstanding of our inference rnechmiema 

than CChzniak essmrr to sink, 

This reviewer" f i n a l  conclusion &out a i s  chapter 

is that it js a good introduotion to several topice, IUut 

it dangerously contributes to a misunderstanding of logic 

ng its intended audience4 In the swond chapter, 

Charniak says, *A1 programs are going fo need knovZedge of 

ayntax, anyway, so why n o t  use sources at hand". [p.39] 

This chapter should have the statement, *AX progr 

are going to need knowledge of logic, -way,  ao why not  

USE3 B Q U X C 8 8  at hand", 

bfi Eugene Chamiak (18 page@) 

This chapter covers "syntax w i t h i n  the theory of 

transfornational gm ~ar" as of approximately 1965,  the 

era of Chomkyg a e 

It i e  a good introduction to the topic, including sectione 

on, 'The Nature of Lingyiclkic Argument@", *Sop& Typical 

Tranaformation@", 'mat is a Transformational GE arm , 



Coinpu ta ti ona 1 Seman ti cs 

and "ReliXtion of Txansfomatir>nal GEammanll: to Artificial 

Intelligence", in which Charflak laudably argdee that "both 

discipgines have something to say to each other'" [p..36'] 

while repeating one of t h e  t h a e s  of the book, that "@hat 

artificial intelligence does offer is the opportunity to 

attack 8he __I real fundamental problem, language comprehen- 

a i s ; ~ ,  wi thout  worrying so much about  sentence 

by Philip Hayes 

I t 4  pages) 

In this section, Hayes d i scusses  the influential 

swant ic  l u e o q  of Kata  m d  Pador [I21 and t h e  objection& 

raised to ic by W i g h t  BoLLnger [ Z ] ,  He ties this to the 

genera l  tdpic with  a section on the " U s e  of B a a t i c  

Markers and Seledtiowab Restrictions in AIM. Once again, 

the chapter is brief, but well written a d  aerves to 

intxdduce t h e  topics,  

by WoBfgmg S m l o w s k i  418 pages] 

Smlowskh begin8 by discdssisag F i l b o r e w s  theory of 

ar a8 presented in his "Case for asem E 101, He 

then discusseG t t h ~  case s y s t m s  used by a r e s  A , I ,  workers 

ns, Sehank and Wilks  .= and compares their cases to 

F i l h o r e k  s d  to each other's, This chapter  is a good 

introduction to the topic,  



Generative Semantics by Margaret King (16 pages) 

"Thie ~ h a p t e r  falls in to  two sectibne. The fitst 

section att&upts to display the Genezative Semantics 

position, by reporting, without much criticism or comment, 

arguments which are believed by their authors to justify 

that position... In the second s'ectlon some aspects of 

the  Generative Semantics position w i l l  be considered more 

crit ical ly* Ip.731 The main criticism i s  that "the 

aktempt to inblude presupposition, i n  a very broad sense, 

in a grammatical system leads to a sibtuation where gr 

break6 d @. [p. 86 J Kina's basic conclusion regardihg 

Generative Semantics i s  that ,  "while P t  i a  basically mis- 

conceived as an activity within tradit ional  linguistics, 

[it] would nonetheless be a pe>rfectly sens ib le  activity 

within t h e  general area ~f work in ABm, Bp.73) 

Whether or not one would want to argue wi th  Section II, 

Section I gives a good s ary of the argments of McCawley, 

Lqkoff and others deriving the GeneraQive Smantics p s i t i o w  

from Chomeky b sgAspectsw model, 

I by yorick Wilks ('12 pages) 

This chapter only minimally fulfills the promise of i t s  

title, probably due to Wilkam conviction t h a t  *gr t i ca l  

(or syntactic.) pareing of the sort described is not fun2a- 

mental, and t h a t  it need n o t  be even a preliminary to 



assigning a useful  meanfag structure to sentencesm. (p.921 

Wibks pgssenta a s i x  ru le ,  four lexama, non-recursive, 

context f r a  gr ar and uees it to do a top-d and a 

bottom-*dl? parse of w ~ h e  dog l i k e s  the catw (ones of the 

four smtences i f i  the language of the gramar) ,  He also 

mentrohs l e x i c a l  ambiguity and breadth-f irst  versus depth- 

f irst  parsing, 

Wikka spends about half the chapter discussing 

winograd' s SHRDLU. While t h i s  may be appropriate, Milks, 

beaause of his bias, fuzzes the distinction betwe= 

Winogradgel (*The parser is an iwrtmrpreter whish 

accepts recognition grammars w r i t t e n  in a procadurai farm, 

The formalism is a lmgu%ge called PRO6 R". [20,p,3]) 

and h i s  blocks  world robot systsn, W i l k s  claims that ,  

"Indeed, it m$ght be argued that, in a sense, 

its scmmtica, WinQgradus system is n o t  about natural 

a l l ,  but absut the q u e s t i o n s  of 

how goals and ~ u b - g o a l a  are to be otganized fn a problem- 

solving a y s t e m  capable of manipulating simple physical 

objects*.  [p.9,9, i t a l i c s  in o r i g i n a l ]  W k . i l e  t h a t  may be 

t r u e  abou t  the robot system, Winograd's own distinction 

between p a r s i n g  and problm s o l v i n g  (.Even though we used the 

robot s y s t a  as our t e a t  area, the  language programs do not 

depw-d sn m y  special subject mtter,  and a e y  have be- 

adapted t~ other uses". [2O,p.2] ) should not be ignored, 



especially in a chapter 0.1 parsing. The same mistake 

is made with respect to Woods8 Augmented Transition N e t w o r l c  

(ATN) Grammars, While it i s  true t h a t ,  "both Woods and 

Winogxnd have argued in p r i n t  that their two systems are 

essentially equivalent" i p . 9 9 ,  italics in original), and 

this eq i~ iva lence  is accepted by the A1 community, t h e  

sys t ems  t ha t  are equivalent are the systems not t h e  

robot system and the lunar rocks qoestion-answering system 

[ 2 1 ] .  Thus i t  is quite wrong, relative ko what should be 

&iscussed ia t h i s  chapter, to say t h a t  "both are grammar- 

based deductive systems, operating within a q u e s t i o n -  

answerinq environment in a highly limited domair of 

dis~ousse"~ [p.  991 It is also incorrect to say about the 

parsers that "there is no nee$- fa discuss both, and 

Winograd's is, w i t h i n  the A 1  community at least, the better 

known of the  t w o " .  [ p . 9 9 ]  Indeed, the large m a j o r i t y  of 

A 1  language understanding systems use ATN grammars, and the  

absence of a discussion of them is one of the greatest 

shortcomings of t h i s  book, 

S e m a n t i ~ N e t s  a s  kemory Models - by Greg Scragg (27-pages) 

Iq Chis chapter, Scragg introduces and discusses 

semantic networks from those w i t h  arc kabels such as L I K E S ,  

HIT and HAP (has-as-part), which should probably j u s t  bc 

texrned "reJationa1" networks, to those w i t h  case relations 

as, arcs, to disr ,ussions of quantification, and of procedures 



~omputational Semantics  1 2  

in semantic networks, He atso takes  a few pages each to 

discuss S c h a n k b  and Simmons' networks. 

Scragg rightly discusses the difference between 

individuals and classes (he uses the t e , r m s  " t o k e n s "  and 

" t y p e s " ) ,  and the importance of distinguishing Sat  member- 

s h i p  ftom s u b s e t ,  a surprisingly often neglected qnd 

confused po in t .  However, he c o n t i n u e s  a closely  related 

confusion by u s i n g  the same relation, HAP, between t o k e n s  

(a  t o k e n  of G I R L  and a token of HAIR) as between types (the 

types BIRD and W I N G ) .  This is incorrect because the i n t e r -  

p r e t a t i o n  of x HAP y cannot be c o n s i s t e n t .  In same cases, 

it is "x has y as p a r t " ,  and in others  it must be "each x 

h a s  a (distinct) y a s  

Scragg gives some i n s i g h t  i n k 0  the da ta  s t r u c t u r e s  

for implementing senant ic  networks and so encourages the 

reader to 140k beyond the usual p i c t o r i a l  representa t ion.  

This is important when comparing different network formalisms. 

For example, as Scragg p o i n t s  o u t ,  S a a n k o s  p i c t u r e s  look 

radically disferent f r o m  any oeher semantic network p i c t u r e % ,  

yet the actual  data  s t r u c t u r e s  are v e r y  similar. 

by Eugene G h a r n i a k  ( 2 6  pages)  

Charniak beg ins  t h i s  chapter by d i seus s inc j  the demon 

based system of Q4), Me c r i t i c i z e s  this approach and a l so  

NER (demons are PLmNER a n t e c e d e n t  theorems) because 



of the fixed direction of excitation. For example, if the 

possibility of r a i n  activates the  umbrella demon, how do w e  

understand "Jack began to worry when he realized that  every- 

one on the street was carrying an umbrella" [p. l36]? The 

basic problem seems to be that  PLANNER requires one to 

distinguish one of the propositions of an inference r u l e  

as a paktern, burying the others inside the theorem. It 

does not allow all of the propositions to be treated as 

patterns,  as necessary (as is allowed by the semantic 

network deduction r u l e s  of f 181 ) . 
Next Charniak discusses McDermottb TTOPLE [I4]. The 

i n t e r e s t i n g  features d i scussed  are TOPLE's s e t s  of possible 

worlds and its performing inferences in order to s ~ p p l y  

s u p p m t  for believPng new inputs. He also discusses RiegerQs 

inference program [16], concentrating on Rieger's belief in 

massive read time inferencing and his classification of 

sixteen types of inferences. 

Finally, Charniak discusses the influential, though 

controversial theory of frames. He cdrnpares frames to 

demons and finds frames preferable. 

P a p i n q  E n q l i s h - l I  by Yorick Wilks (30 pages) 

This chapter is a continuation of Parsinq E n g l i s h  I. 

Apparently, they were originally written as one chapter. 

then separated for no obvious reason. In this chapter, W i l k s  



warns that, "'pars ing '  is being used not only in its 

standard sense in mabhematical, and ccsmputational 

linguistics" [p.155], but i n c l u d e s  building some meaning 

structure representation of the surface 1anguaqe. T h i s  

kind of passing Wilks d e f i n i t e l y  favors: "The thesis 

behind this chapter ... is that pars ing  is essential to 

s system... The  arqwment i s  n o t  o n l y  that p a r s i n q  

provides t e s t  of proposed s t r u c t u r e ,  f o r  t h a t  

secondary, bat t h a t  the parsing procedures define what 

t h e  significance of t h e  proposed structure is" lp.179, 

italics in original]. 

Milks first d i s c u s s e s  three "second generation" 

parsing systems- The keyword and pat tern parser of C o l k i y  

et ale's PARRY [ 6 : 7 ; 9 ] ,  Wilks' own preferential semantics 

system based on "formulas", "templates" "parapbates" hnd 

"inference rules", and ~ i e s b e c k k  parser for the MARGIE 

s y s t e m  [17] About tep pages are spent on Wilks' system,  

more than any other system discussed in the book. 

Wilks considers a l l  the systems discussed in this 

chapter to use "frames", Me feels, "the key p o i n t  about 

any struc&tltures are to be called farme-like is that 

they attempt to s p e c i f y  in advance what is g o i n g  to be 

sa id ,  and how t h e  world encountered is going to be 

organizedmm. In psychological ahd v i s u a l  t$tms, frame 

approaches envisage an understander as at Icqst as much a 

looker as a seer" [p.155]e H e  distinguishes between "smaII 



s a b e *  and "Large scale" frames (large scale frarnes are 

mat are commonly referred t o  as frames or "scripts*), and 

has some scepticism about large scale frames, *It is not 

being argued here that large scale frames have no 

S m c t i ~ n ,  only that, as regards concrete problems of 

language understanding, their function has not yet been 

mde explicitN [p 1831. 

The  chapter ends with a nine page comparison of systems 

ten different dimensions: level o f  representation; 

trality of information; the phenomenBlogical level of 

bferences; decoupling of parsing and inference: exhibition 

of ner of appkicLaion to input texts; amout of fqmard 

inferencing; odularity; scale of representation; connection 

ui4& real world procedures; justification of adequacy. 

Psychology of Lanquaqe and Memory by Walter F. Bischof 

(19 pages) 

*The intent  of this chapter i s  twofold: first it should 

ptovide the non-psychologist with some basic concepts and 

so- important experimental findings in the field of 

psycholinguistics and the psychology of memory. The second 

goal is to take a close look  at the nature of psychological 

n t s  and psychological evidence' [p, 1851 . This is 

done from an ahitedly biased point of view: "the topics 

ehosen for review were chosen more because of threia: 

popularity in AI than because of their relative importance in 



Computational Sema'nli cs 

psychologym [194]. The topics include association theory, 

experiments designed to test the  psychological reality of 

phrase-structure and transformational rules, memory of 

meaning versus memory of syntax,  short term and long term 

memory, the Collins and Quillian model [8 ]  sf hierarchicas 

hemory organization. Although the discussions are brief ,  

the choices are good for  the iOtended audience. 

Bischof is not only salective in h i s  view of 

psychology, but highly skeptical: "the student o f  A f  

should be able to see from the diseussisn here that the 

ability of psychology to design and carry out experiments 

which w i l l  give clear and indisputable res%lts is very 

limited, and tha t  t h e i r  ability to provide a safe and clear 

i n s i g h t  i n t o  human language understanding is similarly 

limited" [p.191). Therefore. "A1 is well advised n o t  to 

over-estimate the importance of psychological arguments" 

[p.201] * 

by Yorick Wilks ( 2 9  pages) 

In this chapter, Wilks  is mainly in te res ted  in 

discussing and comparing the work of Richard Plontag~e 

and Ladwig Wittgenstein. "These philosophers have been 

chosen not so much for  t h e i r  influence on our s h j e c t  

matterr whkch has been small, b u t  because their views are 



diametrically opposed on the key issue of formalization" 

1p.2051. His belief is "that the influence of Wittgenstein 

ha@ been Largely beneficial while that of Montaque has 

been largely malign" [p.  2051 . 
F i r s t  Wilks introduces some basic topics from the 

work of Lelbniz, Frege, Russell, early Wittgenstein, Carnap, 

and Tarski. As in the previous chapter, the discussions 

are brief but the  topics well chosen. His introduction 

to Montague is via the analysis of the sentence "Every 

m a n  loves some woman". Montague i s  always difficult, but 

W i l k s '  presentation is relatively easy to follow and is 

done without introducing the la&da calculus. His 

discussion of Wittgenstein is intendedr "simply to give 

a flavor, to those unfamiliar with h i m ,  of what Wittgensteic 

has to offer" [p.222! X i s  s t y i e  is to cover eight topics 

by presentinq for each a thesis, some quotes from Wittgenstein 

and some comments. The overall impression is t h a t  W i l k s  

feels that  Wit tgenste in  is relevant to AI workers and that 

Wittgenstein basicably s u p p r t s  the view sf language mder- 

standing put f o r t h  by this book* 

An Introduction to Pr by Margaret King and 

P h i l i p  Hayes 

(47 pages) 

This chapter is precisely what its title suggests - an 
introduction to LISP far either the non-programmer OL the 



mn-LISPing programer. It takes a modern approach 

(dotted pairs are not mentioned) and uses examples to 

which the bookos saudisnce will be able to relate. It 

also has a good s e t  of exercises at t h e  end of each 

section w i t h  eolutione at the end, of the chapter. O f  

necessity i t  moves f a s t ,  skimming through many topics 

including P R O G s ,  property lists, mapping function8 and 

FEXPRs, This sheds doubt on how much sf a LISPar the  

naive reader will become after working t h r a ~ g h  the 

chapter. L i k e  much o f  the book, all t h e  right topica 

are covered; but briefly. 

If one were to design a course on natural language 

understanding by camputerr and list all the topics that  

should be coveted, one would find t h a t  almost a l l  ware 

inclddad in this book, ATN gramars being one notable 

exception. However they are al colrered only  briefly 

and from a very d e E i n i t e  point o f  view. I have j u s t  

finished g i v i n g  such a course u s i n g  this book, additional 

readings ,  and my o m  "corrective" viewpoint. The s t u d e n t s  

felt that t h e  book" ddiscussion of each topic was too 

brief to be eelb-contained u n l e s s  they already knew 

something a b u t  it. 
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This boolc reminds me of  the  1969 Chicago Cubs, who had a 

com~.nding l e a d  in t h e  National League W t i l  ear2.y September buf 

went into a tailspin and finished fay behind the  N e w  'lork Mets. 

The f i rs t  f i v e  chapters o f  t h e  book, in which M l l o n  goes 

t l ~ r o u g h  a l o t  of  l e x i c a l  semantics, introduces rn basic 

notlions of semantics, and d i s cus se s  t h e  relafionship of 

semantics t o  morphology,  t o  extralinguistic Imowleage, and t o  

meCaphor, are excel7 ent: he gives a o l e a r ,  coherent,  and 

acemate presentation o f  a well-selected and q u i t e  broad-ranging 

series 3f t o p i c s c  Hov~ever, t h e  s i x t h  chap te r ,  dealing witn  f oma  

log i c ,  i s  so thoroughly bungled tha t  I find it hard t o  be l ieve  

+hat it could have been written by t h e  same person that  produced 



ths  preceding chapters, 

3 should mention st t h e  o u t s e t  t ha t  I have aj;l indirect 

personal connection with this book, namely tha t  I was t h e  first 

person  illon on is t h e  t h i r d )  who was .engaged $0 m i t e  irb$ B 

withdrew from the project-.a y e a r  a f t e r  my deadline, &th 

17 pages of manuseript m i t t e n .  D i l l o n %  book i s  in f a c t  not 

~ l l  tha t  d i f f e r e n t  from whrilt I m i g h t  Wvs m i t t e n  i$ BaQ heam 

able t o  g e t  qg ac t  together  in about 1973. ( , ~ d l l o n ,  1 should: 

point  out, did not see aborted -mam~s:ripL, not tha t  it wotoulL 

have done him any good). Indeed, many of the Sunglee in chapter 

6 f o r  w M &  I! chide Dillon can be at tes ted  in my own works af 

t h e  l a t e  1960as, which Dillon drew on in preparing chapter 6. 

The fac t  t ha t  I w i l l  devote more space here to saying wha% is 

wong w i t h  chapter 6 t h m  w& is goo6 about chapters  1-5 and 7 

should not be taken as implying t h a t  I think the f au l t s  of the 

one bad chapter outweigh the  virtues o f  t h e  o t h e r  six. In f ac t ,  

t he  book could be used quite p r o f i t a b l y  in s coWac on semantics 

or i.n sn &.ntioductory linguistic course, provided that t h e  

i n s t r u c t m  either Has his students s k i p  chapter 6 e l l t i r e l y  o r  

has  them read a good deal  of supplementary mater ia l  on t h e  

topics covesea these, 

The pr4ncipsl  PaiLings of chapter 6 a r e  a failure t o  

separate t h e  many d i s t i n c t  questions t h a t  arise, systematic 

errors in .the employment of stmdnrd l o g i c a l  formalisms, bizarre 

English paraphrases of logical fomulas, and implausible claims 



about the loeanings o f  t h e  English sentences used as examples. 

DLllon appears t o  Bccept t h e  po l i cy  knovm as 9 .mres t r ic ted  

quantificstion8, in wKch all vnriablee range over t h o  e n t i r e  

universe o f  discourse, and t h e  noun of  fhe quantified NP is fit 

in to  t h g  l o g i c a l  etructure by using a connective (3 in the  

case of  t h e  universal qunnti,fier, & in the  C R B ~  o f  t he  

e x i s t e n t i a l  qu8ntifier) t o  combine it With the  @matrixg p r o p o ~ i -  

tiona.1 funct-ion, e . g .  

(1) a (vx) (~hiloso~her x 3 Dangerous x) 

" A l l  philosophers w e  dangerous" 

b. (3x) (~inguist x & Qbnoxious x) 

'Some linguists are cbnoxlsus8 

This  p o l i c y  is t o  be contrasted w i t h  an alternative not 

considered by Di'llon, t h e  so-cal led  "restricted quantificationg, 

i n  which each variable ranges over a restricted domain, gibvefl by 

t h e  noun of t h e  quantified NP, wi th  a l o g i c a l  constituent 

structure as in ( 2 ) :  

!'2) a. x Philosopher x ) ( ~ m g e r o u s  x) 

b. (3~: Linguist x)(0bnoxious x) 
See McCarjley 1972 f o r  ar e n t s  i n  favor of r e s t r i c t e d  quml i f -  

i c a t i o n  as part of a sys tem of logic that can opt imal ly  be 

integrated with natlu'al language syntax and linguistic semanti'cs 

F o r  one thing, es$ric$ed quantifier9 w e  hopeless as a basis 

for t h e  analysis of  quantifiers other than the logicians8 

favor i te  onest 
P 

few, 0s almost  v iab le  analysis sf most, 



a l l  would have t o  involve some version of restricted quantifice~ 
P P -  

When Di'llon s&yys ((p.. 95) "Generic sentences, tho the  

quantifier is l e a s  than univarssl, have a l s o  been symhli-d 

with an entailmeQ-bw', lie conflates the issue o f  how genericity 

i s  related to quantification m d  the issue of how quantifiers 

f i t  into logical structure. He ought to have discussed the latter 

issue long before he took u.p generics, so t h a t  he could deal 

with the matters that are peculiar to generics against a back- 

ground of clear alternative3 for the treatment of those things 

t o  which generics might be related, His elevatiori of an mcil- 

lary issue t o  centra l  status hers is made particularly glaring 

by the  f ac t  that his brief discussion of. generics cromas in his 

pection on l fcomeeLivesw rather th.m the one on qumtifiers, 

Dillon would have been wiser to do chapter 6 in terms of 

res"cicetad quantifiers rather "tCm e s t r i c t e d  quantifiers, 

since he would then have been abbe t o  avoid mechanical diffi- 

culties that are inherent in the use of estricted quanlifi- 

ers an$ which he himself has not mastered. Specifically, in 

representing the meanings of complex sentences, Dillon never 

gets the material  corresponding t o  the nouns in the right place. 

F o r  example, in representing the meaning of (323) he gives the 

nearly t4wtologous  ( 3b) inStead of the stanaard (an3 plausible) 

( 3c)  :: 
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( 3 )  a. Each boy kissed a girl. 

b. (\dx)(3 y)(  (BOY(X) & GTRL(Y)  3 ~Is~(x,y))) 

C1, (\~x)(BoY(x) 3 ( ] Y ) ( G ~ L ( Y )  & KIss(r,y) 1) 
According t o  t h e  stand31-d truth conditions, (3b) i s  t r u e  under 

v i r t u a l l y  a l l  circumstances, namely circumstances wder 

which there  .re e n t i t i e s  t h a t  a r e  no$ girls ( t h e  number 10 is 

not a g i r l ,  t he r e fo re  (BOY(X) & G I H L ( ~ O ) )  is f a l s e  whatever x 

i a ,  whether a boy o r  a beanbag, and t l ~ u s  f o r  any value of x 

there  is a v a l u e  of y, namely lo., tha t  makes t he  conditional in 

(3b)  t rue ) .  The fac t  t h a t  Dillon allowed formulas l i k e  (3b) t o  

appear in his book can  be attributed in p a r t  t o  hiss lack of 

attention t o  t h e  giving of r u l e s  f o r  t he  relationship between 

l o g i c a l  s t ruc tu re  and surface s t ruc ture .  The most  obvious rules 

f o r  mapping e s t r i c t e d  quantifier fom~~las  onto surface s t n ~ c -  

turps wo~ald cover t he  case of ( 3 c )  but no t  t ha t  of (3b), since 

( 3 c )  but no t  ( j b )  congists o f  structures like (la-b) embedded in 

one another.  The very first example that  he gives o f  W analysis 

involving quantifiers is an analysis of (4a) as !4b) ra ther  than 

as (42): 

( 4 )  a. A boy kissed a girl. 

b. (~X)(~~)((BQE(X) & : C I R L ( ~ ) )  & P;ISS(X,Y)))  

c. (~X)(BOY(X) &  GIRL(^) & RISS(~,Y)) 

While (4b)  a n d  ( 4 4  have ex: ict ly t h e  same t r u t h  conditions, it 

i s  ( 4 c )  tha.t f i t s  t h e  general  r ~ l e s  associating estricted 

quantifier f ornulads with surf ace s t ruct~. i .eo containing quantified 



NP's. Had his discuesion of (4a) been preceded by the  material 

t h a t  would need to be covered to make that f a c t  obvious, Dillon 

could scarcely have made such blunders as (3b). 

One recurring disthrbing f eaturc o f  Di l lon '  s inf omal 

glosses Lo h i s  l o g i c a l  f o r m u l & B  i s  h i s  h ighly  unidiomatic uao b f  

t h e  word one, as when, he g losses  (4b) as 'There ex i s t s  one tha t  -- 
i s  a boy and t he r e  e x i s t s  dne t h a t  is a girl such that  he kissed 

2 h e r v ,  This same odd locution also o c c w s  in e a r l i e r  chapters, 

as in his discuasion o f  the  semantics of Adjective + Noun 

combinations ( p .  62). where he g losses  as 'one, t h a t  %B 

a car w i t h  size greate~r  than average s i z e  o f  c8rst and 

as Qme. t h a t  is ~ m .  action t h a t  i s  undertaken jointly'. 

In his Adjective + Noun glosses,  the one is in fact  superfluous - 
( one could omit 'one that i s  from t h e  last  two glosses  and 

from the other glosses in tha t  sec t ion)  ; however, the  onew s 
I_____ 

would presumably reappear if Dillon ware t o  employ consistently 

the analysis of relative clauses as derived from coordinate 

struc'tures that figures in cha-pter 6 and were t o  stick t o  the 

style of glosses that he uses f o r  (4b). He in f a c t  introduces 

this odd use of one along with his very first example of a 
-3. 

l o g i c a l  formula, namely an analysis  of (5a) as (5b), fo'r which 

he gives t h e  gloss  (5c ) :  

( 5 )  a. dohn kis sed  Mary. 

b. ((JOHN(X)) & @ARY($)) & (HISSED(X,~))) 

c. One i-s called John and one is ca l l ed  Mary and he kissed 



her* 

If t h e  __I one's a re  interpreted liternllg, ( 5 c )  expresses  n r a t h e r  

bizarre p r o p o s i t i o n  t h a t  h a s  no relztionshia t o  (58,). A signif- 

i t a n t -  improvement could be obtained by replacing 110th occur- 

ences o f  - one by someone, but then the g l o s s  wou ld  correspond t o  

8 formula involving t w o  existenticl qumtif ' iers,  and D i l l o n  

makes c l e a r  i n t e r  t l l ~ i t  he  does not, want t o  inc1ud.e any quanti- 

fiers in t h e  ~ ~ a l y s i s  o f  ( 5 ~ ) .  In f a c t ,  Dillonus use of  one is - 
only an ohscure way o f  repeating the very thing tha t  it is 

supposed t o  ' e x p l a i n t ,  namely t h e  index - x o r  x, and his glosses 

would have been much c l e a r e r  i f  he had s imply  m i t t e n  f% sand - 
9 ' s  in them. 

Dillon' s discussion o f  ( 5b) i s  u n c l e a b  and/or inconsistent 

as t o  whether t h e  x a ~ d  y are constsntC o r  vzr iables .  The - 
absence o f  a quantifier and t h e  c o n t r a s t  th:.;t  he draws (p .  87) 

between ( 5 b )  and s t m c t u r e s  involving q u m t i f i e r s  suggest t h a t  

t h e y  are constnxts. IIowever, h i s  tabula t ion o f  "seven dist ingu- 

i shab le  situntionsw t h a t  t he  negation o f  (5b) is compatible with  

cons i s t s  of  glosses that would make l i t t l e  sense if x rind g were - 
conslan.ts, e,g. "One k i s s e d  one c a l l e d  Mary, but he wasng -b 

c2,l led Johnut: f rom t h e  f a c t  t h a t  La r ry  k i s s e d  Mary and Larry 

isn't ca l l ed  John, it does not f o l L o w  that J o h n  didn't kiss Ili~ary 

(perhaps t h e y  both kissed M ) The different si tua. t ions t h a t  

he i s  dis t inguishing really involve a t h i r d  index, one corres-  

p0ndi.n~ Lo t h e  event of  kissing, Some o f  t h e  seven situations in 



stic Semantics 29 

the list involve B presupposition fha t  an act  o f  kissing took 

place and give specifications of who the participants in, - that 

mre; others do not involve such a-presupposition. !!!here is 

ip fact no proposition of whioh the seven situations d a n  a l l  be 

en as illustrating the  negation. 

1 now t o  chapters 1-51 an& 7, whioh I rate in general 

as verg well done. In these chapters Dillon discussee componen- 

aal analysis, productive and non-productive word-formation, 

metaphor in terms of a large number of well-chosen examplee, 

I o n l y  one r e a l l y  major gap in the s e t  of topics covere&, 

ely presupposition. While the term 'presxpposition8 oUccurs in 

sweml mlaces in the t e x t ,  D i l l o n  contents h 

dBfjLsing the reader that the t e r n  has been used in a nmber of 

afferent senses and is involved in .ongoing controversies, Bpld 

mfers the reader to supplementary readings fon further enlight- 

ent. The various notions t o  which that term has been applied 

m e  04 sufficient importance in linguistic semantics snd are  of 

relevance t o  so m a n y  of the examples and theoretFca1 points that 

he takes up t ha t  Dillon can hardly expect instructors using his 

book t o  avoid serious disdussion of it, 

Dillon~s4discussion of metaphor is distinguished by its use 

of a large body of interesting examples and its avoidance of the 

hackneyed examples (such as He danced his did, which is not a 

metaphor at all) that usually fi 

discussion of metaphor. However, in t h i s  eeneral ly enlightened 



prasen-1;ation there are two e r r o r s  for which I wish to t a k e  

'Dillon t o  task. F i r s t ,  he speaks o f  metaphor as res t ing  on 'some 

~ o r t  of i n ~ o r n p a t i b ~ l i t y  between the usual senses of the word and 

t h e  context* (p .  39). But if metaphoric uses were restricted t o  

. - 1  bvJkboAtD ni-th which a l i t e r a l  use was incompatible, rn express- 

ion coula never be ambiguous as t o  wliether i k  is t o  be inter- 

pre ted  literally or metaphorically, dhereas in fact such ambi- 

mitg is quite common (Reddy 1969). Indeed, as T e d  Cohen L 

(lecture at University .of Chicago) p o i n t s  out, t h e r e  a r e  meta- 

phor i c  sentences t h a t  express truisms when interpreted literally 

No man i s  m islarrd). Secondly, the adjustment involved in ( eb . i .  

inte~preting a metaphor i s  not (as  D i l l o i  a q s  it is) the can- 

c e l l , ~ t i o n  of semantic features but the assignment of  a non- 

standard referent; f o r  excmple, I &-isagree with Dillon's state- 

ment t h 2 t  t he  in te rpre ta t ion .  o f  morsel in t!3road-fronted Caesar 

/ When thou was% here  abput t h e  ground, I was / A morsel f o r  a 

monarchv ( 1.v. 29-31) involves %uppressing 

t h e  SMALL B I T  OF FOOD component i n  f a v o r  o f  t h e  associated 

DELICACY conponentn (p .  40): Cleopatra here - is speaking of her- 

self  as a snack f o r  the  emperor ,  and t h e  reader transfers the 

reference  (though not t h e  sense) o f  t h e  V X T I N G w  or MCONSU161NCu' 

component t o  a d i f f e r en t  medim r a t h e r  t h m  simply suppressing 

i t  (see aga.in Reddy 1969). 

Useful nroblems are given at t he  e$d of  each chapter ,  with 

suggested answers given at t h e  end o f  t h e  book, There is a l s o  a 



glossary t h a t  i a  q u i t e  us~ful thouzh flawed in some respcabs, 

chiefly incompleteness, as w h ~  Dillon declines to even hin t  at 

a d e f i n i t i o n  of 'presupposition* and simply refers the  reader to 

o t h e r  literature, and when he def  inea a achievement verb' ( t h e  

term i n  from Venalen. 1957) by telling t h e  rectder everything that 

it i s n a  f and leavirtg the  reader t o  d c ? t e ~ i n e  by elimination what ' 

it is, The definiticm o f  c o n n e c t i ' ~  contains a statement %ha% 

confuses an important  issue: tfConneqtives are'held t o  be 

predicates by some, but 00% by logici'ans, because predicntee 

coabine wi th  ar en t s  t o  form propositions, bb-b connective8 

combine propositions to form larger propositionsM (p .  124). 

D i l l o ' n  has-given no reason f o r  supposing t h a t  propositions o m  

no tebe  arguments of predicates and thus f o r  not taking connect- 

i v e s  t o  be simply a special  kind of  predicates .  Indeed, 'not t o  

a l l o w  propositions to serve as ar ents  ,is t o  cornit mesels, t o  

t h e  schizophrenic position (Prior 1971) %hat  verbs such as know 
-7 

and believe are "predicates on t h e  l e f t  m d  eoranec%ives on %i-ea 

r i g h t  " . 
FOOTNOTES 

1 Dill-oh coneiatently refers t o  his conditional connective an 

"'entailment" but usually uses it in a way t ha t  would o n l y  make 

sense if it were a material  ~ ~ n d i t i ~ n ~ l  rather than en$ailman%, 

He doea not advise t h e  readgr of t h e  distinction between the  

truth-functional material conditional connective th:-tt *f iwree in 

most l o g i c  t e x t s  and- t he  relation (not r e a l l y  a q tcomec t ivew)  of 
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entailment ( A  entails B if B is t r ue  in a l l  s ta tes  of affairs 'n 

which A i s  true). 
;e This gloss %auld in f a c t  be mo?e appropr ia te  f o r  (40 )  than for 

(4b), though tth use 6f - one would be no more idiomatio. 

McCmley, James D.. 1972. A program f o r  logic.  In D. Dsvidson and 

G. Haman (edd.), (~ordrecht : 

~ e i a e l ) ,  498-544. 

Prior, A. N. 1971. Oxford: Glaendkon, 

Reddy, Michaol. 1969. Ir'ietaphor and reference. 
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The LIFER Manual: A Guide to Building Practical Natural Language Interfaces 

Gary 6. Hcndrlx 
Arii f icial  Intelligence Center,  Sranford Research I h f i t u / e ,  Alenlo Park, CA 94025 

Techr~ical Note 138, 68  pp  , February 1977 

LIFER is a practical system for creatiag English language interfaces to owr computer 
software and is composed of two main ?arts: a set af interactive language specification 
functions and a parser. In standard practice. gn interface builder uses $e languaga 
specification functions to define an application language (an appropriate subset of a ,NL). 
Using this language specification, the LIFER parser can translate NL inputs into appropriate 
interactions with the application software. Topics: A) The LIFER approach to Ian uage. B) 
Specifying a language definition, C) Using the pancr. D) The ellipsis feature, E! Spelli 
correction and other error messages, F) Initial control characters. G) Auxiliary features, 
Implementing pronouns. I) Implementation. 

GENERAL 

Computer Construction of Crossword Puules Using Precedence Relationships 

Lawrence J. MazPack 
Cotnputing and I ~ ~ j k r f i a f i o n  S c i e ~ l c e ,  Universi ty of G u d p h ,  Ontario, Canada 

Artificial I~ltelligertce 7:  1-1 9 ,  Spri.tzg 1976 

After an unsucc&sful attempt to construct puzzles by whole insertion of words, puzzles w m  
successfully constructed by a letter by letter method. Usuaily when a word was validly 
formed by the letter by letter puzzle constructor it could remain permanently in tbe 
constructed puzzle. A dynamic, heuristically determined, decision structure was required. The 
constructor resolved questions of letter selection, ordering and reordering of the solution 
sequence, dictionary structure%snd access, and decision path selection. 

GENERAL: PliILOSOPWICAL FOUNDATIONS 

Artificial intelligence, Language, and the Study of Knowledge 

Ira Coldstein, and Seynloutr Papeat 
hlassachrtsetts l nsrrtute of Techno!ogjl, Catnbrldge, M A  02139 

Cogttifive Science I :  84- 123, January 1977 

Recent work in A1 suggests that intelligence is based on the ability to use large amounts of 
di~erse kinds of knowledge in procedural ways (e.g. frames, scripts), rather than on, the 
possession of a few general and uniform principles (e.g, heuristic swrch). Within this general 
framework ca fundamental contribution of A1 to epistemology is clear: the systematic 
introduction of aktive agents into epistemological theory construction so that items of 
knowledge are active agents. Other contributioals of A1 include concQts of system relf-  
knowledge (the system's ability to observe its behavior, and to make use of those observations, 
even to the point of learning to debug faults in  its procedures) and the development of a 
variety of control structures (e.g. ATNs). Finally, the paper considers ways in which A1 may 
have a radical impact on education if the principles which it utilizes to explore the 
representation and use of !tnowledge are made available to the student to us: in his owan 
learning experiences. 
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The Past, Present, and Future of Computational Linguistics 

David 6 .  Ways 
Departnlenr of  Linguistics, SUNY a! Rlr f/alo, Atnherst, N Y  14260 

Papers in  Cotnputationul Linguisrics, Akademial Kiudo, Budapesi: 583-585, 19771 

The field of computational linguistics is part of the slowly unfolding-revolution in man's wy 
of thinking about thought itself, a revolution spurred and supported by the computer, As 
revolutionari@ we have to do without the guidelines that tradition furnishes others; but the 
luckiest scientists are those like ourselves who, being revolutionaries, have the best chance to 
make big contributions. 

GENERAL: PHILOSWHICAL FOUNDATIONS 

The Field and Scope of Computational Linguistics 

I)avid 6.  Hays 
D e p a r r m ~ t ~ !  of l,rng;cisrlcs, SUNY ut 814 fjalo, A I ? I \ ~ c ~ s I ,  IVY 14260 

Pnpcrs  it1 Contputationul IAirtguistics, ~kudernlcr i  Krado, Budapesr: 2I-25, /977? 

A rich theory of information can be developed only in terms of the classes of machines that 
are involved in processing i t '  But a theory of machiges can be a cornpetme theor9 or a 
performance theory. I propose a four-way schema with psychorogy, computation, formal 
linguistics, and descriptive linguistics a t  the poles. ~sycholbgy and computation are about 
performance; formal sciences are abstract, and psychology and descriptive linguistics are 
sciences. Psycholinguistics joins psychology with linguistics. Correspondngly, on the abstract 
side computational linguistics joins computation with formal linguistics and also seems a 
fruitful area. The most likely place to arrive at s working idea of how competence and 
performance - algorithms and information - are related is computational linguistics. The 
more we achieve on the formal, abstract side, the better the chance of formulating goals and 
criteria for linguistics that will help the linguist decide whether a grammatical invention 
merits prolonged study. 
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Computational Linguistics and the Design of Control Sy sterns 

David 6.  Hays 
Deparrtnent o f  Linguisrics, State Ilniversily o j  New York a! Buffalo,  Atnherst, NY, 14260 

Science and Culture 28: 1426-1432, December 1976 ( S c i e ~ ~ c i a  o Culruru)  

Five sections: Lang~~age. Computation. Computational Linguistics, The Architecture of 
Correspondence, Control systems. The traditional branches of mathematics analyze struct 
in which time may play a role, but the analysis does not employ time, Algorithm theory 
time as an analytic variable. Computational linguistics is the algorithmic analysts of 
language. Control systems operate in time; they receive information about a proms as it 
gccurs and return information that inf,lyences its continuation. The study of control systcma, 
cybernetics, must therefore, like computational linguistics, use time as an an lytic variable 
Language is a vehicle for both social and personal control. Computational 1 1 nguistics must 
provide the theory with which to understand linguistic control processes. The s ' b i a l  qualities 
of language are needed in many control systems. Computationaf linguistics now has modds 
for recursive systems in which recursive components must be correlated and may therefore 
serve usefully as n model fcr use by the manager dealing with markets within marketg and 
technologies within technollogia. 

GENERAL: SPEECH UNDERSTANDING 

Chapter IV: Experimental Studies 

bViOBim H .  Paxtorl 
Sta/lj'ord Reseurch l ~ u t i r u l e ,  i"l!cnlo Park, CA 91025 

Speech I lndcrs/ut~dng Rescorch. Final Techtlical Report, 15 October I975 - 14 October 1976, 
IV -1  t o  IV-56, October 1976 

The first experiment concerned the acoustic pr or (the mapper) and the second concern4 
'fanout' - the number of alternatives at each word, both for the language alone and in 
combination with the acoustics. The third experiment studied the effects of four control- 
strategy design choices. Focus by inhibition and island driving had bad effects, while context 
checks for priority setting hzd good effects. Mapping all at once had g o d  effects on 
everything except acoustic and total runtime, and these bad effects could probably be 
eliminated by redesign of the mapper. 73s fourth experiment varied the size of allowed g a p  
and overlaps between words and showed the potential value of special acoustics tests to verify 
word- pair junctions. A fifth experiment concerned the effects d increased v ~ u b u l a r y  and 
improved acoustic accuracy while a final study concerned detailed measurements of the 
Executive performance and provided insights into the use of time and storage and the kinds 
of errors made by thc system. 



GENERAL: SPEECH UNDERSTANDING 

Chapter I: Introduction 

Ann E. Robinson, Donald E D  Walker, Wllliam H. Paxton, and Jane JD Robhson 
Sron ford ksecirch I nstirure, A1 ettlo Park, CA 94025 

Speech Understanding' Rsseiirch. Final T e c h ~ ~ i c a l  Report, I S  Oc/obcr  1975 - 14 October 
1976, 1-1 l o  1-28, October 1976 

The s stem data base contains characteristics such as owner, builder, size, and speed for 
severa r hundred ships in U.S., Soviet, and British fleets. The user can get information from 
the system by simple English questions, commands, and dialog sequences using incom lete 
sentences and pronouns. After a brief overview (covering the components developed by d DC, 
the langua e definition, syntax, semantics, discourse, deduction, genekation, and the exwutive) 
an examp f e d the system's operation is given and the paper closes with an historical 
perspective on the system's development 

XNERAL: SPEECH UNDERSTANDING 

Speech Understandng S stems: Final Report, November 1974 - October Y 1 97 6 Volume I: Introduc ion and Overview 

\Villian~ A .  Wcods, Madeleine Bi~tcs, Geoffrey D r o ~ ~ n ,  Bertrann C. Bruce, Craig C. Cook, John 
W. Klovslad, John I .  Miakhoul, Bon~nie L. Nash-Wcbbcr, Richard M. Schwarbz, Jared J, FVolC, 
and Victor W. Zuc 
Bolt ficrtirtek artd Ne\,ltnan Inc .  50 h ioul ton  Sr., Cumbridge,  M A  02138 

Report /Vo. 3438, 82 p p . ,  Deccrvber 1976 

The system arrives at a believable coherent theory that can account for all the stimuli 
successive refinement and extension of partial theories until a best complete theory is fou 
Predictions are handled with tllortitorJ. which are dormant processing requests passively 
waiting for expected constituents, and prr?po.5lll<, which are elementary hypotheses that are to 
be evaluated against the input. When a monitor is triggered an cs.r~7r  is created calling for 
the evaluation of a new hypothesis. As a number of events are likely to be competing for  
processin at any rnoment a great deal of attention has been given to the problem df 
assigning them priorities. The HWIM system consists of several components coordinated by a 
control strategy using: 1) a Left-Hybrid policy to constrain the formation of seed events and 
their eftension. 2) a Verify-at-Pick method of employing the Verification component, and 
3) a Shortfall Density method of computing priority scores for ordering the event cue. On a 
Final test involving 124 utterancw (3 male speakers) 44% of the utterances were correctly 
understood (though the system was not fully debugged nor finely tuned at  the time). 
Appendices include a sample set of sentence types and a sample tlace of an utterance being 
processed. 
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Research at Yale in Natural Language Processing 1976 

Roger C. Sehank 
Dcporttnenr of Computer Science, Yale Urtiversiy, N E W  Haven, Connecticut 

Research 'Repor1 No.  84, 30 pp , 1976 

1. SAM - A script-bmed story understanding program. 2. FRUMP - A fast program d e s w d  
to skim a newspaper looking for events in which it is interested. 3. PAM - A plan b 
program designed to understand stories that call upon general knowledge of human goals and 
relationships. 4. TALESPIN - A program intended to make stories to tell in an interactive 
mode. 5.  WEIS/POLITICS - This is a program dqigned to read newspaper headlines and do 
two possible things: 1) It codes the sentences into. a political conding scheme used by 
scientists; 2) It  simulates a person with an ideological belief system being inform F $"dr.tfE 
event in the headlines. he progran is then capable of answering questions based oo its 
belief system about appropriate responses of the U.S. to the new events. 

GENERAL: ARTIFICIAL INTELLIGENCE 

Me thodolo ical Que~tions About Artificial Intelligence: Approaches to 8 Understan ihg Natural Language 

'Yorick &Vi!ks 
L /n ! \  crsit  , l  of Essex ,  Colchester 

I. A1 research on natural language is best regarded BS an engineering activity rather than a 
scientific one; hence attempts to justify Al research on NL by appal  to the methods of the 
sciences are in general misguided. IH. Semantic primitives cannot be justified in the way Ohat 
1 i ~ i ~ o r o / ~ c - r r /  o t ~ j  c.~.r in the sciences (such as neutrinos) are. Such primitives are not essentially 
different from the surface words whose meanings they are used to express. 
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Directed Recursive Labelnode Hypergaphs: A New Representation 
I-anguags 

Harold BoDey 
Institut fuer in formuiik, Universilaet Hamburg, Schlueterslr. 70, 2000 Honlburg !3 

Artificial 1 ntel l igel~ce 9: 49-85, Augusl 1977 

Directed ~ecursive labelnode hypergraphs (DRLHs) combine 3 generalizations of diracted 
labeled graphr 1) Hl5pcrgraphs which have i t j ,prrarcs connecting 1,2,3 . . . n nodes. 2) 
Hecursiro grtrpl ls  which, in addition to atomic nodes, have co~nplt>x nodes, i.e. other recursive 
graphs that may have contact nodes. 3) I.abelnodr graphs which, instead of distinguishing 
labels and nodes, have only one set of labelnodes, each of whose members may function ss a 
label and/or as a node. DKLHs are discussed in relation to the predicate calculus, relational 
DBs (Codd), LISP, simple semantic networks, active structural networks (LNR group). Tho 
anaiysis of NL strings into DRLHs aab their processing is done with pattern-matching rules 

GENERAL: ART1FIC;IAL INTELLI'SEPJCE 

Artificial Intelligence - A Personal View 

D. Marr 
Arr~ficial lnte1li;ence Laborotor)~, AiIT, 545 Technology Sq., Catzlbridge, hIA 02/39 

Arrificral lt~telligence 9: 37-48, Arrgusr 1977 

A theory of computatiol~ for a given problem is concerned with tvhrrt is to be computed and 
r-ln, while an implementation algorithm concerns how to do it. There are likely to be many 
algqrithms for a given computation, with choice of one over others being highly - dependent 
on hardware considerations. But once a computational theory has been established for a 
domain i t  need never be done again. A problem which can be decomposed into a 
computational theory plus algorithmic implementation is a Tjqpc.  I theory. Some problems, 
especially those involving simultaneous action of a considerable number of processes, may not 
have a Type 1 theory. These will require a Tjppr 2 theory. ?%st AIr programs have been 
Type 1 tleory or not, and Type 2 theories may obscure the correct Type 1 decomposition of 
the problem. Topics discussed include Schank's CD, Newel1 and Simon's production systems, 
Norman and Rumelhart's active structural network, AI vlsion work. It is suggested that NL 
may have no Type 1 decomposition. 
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Speech Understanding Syetems: Final Report, Navemb 1974 October 
1976 Volume 11: Acoustic Front Eml 

William A. Wooda, et ol. 
Solr S ~ r a n ~ k  and Nramcm Inc., 50 Moulran SI., Cambridge, MA 02138 

Report 3438, 91 pp., D~repber 1976 

The Initial signal processin component computea the following  type^ of puam 
crossings, 2) LP analysis ( the 0-5 kHz rcgion), 3) speftral energy, 4) formant ex 
'1 fundamental freque y. Acoustic-Phonetic Recqnitlon (APR) 
SEGMENTATION, which employs a segment lattice to handle alternative 
LAIIELINO, which arrives at a rough phonetic cheracterization of each 
SCORING, to determine a score for the correspondence of each phoneme possibility for clch 
segment The speech synthesis- by -r ulc progrsm is used for resppnse grnuation and, mom 
importantly, for word verification. The phonologial component make  use of syntactic md 
lexical information (and, potentially, semantic information) and outputs to 
componenL The verificat~on component contairs an lanalysis-by-synthsis 
overcome inaccuracies present in preliminary phonetic analysis and to t3ke account of the 
cffccu of the phonological rults. Appendices: Dictionary Phoneme$ APR labels APR m14 
Parametera for Scoring. 

PHONETICS-PHONOLOGY: PHONOLOGY 

Allophonic Variations of Stop Consonants in a Speech Synthesis-by-Rule 
Prograh 

W. A. Ainsworth, and J. R. Millar 
L)cp{~r/rnent of Ccun~nrrnicatio~~, Unirlursiry u i  K t  Keele, Sra ffs., U.K. 

A computer program for synthlsizing speech by rule from phonetic data has been modified 
so that the rules for generating stop consonants (/b, d, g, p, t, k/) depend on context 
Listening tests have shown that this expedient mn increase the intelligibility of stop 
consonants in isolated CV syllables from 68% to 92%, with about 3 allq~hones per consonant 
being required to achieve this 1 :vel of performance. 



PHONETICS-PHONOLOGY: RECOGNITION: PROSODY 47 

WHY "/~l/book"? 

Sengt Orestrom 
Survey of Spoken English, Universify of Lund, Helgonobocken 14, S-223 62 Lund, Sweden 

SSE, 23 pb,, October 197 6 

It seems easiest to explain the use of /A/ before a consonant as a hesitation phenomenon, 
Unlike the regular. haitational long /)I:/, the short /#I/ does not appcar to be immtdiately 
due to lexical selection (groping,for the right word) but is rather sparked off occasionally in 
a hesitntimnl surroundng. However, a broader study is needed of the whole discourse 
situation to specify more exactly what constitutes a hesitational surrounding. Moreover, there 
are probably other factors than lexical selection and planning that might cause hesitatioa 
such a frequent interruptions by another speaker. 

WRITING: RECOGNITION: HANDWRITTEN Ct4ARACTERS 

Using Knowledge in the Computer Interpretation of Handwritten FORTRAN 
coding Sheets 

R. Bornat, and J ,  M. Brody 
Colnpuring Cenrre, Universiiy of Essex, Colchesicr, U. K. 

Internationa; Journal of Man-Machine Studies 8: 13-27, January 1926 

It is argued that, in order to construct a computer program which can s 
casually hand-printed FORTRAN coding sheets, it is necessary to use p 
explicitly incorporate consistency, bhecks based on our knowledge of how handprint& 
characters must be constructed, how r3RTRAN statements must be written and 
statements must be put together to form a program. That is, we propose tcl treat FO 
coding sheets as the object "world" of an AI program. This paper g i v e  e brief description 
and justification of the proposed methodoiogy, including an argument that this approach will 
not lead to a combinatorial explosion of s ~ z c h  time. 



LEXICOGRAPHY -LEXICOLOGY 

A Scrabble Crossword Game Playing Program 

Stuart C. Shagtro 
Departntenr of Compute+r Science, SUNY at Buffalo, Amhersi, NY 14226 

Howard R. Smith 
Departmet~t of Cotnputer Sciences, The University of Texas ar Austin,  78712 

Deparrn~et~l of Cornplrter Science, SUNY 01 Buffalo, Technical Report 119, h;larch 21, 1977 

A program has been designed and implemented in SIMULA 67 on a DECSystem-10 to play 
the SCRABBLE Crossword Came interactively against a human opponent. The hart  of tbe 
dedgn Is the data sincture for the lexicon and the algorithm for searching it. The lexicon i s  
represented as a letter table, or tree using canonical ordering of the letters in the words rather 
than the miginal spelling. The algorithm takes the tree and a collection of letters, inclading 
blanks, and in a single backtrack search of the tree finds all words that can be formed from 
any combination and permutations of the tetters. Words using the higher valued Ietters arc 
foi~nd before words not using those letters, apd words using a collection of letters are found 
before words using a sub-collaction of them. The Search procedufC detaches after each p u p  
of words is found and may be resumed if more words are desired. 

Speech Understanding Systems: Final Re ort, November 1974 - October P 1 976 Volu'me Ill: Lexrcon, Lexical Retrieva and Control 

WiRiann A. Woods, et al. 
Bolt Ijeranek nnd Ne~vntan lnc., 50 ~lloralton Street, Col-t~bridge, h!A 02/38 

Rcport  Il'o. 3438, 110 pp., Decet~rber. 1976 

Topics: Dictionary. Phonological rules, Dictionary expansions, Lexical retrieval, Control 
strategy, Performance. The Lexical Retrieval component determines the 11 most probable word 
matches in a full lexicon or appropriate subset and (operates on a phonetic segment lattice. 
Words can be matched lef t-to-right and right- to-left Control strategy options are governeel 
by 25 flags. Each strategy performs an initial scan of some region of the utterance, creating 
one-word seed events. In "middle-clut" strategies the initial scan is done over the entire 
utterance. In L-R strategies the initial scan only considers words that could begin the 
cttmnce. In "hybrid" strategies the initial scan fixes or) an initial portion of the utterance 
and then middle-out analysis is done on this region with the rernaillder necessarily being 
analyzed L-R. In all these op:ions events are ordered on the queue by their priority scores. 
Appendices: Anrmotated phonological. rules, Format and examples df dictionary files, Result 
summaries for each token, Performance results for  strategy variations, BHGDICT and 
TRAVEkDlICT listings, Dictionary expansion - a user's guide. 



Computers and the Production of Systematic TC?n'nlnological Glossarie, 

M, L Hann 
V ~ ~ I S T ,  Munchesrer. England 

Builerin of rhe Association /or Lilerary ond Linguislic Cornpuling 5: 26-37, 1977 

It would be useful if specialized terminological glossaries were organized in B way which 
reveals the conceptual structure of the domarn glossed rather than being o m i d  
alphabetically. F the purpose of formal description a terminological relation can be 
considered as consisting. of two component relations: a logical and an ont6logical relation. 
Logical relations are abstract relatiofis and as such are expressible in t&ms of the usual set- 
theoretic predicates, whereas ontological relations are concrete and must be defined in terms 
of rot world critena The basic notion is elaborated and then ilustruted through application 
to the domain of computing terminology. 

LEXICOGRAPHY-LEXICOLOGY: TEXT HANDLING 

SlTIrR: Interactive Text Prclcessing System for Small Computers 

Ben Ross Schneidei, Jt. 
English Deparrn~ent, Lawrence University, Appleloo, W1 5491 1 

Reid M. Watts 
University of Kansas 

Curnt~~unicatio~ls of the ACM 20: 495-499,,.1uly 1977 

SITAR, a low-cost interactive text handling and text analysis system for nontechnical users, is 
in many ways comparable to interactive bibliographic search aed retrieval systems, but has 
several additions features. It is implemented on a PDP/11 time-sharing computer invoked by 
a CRT with micropragrammed editing functions. It uses a simple command language 
designating a function, a file, and a search template consisting of the textual string desired 
and strings delimiting the context in which tho hit is to be deliverad. 



LEXICOGRAPHY-'LEXICOLOGY t TEXT HANDLING 

Manual for Terminal Input of Spoken English Material 

llengt Orestrorn, Jan Sr~rtvik,, and Cecilia Thavenius 
6urvey  of Spoken English, University of Lund, Helgonabacken 14, S-223 62  Lund, Sweden 

SSE, 23 pp., Ocrober 1976 

The basic material of the Survey of Spoken English (SSE) at Lund University consis$ of the 
spoken English at the Survey of English material collected and transcribed at the Survey d 
English Usage (SEU) under the direction of Professor Randolph Quirk, University College 
London. The SSE material differs from the original SEU material in two respects for 
linguistic reasons (explained in the manual) it has been pruned of certain prosodic and 
paralinguistic categories; and for technical reasons the prosodic and phonetic symbols have 
been changed. The manual lists the symbol set used for SSE and code set, peripheral 
equipment, and SSE procedures have been described in appendices, 



GRAMMAR: PARSER 

Chapter Ill: The Executive System 

William H. Paxton 
Speech Research I n s t i a t e ,  M e n l o  Park, CA 94025 

Speech Understa~rding Research Final Technical Report, I S  October 1975 - I4 October 
1976, 111-1 to 111-108, Oclober 1976 

The Executive in the speech understanding systcm has three main task 1) it mrdinates the 
work of the other components of the system by calling acoustic processes and apply! 
language definition procedures, 2) it assigns priorities to the various tasks in the system, an "% 
3) it orgatizes results so that information is shared and duplication of effort is avoided. The 
Executive perfmms a series of tasks to find words in the speech signal and to organize them 
into phrases of tho input language with the ultimate goal of creating a root category phrm 
that spans the input Thus, because the system has been designed with the language definition 
as the primary mechanism for specifying knowledge source interactions the Executive does 
the job of a parser in fulfilling its responsibilities for system integration and control. The 
main Executive data structure is the 'parse net' whose nodes are either ' p h m '  or 
'predictions.' Two main types of tasks: predict, which operates top-down, word, bottom~up. 

GRAMMAR: PARSER 

Analyzing English Noun Groups for their Conceptual Content 

Anatole V. Cershmrrn 
Department of Computer Science, Yale University,..New Hur~en, CT 06520 

Research R ~ p n r !  No. 110, 37 pp., May 1977 

The Noun Group Processor (NGP) is a set of programs which is an integral part of ELI, the 
English Language Interpreter (Reisbeck and Schank 1976, AJCL 6457). It is a production- 
like system which uses expectation as its basic control mechanisr~. Input is processed one 
word at a time, from left to right, using linguistic and orld knowledge to parse noun group 
into the Conceptual Dependency representation. g our classes of noun groups are 
differentiated on the basis of the semantic strv:tures they generate: 1) Picture Producers, 2) 
Concept Producers., 3) Time Descriptors, 4) State Descriptors. Dictionary entries for 
individual words contain much of the program's knowledge. In nddition, a lirnitcd ability f ~ r  
processing slightly incorrect sentences and unknown words is incorporated, 



GRAMMAR: PARSER 52 

Finite-State Parsing of Phrase-Structure Languages and the Status of 
Readjustment Rules in Grammar 

D. Terence Langendoen 
Ph. D. Program i n  Linguistics, C.U.N.Y. Graduate C e ~ e r ,  33 West 42nd St., New York,  
I0036 

Linguistic Inquiry 6: 533-554, Foll 1975 

A Minimally Augmented Finite Parser (MAFP) is proposed as a model of linguistic 
performance and an algorithm for  the construction of a MAFP for any normal-form 
grammar is resented. Since hiAFPs are minimally argrncnted their I se of the extra power 
of a PDS P .push-down store) is limited to just those situatiolis la which that fowu is 
necessary f;; ;L'ective parsing. They do not nKd to use their PRS to parse a11 noun phrases 
within :cntences. The readjustment of the surface structure of sentences with LE or RE 
greater than 3 or 4 suggests that the RE and LE structures are unacceptable and that 
unacceptability is due to the limited amount of PDS available to the MAFP in the human 
sentence recognition device. It is argued that Readjustment Rules (whose formal structure is 
quite different from that of transformations) belong to a distinct component of the grammar 
which relates syntax and phonology and a readjustment rule schema is suggatCd which must 
be universal. 

GRAMMAR: PARSER 

Speech Understandng Systems: Final Report, November 1974 -October. 
Volume IV Syntax ahd Semantics 

\Villianl A. Woods, ei al. 
Rolt Beranek and Newman, Inc., 50 hfsulron St., Cambridge, AtA 02138 

Report No. 3438, 132 pp. ,  December 1976 

HWIM uses a middle-out, bi-directional ATN rsing algorithm. There are four current E HWIM grammars - BIGGRAM, MIDGRAM, S ALLGRAM. SPEECHGRAMMAR - and 
they use five arc types: PUSH, POP, WItD (word), CAT (category), and JUMP. The first 
grammar (SPEECHGRAMMAR) processed words by their usual parts of swech and 
constructed ordinary syntactic parse trees for a wide variety of complex constructions. The 
newer grammars use "semantic" categories on their arcs as well as 'the traditional syntactic 
ones; and BIGGRAM and MIDGRAM also incorporate pragmatic information.. Prosodic 
information is handled by marking those arcs expected to be accompanied by prosodic 
boundaries. Appendices: L'isting of MIDGRAM Grammar, Sample Par~e-Interpretations, 
Parser Trace, 



GRAMMAR: GENERATOR 

Chapter XIII: Generating Verbal Responses 

Jonathan SIocum 
Slanjord Research Institute, Menlo Park, CA 94025 

Speech Undetsiandi~rg Research. Finol Technical Report, I5 October 1975-14 October 1976, 
X11i- 1 f o  X'III-ll., Ocfober 1976 

Verb templates and qoun templates are associated with specific word senses (prototypical 
nodes) in the net and serve to order the constituents in a phrase and to Indicate how cach 
constituent is to be generared by naming a function to be called with the network constituent 
For generation purposes at least this modular grammar has an important advantage over a 
'monolithic' grammar: it clearly indicates the syntactic idiosyncracies imposed by particular 
word choices. The storage requirements of the two formalisms are probably sjlnilar. The 
modular grammar will probably require more rules, but a monolithic grammar must in turn 
incorporate many applicability tests for each of its rules. In effect, these tesb are 
precomputed during the construction of the modular grammar. 

GRAb.lMAR: GENERATOR 

Towards a Model of Language Production: Linguistic and Computational 
Foundations 

Henry Thon~pson 
Deparitnenr of Linglrislics, Universify of California :uf Berkeley, Xerox Polo Alfo Research 
Center 

Statistical Alethods i n  Linguistit s 1976: 110-1'26 

Computational approaches to language analysis are quite sophisticated while computational 
unders~nding of language generation is all but non-existent. To get out of this im asse 
attention must be given to matters of rheto:ic and lexical semantics. The xk of Hal ! iday 
(givenhew, theme/rheme). Sgall, and Eillmore (schemata, frame) is of partl~.uIar relevance in 
dealing with these issues. The essay concludes with a discussion of how these problems might 
be modeled in the Knowledge Representatidn Language (KRL) being developed by b b r o w  
and W inograd. 



GRAMMAR: CLASSES & CONSTRUCTIONS 

Verbs, Time, agd Modality 

M .  J .  Steedman 
Universiry of Sussex 

Cognitive Science 1: 216-234, July 1971 

Vondltr's classification of verbs into aspsctual categoria (activities, accbmplirhme~~@ 
achievements, and statea) is better seen as clwifying the fbew~lng8 of sentunas, md r 
reeursiva scheme is then applied to the modal verbs rnust, will, and m q l .  O f  will md mujt it 
is concluded: 1) that these models have two and only two sensei - m epiotcmic md a 
deontic one; 2) that the e istemic sense is found with "siturtionsm its mmplemeat 
propositions, while the dcont I' c i s  found only with "events"; 3) the future ten= of certain 
etntcnccs involving epistcmic modals arists from thc status of tha oontlplmsnt oli r 
"pros ctivc situation" (as defined in Section I), paraphraseable using "be going to," 
postu I? atcs alone arc both noccssary and sufficient to explain may. 

GRAMMAR: CLASSES & CON$TRUCTlONS 

The Interpretation of Temporal Order in Coordinate Conjunction 

Martin S. Chodorow, and Lance A. M i l l e r  
l'U,II T / l o t l ? ~ ~  J .  M'utson K ~ s ~ u r c h  Center, Yarktown Heights, NY ,10598 

Research Repor! RC 6199, 21 pp., Srpf~mber  13, 1976 

This paper provides a non-contextual analysis of the tcmporcll order of actions that are 
expressed as coordinately conjoined verbs. Although the analysis moves in the domain of 
cookine recipes, its principles seem generally applicable. Cooking instructions containing a 
pair of conjoined verbs are interpreted as requiring the two actions to be performed either 
consecutively or simultaneously. If the actions are compatible, they mu?- be executcd 
simultaneously: if they arc incompatible, they nlrrs l  be executed consecutivcly. Compatibility 
is defined in terms of prwlmditions and on-going conditions for actions. Consecutive 
aaions are often aceompr.nied by interaction effects which can be attributed to partially or 
incorrectly fulfilled precc)nditions. Preconditions and corn pati bility provide the framework 
far a sufficient solution EO one type of interaction problem. The set of pre- and on-going 
conditions for .an action is entailed by the verb which expresses that action. This entailment 
relationship is consistent with the general requirements for a non-contextual solution to the 
problem. 



GRAMMAR: CLASSES & CONSTRUCTIONS 55 

On Keenan's Definition of 'Subject of' 

David E. Johnson 
hiorlret~roliml Sciences Depnrrmenr, I S M  Thomas J. Watson Research Cenrer, Yorktown 
Mcigkts, IVY i0598 

Resrarch Report RC 6035, 46 pp., June 7, 1976 

E. L. Kecnan has attempted to provide a universal definition of the natural language notion 
'subject of' in terms of the syntactic, semantic and progrnatic properties typically moicated 
with noun phrases functioning as subjects Keenan's proposal is inadequate as a formal 
definition M a number of crucial aspects, the Subjects Propcrries 1,ist (SPL) is poorly 
motivated, the notion of 'clear preponderance' of SPL properties is not clear. Keenan's 
results are more reasonably interpreted as providing a rcjdirrrio ad o b s u r d u / ! ~  argument in 
favor of the position that grammatical relations such as 'subject of' be adopted as primitive 
theoretical terms in linguistic theory rather than being defined terms. Keenan's approach 
might, however, prove extremely useful as a heuristic method for isolating potential subjects, 
e.g. field wmk situations. 

SEMANTICS-DISCOURSE 

Speech Understanding Systems: Final Report, November 1974 - October 
1 97 6. Volume V: Trip 

William A. Woods, et a/. 
Bolt Rerarlek attd Newman, I n k ,  50 ~\!ou/,on Sr., Cambridge, M A  02136 

Report No.  3438, I15 p p . ,  December 1976 

The travel budget manager's assistant facilitates NL communi~qtion between man and machine 
in a number of ways, including: 1) The state of the discourse and the data base are made 
available to the speech unde~stander while processing an utterance to constrain its possible 
interpretations. 2) inference mechanisms make possible looser expression of questions and 
comn~ands by the manager by divorcing .;mantic interpretations from erplici t data structures 
3) English-like responses are used both to give explicitly requested information and to exhibit 
the program's state of knowledge regarding the on-going dialogue. Many typcs of knowledge 
are required for this task, including lirguistic knowledge, discourse knowledge, and various 
types of world knowledge. Knowledge which is relatively fixed (such as syntactic knowledge) 
is stored in the ATN, while relatively fluid knowledge (e.g. data about a specific trip) is 
represented in the semantic network. Tests on ATK arcs link these two representations. 



SEMANTICS-DISCOURSE: THEORY 

Chapter VI: The Model of the Domain 

Gary C. Henddx 
Stlrqfard Research ins tit^^, Menlo { P a r k ,  CA 94025 

Speech Understanding Resfarch. Final Technical Reporr, 15 October 1975 - 1 4  Ocfabcr 
1976, Vl-1 ro Vl-13, Ocfober 1976.  

Using a partitioned semantic network, information abbut ships in the U.S., Sovfet and British 
fleets was incorporated into R database: 76 classes of ships. 740 individual l i p s ,  over 200 
known by name. Characteristics encoded incude: owner, bui:<ar, length, beam, draft, 
displacement, number in crew, speeds (surface and submerged), class, type. At the to l a d  
this domain model is encoded as a large conjunction of individual f a c e  and pscrafrula 
The UNIVERSAL set is divided into seven major disjoint subsets: UNITS OF MEASURE, 
MEASURES, NUMBERS, PHY.LP (whose principle purpose is t~ show the relationships 
between physical objects, inanimate physical objects, and leal  persons), PROCEDURE$ 
SITUTATIONS, SHIP GROUPS, 

SEMP,NTICS-DISCOURSE: THEORY 

Chapter V*  The P.epresentation of Semantic Knowledge 

Gary G. fIenfiG 
C:.i t l ic~rd Kesearclt lnstirute, hlenlo Park, CA 94025 

Speech , , Utlderstunding Research. Final Technical Repcrf ,  1 )  Ucfober 1975 - / 4  October 
1976, 1'-1 t o  V-99, October 1916 

A partitioned network consists of nodes and rrcs which are partitioned into spaces which 
group information into bundles. Spaces can be combined into vistas. Most operations are 
performed from the vantage of one of tfiese vistas with the effect that the operations behave 
as if the entire network were composed solely of those nodes and arcs that lie in the spaas 
of a given vista; all else is ignored. When necessary, spaces can he given all the properties 
iJormally associated with nodes. In particular, arcs from ordinary nodes may point to such 
spaces (which are called supernodes). Supernodes are primarily used for encuding higher- 
order structures, including logical connectives, quantification, and questions. 



What Sort of Taxonomy of Causation Do We Need for Language 
thd€mtdin$? 

Cqfnitive Science 1: 235 - 264, July 1977 

A taxonomy of c a m  beyond a distinction between CAUSE and GOAL is unnecessary. And 
cren this distinction is largely functional, in nany ceses being reduced to no more thaa the 
dtmtionality d a rule. In the case of human and human-like actions we should fim 
esphtc the GOAL "explanation" of an action whereas the CAUSE "explanation" should be 
arplond first with aonhuman events. There seems to be no reason to think that a more 
a m p h  mommy of causes (beyond causes and reasons (GOAL)) is required, at least not if, 
a huc, one. seeks a procedural distinction corresponding to any taxonomic distinction 
bcmm infmncc rules. Finally, the preference emantics treatment is compared with 
pmitbm established by Chamiak, Riegtr, and ScMnk 

Games: Meta-communication Structures for Natural Language 

Jrws  A. Levin, and James A. Moore 
U X  Informafion Sciences lnstufufe, 4647 Admiralty Way, Abarina del Rey, Cn 90291 

Reporf NO. ;SI /  RR-77-53, 36 pp., January 1977 

People in dialogue interact according to established panetas which span several turns in a 
d*logue and which recur frequently. Thse patterns appear to be organized around the goals 
which the dialgue serves for each participant Dialogue-games arc structures which model 
tkse patterns. A Dialogue-game has Paramefers, which represent those elements that vary 
wmss instanas of a particular pattern - the particular dialsgue participants and the content 
logic The states of the world which must be in effect for a particular Dialogucpmc to be 
employed successfully are represented by Speciji'car ions of these Parameters. Finally, the 
expded sequence of intermediate states that occur during instances of a particular 
mmtionai pattern are represented by the Componenfs of the Dialogue-game. Reresentations 
fa m d  Dialoguegames are presented and a prowss model is discussed. 



SEMANTICS-DISCOURSE: THE8RY 

A Goal-Oriented Model of Natural Language Interaction 

James A. Moore, William C. Mann, and J a w  A. k i n  
USC !nformalion Sciences Instiruie, 4676 Admhol?y Woy, M o r i n o  dcl Rey, CA W19) 

Report No. lSI/RR-77-52,  61., J~nuary  1977 

This report gives m ov/~:view of cbe 
communication. The methodology involves 
instructing a human observer to extract 
corn rehension, and then usng these aspects 
of tl e dialogue pr rticipan ts. According 
goals and are able to curnmu~icatc eflcc 
collection of intcrrelatad, cooperative 
statement of the problem, a review of related ramrch, an';: a 
of this ~escarch to lingpistic theory. The current a t e  of 
(with a detailed simulation i~ ah A 
explored. Finally, the deficiencies of ex 

SEMANTICS-DISCOURSE: THEORY 

On the Referential Attributive Distinctim 

Eugene Charniak 
I ~ l s t i f u t  pour les Etudes Setnantiques et Cognifives, Universite de Gcncvt 

W o r k i n g  Paper 24, 55 pp., 1976 

A ~ r d i n g  to Donrielan the phrase Smirh's murderer in the mntencc Sfnith's murderer i s  
insuntl is being wpli refercdtlaliy when the sentence $6 being ured to dacribe mmcoac (w 
Carmen Jones) known to have murdered Smith while i t  is k ing  *JseQ attributively if tb 
identity of the murderer is unknown but there is reason to believe that pawn to be i 
Close analysis reveals that the refettntiallattributivc distinction is not primitive, but rathsJr 
can be derived from more basic considerations. The. rules which account for rhe phenomena 
which distinguish referential and attributive uscs do not themselves depend on the! dhtindicm. 
Hence there i s  no reason to i~clude the distinction ic semantic ncpresen&tim, oa any othcrr 
level of representation for that matter. 



Whet's in e Concept: Structural Foundetim for Sementic Networks 

Ronald J. 01-acbmn 
Harvurd  Un ive ru i l~ ,  Cambridge, h4A 02138 Bolt Berrrnck and Newmcm, Inc. 50 Moulton St., 
Cambridge. MA 01/38 

Infrrnational J o u r ~ o l  of Mon- Machine Sfudlcs 9: 127-152, 1977 

Thrt semantic riels hove failed to live up to their oti#inrlly pawived promiw is dw to 
madequate conriderotion of their foundations. Many of Uw: linlu lllsd in wmrntic nrmfb 
havc hidden impart - while concept nodes look like they n restnt cl .F or object* 
nost often sxpectad to represeat much more than that. o n m d y  the situ&tioll 
aotrtlons rsquire a level of epist~rnob&al nprassntation that enplicltly w u n  
operot ions such r at tri butc-dewtiption, itructursl)lsing, and attri butr/vrlusMadi@g. Svcb 
a level has been embodied in a set of primitive link types, on top of which mcn tr an k 
built in a well-specified, consistent matter thmyh the uw of daviaaa for rpcc I! l#im (In 
8ttuctural interrelations b e t w ~ n  attributes. The "c6nsteIletion" of links formd by Uw 
attribute dtfinitlons and structuring Oestalt i~ rally a srnrc~ute for the node, 
using the foundation to automaticully buiid instance md concsptwl m 
prcsenM and the intcndowl nature of such a reprmtation and its impllootlolu m 

SEMANTICS-DISSOURSE: THEORY 

The Need far e Frame Semantics 4vithin Linguistics 

Chrrtlcs I, Fillmore 
DCPU ~ ~ I I I P I I ~  of. L i ~ i ~ u i s l i c s ,  U niversily of Cal i f i rn io,  Brrk.elty, CA 94720 

We ahould think of the nprcscntation of the meaning of a word or tent u a lrst of 
instructions addressed to a canwaist or 'a f iim-maker, thase instructions. imposing amstrainb 
on how a comic strip or fi.'m strip or movie can be made which will display an image or 
situation representing what tbe word or text a n  "mean." These reprcscntations will havc to 
deal with:' time schemata (simelbn~~ity, sequence, b pan, calendar), penpcctiv'es (point of view), 
sequences of inferences, cross-referencing and emb*etlding (scenes within scenes in relation8 of 
linking, knowing, wantin , etc.), background infofmalion,  provision^ for indcxicali , Many 
examples are given and t f e view is adwnced that huch language is pf a highly 7 ormuhic 
nature (involving little or no 'creativity' or 'free (ienarotion" and keyed to specific contexts. 



SEMANTICS-DISCOURSE: WEQRY 

Meaning of Sign, Cognitlve Content, and Pragmatics 

Pctr SgaII 
Centre for Numerical Nerhematics, Charles Universify, Prague, Czechoslovakia 

The Prague Bulletin of Mathematical  Linguistics 25: 51 -68, 1976 

Natural language is studied with widely different theoretical frameworks on the basis of tb 
binary structure of the sign or of tbe corresponding operalion, a general mapping, with UW 
so-ca!lcd "asymmetrical dualism," into several steps which vidd the well-known patterns of 
levels linearly ordered from semantics to phonetics. But this articulation is only the first 
stage of a necessary structuring of the vast domain of semantics. There are no finished 
solutions as yet, but it seems that the distinction of meaning and content does not belong to 
the quoted ordering of levels, since they all belong to the linguistic system while the cognit/w 
content does not  Nevertheless, assuming the existence of a '"universal" logical language - 
including the advantages and richness of higher order predicate calculus, etc. - the 
relationship between meaning (or language as such) and cognition might, be accounted for in 
the form of translation procedures (which do not necessarily prauppuse unambigwur 
con tent). 

SEMANTICS-DISCOURSE: THEORY 

Types of Processes on Cognitive Networks 

David C. Hals 
Deparrmenr of Lirtguistics, SUN)' at Buffalo, Amherst, NY 14260 

Compuru/iona/ ntld ,Morh~~mat ica l  Linguisfics: Proceedings of [he intcrnarional Conference on 
Compularional Linguis~ics,  Leo S. Olscllki Ediiore: 523-532, 1977 

The model has four types of nodes: Events, Entities, Proprties, Modalities (which is a 
spatiotemporal localization). There are five major typs of arcs, with some subtypes 
Paradigmatic, Syntagmatic, Discursive, Attitudinal, and Metalingual. Discursive arcs link 
modalities together while attitudinal arcs link dis~ourse to entities. Metalingual arcs links a 
node to a modality so that the network pattern under the modality becomes a definition of 
the metalingually related node; this process i s  recursive. PATH TRACING along arcs is well 
understood and fairly simple, perhaps rquiring no more Phan a finite-state automaton for 
the job. The paths traced can be homogeneous involving only one arc type (such as 
general zation or specialization on paradigmatic arcs), or heterogeneous, involving several arc 
types. However, since language works on and cognitive netacjrks are related to language in 
such a way that they must work on themselves. we rnust also be able to do PATTERN 
MATCHING in cognitive networks, which is considerably more difficult than path tracing. 
A fragment of a net~vork can be a template or program that operates on another part of the 
same network so that, Ecr example, a pattern under a new modality can be matched to a 
pattern already in the network and thereby establish the new pattern as an instance of the 
old. 
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Several Ways to be Suggestive: An Examination of Presupposition 

Margaret King 
lnsrirur pour Irs Etudes Semunriques e f  Cognirives, Universife de Geneve 

Working Paper 25, 63 pp., 1977 

An examination of the literature on presu position leads to the refection of the notion of 
presuppostition as a unitary phenomenon. b onetheless it seems clear that some sentmces do, 
with varying degrees of strength, make suggestions. Three main cluscs of suggestion 
mechanisms are considered: 1) Suggestions dependirg on phrase forms, 2) Suggestions 
depending on a sentence-form, 3) Suggestions carried by particular lexical items. The us4 d 
such mechanisms of NL understandng systems is considered. 

SI",MANTICS-DISCOURSE: COMPREHENSION 

Mechanizing Temporal Knowledge 

Kenneth Kan, and C. Anthony Carry 
h!lT, Cumbridge,  M A  02139 

A time specialist is a program which is knowladgeab!e about time in general and which can 
be used by a higher leliel program. The time speciahst can deal witb different kinds of 
temporal specifications, incuding fuzzy ones (e.g. "a few weeks ago"): 1) events organized by 
~ o I ( ~ . Y .  2) in terms of ~prcrul  r ~ j e r e n r c .  cJr~ui . r  (e.g. "birth," "now"), 3) hc jo re /u j i e r  chains. 
Three basic types of questions can be answered: 1) Did X happen .at T? 2) When did X 
happen? 3) What happend at 'i'? Database consistency and error correction arc discussed 
and the speciaist's treatment of a time-travel story by Robtrt Heinlein is prhented. 



SEMANTICS-DISCOURSE: COMPREHENSION: SYSTEM 

Chapter X: Ellipsis 

Barbara J. Grosz 
Sfanford Research Institute, Menlo Park, CA 94025 

Speech Ond erslanding Rcseorch. Final Tkchnical Reporr, I5 October 1975- 14 October 1976, 
A'-I to X-32, Oc~ober 1976 

Ellipsis can occur at the sentence or clausal level, or at the kvel of NP or W, this chapter 
concentrates on the sentence level. Building an interpretation of an elliptical phrase entails 
two steps once ellipsis has been detected. 1. Slot Determination. Items missing from the 
utterance must be found in the preceding utterance (the slot the phrase fills in the preceding 
utterance must be determined). 2. Expanding the  U ~ t e r a n c c  A complete p h r w  must be 
built using the elliptical phrase and the missing constituents found in the previous utterance. 

SEMANTICS-DISCOURSE: COMPREHENSION: SYSTEM 

Chapter IX: Resolving Definite Noun Phrases 

Barbara J. Grosz 
Sf art ford Resea~ch lnstifute, Aienlo Park,  CA 94225 

Speech Unders tandi~ tg  Resenrcfr. Final Technical Report, 15  Ocrober !97$-14 October 1976,  
l X - l  10 IX-32,  October 1976 

Comprehension entails iaentifying old concepts in memory and attaching new information to 
them. Definite noun phrases (DEFNPs) are the most frequently used means of expressing old 
information. Context plays a crucial role in identifying the reference of DEFNPs and the 
system uses a focus space partition to represent this context. While the resolution of both 
pronouns and nonpronominal DEFNPs use global dialog context and immediate context, the; 
former is more important for DEFNPs, the latter for pronouns. The resolution procedures 
all depend on the existence 9f a representation of focus of sitention. 



SEMANTICS-DISCOURSE: COMPREHENSION: SYSm 

Chapter VIII: Discourse Analysis 

Barbara J. Crosz 
Stanford Research Instirute, Menlo Pork,  CA 94025 

Speech Understanding Research. Final Technical Report, 15 October 1975-14 October 1976, 
V l l I -1  to  V l l l -62 ,  October -1376 

The bulk of the chapter concerns the collection and analysis of two types of dial- 1) 
task-oriented dialogs involvingcommunication between two people cooperating to complete a 
task; 2:) data-base-oriented dialogs involving communication directed toward obtaining 
information from a computer base. Diaog analysis reveals that contextual influeaces 
operate at two levels in p. discourse, 1) The global context - the tors1 discourse and 
situational setting - provides a set of constraints which the system uses for the resolution of 
definite noun phrases by partitioning the network into focus spaces. 2) The immediate 
context of closely preceding utterances is used in the interpretation of elliptical expressions, 

SEMANTICS-DISCOURSE: COMPREHENSION: SYSTEM 

Chapter VII: Semantic Aspects of Translation 

Gary G. Hendrix 
Stanford Research Institute,, Menlo Park,  CA 94025 

Speech Understanding Research. Final Technical Report, 15 October 1975-14 October 1976, 
V l l - /  to  V l l -59 ,  October 1976 

The semantic component can perform three function% 1)' it may filter out phrase 
combinations which do not meet semantic criteria 2) For combinations that are acceptable 
the semantic component may build deep, internal structure representing the meaning of the 
input (or portions of it) in the context of a particular task domain. As filtering (by both 
semantics and discourse) is dependent upon the structures assigned to subphrases d the input, 
filtering and structure building are combined. If any of various checks and restrictions in 
the structure-building process recognize an anomalous comdition in a structure being built, 
then the structure building fails, and this failure, acting as a filter, serves to reject the phrase 
combination. 3) The semantic component may make predictions concerning what words or 
syntactic contructions are likely to occur in other parts of the utterance. This chapter 
emphasizes 1 and 2, with only a brief treatment of 3. 
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SEMANTICS-DISCOURSE: COMPREHENSION: SYSTEM 

GUS, a Frame-driven Dlelag System 

Daniel G. llobrow, Ronald M. I(nplan. Martin Kay, Donald A. Norman, Henry Thornpow, md 
Terry Wl~loyr,rad 
Xerox Palo 4lt.o Research Ctnrur, 33J3 Cdyore Hill Road, Oalo Allo, C;( 91301 

Artif icial  lrt/elligence 8: 155- 173, Apri l  1977 

GUS is a dialopue system designed to act as a travel agenL it car! tolerate mixed initi~tivs 
dialogue and its expectations about rpture input evolve in the course of conversation. Tbe 
system consists cf a morphological analyzer, a syntactic analyzer, frame reasoner, md 
language generator, all tied to ether by an overall asynchronous contrul mechanism. b 
nouon of frame implemented f n the system bear3 a family resemblance to Minsky's notion, 
but the relationship is only that, familial. A jrutnr consists of a nr7t .r~ (which is primarily a 
mnemonic device for the system builden , a reference to a )rorat!.pc frame, and r wt of b slors. A prototype frame is a template or its r ,~sro ,~ r rs .  slots consist of a 310,-name r 
f i l lrr or ~ ~ l u e  gnd wssibly a set of attached procedures. Thc value of a slot may be aootber 
frame. To conduct a dialogue the system creates an instiinx of a dialogue frame and bgiar 
to fill slots for the instance En a m d a n c e  with the specifications in the prototype. 

SEMANTICS-DISCOURSE CClMPREHENSIQN: CONCEPTUAL DEPENDENCY 

Skimming Newspaper Stories by Computer 

Gerald F. DcJong 
Deparrnrent o j  Cotnpurcr Science, Yule Universirj), Vew Hallerr, CT 0t1520 

h'esettrclt Report No. 104, 31 pp. ,  May 1977 

FRUMP (Fast Reading Understanding ane Memory Program) is designed to understand 
newspaper stories and was designed to overcome sane of the problems that arose from the 
SAM system over tne last several years. Like SAM, FRUMP is a script based undcrstander, 
But FRUMP is a newsraper skimming program, using 'sketchy' scripts rather than full scri ts, 
rather than a program that carefully reads text. In reading stories FRUMP decides whe t.! er 
the stories are new or updates of news even'ts that it has already seen, and stores the 
important information from the article. FRUMP can then give information on ca news event 
by mpans of different length summaries. FRUMP can understand and produce a brief 
summary of a 150 word news article taken directly faonr a newspaper in about 5 seconds of 
CPU time srt a DE@ KA10 processor. 



Q E A  a 4  L I T  
-,,w,,, , iCS-DISCOURSE: MEMORY 

How to Connact Frames 

Manfred Wettltr 
I nsfiruf pour les Etudes Semantiques el Cognitives, llniversile de Grneve 

Workit~g Paper 29, 54 pp., 1976 

The problem with frame-like systems is that, on the one hand we have to find sopas 
mechanisms which give the Bystern some flexibility if prerequisites nor subacts of frames are 
violared. On the other hand, neither a taxonomy of these prerequisites or substateq t~ 
proposed by Charniak, nor the addition of "What-Ifw-rules form satisfying solutions. A 
possible solution to this problem cunsists in the formulation of general rules describing why 
certain prerquisites or substotes have to be achieved. These rules should be a ~ c k c d  to 
frames or frame-statements but they should be used only in cases where the frame alone does 
not allow sufficient understnnding. Toward this end five new links between frames are 
Introduced: normally produced for, partici \anants in, reason, caused and caused by, while. Tea d inference rules of three types are propose . The first type of rule helps to decide why the 
actio:~s mentioned in the text have been accomplished. The second type of rule is used to 
figure out how those actions or subseates might have b a n  achieved. The third type allow 
prediction of consequence$ of actions and states. 

SEMANTICS-DISCOURSE: MEMORY 

Natural Language Understanding Based on a Freely Associated Learned 
Memory Net 

Sara R. Jordan 
Cotltpurer Science Department, University of Tennessee, Knoxville: 

lnr~rrtational Journal  of Computer and Information Sciences 6: 9-25, March 1977 

METQA (MEchanical Translation and Questio~l Answering) accepts unsegmentxl input strings 
of NL frotr a human trainer and, after processing each string, outputs a NL response. The 
built-in structure of METQA consists of: 1) the capacity to build a network of nodes and 
labeled arcs, and 2) the general procedure of categorizing memory nodes into c l a s s  
accprding to their behavior and usage. Link types: transform, combination, description, class, 
membership/subset, equivalence. Each node is a List representing a state d some word or 
phrase during its processing. The structure of the memory itself is independent of the subject 
matter. METQA learns by comparing response output with any (specially marked) feedback 
string the trainer may give. The program then determines which, if my, portion of the 
original input string, was processed incorrectly and appropriate memory modifications arc 
made. 



SEMANTICS-DISCOURSE: MEMORY 

Ms. Malaprop, A Language Comprehension Progrijiii 

Eugene Charniak 
lnstitut pour IPS Etudes Semarrtiques et Cognitives, Univet -s i l l  de G e n ~ v e  

Working Paper 31, 22 pp., I976 

Ms. Malaprop is being designed to answer questions about simple s to . ,~  dcaling with 
painting, with stories, questions, and answers being expressed in semantic representation, 
rather than in English. The commonsense knowledge needed to accomplish the task is 
provided by a frame representation (described in ~JLS 29). After reviewing this 
representation the following issues are discussed: depth of the representation, search and 
pattern matchiog, guessing and guessing wrong. 

SEMANTICS-DISCCIURSE: MEMORY: CONCEPTUAL DEPENDENCY 

Human and Computational Question Answering 

Wendy Lehnert 
Deporttnenr of Catnplrter Science, Yale Univers i t )~ ,  New) HoEen, CT* 06520 

Cognitive Science 1: 47-73, Jar~uary 1977 

Working within the environment of Schank's SAM system the question-answering process has 
two parts: The i~lrerprerrre phase takes a question in CD form and categorizes it as a why, 
how: I1es or ~ io ,  O C C U ~ ~ P I I C P ,  or a C O I ) I ~ O I I ~ ~ I I I  question. In the r e s p u ~ ~ s e  phase the memory is 
searched for an answer in a manner appropriate to the question type. A srcric response uses 
information from the memory representation generated at the time the text was read while a 
d.rnomic response occurs when the answer must be actively reasoned 'by applying general 
world knowledge to the rnenory representation of the text. The overall process is also 
influenced by an intentionality factor which allows for variations in the mode of questibn 
answering such as detailed or sparse answers. 



SEMANTICS-DISCOURSE: MEMORY: CONCEPTUAL DEPENDENCY 

The Process of Question Answering 

Wend$ Lelinert 
Deparlnlent of Computer Science, Yale Univerfi ty,  New Haven, CT 06520 

Research Report. No.  88, 282 pp.,  May 1977 

A theory of NL question answering has been implemented in a computer program. QUALM. 
in which processing is divided into four phases: 1) Conceptual Catesorization, 2) Inferential 
Analysis, 3) Content Specification, and 4) Retrieval Heuristics. Conceptual Categorization 
guides subsequent processing by dictating which specific inference mechanisms and memow 
retrieval strategies would be invoked in the course of answering a question. Inferential 
Analysis is responsible for understanding what the questioner really meant when a question 
should not be taken literally. Content Specification determines how much of an answer 
should be returned in terms of detail and elaborations. Retrieve1 Heuristics do thc actual 
digging in order to extract and answer from memory. All of the inference processes within 
these four phases arc independent of knguage, operating within conceptual representations. 

SEMANTICS-DISCOURSE: EXPRESSION 

Chapter XI: Responding on the Basis of the Semantic Translation 

Gary G. Hendrix 
Stailford Researclt Institute, Menlo Park ,  CA 94025 

Spcech Understatrding Research. F i n d  Teclinical Report, I5 October, 1975-14 October 1976, 
X I - /  to XI-!], Of-rober 1976 

The resources that may be marshalled by the responder include a component that performs 
logical deduction, a natural language generator, and a routine for drawing partitioned network 
structures. The task of the responder is to determine which inputs are rtquests for 
information that may be acted upon by the deduction component and which are nor For 
those that are not a represen'tation of the corresponding partitioned network structure is 
drawn to express the system's interpretation of the utteiance. Otherwise the responder formats 
a call to deduction ,..d interprets the results returned by it. Depending upon the type of 
informatiop requested and the results returned the responder will either produc~ a specified 
response. like YES or NO, or will invoke the English generator to express the resulk of the 
deduction processing 
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A Select Bibliography of Studies in Spoken English 

Cecilia Thavenius 
Survey of Spoken English, Universit .~ of Lund, Helgonabacken 14, S-223 62 Lund, Sweden 

SSE, 14 pp. ,  Oclober 1976 

The guiding principle when choosing items for the bibliography has been to include works 
which discuss the features of spoken English and how they difba from those qf written 
English or which relate the prosodic aspect to those of grammar or communication. The 
bibliography is in two sections, The first section is -an annotated bibliography of 10 works 
considered especially important; the second section lists 65 items (including the 10 from the 
first section). 

LINGUISTICS: METHODS: MATHEMATICAL 

Categorial Grammar Calculus 

Hans Karlgren 
Research Group l o r  Qirantitafive Linguistics, tirockholm 

§faristical Methods i l l  Lillguisrics 1974: 1-116 

This exposition of categorial grammar is intended for both mathemdicians and linguists and 
is written accordingly. Professionak in either category should, without real effort, be able to 
supplement this exposition according to their professional interests: explicit proofs for a 
hiera:*chy of general theorems or explicit references to the linguistic observations motivating 
the proposed calculus. Main 1:opics: 1. Formal Prelimi naries, 2. Ca tegorial Grammar Proper, 
3. Generalized Categorial Grammar, 4. Multi-Index Calculus, 5. Evaluaticl of Categorial 
Expressions, 6. Fragment Analysis. 
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Prague Studies in Mathematical Linguistics 5 

Academia, Publishing House of rlre Czechoslovak Academy of Sciences, 1976 
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~achov& S, Tectogrammatical Level in the Generative kcription of the Czech Language 
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Sgall. P, - ~ a j i h v 6 ,  E*. Topic-comment Articulation and Negation in a Functional 
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LING1 ">TICS: METHODS: MATHEMATICAL 

Some Reed Contributions to Statistical Linguistics 

Charles blulii\r 
12 Ave d.r la  Forre Noire, 6700 Strasbourg, France 

I: Word frequencies in Giraudoux: characteristic vocabulary of 'le roman fantastique"; &erne 
and lexical items; vocabulary of French tragedy, lexical specialization of text segments; 
statistical determination of authorship. 11: For a corpus of French texts totally 20,000 
phonenles it has been found that consonants have a small and stable variance whereas the 
variance of the vowels is great with large variation. 111: Indices of vmbulary richness for 
comparison of texts of different lengths, a procedure for estimating the number of words in 
a particular vocabulary which hare nor been used in a particlav text baed on that vocabalary. 
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m treated as hipba predicates, Wffs of mrttd first-order 
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fully in@ scant tbe surface ordu of qopatificational terms is  takcn as 
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rr 'some', *mb' 'my', ctc. - with r "mgt tam" - cg. 'one', 'thing', 'time'. - is utilissd in the reduction of quantificational utterances to canonical form. 
cpuacifiation an3 #ranectives in the MBA (Mentor for Businas Applicationt) 
i s ~ l  m n d  with 'a', @any', and @someo; multiple predication; anonymous 
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The Proper Treatment of Montague Grammare In Natural Logic and Linguistics 

Asa Klrstur 
b~partmmf 01  Philosoph,~, Tel Aviv Universify, Israel 

Throreficol Linguistics & 1 / 2 :  133 - 4 1975 

Any wholewle comparison of generative thcorias which Montague grammars is, in at least one 
sense, pointless, since they w solutions to distinctly different problems, under extremely 
different conditim of adequacy. The Bame conclusion holds, indeed.' for a full-scale 
comparison of natural logic theories and Montsgue prammars, A redirecting of the study of 
Montagut grammars is suggested and a methodological heuristic of .formal extensions  ired 
with empirical restrictlions is defend& and illustrated. 

LINGUISTICS: METHODS: LOGIC 

Why I am nst 3 Montague Grammarian 

Richard M. Martin 
Depurtmen! of Philosophy, North-wesrern University, Evartton, IL, 60201 

Tltforerical Linguistics 2, 1 1 2 :  I47 - 157, 1975 

Much of the significance of Montague's work rests upon the acceptability of a second-order 
functional calculus with a modal aperator, and the extensive model theory based on i t  An 
alternative is suggested with consists of an applied, first-wder logic with the calculus of 
inclividuals and event logic, and with first-order inscriptional semantics based upon that. The 
main kinds of' sentences that have been difficult for Montague and his followers arc 
examined in some detail and accounted for in this alternative logic. 
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Chapter 11: The Definition System 

Wllliam fl .  Paxto~  
Sr anjbrd Research 1 nsrir ure, Menlo Park,  CA 94025 

Speech Undersranding Research. Final Technical Reporr, IS  Ocrobcr 1975 - I4 Oclobcr 
1976, 11-1 t o  11-52, October 1976 

The Definition System conslsb of a metalanpage and a compiler. The rneta-language, which 
use augmented phrase structure (APS) rules in which a structure declaration give the 
constituent possibilities and an associated p f d u r e  defines attributes and factors for phrmca 
built by the rule, is designed to provide a way of integrating various types of knowled a 
while avoiding commitment to a particular' overall control strategy. A major job of & 
Definition Compiler is to construct an internal representation of the dcfinihon for use by 
the Executive in processing sentences. Structure graphs are constructcd by the Compiler from 
the phrase structure declarations, and LISP procedures arc written and compiled to ~mplcmcnt 
the rule procedu:*es. The Corn iler also builds an internal lexicon that includes special entria 
for 'multiwords.' Finally, loo ahead information i s  coqputed and stored for categories and 
rula. 

P 

COMPUTATION 

Decision Theory and Artificial Intelligence II: The Hungry Monkey 

Jerome A, Feldman 
Cotrlguter Science Depurtmenr, University of  Rocitester, N Y 

Robert F. Sproull 
Xerox Pal9 Alto Reseurch Center 

Cognitive Science 1: 158-192, Apri l  1977 

The utility function of decision theory can be used to reveal tradeoffs among competing 
strate ies for achievihg vqrious goals, taking into account such factors as reliability, the 
comp f exity of steps in the strategy, and the value of the goaf. The utility function on 
strategies can therefore be used as a guide when searching for good strategis I t  can also be 
used to formulate solutions to the problems of how to acquire a world model, how much 
planning cffort is worthwhile, and: whether verification tests should be petiormzd, Thesc 
techniques are illustrated by application to she classic monkey and bananas problem. 



A Note on Associative Processors for Data Management 

Glen C. Langdon, Jr. 
IAA1 Research Laboiatory, Sun Jose, Cjf 95/93 

Research Report RJ 1941, 14 pp., February 28, 1977 

Associative processors are examined from a technological and cnglncering point of view, lad 
a design directcd toward a band of single read/writo heads per track on r rotating mqn& 
media recommended. Some alternatives to the design of corn araton, prbage coll~tion 

Methods to store scvcral relations are suggated. 
! and do.11ain extraction of the Relational A w i a t e  Processor (RA ) architecture are offmed. 

COMPUTATION 

Viewing Control Structures as Patterns of Passing Messages 

Carl Hewitt 
Artificial Infelligence I .ahorutor~1, A I I T ,  C'rlmbridgc, i t fA 0 2 1 3 9  

Arfi  ficiiul l n ~ o i l i g e n c e  8: 32-J-j64, June 1977 

Intelligence can k modeled as a society of communicating knowltdge-based problem-solving 
experts. Each of these experts can in turn be viewed as a sxiety (hat can be further 
decomposed in the same way until the primitive actors of the system are reached. We arc 
corcerned with the ways in which actor message passing can be used' to understand control 
structures as patterns of passing messages in serial processing. Actors are defined by their 
behavior and they interact on a purely local level. To set up such a system onc muse 1) 
decide what kilds of actors to have, 2) decide what kinds of messages each actor can process, 
and 3) decide whal each actor is to do with its messages. Also discussed: PLASMA 
(PLAnner-like System Mxfeled on Actors), Event diagrams graphic notation for displaying 
relationships among events of actor computation. 



COMBCITATION: INERENCE 

Chapter XIII: The Deduction Component 

Richard E. Fikm 
Ston ford Research Insrirure, Rlrnlo Pork, CA 94025 

Speech l lnd~rs tond ing  Ri#search. Nnol Technical Reporr, 15 Ocrobcr 1975-11 Ocrobcr 1976, 
X I I - 1  ro X i / - 6 0 ,  O c t o b ~ r  1976 

When called on (by the response corn nent) to provlde the a n m r  a r quation cbs P" deduction component can, 1) retrieve nformation storad directly in the net$, 2) dcrlva 
information using general information stored as theorems in the net, 3) all wer supplled 
functions pointed to in the net that obtain information from knowledpe s o u t a s  other t h a ~  
the net (such as data files). The dcd~iction component rcaptJ ss input a QVlSFA (a &a 
bein a partition of the network) containing the network translation of an English query and 
a Z; \ ISrA containing the knowledge base from which answers to the query us to bs 
retrieved. Processing entails seeking a match in thc KVISTA for the ueryj pattern. A 4 succcssful match produces s list containing r binding for  each QVIS A elemant to r 
corresponding KVISTA element After a bindings list i s  rcturncd it  an be repeatedly pulsed 
to find as many different answers to the query as dcsitd. 

COMPUTATION: INFERENCE 

Spontaneous Computation in Cognitive Models 

In spontaneous computation (Sc) coae runs spontaneously rather than on demand. A LISP- 
based SC system in:ludes: cc~mplex trigger pitterns, the organization of trees of trigger 
patterns, and higher level organial ion and control of SC via a "channel" t o  which w u r c h ~ r s  
(triggers) or  \c1rvc1r\ may be sttched at r n p  p r ~ ~ t r r ~  A channel is the medium through which 
one LlSP function calls another function. SC can be used in cognitive models to model 
nonalgorithmic inference, to "follow" characters in a story ccmp~~chension system, to act as 
subgonl protectors and plan optimizers in a problem solver. Also discclssed: SC, context and 
frames: ideas related to partially triggered SCs and their thtclretiml applications as context- 
focslsers and motivation-generatom, 



COMWTATION: PROGRAMMING 

FORAL LP for DIAM 11: FORAL with Light Pen - A Language Primer 

Michael E. Senko 
1BM Thomas J .  Watson Resear-ch Cenrer, Yorktown Heigltls, N Y  10J98 

Reseorch Reporr RC 6328, 25 pp., November 22, 1976 

FORAL LP (FORAL with Light Pen) is a data base language that uniquely capitalizes on 
light pen interaction. In FORAL LP the user constructs transactions by touching nodes and 
arcs of a binary semantic network. Advantages of this two-dimensional approach are: 1) 
The user works in terms of real world entities and associations rather than records and files, 
Constraints intrinsic to the network reduce the possibility of non-meaningful programs. 2) 
The user enters text by light pen, removing the need for typing skill and speeding u P transaction entry. 3) The user is provided with immediate graphic feedback on h s 
transaction constructions FORAL, in all its forms, works best with a DIAM 11 binary 
semantic network. *his network can, however, be specified in special case forms that 
represent 1MS hierarchies or report generator flat files. 

COMPUTATION: PROGRAMMING: LANGUAGES 

An Overview of KRL, a Knowledge Representation Language 

Daniel C. Bobrow 
Xerox l'glo Alto Research Center ,  3,733 Coyote H i l l  Road, Palo Alto, CA 94304 

Terry Winograd 
Stnrl ford Universi ty  

Cogrtitive Scierlce 1 :  3-46, Junuary 1977 

KRL (Knowledge Representation Language) is an attempt to integrate procedural knowledge 
with a broad base of declarative forms. The formalism for declarative knowledge is based on 
sirucrured coricepruul objects with associated descrip!iw~.) .  These objects form a network of 
n~er?~c,r.\+ urlils with several different sorts of linkages, each having well-specified implications 
for the retrieval process. Procedures can be associated directly with the'internal structure of 
a conceptual object. This proc+edural a l t u c h ~ ~ l c  111 allows the steps for a particular operation to 
be determined by characteristics of the specific entities involved. The control structure of 
KRL prov~des for a priority-ordered multiprocess agenda with explicit (user-provided) 
strategies, for scheduling and resource allocation. It provides prorcdure directories with 
operate along with process franlentork to allow procedural ~rameterlzation of the 
fundamental system processes for builc ing, comparing, and retrieving memory structures. 
Future development of KRL will include integrating procedure definition with the descriptive 
formalism. 
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Abstraction and Verification in ALPHARD: Introduction to Language and 
Me thodology 

Willianl A. Wulf 
Cornegie-ltlellon Universi ty 

Ralph L. London 
USC In formalion Sciertce Institute, 4676 A d ~ t t i r a l t y  Way, M a r i n a  dcl Rey, CA 90191 

Mary Shaw 
Carnegie- Melion University 

USC lnj'ormafiort Sciolces lnsrirute paper IS l /RR-76-46 ,  47 pp., June 1976 

A key concept in structured rogramming is abs!ract ioi~;  the retention of the essential 
properties of a object and t ! e corollqry neglect of inessential details. Alphord is a 
programming language which makes use of abstraction mechanisms called J o r ~ j ~ s  to achieve its 
goals of supporting the development of well-stiuctured programs and the formal verification 
of these pro rams. The important roperty of Alphard IS its e.bility to separate the use of an B P abstraction rom the definition o its concrete representation. The verificiation technique 
exloits this se aration and permits the implementation (the o r )  to be verified 
independently o /' the abstract program .in whfch it is used. In order to capture the symbiotic 
interaction of the two goals the language description is interleaved with the presentation of s 
proof technique and discussion of programming methodology. Examples are given. 

COMPUTATION: ?RQGRAMMING: LANGUAGES 

IPG-2: Input Program Generator 

Peter W, Cook 
lBd l  Thotnas J .  Watson Research Center, )'orktcl\vn Heights ,  r?M/ 10598 

Re:~ tarch  Report R.4 85, 20 pp., January 4 ,  1977 

The IPG program generates FORTRAN input programs intended ,@ avoid difficulties caused 
by the sensitivity of FORTRAN READ comma~lds to exact character position and the 
difficulty of re-entering, in a run-time directed manner, arts or all of the input data IPG 
generated input programs achieve this by two methods: 1 7 all data is read by a simple free- 
format input scanner and 2) a keyword based i n p u ~  system is generated as specified by the 
IPG input, which allows for initial entry pr subsequent modification of data under the 
control of one or more user-specified key words The syntax for statements processed by 
IPG is given as are examples of the use both of IPG and proglams by IPO. IPG uses the 
input programs of D1;DO (IBRRB RA 84, abstracted elsewhere on this fiche). 



COMPUTATION: PROGRAMMING: LANGUAGES 

01:DO- Free-Format lnput/Output for FORTRAN Programs 

Peter W, Cook 
IBk i  Thonias J. Watson:Research Cerrter, Yorktown Heights, NY 10598 

Rcseorch Repori RA 84, 16 pp.,  December 8, 1977 

Though the input/output mechanisms of FORTRAN are self -consistent, the rcquin attention b to details of column count that make fexible input somewhat difficult 1:W is a set of 
programs implementing a free-format system for use with FORTRAN programs. The bask 
concept of DI;DO is to set aside I )  subset of meaningful characters as "field separators" which 
serve to separate one "field" of data from another and to provide means to classify and 
evaluate the content of the resulting "fields." D1;DO has been used, in somewhat modified 
form. in several programs and does provide means by which a FORTRAN programmer can 
write very flexible input systems. 

COMPUTATION: PROGRAMF.1ING: LANGUAGES 

An Empirical Study sf List Structure in Lisp 

Douglas W .  Clark 
Carnogie-ilicllon University 

C .  Cordell Crccn 
C'orrlprtter S c i c ~ ~ c e  Dcpnrttrtettt, Startford Universit)~, Stun ford ,  CA 94305 

Static measurements of the list strl~cture of five *large Lisp programs have been analyzed, 
revealing substantial regularity, or predictability, among pointer!: ;o atoms and especial1 
among pointers to lists. Pointers to atoms are found to obey, ronghly, Zipf's law, whic K 
governs word frequencies in natural languages; poitters to  lists usually point to a location 
physically nearby in memory. The use of such regularities in  the space-efficient 
representation of list structure is discussed. Linearization of lists, whereby successive cdrs (or 
cars) are placed in consecutive memory locations whenever possible, greatly strengthens the 
obsened regularity of list structure. It is shown that under some reasonable assumptions the 
entropy or information content cf a car-cdr pair in  the programs measured is about 10 to 15 
bits before lineariation, and about 7 to 12 bits after. 



COMPUTATION: INFORMATION STRUCTURES 

A Correspondence Between Two Sorting Methods 

W. H. Burge 
ISM Thornus J .  Watson Research Center, Yorkro~on Heights, N Y  10598 

Research Report RC 6395, 12 pp., February 13, 1977 

A new way to construct binary search w a s  has been discovered by C. J. Stephenson (IBRRB 
RC 6298, abstracted elsewhere on this fiche) in which the new item that is inserted into the 
trec becomes the root of the resulting t r m  This new method is compared with a previous 
method which involves two stages: 1) A forest is produced that has keys in order both do- 
a tree and from left to right in the roots of each list of immediate subtrees of a trec 2) A 
sorted list is produced from the forest by removing the root of the first tree, i .6 the smallest 
key, leaving forests that are merged into one. The same process is then repeated on the 
resulting forest. The ~lurnbcr of comparisons needed by both methods for a permutation is  
the number of pairs of elements of the permutation that have no element between them 
whose value is between the values of the members of the pair. 

COMPUTATION: INFORMATION STRUCTURES 

A Method for Constructing Binary Search Trees by Making Insertions at the 
Root 

C. J. Stephenson 
i BAl r} to~nas  J .  Wcrtson Research Center, Yorktown Heights, NY 10599 

Rescurch Repor/ RC 6298, I8 pp., November 22, 1976 

It  is possible to construct a binary search tree by inserting items at the root instead of adding 
them as leaves. When used for sorting the method has several desirable properties, including: 
a !  fewer comparisons in the best case, b fewer comparisons in the worst case, c) a reduced 
variance, and d) good performance when the items are already nearly sorted or nearly reverse 
sorted. For applications in which the tree is searched for existing items as well as having 
new items added to it (e,g. in the construction of a symbol table), the tree can be made to 
exhibit stacklike behaviour so that the fewest comparisons are required to locate the most 
recently used i terns. 



COMPUTATION: INFORMATION STRUCTURES 

Three Simple Node List Algorithms 

Henry S. Warren, Jr. 
I BM Thomas J.  Watson Research Center, Yorkrown Heights, NY 10598 

Research Report RC 6364, 11 pp., Jonuary 19, 1977 

A "node list" of a directed graph is a sequence of nodes such t h ~ t  every simple path in the 
graph is a subsequence of the node list This paper gives three relatively simple algorithms 
for computing node lists. Previous results are summarized, and areas for further work are 
suggested 

COMPUTATION: INFORMATION STRUCTURES 

ICdVle Inferential Abstract Modeling - An Approach to Design of Information 
b~ode~s for Large Shared Data Bases 

Jsnis A. Bubenko, Jr. 
lBdl Tllornas J .  Watson Rescatclr Center, Yorktown Heights, NY 10598 

Research Report RC 6343, 79 pp. ,  January 4, 1977 

A conceptual schema for a data base is designed by collecting and integrating 'local' user 
information requirements and analysis of information inference relationships. The procedure 
consists of the following phases: 1) collection and specification of information requirements, 
2) entity classification, 3) specification of functional dependencies, 4) abstract object 
specification, integration and analysis, 5) implied information analysis, 6) derivability 
(precedence) analysis and 7) transformation to an 'external-name-based' model. The phases 
are performed iteratively in a controlled fashion. Underlying theoretical concepts are defined 
and arguments presented for the method's applicability. Appendices demonstrate the 
application of the IAM melBod to a reasonably complex practical case. 



COMPUTATION: INFORMATION STRUCTURES 

The Temporal Dimension in Information Modeling 

Janis A. Bubenko, Jt. 
I B M  Thornas J .  Walson Research Cenrer, Yorkro~vn Heighls, N Y  10598 

Research Repor! RC 6187, 23 pp . ,  November 16, 1976 

The majority of modeling approaches pay no explicit attention to the temporal dimension. 
The information model of a particular application is seen as a finite, varying st of 
information objects normally reflecting the current (last observed) state of a madel of some 
real-world sys em. Administrative systems, however, arc not static and for some purposes it 
is desirable to utilize time as an independent analytic variable, thus requiring that the system 
maintain a 'history' of its transactions. A conceptual framework is introduced in which time 
is t~eated in an unrestricted fashion and binary and n-ary relational modeling approaches, as 
well as a few approches which include temporality as a basic concept, are examlned for thL 
veiwpoint. It seems advisable that, when designing a conceptual schema, a time-unrestricted 
design level should precede the specification of a finite, time-restricted computational schwa 

COMPUTATION: JI\IFORMATION STRUCTURES 

Direct -Access Storage of Data Structures 

Arr~old L. Rosenberg 
hlat /~e l?~ot ical  Scierlces D e p a r l m e ~ ~ t ;  lB~\ i  IVarson Research Center, Yorktown Heights, N Y  
10598 

Resenrcli Kcporr RC 6036, 48 pp.,  Jurle 8, 1976 

Direct access to a data structure requires the existence of a coordinntt> systern for the 
structure. This essay presents state of the theory treatments of such questions as: What do 
coordinate systems look like? How can they be used when devising storage mappings for a 
data structure or a family of structures? (Here extendible rectangular arrays are given 
extended treatment.) Where do coordinates come from? - discussed in terms of the data 
graphs model. A 38 item anno~ated bibliograpti~y is given. 
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The D-graph Model of Large Shared Data Bases: A Representation of 
Integrity Constraints and Views as Abstract Data Types 

Hcrbert Webcr 
ISM Research Laboratory, Sun Jose, CA 95193 

Research Report RJ 1875, 42  pp., Nov.  22, 1976 

The D-graph model offers a uniform notation to describe basic data structures like domains 
and relations, integrity constraints and views. The basic entities in thc model are objects, 
which are characterized by types. Type specification is used to define the composition of 
objects out of other objects of different types and monipmtion rules for objects. The 
eoncept of abstract data types is employed to provide the encapsulation of data objects by 41 
the operations applicable to these objects. The concept has been applied to model and 
implement the synch.ronization of concurrent accesses to shared rcsourccs in operating system8 
and for the design of programming languages which support structured and modular 
programming. It is shown to be suitable for modeling integrity constraints and views and for 
the manipulation restrictions imposed by constraints and views. 

COMPUTATION: INFORMATION STRUCTURES 

Independent Components of Relations 

J. Rissanen 
lnhf Research Luboru tor~~ ,  Sun Jose, CA 95193 

Research Reporf RJ 1899, 27 pp., J o t  10, /9J7 

In a multi-attribute relation or, equivalently, multi-columq table a certain collection of the 
projections can be shown to be independent in much the same way as the* factors in a 
cartesian product or orthogonal comp ntnts of a vector. A precise notion of 'independence 
for relations is defined and studie 1 . . The main rcsylt states that- the operator which 
reconstructi the original relation from its independent components is the natural join, and 
that independent components split the full family of functional dependencies into 
corresponding corn  pone^^ t families. These give an easily checked criterion for independence. 



COMPUTATION: INFORMATION STRUCTURES 

Database Abstractions: Aggregation 

John Miles Snrith, and Diane C, P. Smith 
Cor?rpurer Science Reparrrnent, University of Utuh, Sirlr Lake City, 841 12 

Aggregation transforms a relationship between objects into a higher-level object and is 
important in conceptualizing the real world. An aggregate is a data type which, under certain 
criteria of "well-def inedness," specifies aggregation abstractions. Relational databases def incd 
as collections of ageregates are structured as Q hierarchy of n-ary relations. To maintain 
well-definedness update operations on such databases must preserve two invariants. Wcll- 
defined relations are distinct from relations in third normal form. These notions am 
complementary and both are. important in database design. A lop-down methodology for 
database design is described which separates decisions concerning aggregate structure from 
decisions concerning key identification. Agbrqate types, a@ other types which support nal- 
world abstractions without introducing implementation debil, s h o ~ l d  be ilrcorporatcd into 
programming languages. 

DOCUMENTATION: A ~ ~ S T R A C T I ~ ~ G  & INDEXING 

An Analysis of Indexing Strategies 

Ceurgc  marko ow sky 
Cojl lputer Sciencp Pepnr~metrl, 1 Bhl Thomas J .  IVorso,~ Research Cctiter) Yurktobsn Heighrs, 
N)' 10598 

Rcsc.prclr Report  RC 6638, 33 pp., June 8, 1976 

Using the theoretical framework introduced by Chandra and Strong various indexing strategies 
are anall,rzed with respe:t to speed. The Promotion Strategy always does at least as well as the 
M-trec Strategy; the M-tree Strategy always does at least as weH as the Best Root Strategy. 
The regions in which the Binary Tree Strategy dominates or is dominated by each of the 
other thrce strategies are derived. Graphs of the behavior of these strategies are given as well 
as fo r  the Square Root Strategy for small values of N ar5.d small B. A more exact formula 
for the Binary Tree Strategy is derived and shown to differ insignificantly from the old 
formula 



h ing: The 'LOUISA' system 

k, J. Mulltaders, and J. Noel 
'trniversil; d r  ~ & e  

Bvllcrin .of rhc Assciorion for Lii'erarv and Linguisric Cornpuling 5: i !1, 1977 

(LinguisticaUy Oriented Undnstanding and Index S for Abstracts) mPrn 
hWw4ai in the field of information scicnw.  EM: 1) Dicriorrary. Entry 

ae and subzones gran~matical zone and subzones 2)  Disombiguo~ion 
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DOW4WTATION RETRIEVAL 

WAutatis Mutandis I: Preliminary Remarks on the Ada at'lon of Wil 
Preference Semantics System for Use within a Data se lnterrogat 
System 

M<a@ase't King 
lnsrirut p!;ur les Frudes Se,?ronriques e, Cogniti~es, U n i ~ e r s i t e  d e  Geneve 

Working Paper 30, 29 pp., f976 

Quaon-Anvering may be regarded as a species of translation: The system Qanslata &e 
user's query into a formal language, the descriptioti of the  query in the  formal languaa 
mstituting a at of procedures to be carrid out in otder for t he  query to be answered. The 

system can be divided into five stages, of which three are internal to the system sand 
to the user: I) INPUT is transformed into, 2) SEMANTIC REPRESENTATION, 

which is in turn tri~nsforrned into 3) FORMAL, QI!ERY LAGUAGE used for -4) DATA 
BASE SEARCH, which lhm provides 5) OUTPUT. This paper is primarily concerned with 
the transitions between E. 9 ~ 4  2 and between 2 and 3. Wilks' Paeferznce Semantics is the 

raentation w h i i ~  he formal qliev ir.nguaae is designed to query a relational data 
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TORUS: A Step Towards Bridging the Gap Between Data Bases and the 
Ca~usl User 

J. Mylopoulas, A. Borgida, P. Cohen, N. Roussopoulos, J. Tsotsos, and H. Wong 
Depdrfment of Co~npirter Science, Universi fy oj '  Toro,nto, Canada 

In furmdtion Systems 2: 49-64, ,1976 

TORUS (TORonto Undtntanding System) is a natural lan uage system serving as a front end 

r 'i; to a data base management s stern. A semantic nctwor is employed to store knowledge 
about a data base of student f i  es and is used to find the meaning of each input statement, to 
decide what *action to take with respect to the data base, and to select information that must 
be output in response. Interaction with the data base management system (DBMS) -operates at 
thrk- levels: a) The sern~rir~ic level. Commands optirate on the data base attributes with no 
knowledge about how attributes are divided into relations. b) The interfacr level. 
Commands operate on one or more data base relations, c) The DBMS level. Cdmmands 
operate on individual data base relations. An overview of the system is given and the 
following top& are discussed: structure of the semantic network, understanding input 
sentences, using B M S  during dialogue, sentence generation, implementation, shortcomings 
and new directions. 

DOCUMENTATION: RETRIEVAL 

Production Rules as, a Representation for a Knowledge-Based Consultation 
Program 

Rantlall Davis, and Bruce Buchannn 
Co~zrputer Science Dcparrnlenl, Stun ford Universil~l, Stanford, CA 94305 

Artificial Inteldigence 8: 15-45, February 1977 

The MYClN system acts as a consultant on the task of selecting ;antibiotic therapy for 
bacterernia. M YClN has 6 componen 1s:. 1) consultation program, 2)  explanation program, 3 
question answering program, 4)  knowledge acquisition program, 5) patient database, 6 1 
knowledge database. Domain specific knowledge is stored in a set of 200 production rules, 
each with a prernise ( a Roolean combina~ion of predicate function: on associative triplets) 
and rin action (indtcating conclusions to bc drawn if the premise is satisfied). A tree of 
corltexts is consrrr~ttcd dyrb:tni icnll y from a fixed hierarchy as the consul tat ion proceeds and 
rules are invcked in a backward unwinding scheme that roduces a depth-first search of an P AND/OR goal trcc. The system is fast enoi~gh for rea -tirtie interaction and an informal 
study has been coniptcted in which experts apprqved of 72% of MYCIN's recommendations. 
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Automatic translation - A Survey of Different Approaches 

Bernard Vauquois 
GETA, Botirnenr CETA, Domaine Universitaire, BP 5.3, 38401 Grenoble Cedex, France 

Slat isr ital Met hods i n  Linguistics 1976: 127- 135 

First generation aystems (such as the Georgetown system) have a strategy based on a catalogue 
of linguistic facts which are locally relevant for a given pair of languages considered for 
translation in one direction. S m n d  generation systems start with an input sentence, producc 
a s t ruc tm specification of it. map that specification into a siructural specification in rhe 
target language and generate the output sentence from that. Much of the progress within the 
second generation has been made by deepening the level at which transfer from source to 
target language is made, with the most sophisticated systems making limited use of semantic 
criteria Th? third generation systems, dominated by the A1 approach, are mainly cif not 
exclusive1 y) oriented toward the semantic interpretation of texts. We now have practical 
systems of the first and secoCd generation, but no third generation systems are yet practical. 
There is no foreseeable prospact for fully automatic high quality translation so all practical 
systems demand man-machine interaction. 

SOi;IAL-BEHAVIORAL SCIENCE 

Deductive Verbal Models of Organization 

Fred Wenstop 
Bedri fisdkonomish I~lstirutr, Fry fsjavein 33c, Oslo 8 ,  Norway 

l n ~ e r n a i i o ~ a l  Jourral 01 hlan~hlach ine  Sludies 8: 293-311, May f976 

The idea that loosely defined simulation models of organizational behavior can yield more 
significant information than conventional precisely defined ones is explored using NL as the 
medium. The variables are formulated verbally rattier than mathematically. A generative 
grammar is presentgd which restricts the set of allowed linguistic values and relations, thus 
making is povible to formulate a semantic model based on fuzzy set theory. The semantic 
model can then be used to caiculate the dynamic behavior of verbal models, maki;~g it 
possible to infer future behavior given a linguistically stated initial state. A model of the 
general causes and effects of the use of bureaucratic rules (taken from Alvin Gouldner's 
l 'utierns 01 Induslr icl l  Der~~ocrucy) was implenlented in APL. 
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Identifying the Relevant Aspects of a Problem Text 

J. R. Hayes, D. A. Waterman, and C. S. Robinson 
Carnegie-hf ellon U~riversity, Piitsburgh, PA 75213 

Cogillrive Science 1: 297-j13, July 1977 

Forty-nine subjects judged the relevancy of sentence parts of a word problem (the Alls rts 
problem). Patterns of subjectst judgments suggest three problem-solving heuristics: a GT$ 
heuristic, a TIME heuristic, and a QUESTlON heuristic. Presgntation of the question before 
the problem tends to suppress the SETS and TIME heuristics. A computer program 
(ATTEND) which simulates subjects' behavior is described. It is context-sensitive in that it 
can change a relevance judgment upon the acquisition of further information. Average 
subject judgments and ATTEN D 'judgments agree for 87% of the items. 

SOCIAL-BEHAVIORAL SCIEMCE: PSYCHOLOGY 

Definite Descriptions and Semantic Memory 

Andrew Ortosy, and Richard .C. Anderson 
lini11ersit.v u f Ill'inois at Urbana-Champaign, Urbana 6 180.E 

Cogni~ive Science 1: 74-83, Jartrrury 1977 

Refer:ntial uses of names and attributive uses of descriptions are d i r o ~ . ~ .  Attributive uses of 
names and referential uses of descriptions are I nth r ~ c r ,  Subjects ex msed to sentences 
containing direct and indirect uses of names and' definite descriptions tended incorrectly t~ 
reject indirect uses and exhibited false alarms to sentences involving direct uses. This finding 
contrary to the predictions, as do those of Anderson and Bswer, and Rumelhart and Norman. 
Models of semantic memory must incorporate distinct intensional and extensional 
representations to avoid semantic, distortion. 
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Functional Clauses and Sentence Segmentation 

John nt catroll 
Beka~ioral  Sciences Group, Computer Science Deparrment, I B M  Thomas I. Watson Research 
Ccnrer, Yorktown Heights, NY 10598 

Michael K .  Tanenhaw 
Ps~~cholinguislics Program, Deparrnrenr of Psychology, Columbia Umiversity, NY 10027 

1 BM Research Repor1 RC 6301, 29 pp. ,  Noven~ber 29, 1976 

In two experiments sub'ects listened to a sentence containing a brief tone, then wrote out tbe 
sentence and marked th e location of the tone. The experimental sentences were b i - c l a d  
with the tone placed before or after the clause break. The initial clause was either' 
funcrionolls cotnplrtr or J ~ n c t i o n a l l ~ ~  inc'ot~lplete. Functionally complete clauscs contain r 
complete set of fully specified grammatical relations, while functionally incomplete c l a m  do 
not, i n  Experimer~t I, tones were mislocatcd towards the clause break and the final word of 
the first clause significantly more often for functionally complete clauscs. Ex dmcnt 11 % replicates this finding holding deep and surface structure variables constant. e rcwulbr 
indicate that fun,ctionally complete clauses are better segmentation units during sentence 
perception than functidhally incorn lete clauses. Purely structural theories of the unit4 of 
sentence perception cannot account ? or this finding. 

SOCIAL-BEtIAVlORA SCIENCE: PSYCHOLOGY 

TwTo Experiments on the Comprehensibility of Pause-Depleted Speech 

Don Nix 
Computer Sciences Department, 1iI1I.l T ,  J .  Waison Research Cenrer, Yorktown Heights, NY 
10.598 

Research Report RC 6305, 26 pp., h'ovember 24, 1976 

The + experiments investigated both objective and subjective comprehensibility levels of 
aplerata i  speech thar was produced by depleting pauses from pre-recorded speech (done 
under computer control with the Speech Filing System developed at Watson). The 
comprehensibility of this pause-depleted speech was compared to that of speech carefully read 
from a transcript at the same rate (Experiment I) and to s eech extempxaneously generated 
at approximately half the pause-depleted rate (Experiment I I ~ .  The pause-depleted speech was 
found to be at. least a: comprehensible as the other types, and in certain cases more 
.comprehensible. This argues for the viability of an automatic process that can reduce the 
listening time by at leas% 50 percent without reducing thc comprehensibility. 
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An Experimental Study of Writing, Dictating, and Speaking 

John D. Coald 
IBM Research Cenler,  Yorktown Heights, NY 10598 

Research Reporr RC 6 / 8 6 ,  20 pp., Seprember 3, 1976 

Subjects were briefly trained $n the use of dictation equipment and then measurements were 
made of their performance while dictating 16 business letters. Pause (planning) ti'mes and 
review times decreased relative to generate times. In the comparison experiments which 
followed the quality and efficiency of subjects' dictated documents (letters and one-page 
essays) were equal to those of subjects' written documents, even though subjects had just 
learned to dictate. Sphking, in which a recipient listens to rather than nads the author$ 
document, emerged as a potentially useful composition method for Offices of the Future. 
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A System for Primitive Natural Language Acquistion 

Larry R. Harris 
Ll~par/mrrt t  of Aluihemutics, Darfmouth College. Hanorer N H  03755 

We desire to have the robot that an walk about the room, store information about the state 
of the room and answer questions about the room. And we wish to use natural language to 
control the robot The robot is  built with innate capabilities for physical action and for 
information processing. The latter problem in broken illto three phases. In the first the 
words of the languag : are correlated with concepts (initially, with the primitive concepts). 
The robot improves its communication capability with time but nevet claims to reach the 
end. It can operate in Phase 3 at any time and can re-enter Phases 1 and 2 to acquire new 
word meanings and grammatical constructions at any time. Improvement comes by the 
teacher discovering deficiencies during Phase 3 and returning the robot to Phases 1 or 2. 
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The Psychological Unreality of Semantic Representations 

J. D. Fqdor 
Deparrn~ent of Linguislics, Universiry of Connecticut, Sforrs, 06268 

J. A. Fodor, and M. F. Garrett 
Departtnent of Psychology, 1141 7, Cambridge. MA 02 139 

Both generative and interpretive semantics assert the necessity for  rules of eliminative 
definition. However, there is no convincing evidence :or the psychological reality of such. 
Intuitive arguments can be adduced against the reality of eliminative definition and 
experimental evidence concerning reaction time to achieve a correct evaluation of sentences 
containing variors types of negatives suggests that such a level is unreal. If our arguments 
are sound then it appears practicaly mandatory to sssume that meaning postulates mcdiats 
whatever entailment relations between sentences turn upon their lexical content. 
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nduction of Augmented Transitian Networks 

John, R. Anderson 
Deparr t~~e~t t  o/ Ps)lchology, Yale Urriversily, New Havelr, CT 06520 

Cog~~ i t i ve  Science 1:125-157, April 1977 

The LEARNMORE part of the LAS (Language Acquistion System) program takes as its 
inputs a sentence, a semantic network representatio~n (HAM) of the sentence's meaning (taken 
to represent the output of a picture parsing routine), and an indication of the main 
proposition of the sentence. It then induces an ATN which acts as a map that enables it to 
go back and forth between sentence and meaning. It induces the word classes of the 
language, the rules of formation for sentences, and the rules mapping sentences onto meaning, 
The induced ATN can be u s 4  for both generation and comprehension. Critical to the 
performance of the program are assumptions that it mates about the relation betweem 
sentence structure and siirface structure (the graph deformation condition), about when word 
classes may be formed and when ATN networks may be merged, and about the structure of 
noun phrases. These assumptions seem to be good heuristics which are largely true for 
natural* languages although they would not be true for many nonnatural languages. Provided 
these assumptions are satisfied. LAS seems. capable of learning any context-free language. 
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Computer Acquisition of Natural Language: A Review and Prospectus 

J. McMastcr, J. R. Saelpson, and J. E, King 
Department of Computing Scitnce, Universify of Alberta, Edrttonton,' Canada 

international Journal of ~ h n - M a c h i n e  Studies 8: 367-396, July 1976 

After a brief general discussion of language acquisition, four computer NL systems with 
acquisition components are rev~ewed: Schwarcz 1967, Kelly 1967, Harris 1972, Block el al, 
1975. Based in large part on what has been learned from these previous efforts a new 
Comprehensive Language Acquisition Program (CLAP) is proposed. The kart of CLAP is 
the development of its parsing and related components through the sequential activation of 
five strategies: segmentation and meaning associatjon, linear ordering, structural 
generalization, conflict resolution. and using discourse. The first three are sufficiently well- 
defined for computer in~plementation using established AI methodologies. 
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Ideological Belief Sys tern Sirnulatior: 

Jainle G. Carbonell, J r .  
Depart~nent of Contpufer Scir'nce, Yale Universify, New Huven, CT 06520 

Researcit Report No. / I / ,  30 pp.,  hlay 1977 

POLITICS is an automated political belief system simulator. Given a story about a political 
conflict and an ideolo~gy to use in interpreting the story, POLITICS generates a full  story 
representation using the knowledge structiu~~es of. Schank and Abelson (1977), predicts possible 
future events, makes suggestions absut what should be done to rectify the( situation, and 
answers a wide variety of questions. A subset of politics can function like Abelsons 
Goldwater machine (1965), but it solves most of the serious problems faced by that machine. 
An ideological belief system is rtprcsented as the attribution of a set of goal trees. Goal 
directed inferencing processes were developed to inteamuwitla scripts and coun terplanning 
strategies were investigated, 
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Spatial Reference and Natural-Language Machine Control 

Norn~an K ,  Sondheirner 
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Avenue Mall ,  Columbus, 43210 

lnterno/ional Journal of Man-Machine Srudies 8: 329 336, May 1976 

Spatial referenas can be framed by orieotational systems supplied by a large variety of 
sources having their structure established by differepl conventions, with anthropomorphic 
properties and the orientation with which people am familiar with an object being the two 
classes considered here. The systems in which 1:omparisons are made are axis-like or path- 
lilce. The best method of dealing with ambiguity in spatial reference in NL machinecontrol 
systems is by restricting the syntactic and semantic structure, although this entails trade-off8 
between naturalness and expressiveness. 
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