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How DOES A SYSTEM KNOW WHEN TO STOP INFERENCING?* 

The Moore School  o f  E l e c t r i c a l  Engineer ing  
U n i v e r s i t y  o f  Pennsy lvania ,  P h i l a d e l p h i a  19174 

Abstract The problem of constmining the set of hfemtces added t o  a set of 
beliefs is considered. One method, based on finding a minimal unifying 
structure, is frresented and discussed. The method is meant t o  pnxride 
internal criteria for  inference cut-off. 

I. Introduction 

Natural language processing systems that  are sensitive t o  the semantic 

and logical content of processed sentences and to the p ~ g l r a t i c s  of t he i r  use 

generally draw inferences. A set of fonmilas representing the meaning of a 

sentence and the 'state of be l ie f t  of the system is augnented by other related 

formulas (the inferences) which are retrieved and/or constructed during the 

pmcessing. The problem t o  be investigated here is: How can thi$ process be 

contmlled? Can reasonable criteria be found fo r  restraining the addition of 

inferences? 

Top-down inferences fol.luwing from the meaning of lexical items (often 

expressed by decomposition into  primitives) are clearly bounded, i f  no 

interactions are allowed amng the generated sub-formulas. This process 

(which we call EXPANSION) w i l l  not be discussed here. Rather, we shall be 

concerned with SYNlESIS, i.e., the addition of new formulas based on the 

* This work was part ial ly suppored by NSF- Grant SCC 72-05465A01. 
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zxsence - of already generated lower-level formulas, 'v~hich we shall call 

kliefs. In particular, we are concerned with infererces addgd because a set 

cf beliefs is recognized as fitting a plre-defined pattern. 

The question we ask is: Given an initial set of beliefs ovm a set of 

;ri&ives, - w h a t  ' c r i t e~ ion  can be us& to M t  the pmcess of pattern matcljng 

r-d associated inference addition? The major structural- feature t h a t  we use 

% w i d e  such a cri terion is a partial order over the set of patterns. 

Before pursuing th is  suggestion any further, let us examme sane d 

-3s a i t ~ ~ n a t i v e  ap-pmaches to infence and iiiCsrence c~r-off. 

To logicians, deductive inference involves rules by which fanmilas can 

3e added to a set (which k i ~ a l l y  cantains the d o n s )  in cer ta in  ways 

pv ided other formulas are dLready in the set. In general, th i s  sort of 

infexence is quite open-ended in that one can keep applying the rules of 

LnXerence and ccrme up w i t h  m r e  and a o ~ e  famulad dl of which represent 

'pvab le t  statements. Xhe terminaticm criterion for  a particular invocation 

of the m&ankmmi&t be the appemce of an 'intestingt farmola or the 

loss of interest of the infemcer, but in general the stdement of the rules 

of inference says nohing about when to cease deriving fbmulas. 

This para- from logic has been carried over into ktificbl 

3telligence qmtenrs, where the issue of terndnaticm is very real. The 

usual  solution has been to invoke the inferencer under the very strict 

control of a supervising pgran w*&- has its own gmls progmnmd in 

w h i c h  mkes c-ain that appropriate criteria are applied to hdlt the 

inferenchg. This is =st apparent in systems written in PLANNER-like 

languages a c h  has use~~pmgrammble me&anisms for conbmlling the p l ~ g f  

process . 



In the work uf Schank and Riege, (Sch, 75) (Ri , 7 4  inference has nore 

of the flavor of b e  association; inferences are conceive$ of as expan&g 

s p h ~ s  in'inference space. ' 'Ib termination strategies are q l o y e d :  (1) 

the (iisoovery of a chain of inferences leading fr\m one of the i i i d l  

behkfs to another thmw a shared formila, or 'contact p i n t  in i n f m c e  

space, and (2) the association of numerical fs tnngthst  to fomuks so that 

a line of inference can be discontinued if the strength falls below a certain 

thIesbld. 

Smtegy (2) is scmwihat unsatisfyii in viaw of t ! e  prwLtW. 

arbi-brsariness and attendant difficulties in evaluating the mle of parttcular 

numerical constants in the total. behavim o f  a cc~lplex systep. These osnstants, 

presumbly, have l i t t le  to do with the m-iical stru~tuce of t?e foninl 

inferace scha~~, and as such we would call them 'extaml criteria. ' A 

stmtegy like (1) above, on the other hard, is nure tintexmalt and is to be 

pfm.' 

A gwl of 'the present mrlj is to fcmnulate a reasonable internal criterion 

for infmce cut-off tjhich can be stated fcmnally as part of the inference 

rule. To do this, we & E L  impose a s t m c h m  on the set of patterns to be 

used in inferencing, and the rule for adding inferences w i l l  be fc~rmkted 

in terns of .this s t r u t m e .  

The operatibns to be de-ibed below ate exp- mrre fu l ly  in (R,75), 

where a desmiption of a ccquter iq lem~nta th  is also presented. 

* See also (C,75), (W,75). 



1 A Partial Order for the Patterm Set 

!he inference rule we are aiming fop is to  depend on the - r e t  of input 

beliefs and the - set 0s patterns. The notion we are trying t o  fcmnalize is 

''What does this set of beliefs suggest with respect t o  this se t  af patterns?" 

The particular class of inferences we are concerned with are those gotten 

by matching beliefs i n  the input set against a pattern and augmenting the 

beliefs with additional p p o s i t i o n s  as dictated by the pattern. We want t o  

find the least instarlces of patterns which cover (include) the set of input 

beiiefs. We w i l l  take as inferences a l l  pmpositions (an arbitrary nunber) 

wW& a .  entailed by that  instance of the pattern. 

Put another way, the inference operaticsl is to jump t o  ~onclusions. 

However, it is cmly to  jump to those conclusion required to make the resulting 

set an instance of ,the - least possible pattern in the pattern set. 

The key concept here is 'least' in that thls is what cmtmls how many 

inferences are added. What would be a suitable d e r i n g  relation far patterns 

and ~aopositional beliefs? One w h i c h  naturally suggests i t se l f  and w h i c h  is 

c~rrartly unclex- investigation relies Qn the relations of instantiation and 

substitution instance 

and (2) S 5, S' if S a S t .  

< {q l,... ,%I, where the p 's Carbbing these two, we say that €q,. . . ,p,) - 
i 

& p i  's are ~ ~ o p o s i t i o n a l  forms, i f  there is  a substitution, s, for the 

variables of {pl,.. . ,p 3 such that {s(pl),-. ,s(p 1) < Iq , e n m  9%)- n n -1 1 

We adopt the notational convention of prefixing variables with '?' . 



and let Q = I (HAPPY JOHN) , (GIVE MR. JONES JOHN TOY), 
(PIIRE;YT MR. JONES JOHN)). 

Then P 5 Q under the substitution ?x+JOHN, ?y+MR. JWS. 

The t l e s s - t h m ~ u a J . '  relation is also defined lor pairs of pattam: 

h t  P A M  = {(P ?x ?y), $Q ?y ? a ) }  

and l& PAT-2 = {iR ?u ?v ?w), (Q ?w ?v), Pdu ?w) 1. 

Clearly, PH-1 f P-2 under the sub9citution ?x+?u, ?3*?~, ?B-?V. 

This defi#itfon of - < is quite s tdgh t f c r rd  and czn be made to aceorodate 

expressions wdth embeddings and m a t e  Variables. (These are included 

in the implaentation. 1 

that the relation < - can be -thought of an informition-axrtent 

caparison; if S - < S t  then S t  contains at least askmch 'infomatiant as S 

(and pcwsibly mre) either by virtue of variables t ~v i ng  been replaced by 

particular constants or by additional farmuLas having been added to the set. 

Given 5 far rehting pairs of belief sets, pairs of patterns, aa. 

bedief-set/pttem pairs, we can now fundate me belief-set-extending 

III. The Infemnce Operation: SYNTHESIZE 

Given a set of P of patterns and an input set Bel of beliefs, 

SYN!EESTZE returns a set I of instantiated patterns fma P such that  the 

following -Wee caditions a3 l  hold: 

(1) ~Caemge of input. beliefs) For each instantiated 



(2) (Pairwise inccnparability) If p,q r I then 

(3E (MinWity) mere are no other instances r of patterns in P 

which  are not ih I and yet which are to some element of I 
.cI 

and for which Bil - < r. 

The el-ts of I = SYHTHESSrEbl) represent possible r n u m d .  
b extensions 

of Bel; n I represents clear extensions of Bel, namely the superset of Be1 
. stained in all rmmmll. extansions. 

Let P { pl = {(A ?XI, (B ?g), (C ?XI), 

p2 = I (B 7x1, (C ?XI, (D ?XI), 

p3 = {(A ?XI, (B ?XI, (C ?XI, (G ? X I }  1 

Represented graphically: 

If input bet Bel = {(A JOHN), (C JOHN)3 

then SYNEESIZE(Bel) = I I (A JOHN), (B JOHN), (C JOHN)) 3. 

There is only one possible ndnimdL extenshn; (B JOHN) is inferred. 

If input set B e l  = €(B JOHN), (C JOHN)) 

then sYN'mSIZE:(Bell = { f (A JOHN), (B JOHN), (C JOHN) 1 

C(B JQRN), (C JOHN), (D JOfN)) 1 .  



There are two possible rmrundl . . extensions, but the set of clear extensions 

contains no inferences beyond the input set, Bel. (Had pl and pq shared 

another clause, however, an inference would have been added.) 

If the input set Be1 = €(G JOHN), (B JOHN11 

then SYNTHESIZE(l3el) I { (G JOHN), (A JOHN),  

(B JOHN), (C JOHN)} I ,  

Pattern pa is the least pattern which wheh instantiated covers the inputs, 

and there are two inferxed pru,positions : 

(A JOHN) and (C JOHN). 

me descr ip t i~n  given here has been necessmily brief and incomplete 

A mre farnodl trea-t of SYNTHESIZE i n  t a m s  of lattice-themetic operations 

is given in (R,75) and is  miz zed in (JR,75). One additional technical 

point should be made: It often happens that  fo r  a given input se t  there are 

no single patt- instances which cover a l l  the inputs, though patterns - 
exist m s e  instances cover subsets of the inputs. In such a case we use 

an extended SYNTHFLSIZE operationt~hich is defined in the same sp i r i t  a s  

SYWHESIZE. (See (R,75).) 

Even w i t b u t  the firU f d  treatment, several things should now be 

clear. First ,  the actual nunibex of inferences dra.. (propositions added) for 

a particular input set may be small o r  large (depending on the inputs and 

the pattern set,) but it is bounded in a p h c i p l e d  way because of the 

definitim of SYNTHESIZE. 

Second, the usual distinction between 'antecedent' and 'consequent' 

clauses in the pattern is not h t a i n e d ;  a clause in the pattern may serve 

as an antecedent on one occasion and a consequent on ano-Eher. 



Third, if 'defined1 lexical item were t o  be associated w i t h  tht: 

patterns, noting which variables are to be bound as arguments upon 

instantiation, then the SYN'IIESIZE function can be used to canpute sumnarizhg 

expressions. a*ls SYNTHESIZE remsents a possiELe formalism for lexical 

insertion. 



IV. An f5wmole of the beration SYNTHESIZE 

Far the sake o f  illustration, let  the primitives be: 

(BENIGN ?x) 

(- ?X ?y) -- ?X thr?ebtesls ?y 

(GIVE ?x ?ob ?y) -- ?x gives ?ob to ?y 

(BELONG ?ob ?XI -- ?ob belongs to ?x 

~IlITEND ?x ?Q) -- ?x intends to do ?Q 

(LEIURN ?X ?ob ?y) -- ?X ?ob to ?y 

(?*ljlS-n~sT ?x ?y)  - ?x -pays i.nt-:-sz: ?y 

(These primitives and the patterns below may appear somwhat ark i f icu ,  but 

we have chosen a sinrple illustration due to the difficulties in following 

examples with axre than a few clauses.) 

k t  the pattern set consist of the following four pattms: 

E (BENIGN ?x) , (BMNG ?ob ?y) , (GIVE ?y ?ob ?XI, 

(INTEND ?x (REIURN ?x ?ob ?yl)l 

PAT-2 : ?x takes-loan-% ?y : --- 
I (BENIGN ?x) , (EELOM; ?ob iy) , (GIVE ?y ?ob ?x) , 
(INEND ?x (REIURI'V ?x ?ob ?y)), (PAYS-INEREST ?x ?y)) 

pm-3: ?x roba - ?y: 

{(NOT (KEXLGN ?XI), (BElXlNG ?ob ?y), (- ?x ?y), 

(GIVE ?y ?ob ?XI, (NOT (INEND ?x (RFNRN Tx ?ob ?y))) 3 

Pm-4: ?x plays-practid joke on ?y : 

{ (BENIGN ?XI, (BWla ?ub ?y) , (mm ?x ?y) , 
(GIVE ?y ?ob ?y), (DVIEND ?x (RFNRN ?x ?ob ?y))) 



A rough graphic 'pepsentation of the set of patterns is sham in 

Figure 1. 

PAT-2 (takes-loan-from) PAT-4 (plays-pctical-j ake ) 

PAYS- BENIGN BELONG GIVE THREATEN INTEND NOT- NOT-INqEND 
INTEREST BENIGN 

Figure 1 

Ncrw consider the folluwing situations: 

Situation 1. Input beliefs 

Be1 {(BELXING HARRY), (GIVE HARRY bKLEC HIE)) 

smTHESIZE(kl) = 

{{(BFLXING WUlfS;T HARRY), (BENIGN MOE), (GNE HARKY W MOE), 

a' (INTEND MOE (REMW MOE WUET HlRRY))3 

{(NOT BENIGN MOE)), (BELXING WLET HARRY), (THREATEN MOE HARRY), 

(GIVE HARRY MALLET MOE), 

(NOT  INTEND MOE ~FEruRN m WLIm IwRRY)13 

The m m m d  
. . matched patterns are - rob and b o r n ,  adding the 

(conjectural) inf-tim that either Hary was threatened, 0x1 Moe intends to 

return the w a l l e t .  



Situation 2. Input beliefs : 

Be1 = {(GIEUE WVK 1000-&XLARS JOHNDCE) ,(PAYS-INTEEST JOHNWE BANK)} 

sYNTHESIzE(~1) = 

{ { ( m G N  JOHNWE), (BELONG 1000-DOWARS BANK) , 
(GIW BANK 1000-DOLLARS JOHNWE), 

(INTEND JO-E (RETURN JOHMXlE 1000-DOLIARS BANK) 1, 

(PAYS-INTEREST JOHNDOE BANK) I I 

As a msult of matching the - loan pattern, we have added three clauses. 

Situation 3. Input beliefs 

Be1 ={(INTEND JOHNDOE (REXKN JOHNDOE 1000-DOLLARS BANK)), 

(PAYS-INTEREST JOHNDOE BANK) 1 

Here SYNTHESIZE(I3el) fiturns exactly the same set as was returned 

in Situation 2. Note, however, that the roles of 

(1) (GIVE RAM( 1000-DOLLARS JOHNDOE) 

and (2) (INTEND JOHMXlE (RFIURN JOHNDOE 1000-DOLLARS BANK)) 

have been reversed. In Situation 2, (1) was an input and ( 2 ) was infemed , 
whereas in Situation 3, (2) was input wd (1) inferred. The curresponding 

clauses of the loan pattke2*n were serving as antecedents on one occasion and 

consequents on the other. This follows naturKLly fran the way SYNIPIESIZE was 

defined. 

In this regard the reader rnay notice that sane input belief sets might 

yield 'warrantedt or 'spu~?ious' inferences--jumping to too many cmclusicms. 

Hawever, the incmmntal addition of new patterns corrects this anom19 in a 

natural way: Patterns which formerly were 'least covers' may cease to be so in 

the extended pattern set. 



V .  Using Definitions to Set  -Up the Pgt tem Space 

We have been particularly interested in using definitions of words 

to set up pattern spaces in which SYNTHESIZE could wark as an inferencer 

and a lexical insertion technique. Special attention was payed t o  the 'speech 

actv verbs, and a bief sample list is presented below. (The symbol '?Prt 

denotes a predicate variable. Also, primitive predicates are capitalized, 

while defined predicates are underlined. ) Again, the definitions are greatly 

oversimplified for i l lustrative purposes. 

(define - tell  (?x ?y ?p ?t) 

(and (-RE ? t O  ?t) 

(NOT (KNOW ?y ?p ?to)) 

(SAY ?x ?y ?p ?t) 

(KNOW ?y ?p ?t) 

(CAUSE (SAY ?x ?y ?p ?t)(KNW ?y ?p ?t)))) 

(define request (?x ?y ?p ? t )  

(tels ?x ?y (W ?x ?p ?t) ?t) )  

(define m s e  (?x ?y ?Pr ?t) 

(and (EELS-OBLIGA'F€D ?x (?Pr ?XI ?t) 
(tell - ?x ?y UNTENP ?x (?Pr ?x) ?t)  ? t ) ) )  

(define camand (?x  ?y ?Pr ?t) 

(request ?x ?y (?Fb ?y) ?t 1) 

(define implare (?x ?y ?Pr ?t ) 

(and WWl?S-FAVOR-FROM ?x ?y) 



38 
The expansion of these items to patterns over the primitives yields 

a set in which, far example, KNOW < - t e l l  5 request iccnmand. The input 

set Be1 = {CBEFQRE tl t2), (SAY JAMES MASTER (INTEND JAMES (OPEN JAMES DOOR) t 2 )  t2), 

(FEELS-OBLIGATED JAMES (OPE3 JAMES DOOR) t 2  1) 

tmuld be synthesized to (pmmise JAMES MASER (O?EN + LX)OR) t2), with &eed 

inferences (KNOW FASTER (DElfi) JLLCES (OPEN J A I  CCOi:? t2) t21, etc., as 

d i c t a t d  by the pattern instance of W s e .  

A m t ? d  bas been pmwsed far 'fred bfez-znciri - by attern - inatchig in 

which inference c u t - f  can be structurally ccmstrained: A pattsx is matched 

if it is one of the minioil =ems whose instantiati~n c o r n  &he iqput 

in.~~mati.cm--~ven if this necessitates addkg an mbitmry anounf of additional 

infmmtion. Similarly, on the question of b w  m y  infmces to &aw: 

'Enom -a inferemes are drawn to enable a c o h m t  pattm to be matched. 

The method we have proposed is general in that it nrakes no assunptions 

about the particular predicates to be used in the patterns and beliefs. (Of 

course, it does make  as^^ about h t  counts as a pattern m a belief. 1 

The i n f m c i n g  a u l d  be done by a general purpose cmponent wfiich accepts a 

set of patterns as a parameta. Th*, a p g r w  designing a system for 

inference by pattern mtch need not" devise external criteria, and certainly 

not miteria to be associated Wi'th 1 every pattern. Ram the criteria are 

hqlicit in the system as a Wle; any wtterns w h i c h  can be described in a 

v w  general pattern description language w i l l  genemte its awn set of 

internal miteria fur inference cut-off. 

We are continuing to investigate f d s m s  for smcturing pattern 

sets in the hope of gaining further insights into this class ~f inferences. 
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