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ABSTRACT 

V a r i c u s  representations have been used to partray the ribmiqs of mrd 
(mtably action) mncepts. The mst pruninent of these include decanp3sition 
trees, 1- repreentations such as the Predicate Calculus, and senantic net- 
wrh. The propsition-based semntic ne-rk notation developed by Schuber t  
(1974) is especially well suited f o r  including p r a p t i c  and sepantic M o m -  
tion as part of the meaning representation of irdividual wrd mncepts. The 
attempt is made in th is  paper to explore the nature of mrd concepts d s e  mxm- 
ings are represented as senantic netmrks and ,W .investigate their cmpu~tional 
use within the fr-rk of a natural language prpcessing systan. 

The meaning of a cxmce1ps. is explained in lx%rns of other concepts and thmug 

its relatimship to other concepts. V a r i o u s  representations have been used to 

p r t r a y  the reanbgs of corrcepts. The mst pranhen~t of these include deccmpo- 

sition trees (Idcuff, 1972; Wilks, 1973), linear represenbtipns such as the Pre 

dicate CalcuL21~ (Sandewall , 1971) , and m t i c  nemrks  . 
Natural langage processing systans can comrenimtly utilize factual. know- 

ledge represented in the form of s a ~ n t i c  mmrks. The visual suggestiveness 

o f  semantic nebmrks aids both" in the forrmrlatian and e y p s i t i o n  05 the ccmputer 

data structwes~ they resemble. The use of r;~xnantic mtwrks can b fourd in the 

wrks of m y  authors wri t ing on natural language processing ( i r ~ ~ l o d i n g  *hank 

Anderson ard: Bcrwer 1973; ar@ Palm! 1971) as well as other forms of understandhj 

(Wluding W i n s t m i  1970; and Guzman 1971). 

In ut i l i z ing  semantic network representations, these authDrs have made use 

of the f o l l ~  characteristics of s m t i c  nets. First (and most important) , 

nsdes that  denote the same cmncept are m t  duplimtad (in mst cases). It is 



then m i b l e  that distinct propsitions m y  impinge on a via arcs. Semrd, 

propsitions are £om& by linking predicate m s  to their -t nodes us- 

i.rq arcs. Third, since mncepts are ro t  necessarily word concepts, particular 

and general concepts are represented as labeled or UnLWed d e s  of a graph. 

Propsitions m y  also have d e s  associated with then. Finally, propsitions in 

a semantic net are rot asslsned to be asserted (@ven though sane researchers treat 

a l l  nodes as implicitly asserted). 

The propsition-based -tic nebork mtation of S c M  (19745 is es- 

pecially w d L  suited for including pragrmtic and -tic informtion as part of 

the meaning representation of individual mrd concepts. These m a r d q  representa- 

tions are netuorks based on p p s i t i m s  that consist of an wary predicate with 

a finite number of agumnts. Terms used in the netmrk to represent a given 

mrd m p t  can also be represented by semantic netmrks. Thus there is rro in- 

s i s w  that a given set of "primitives" form the basis for the nemiq of a 

W 0 r d . l  

The nat section illustrates the use of senantic =rks to represent the 

w s  of word mncqb. Subsequent secthris sketch netbds  that involve the 

-thd. use of these meaning representations in parsmg ard interpreting 

natural, language text. 

1 M'mNmG -w FOR wm - 
Cercare (1975) divides kis lexicon Fnto open class itaos and closed class 

itazls. Typically, closed classes have a strictly limited *ship which can- 

not be increased by adding new fomaticms or loanmrds (which are m r d s  that have 

been bmrpratd by one language fran another language). The significance of 

closed class itens is beat aqxessed by their gram- function. contrast, 

open classes have a large, readily increasing rrrmberrihip. New fomt ions  and 



loahmrds are easily integra-. 

Associated w i t h  open class category wrds are meanirq representations: one 

for: each sense of the  mrd, The structure of xredng representation is based 

on the smmtic netmrk notation developed by Sch* (1974). Pragmatic and 

semantic information are included in  the manhg representation. 

Figures 1 through 6 dmw netmrks that i l lustrate same of the min senses 

of the word drink, concentrating on action aspects. For i l lustrat ive plrFoses 

Figures 1, 3 and 6 are divided into a pragmtic section and a semantic section. 

The pragmatic section indludes the taplate(s)  that  guides the parse of the utter- 

ance and tm lists: the f i r s t  list contains p r o p o s i t h  that represent t h e  im- 

plications t h a t  are fikely to be needed for the ccmprehensicm of subsequent text; 

ard the second list contains propositions representing critical implications that 

we expet xpect mtch in the surface structure. In Figure 1 this first list is (P3) 

and the second list is (Pl,P2), The m t i c  section oontains the netwrk that 

represents the mankg of the mrd sense. Figures 2, 4 ,  and 5 show various d- 

nal senses of t he  word. "drink". 

Notice that Figures 1, 3, and 6 aU have the notion of change in contain- 

ment location in ccmmn. This r n r r e ~ n d s  to a general ooncept that s u b m s  not 

only differing senses of "drink" but also other more specific concepts as wel l ,  

like "eating" or "receiving an enana". This obsenmtion has led b the follow- - consideration. 

When creating the m i n g  representations (netwrks) for concepts it is de- 

sirable to amid the duplication of propositions in storage. If we extractrrore 

general concepts £ r a n  the specific concepts that they sub- (totally or  in 

part), we can ayoid duplicatian by associating the crmron propositions w i t h  the 

more general concept. 



In a sense the mrk of both Scharak 11972) and W i l k s  (1973) w r t s  the am- 

tention that the mmhg of a m p t  is best representd by precatjons at the 

highest l e d .  of ga-ierality that adequately explain the term's -. Thus we 

extract frcm "drinking" (and eatbg, etc.) the stmetye shown in Figure 7 .  

W e  might reasonably label the corcept expressed by this structure - "ingestT1. 

It is impDrtant to note, Inever, that while Schank and W i l k s  might mnclude that 

"ingesting" is a primitive action, that I cansider it a general concept. This 

applies to all primitive actions prt  orw wad of Schank and Wilks. l&amimtion 

of Figure 7 shms clearly that ingesting is -- mt a primitive action but one wbse 

meaning is expressed in tens of causes, mtion ,  time, and other concepts. 

A t  this p in t  the original representations for the various a c t b  senses of 

"drink", i.e., Figures 1, -3, and 6, can be replaced with shpl i f ied diagrams 

based on the general concept "ingest". Figure 8 'shrrrtss the representation of 

"drink" expressed in Figure 1 redrawn in terms of the general concept "ingest". 

In similar fashion F i v  9 diagrams one meaning of "eating", again based on the 

general (mncept "iIlgest". 

The key to making effective use of the meaning representation fok ~ ~ = -  

sicm centers on the propssitbns that contain aqummts  that we expect to mtch  

in the sur£ace utterance. The lexical itan for "drinkrt wuld contain, amng 

other things, pointers to a list of pmpsitbns; these propositions contain the 

argments t h a t  we arpect to mtCh w i t h  mds in the text ard are mst frcqxx&ly 

needed for ccmpmhensicn. A t  times, bwever, other propositions may be required 

for ampmbmh.  For example, the mrd sense illustrated Fn Figure 1 S~-QWS 

that we expcxk to fM, in an utterance atout drinking, an- anim(x) and a liquid ( y )  

propoisitims P1 ard P2. But the question can be p s d ,  "What is the effect of 

John's drinking". To answer this question would entail a £urther imtestigatim 



of the other pmpsi t ions  in the k t m r k ,  especially the first list of implica- 

tions. Altbugh it is %licit in the senantic structure, ~e make explicit  in 

the pragmatic structure the inference tha t  "x - drink - y" necessarily implies 

that it causes y ' s  1.ocation to be - in x at -sane t k  after x initiates the drink- 

ing action. Of course, s h e  t h i s  implication is cxmmn to al l  senses of "drink" 

(and eats; inhales, etc. ) it is abstracted into the same general concept "ingest" 

as  well, as s b m  in Figure 7 .  

The -tic structure for each wrd sense for "drinks" is  represented as 

properties attach& to the mrd sense. me properties include AW;S, the 

aqmmt list containing aquments used in the mrd sense; IMPLICS, a l ist  of 

implications bt acc(npany *the mrd sense; the propsitions P1, P2, etc. that 

relate the arguments and predicates that  make up the netwrk explicating the giv- 

eh wrd sense; and tarrplates of the £om 

argl arg2 ... argi WRD argi+l ... argn 

The implications make the mst camonly used inferences part of the meaning re- 

presentation of word concept. The propositions, for eample P1 and P4 are s b  

Figure 10. See Cercone (1975) for sarnple laical  entries, in particular the en- 

try for "drink". 

&my &vantages accrue by represent% meanhg f o d a s  in this way. First, 

unlike Wilks' (1973) meaning f o d a s ,  the representation is suggestive of the 

meaning of a word. I see m justification for \(binary) lexical decanposition 

trees as meaning representations for mrds as such trees are neither susqestive 

of the type of processing required nor of the propositions they encoae. 

A seoord and m j o r  advantage is this. The meaning representaf:~ for  a word 

is not required to & explicitly i6 terms of "primitives". Rather, each of the 

predicates in the p m p s i t h  that £om the network repres&ting the meaning of 



the word can, in tum,  be represented in an analogous muma. In particular the 

noti in  of a "cause" seems to me to be m more "primitive1' than "drink". This met- 

kd of representing w x d  meanings enhances the representational s c h m  for the 

of c ~ n ~ r e h e n s b  since any m u n t  of detail can be included in the m ~ a n -  

ing representations by addhg propositions to the ne-rks. 

Third, inference ~~, heuristic processing algorithns, and superim 

psed knmledge-oxpnizing schams can be inaqorated US@ this representation 

for mrcl meanings as easily as in, any other representation. IMxmplete infoma- 

tion in surface text can be inferre~3, when necessary, directly frcm the meaning 

representaeon, in scme cases as a missing argument. 

The use of this type ~f m d q  repressitation for lexical items is further 

exp1aim3 in the next t w  sections. 

111. PARSING AND I X l E K P ~ I O N  USING NEIFXlRKS 

~raditionally, the object of pars- sentences has been to outwt syntac- 

tic trees. These trees serwd as i np t  to scamtic mutines charged w i t h  the gen- 

eration of m m i q  stn&ures. Whgrad (1972) and kbds  (1970) tried, w t t h  sarre 

degree of suaxss, to integrate the tm processes an3 use each process to guide 

the other process. shank (1972) and W i l k s  (1973) have stressed that syntactic 

processing was secordary to nwning analysis and should be necessary only when 

the resolution of ambiguity by meaning analysis alone had failed. Utilizing net- 

mrk meaning representatbns the parsing phase is r k m s t  ccmpletely smtically 

orient&. QE important q-product m the methcd to be described is the detection 

of the correct sense of naninals, modifiers and actions. 

The parsing w e e d s  as follows. Words, in a clause that has been classi- 

f3ed2 are i3camed fmn left to right in search of a suitable cardidat& for an 

action. Once found, the s e n m e  is separated into ( (FIRST PAKI?) (ACITON CANDP- 



m) (s= PMF) ) . The action candida,p contains, m n g  other things, a list 

of possible action senses that this particular root fom may have. These senses 

are ordered by a scheme, albeit a very superficial S C ~ ~ - E ,  described in Cermne 

(1975) . Associated w i t h  mrd senses are templates as described above. For exam- 

ple, the sense *GIVE1 of the root form "give" has a t a p l a t e  "X GIVE Y 2" and an 

alternative (ALTERN) tanplate "X GIVE Z TO Y" associated with it. 

The template, e.g.. "X GIVE Y Z" , is used to guide the parsing. In t h i s  ex- 

ample X I  Y and 2 are variables representing the argUru3nts of the predicate "give" 

that  we expect to find in the surface utterance in  the given order. hbre detailed 

infomatian concerning the argunwtnts is obtained by exmhing the netmrk proposi- 

tions, for the sense of "givett in question, that involve the arguments. Thus X, 

in this case, wuld represent ap AKtM?SE rvJnindl capable of "giving". 

This is very similar to what Shcank does when parsing in conceptual dependen- 

cy theory. If the wrds  in the surface utterance do rmt  satisfy the constraints 

for arguments of the predicate being examined, it is due to  one of four reasons. 

First ,  alternab syntactic constructions could exist. Secohd, a different sense 

of the qct iorr  is "correct". Third, the particular action cadidate in question 

is not the action of the clause. Finally, sane other reason, like slang expres- 

sions might be the cause. 

Whenever arguments fail to satisfy predicates, a search for alternative 

inplication templaw begins. The result of this search is shclwn quite clearly J 

in Figure 11 of Section IV for tbe ternary predicate "give". In tha t  example 

"give" is u&d syntactically in two different £ o m  to distinguish the indirect 

object, one w i t h  the preposition TO and one wi tbu t .  If this approach f a i l s  

then the list of senses for  the root £om is fvther examined. If other senses 

of the action candidate exist, they are examined further to -e i f  anymmts of 



the action candidate in the surface m e  mtch'variables in the tanplate, 

TWs pIocedure is repeated unti l  the mrrqct sense of the action candidate is 

faund or the list of senses is exhausted, If th@ sense list is exhausted, scan- 

ning continues in the surface clause for another suitable action W t e  and 

the process is Eepeated. 

Part of the process of mtchirq argllpeptS of predicates in &ace text to 

variables in implication tiernplates fnvolves fhxlhg the correct sense of rwminals 

and W i e r s  as well. sentace "A drin)rer drinks m y  drinks" has as the 

seam? aqmmt  of the predicate "drinksn the wrd "drinks". Possible rwmindl 

senses for that "drinks" linclde an a1mbli.c beverage, a body of water (thrww 

John into the drink) , or a thirst quenchere Thus, if the first sense of 'a d- 

ndl fails as afgment, other senses mst be examhed before dec- not to 

accept it as -t. m s  rqp&hg applies with respect to nodifiers in a 

similar k t  not identical fashion. For instance, a "yellow cake" is a type or 

cake like a chocolate cake whereas a "yellow car" is sanething that is yd- 

low and something that is n car. Using these ~~, sentences such as "A  drink^ -- 
er drinks nary drinks" ar8. "The pilot banked his plane near the river bank wer - - - 
the bank that he an for good bpdcing service" present little difficulty. - 

Mxpblogicdl analysis is ~~t sin& only t b s e  £ o m  that tan autplen- 

ticaUy be considered as actims need be exmibed. In the example, "A drinker 

drinks m y  drinks" the word "drinker" is elimhaW hmdiately  as an .action 

cadidate due to mrphological analysis. Thus, we are very qtlickly able to get 

a right &ice for an action axtiidate, 

The next section shows an example of parsing anl the reSulting s m t i c  net- 

work con~trtlclt-Rd -- meaning representations of the type described. 
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The following example is taken fmn C e r c ~ n e  (1975). Many other examples can 

be found w e .  Tkae m l e  lis- preceding Figure 11 gives the results of the 

parsing phase, clause by clause, d e r  the headhg -Ht ASSOCIATED m 1 m - m  
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v. ~ S I O N S  

The above sections outline what I believe to be the wrrect approach to re- 

presenting the meaning cantent of wrd mncepts. Hopfully the use of m m h g  

representations such as these w i l l  simplify the problens inherat in representing 

the conceptual amtent of natural language- utterances in terms of meaning struc- 

tures. In prtiCULarr I see the f o l l ~  desirable features inherent in this 

approach. 

(i) Interpretive directness 

The meaning !structures w r r e s p w  to natural. language utterances are 
TO& according to s-le structural rules. m f u l  heuristic criteria, based 
on the central mle of verbs and on preferred -tic catqorieS for the sub- 
jects a d  objects of verbs, guide Bach choice ih the creation of meaning struc- 
hnes.  Interpretation of utterances then takes on a "slot and f i l le r"  character, 
rather than requiring extensive trial and error search. 

(ii) W s i s  of syntax 

In ordinary discourse it muld, IS absurd not to accept "ungrm&l" 
-11s like -ling participles or fanciful locations such as mtapbr .  
In the abwe a w c h  a syneetic straightjacket is mt bps& on a s s i b l e  
utterances. Therefore the ahxmnal is mt excluded as it is in m y  linguistic 
w'tJ=- 
(iii) -sis an events 

A mjor part of our interpretative effort in understanding natural lan- 
guage is focused on events, i. e. r tkne-depen3ent relationships. By contrast, 
"static" ~ ~ p s  in the mrld are relatively easy to understand. Therefore 
the for lkxxlm&tal senantic structures Wuld  mncentrate on the repre- 
sentation of events. The use of meaning representatiO11~ as described above facil- 
lihtes t h i s  emphasis on events. 

Phe handlira of vagueness, events, the lexical manb-gs of mnp1-m concepts, 

ard the problem of cwmil l  knowledge organization may raise additional problans 

when processing natural language w i t h  & representations rmch as the ones I 

have used. I-Immm, ths meaning r ep r e~en t a t i~ns  UW in this paper can be viewed 

as an extension of several successful but mgerf icially disparate schmata, such 



as Schank's (1972) conceptualizations Qr Winston's (1970) descriptions. This 

indicates t h a t  their use should prove of real value in the design of understanding 
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Anderson, J. and Bmer, G. (1973). Human Associative m q ,  V. H. Winstan and 
Sons, MShingtDn, D.C. 

Cesccme, N. (1975). PhB thesis. University of Alberta. Fdmnton, AlbeYta, Canada. 

cercxme, N. and SchuberP), I. K. (1974). "%ward a state-ksed Conceptual Repre- 
sentation", m t  of ~ t i q  science, TR-74-19, University of Mbrta, 
EEbntcm, Alberta. 

I)a*, D. and IEarman, G. (eds) (1972) . Semantics of Natural Language, D. Reidel 
mliskirrg Ccmpany, Boston, ~ a s s a ~ t t s .  

Fillnore, C. J. (1968). "The Case for Case", in Universals in Linguistic Theory, 
E. Bach and R. Harms (eds) , mlt, Rinehart, and Winston, New York, New York, 

GupMn, A. (1971). "Analysis of Curved Line Drhwhgs Using Context and Global 
I n £ o m t i o n t t ,  in Machine Intelligence, B. Wltzer  d D. Michie (eds) , Ameri- 
can Elsevier Publas my, New York, v 6, pp. 325-375. 

Palme, J. (1971) . "Making & x ~ ~ ~ t . e r s  Understand Natural Language", in Artificial 
J3telli.S- and Heuristic Emming I N..Findler and B. W l t z e r  (eds), 
~merican E l ~ i e r  Publisww-y, New York, New York, pp. 199-248. 

Wllian, M. (1968). "Semantic Memrry", in Smmtic Information Processing, M. 
Minsky (d) , MIT Press, Cambridge, Massachusetts, 227-279. 

W l i a n ,  M. (1969). "The Teachable language CanprMer", CACM, v 12, n 8, 
pp. 459-475. 

# 

Quine, W., (1970).  bbrd and Object, MIT Press, Cambridge, Massachusetts. 

Runelhart, D. , Lindsay, P. , an3 Norman, I3, (1972) . "A Process Model for b n g  Term 
bkmry", in ~ r g a n i i a t i &  of m r y ,  - E. Tulving ard W. Donaldson (eds) , Aca- 
dmic Press, New York, New York, pp. 198-221. 



Schank, R. (1972). "meptual Demw: A m r y  of Natural w g e  Under- 
standingt', Cbgnitive P ~ l a g y ,  v 3,  pp. 552-631. 

Schank, R. (1973) . "Identification of GmeptWizatiofls Urderlying Natural 
Language", in Ckqutesr Wels of 'IIYXEght and Lmguag 

w 

e ,  R. Schiurk anl K. Col- 
by (eds) , W. H. FYecmm ard Capmy",  San Francism, Qlifomia. 

Schank, R., (1975). "W mle of  Mrrory in Imguage Fmmssing", Yale University 
T k h d c q d .  &port, New Haven, Conn. 

Schank, R., Goldmn, N., Rieger, C., an3 Riesbeck, C. (1973). "Margie: ?&r~@y, 

Analysis, kspnse G m e r a h n ,  and Inferme on mlishtl, ~hird- 1ntepmti6nal 
Joint Oonference on Aftificiai ~ntel l iger~le,  SRI, WO Park, California, 

S d n h r t ,  L. (1974) . " C b  the Ekpressive Ad of SaMntic Netsmrks", TR74-18, 
kgartmnt of mting Science, AZberta, E3rmntun, Alberta. 
See also Proc* LJCAI-4. 

Simmns, R. F. , an3 ~ruce, B. C. (1971) . "Scme Relations Between Predicate- Calcu- 
lus  and %antic Net Representa~m of Discourse", Pdvarrce Papers of Seoond 
International Joint Conference on Artificial Inwligence, The. British mter 
Society, b & n ,  Ehgland, pp. 524-530. 

W i l k s ,  Y. (1973) . "Understanding W i t b u t  h w f  s" , Third 1nterrbtiona.l Joint Con- 
f- on Artificial 1 n t e l l k g 6 ,  SRI, -0 Park, California, pp. 270- 
277. 

W-, T. (19721, Understanding Natural. -ge, manic Press, New York, 
New York, 

Winston, P. (1970) . "- S e a l  Descriptions fm Examples", PN) Thesis, 
m, m-'E?-76, Cambridge', Massachusetts. 

W s ,  W. (1970). "Transition NeMrks for btural Lanwge Analysis:', W, 
v 13, n 10, pp. 591-606. 

Notable systans currently in Mgue that utilize "primitives" in this way in- 
clude t b s e  of Wilks (1973) ap3 Schank :t al. (1973). 

2 Nxds in clauses are rrorpblogically analyzed and, based on that ana lys i s ,  they 
are classified to determine al l  of their pssible syntactic funqtions in an 
utterance. 

In WWirogradfs (1972) w r k ,  "gives" is recognized as a t r a n s i t i v e  action that 
requires tw, objects : his classification is TRANS2 . 



r & i r  I.'"$ "b' .-5 

Fig. 3. 

1 
drinks 

I 

7 .  ' " Fig. 6 "(MY at= dvin --. ..- ks (q~5!j I ! .E rr  



7y.0: then 
I J D I R  I 

r- ' - ,  , "I ' I , ; ,  , pig. 5. ,$3!I) \yd$?;*, 

(PI, PZJ I 

?r~gn;a! i ~ 5  L , emu? ics 



THEM, JUDY DFlVE THE 
BROWN- W O K  TO CIARY 

MOTE8 I 
1. ?RU? L I W 8  ARE MOT 8HOHW- 
2. DOUbLY-CIRCLED NUDES RUE 

rlEOlCRTlYL COWCEPT MODE8 
I M O  P~OPOBITIOW NUDE8 c 

3. TllPLV-CIRCLED WOOLS 8PECIFY 
~ R E R D Y  EXISTINO nmEa BUT 
n1O PERSPICUITY- 

4. RRWllEWf8 O f  t iUMROIC PREDtCRTE8 
IRE LRBELtEO Q R O c  

L *  AROUKNTS OF NOW-HUNROlC rREOICRTE8 
#UE ORDERED #NO LABELLED X. 'I. ETC 

rigare 1 N-ary Predicate Network 



-tic retmrks present special prob le t~~  with respect to the use of logi- 

cal amectives, quantifiers, descriptions, rmdalities, and certain other con- 

strvctiaas. $Wq&ert (1974) has propased systematic solutions to these p& 

law by exterding the expressive power of mre or 'less ~ o m t i o n a l  samntic net- 

w r k  mtation. In this appendix only the elemntary part of the folmalisn, 

namely only as mch as. is necessary to clarify any yisconceptions than may arise 

fmn the figures used in this paper, is explainel. 

In saant ic  netmrk notation, the distinction between labels designating 

storage locations and labels designating ~ i n W s  to storage locations requires 

clar i f icatbn.  This distinction is used & Quillian (1968) to designate "type 

nodes" (unique storage locatims) v e r v  "token mdes" . The notation can be 

made uniformly explicit  as in Figure A.1. Here "part-of", which in sane rota- 

tions corresponds to a token node, designates a type node (as suggested b$ 

Winston, 1970). All mcircled nodes correspond to storage locations andmall 

arrows to addresses of storage locations. What f o z m ~ l y  were token nodes are 

mw called--sition nodes; they serve as graphical nuclei for propositions 

as a wble. 

A t  times the explicit  natation- of Figure A.1 w i l l  clutter tho diagram lead- 

ing to a loss i n  readability. Wefore,  when the meaning is c l e ,  binary 

predicates will be represented as in Figure A.2 for visual  effect with the under- 

standing that the use of explicit propositidns underlie the structure. 

In Figure A.1, A, B, and REL are mere distinguishipg mks. They are ana- 

logous to parenthesis or ccmas in the Predicate Calculus & that  they serve to 

relate demthg  terms syntactically; they are mn-demtative thenselves. When- 

ever possible they w i l l  be cbsen to be =-, i.e. to enhance readability 

and be suggestive, but they amid be chosen as numeric labels as well. 



One adwhtage of the explicit.notation of Figure A . 1  is that it works for 

n-aq (1172) predicates. The sentence "John gives the h k  to Mzty" involves 

"gives" as a three place prediate. * It is diagram& as in Figure A. 3 

Figure A.3 is appealing because of the significance w e  can attach to labels - 

agent, object, and recipient. 3y no means is Figure A.3  a graphical analogue 

of "case-skructured" grmmars. Cases are not view& as conceptually primitive 

binary relations as F i l h r e  (1968) and res~ar~hers influenced by him, notably 

Schank (1972), view than. In a case structured system the central  ncde would 

denote a specific action or process with the property that  it is a "giving" 

and involves John, the book, and bkzy  as agent, object, and Pecipient respective- 

ly. Case relations can be understood as ccmplex mnprimitive terms derived 

fm such causally and telmlcgically related sequences of states. The wble 

notion of a case derives frcm the syntactic and s a ~ n t i c  similarities bebeen 

the role played by the argurrrents of many predicates. Nevertheless the mtion of 

an "agent" to depend in part on causal priority of a state of the supposed 

agent in the sequence of states mer consideration, and in part on the extent 

to which purpsive behaviour can be ascribed to the supposed agent in general, 

and in part to the extent to which the particular sequence of states which he 

initiated can be assum3 to be intentional on his part. See Cercone and S&ndxrt 

(1974) for a further discussion of cases. 

One f inaL notational pint by way of introduction needs to be made. The 

"camn labels in F i m  A.3 are to be m e d  as m e  mnem~cs, a l tbugh  indi- 

cative of mre canplex relations. To avoid confusion, predicate names will be 

designated "in mall letters and markers by capitals. Other conventions that are 

used-include: solid loop for propositional nodes and existentially quantified 

amcept nodes; bmken lwp for universally quantified concept nodes; solid lines 

to the parts of a propsi t ion to a propsi t ion node; dotted lines for 

dependency links joining each existentially quantifiedmde to all universally 
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-+.ifid d e s  on which it depends; and broken Lines for logical I-. 

1 PRED 

Fig. A.2 'qlberka is part & Canada 

Fig. A-3. "John gives t he  book t c  Mary. 
8t 




