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Abstract
In this paper, we investigate how different as-
pects of discourse context affect the perfor-
mance of recent neural MT systems. We
describe two popular datasets covering news
and movie subtitles and we provide a thor-
ough analysis of the distribution of various
document-level features in their domains. Fur-
thermore, we train a set of context-aware MT
models on both datasets and propose a com-
parative evaluation scheme that contrasts co-
herent context with artificially scrambled doc-
uments and absent context, arguing that the
impact of discourse-aware MT models will be-
come visible in this way. Our results show
that the models are indeed affected by the ma-
nipulation of the test data, providing a differ-
ent view on document-level translation quality
than absolute sentence-level scores.

1 Introduction

Shortly after the change of paradigm in Machine
Translation (MT) from statistical to neural ar-
chitectures, the interest in discourse phenomena
flourished again. This is not by chance, as neu-
ral models can embed larger text spans into con-
textual representations and can be set up to learn
relevant features from the raw data to produce bet-
ter translations.

It is still unclear though how the impact of dis-
course on MT quality should be evaluated and an-
alyzed. On one side, it is difficult to pinpoint par-
ticular contextual features that neural MT (NMT)
models are picking up. On the other, it is difficult
to judge good translations purely in terms of dis-
course features. In this paper, we investigate the
discourse-related biases in data. Our contributions
are twofold:

• we provide a thorough analysis of two pop-
ular machine translation datasets in terms of
document-level features,

• we train different context-aware MT mod-
els (Tiedemann and Scherrer, 2017; Agrawal
et al., 2018; Maruf et al., 2019; Junczys-
Dowmunt, 2019) on the two datasets and
evaluate them using a comparative setup with
artificially scrambled data.

As discourse properties of the data, we con-
sider pronouns and coreference chains, connec-
tives, and negation. For the evaluation of trans-
lation quality and the influence of document-level
context, we contrast context-aware models at test
time with (1) clean coherent text, (2) incoherent
input and (3) zero-context input.1 For the second
type, we scramble sentences and insert document
boundaries at arbitrary positions in the test data.
For the third approach, we add document bound-
aries after each test instance. This setup provides
a cheap way of testing the influence of contextual
information on translation performance that can be
measured in common ways, for example, facilitat-
ing automatic evaluation metrics such as BLEU or
METEOR.

2 Related work

2.1 Discourse

Research about discourse and MT has shifted
from explicitly enhancing systems with discourse
knowledge to evaluating how much the systems
have learned specific discourse features through
different resources, test suites being a popular
one (cf. Sim Smith, 2017; Popescu-Belis, 2019).
Throughout, however, particular discourse phe-
nomena are consistently targeted, as they are in-
deed indicators of globally good, cohesive and
coherent texts. Pronouns (Hardmeier and Fed-
erico, 2010; Guillou, 2012; Hardmeier et al., 2013;

1Context here refers to text outside of the sentence to be
translated.
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Guillou and Hardmeier, 2016; Müller et al., 2018;
Guillou et al., 2018) have been largely at the cen-
ter of attention, and more recently the transla-
tion of pronouns in the context of their coref-
erential chains has been looked at (Lapshinova-
Koltunski and Hardmeier, 2017; Voita et al., 2018;
Lapshinova-Koltunski et al., 2019). Other de-
vices studied are verbal tenses (Gong et al., 2012;
Loáiciga et al., 2014; Ramm and Fraser, 2016)
and connectives (Meyer et al., 2012; Meyer and
Popescu-Belis, 2012), although not using neural
models. Motivated by approximating the ability of
systems to grasp more abstract properties related
to coherence, ambiguous words have also been tar-
geted (Rios Gonzales et al., 2017; Bawden et al.,
2018; Rios et al., 2018), as well as ellipsis (Voita
et al., 2019). Last, negation (Fancellu and Web-
ber, 2015) is a rather understudied phenomenon,
but like pronouns and their antecedents, the scope
of the negation can be in a different sentence.

In this paper we investigate these features in the
training data and assess translation using standard
automatic metrics and a data scrambling strategy.

2.2 Context-aware NMT

Tiedemann and Scherrer (2017) present a simple
approach to context-aware NMT: instead of train-
ing the model on pairs of single source and tar-
get sentences, they add sentences from the left
context to the sentence to be translated, either
only on the source side or both on source and
target sides. These models are evaluated on a
German–English corpus extracted from OpenSub-
titles, and the best results are obtained with two
source sentences and one target sentence. Agrawal
et al. (2018) extend these experiments by consider-
ing additional contexts. They evaluate their work
on the IWSLT 2017 dataset for English–Italian,
which consists of transcripts of TED talks.

In 2019, the WMT conference featured for the
first time a document-level translation task for
English–German (Barrault et al., 2019). One of
the best-performing systems (Junczys-Dowmunt,
2019) is based on a similar idea: all sentences of
a document are concatenated and translated as a
whole. Documents whose length exceeds the max-
imum sequence length defined by the model are
simply split.

The approaches outlined above, which we re-
fer to as “concatenation models”, do not require
any change to the NMT model architecture. Other

recent work explores the feasability of extending
NMT models to make them context-aware. A
common approach is to use additional encoders for
the context sentence(s) with a modified attention
mechanism (Jean et al., 2017; Bawden et al., 2018;
Voita et al., 2018). Another technique (Miculicich
et al., 2018; Maruf et al., 2019) explores the inte-
gration of context through a hierarchical architec-
ture which models the contextual information in a
structured manner using word-level and sentence-
level abstractions.

The different models have been evaluated on
different language pairs and different datasets. In
this paper, we focus on a single language pair,
English–German (in both directions), and on two
textual domains: news translation and movie sub-
titles translation. For the news translation task (de-
noted as WMT) we rely on the established setup
of WMT 20192 with the Newstest2018 data as our
dedicated test set. For the movie subtitles (referred
to as OST), we use data from the OpenSubtitles
corpus released on OPUS3 with our own split into
training, development and test data. More details
about the data and our setup will be given in the
following section.

3 Two datasets for English–German
document-level translation

Different text genres and types exhibit different
types of discourse-level properties. The choice of
training corpus therefore determines what features
a NMT model can potentially learn, and the choice
of test corpus determines which features can be
reliably evaluated. Our experiments are based on
two datasets that cover the same language pair, but
very different textual characteristics.

The OST dataset is built from the English–
German part of the publicly available OpenSub-
titles2016 corpus (Lison and Tiedemann, 2016).
Of the 16,910 movies and TV series in the col-
lection, 16,510 are used for training, and 4 each
are held out for development and testing purposes.
Each movie is considered a single document. It
corresponds to the dataset used in Tiedemann and
Scherrer (2017). General properties of this dataset
can be found in Table 1.

The WMT dataset comprises the subset of cor-
pora allowed at the WMT 2019 news translation

2See http://www.statmt.org/wmt19/
translation-task.html.

3http://opus.nlpl.eu/
OpenSubtitles2016.php

 http://www.statmt.org/wmt19/translation-task.html
 http://www.statmt.org/wmt19/translation-task.html
 http://opus.nlpl.eu/OpenSubtitles2016.php
 http://opus.nlpl.eu/OpenSubtitles2016.php
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Corpus Documents Sentences Sents/Doc Tokens DE Tokens EN Tokens/Sent

OST Train 16,510 13,544k 820 104,447k 111,729k 8.0
OST Valid 4 5k 1249 41k 43k 8.4
OST Test 4 5k 1249 38k 47k 8.4

WMT Train 583,358 12,690k 22 259,384k 276,401k 21.1
WMT Valid 236 5k 22 106k 111k 21.1
WMT Test 122 3k 25 64k 68k 21.9

Table 1: General characteristics of the two datasets. Tokens/Sent values are averaged over the DE and EN tokens.

task which contains document boundaries. The
training set includes parallel data from the Eu-
roparl v9, NewsCommentary v14, and Rapid2019
collections. We select the Newstest2015 and
Newstest2016 corpora as our validation set and the
Newstest2018 corpus as our test set. General prop-
erties of this dataset can be found in Table 1.

Table 1 shows that the two datasets are com-
parable in terms of sentence numbers.4 However,
the documents in OST are up to 50 times larger
than those in WMT (cf. column Sents/Doc). On
the other hand, WMT sentences are more than
twice as long than OST sentences (cf. column To-
kens/Sent), which is in line with our expectations.

A third dataset based on transcripts of TED
talks (Cettolo et al., 2012), has also been used for
document-level translation (Agrawal et al., 2018).
We do not consider this dataset for training due to
its smaller size, but use the PROTEST test suite,
which is based on this corpus, for evaluation (Guil-
lou and Hardmeier, 2016; Guillou et al., 2018).

3.1 Discourse-level properties
In recent literature, various linguistic features have
been identified to contribute to document-level co-
herence and cohesion. In this section, we assess
the two datasets in order to estimate their suitabil-
ity and difficulty for document-level translation.
We investigate the following phenomena:

Pronouns: We first extract a list of pronouns
per language by tagging the training corpora with
SpaCy5, extracting the tokens labeled as PRON
and manually cleaning the resulting list (cf. Ta-
ble 7). Then, the frequency of pronouns is com-
puted independently for English and German.

The results in Table 2 show that about ev-
ery 10th word of the OST corpus is a pronoun,

4By sentences, we mean the lines obtained by the sentence
alignment process.

5spacy.io

whereas pronouns are three to four times rarer in
the WMT corpus.6 This divergence is to be ex-
pected, as OST consists mainly of dialogues.

Not all pronouns are intrinsically hard to trans-
late. Therefore, we also examine how many am-
biguous pronouns occur in the corpora. To this
end, the English and German corpora are word-
aligned using Eflomal (Östling and Tiedemann,
2016) and for each source pronoun (as defined in
the list extracted previously), the target pronouns
are retrieved. If this list contains at least two words
totalling each at least 10% of occurrences, we con-
sider the source pronoun as ambiguous (cf. Ta-
ble 7). This feature is computed separately for
both translation directions.

On average, about half of the pronoun occur-
rences are ambiguous, with most ambiguities con-
cerning case (e.g. me translating both to accusative
mich and dative mir). The English pronouns in the
OST dataset deviate from this tendency, mainly
because of the prevalence of you: this pronoun is
ambiguous both in terms of number and politeness
and can be translated as du, ihr, or Sie (see also
Sennrich et al., 2016).

Connectives: As part of their Accuracy of Con-
nective Translation metric, Hajlaoui and Popescu-
Belis (2013) provide a list of eight ambiguous En-
glish connectives and their German translations.
We count the number of sentence pairs that contain
both an English connective and one of its German
translations, regardless of its associated sense.

Ambiguous connectives show an inverse fre-
quency distribution compared to pronouns: they
are about ten times as frequent in WMT than in
OST. This divergence can again be attributed to
genre differences.

6The numbers for German are higher because the pronoun
list contains more relative and demonstrative pronouns than
the English one, as a result of annotation differences in the
SpaCy training corpora.

spacy.io
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Corpus Pronouns Ambiguous Ambiguous Negations Negation Coreference Cross-sent.
pronouns connectives discrep. chains pron. coref.

DE EN DE EN DE–EN DE EN DE–EN DE EN DE EN

OST Train 106.0 97.0 44.1 71.1 5.0 151.6 162.8 57.1 290.5 148.3 67.2 44.5
OST Valid 104.7 92.7 49.9 73.0 6.2 165.5 171.5 65.6 346.1 167.5 70.2 46.4
OST Test 101.1 99.3 53.0 69.7 5.8 148.9 191.9 75.0 292.5 178.8 66.8 46.9

WMT Train 36.1 20.0 20.1 13.5 60.2 176.1 176.2 19.6 670.3 495.3 91.9 80.6
WMT Valid 44.2 29.6 24.6 20.8 62.5 182.1 177.2 23.8 693.5 544.2 111.5 97.6
WMT Test 44.0 25.8 25.9 20.0 58.3 167.4 169.1 18.3 726.8 535.0 115.4 99.7

per thousand tokens per thousand lines

Table 2: Discourse-level features in the OST and WMT datasets. Coreference values were computed on a subset
of the training corpora.

Negations: We establish a list of sentential and
nominal negation words for both languages (cf.
Table 7) and count the number of sentences that
contain at least one negation word. We also
count negation discrepancies, i.e. aligned sen-
tence pairs where a negation was identified in one
language but not in the other.

While the overall frequencies of negations are
similar in both corpora, there are significantly
more discrepancies in the OST dataset. These can
be ascribed to two factors: free translation (a nega-
tion can be paraphrased with expressions such as
fail to, doubt if, etc.), and sentence alignment er-
rors.

Coreference chains: We assume that a large
amount of pronouns, connectives and negations do
not require access to large contexts for their cor-
rect translation, either because they are unambigu-
ous or because the current sentence is sufficient
for their disambiguation. To corroborate this as-
sumption, we annotate the English corpora with
the Stanford CoreNLP coreference resolver (Man-
ning et al., 2014; Clark and Manning, 2016) and
the German corpora with the CorZu coreference
resolver (Tuggener, 2016).7

We first report the numbers of coreference
chains identified by the resolvers. These num-
bers are hard to compare across languages due to
different performance levels of the two resolvers,
and translationese factors such as explicitation.
However, they confirm the intuition that news text
contains more referring entities than movie dia-
logues.8

7Due to slow performance, we could only analyze 13%
of the English OST, 5% of the English WMT and 5% of the
German WMT training sets. We nevertheless believe that the
reported proportions are representative of the entire dataset.

8Note also that the WMT dataset may benefit from higher

Second, we count cross-sentential pronominal
coreference chains, i.e. chains that span at least
two sentences, contain at least one third-person
pronoun and at least two different mention strings.
The results suggest that about every 10th line of
the WMT dataset and about every 20th line of
the OST dataset contains a pronoun that requires
access to the context for its correct translation.
Given the overall training data sizes, NMT mod-
els should thus be able to pick up this signal.

Overall, the examined discourse-level features
show consistent patterns across the training, vali-
dation and test sets. This was not necessarily ex-
pected for the WMT corpus, whose training set
stems from a wide variety of sources.9

Three other discourse-level features could have
been analyzed as well: We did not include ver-
bal tenses, as we do not expect them to be par-
ticularly problematic for the German–English lan-
guage pair. Likewise, we did not include mea-
sures for lexical consistency (Carpuat and Simard,
2012), as this was already reported to be handled
well in SMT. Finally, we did not include ellipsis
(Voita et al., 2019) as we found it difficult to de-
tect and not very relevant for German.

4 Context-aware MT models

In this paper, our main focus lies on concatena-
tion models as one of the most straightforward and
successful approaches to document-level NMT.
We train various concatenation models on both
datasets and for both translation directions in or-
der to perform a systematic study on this setup.

recall as the coreference resolution pipelines are typically
trained on newswire data.

9For the MT training, we shuffle the datasets keeping doc-
uments and document boundaries intact.
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Inspired by Agrawal et al. (2018), we name the
configurations according to the following schema:

iPrev + Curr + jNext →→ kPrev + Curr

where i denotes the number of previous sentences
on the source side, j the number of following sen-
tences on the source side, and k the number of pre-
vious sentences on the target side. In all models,
only the current sentence is evaluated. The follow-
ing configurations are tested:

• Curr→ Curr (baseline)

• 1Prev + Curr→ Curr

• 1Prev + Curr + 1Next→ Curr

• 2Prev + Curr→ Curr

• 1Prev + Curr→ 1Prev + Curr

• 1Prev + Curr + 1Next→ 1Prev + Curr

Several discourse-level properties, among
which most prominently pronoun gender, also
depend on the previously generated output in the
target language. Therefore, we also include an
oracle variant where we the reference translation
of the previous sentence (instead of its source) is
fed to the system:

• 1PrevTarget + Curr→ Curr

Furthermore, we also train fixed window mod-
els as in Junczys-Dowmunt (2019):

• 100T → 100T: A model that sees chunks of
at most 100 tokens (after subword encoding)
on either source and target side.

• 250T → 250T: A model that sees chunks of
at most 250 tokens (after subword encoding)
on either source and target side.

Note that these chunks are not produced using a
sliding window but rather break documents at ar-
bitrary positions unless they are less than the max-
imum size in length. We adopt the same annota-
tion scheme as proposed in the original approach,
marking segment and document boundaries with
special symbols for document-internal breaks and
continuations. We never break sentences from the
original alignment into pieces, which would neg-
atively affect the model and complicate the align-
ment of training examples.

The chosen chunk lengths seem very small, es-
pecially when considering subword units. Ta-
ble 3 lists some basic statistics that demonstrate

Window size Chunks Sents/chunk

OST training data:
100 tokens 1 282 985 10.6
250 tokens 496 207 27.3

WMT training data:
100 tokens 4 286 535 3.0
250 tokens 1 729 601 7.3

Table 3: Basic statistics of fixed-size windows data.

the effect of the chunking approach. We can see
that even 100-token windows create reasonably
large units that combine context beyond sentence
boundaries. For the WMT dataset with larger sen-
tences, we observe an average of almost 3 joined
segments per chunk. For the subtitle data, the sit-
uation is much more extreme: most segments are
very short and a 100-token window corresponds to
about 10 segments. Hence, this approach yields
a substantial increase of contextual information
compared to the baseline.

Junczys-Dowmunt (2019) suggested to use even
larger chunks, but that did not seem to work well
in our current settings. Already the second model
with a maximum of 250 tokens did not converge to
any reasonable result when trained from scratch.
We tried to address this problem by initialising the
larger model with a pre-trained 100-token model
but this approach did not lead to satisfactory re-
sults either. Therefore, we exclude all models
larger than 100 tokens from our discussions below.

All models are based on the standard Trans-
former architecture and were trained with Mari-
anNMT (Junczys-Dowmunt et al., 2018). For the
WMT EN→DE models, we added 10.3M lines
of backtranslations. These backtranslations con-
sisted of German news documents (News2018)
translated to English with a sentence-level model;
document boundaries were kept intact. We did
not include backtranslations for the opposite trans-
lation direction to investigate their impact on
discourse-level translation.

Our experiments with recently proposed hi-
erarchical attention networks for document-level
NMT, in particular Miculicich et al. (2018) and
Maruf et al. (2019), either underperformed or
could not cope with the data sizes and document
lengths of our training sets. For comparison,
we nevertheless report results of a selective at-
tention (Maruf et al., 2019) model for the WMT
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EN→DE task. This model has to be trained in a
two-step procedure: (1) a standard sentence-level
model is trained on all the training data and, (2)
a document-level model is trained on top of the
sentence-level model that adds the inter-sentential
information from the surrounding context using
the attentive connections of the extended network.
We focused on source-side attention for the wider
context and did not explore further setups due to
computational costs and unsatisfactory baseline
results. Otherwise, we use the standard settings
recommended in the released software.

5 Evaluation

Each system is evaluated on the respective test set
using the BLEU (Papineni et al., 2002) and ME-
TEOR (Denkowski and Lavie, 2014) metrics. In
particular, we evaluate each of them on three vari-
ants of the test set:

Consistent context: the context sentences of the
test set are appended in their natural order, as
they appear in the data.

Inconsistent context: the test set is shuffled such
that the context sentences are random.

No context: each sentence of the test set is con-
sidered its own document, so no contextual
information is made available.

This setup allows us to check whether observed
improvements are due to the additional context or
to other factors.10 A good context-aware system
should perform best with consistent context and
worst with inconsistent context.

Note that the concatenation models need some
special treatment at test time. The sliding window
approaches need to be post-processed in order to
remove non-relevant parts of the translation in all
cases where we train models with extended tar-
get language content. For simplicity, we rely on
the segment separation tokens that are produced in
translation similar to the ones seen during training.
We have found this approach to be very robust, in
the sense that the models reliably learn to place
them at appropriate positions.

For the non-sliding window approaches with
fixed maximum size, sentence splitting is not as

10For example, the 1Prev + Curr → Curr system sees each
source sentence twice as often as the Curr → Curr system,
which might affect general model performance without nec-
essarily improving context awareness.

straightforward and requires some additional treat-
ment. Segments are also separated by separation
tokens but we realized that they do not necessar-
ily match with the segment boundaries in the ref-
erence data even though the original paper sug-
gests that this should be rather stable (Junczys-
Dowmunt, 2019). This is especially fatal if the
number of segments does not match. Therefore,
we apply standard sentence alignment based on
length-correlation and lexical matches using hun-
align (Varga et al., 2005) to link the system output
to the reference translations. The reported results
from the fixed-size models are based on this ap-
proach.

5.1 Generic translation metrics

We report BLEU and METEOR scores for all our
experiments in Tables 4 and 5. The results and
significance tests were computed using MultEval
(Clark et al., 2011).

By and large, the concatenation models are
able to exploit contextual information: BLEU
as well as METEOR scores decrease by statis-
tically significant amounts if the context is in-
consistent or absent. However, it is difficult to
distinguish a winning configuration. In particu-
lar, the system that obtains the highest absolute
scores is not necessarily the one that learns most
from contextual information. The 1Prev+Curr
→ 1Prev+Curr system obtains the highest abso-
lute scores among sliding window systems in all
four tasks, but is not particularly affected by con-
text inconsistencies. On the other hand, the sys-
tem using target-language data is most perturbed
when context is inconsistent or absent, at least for
the OST dataset.11 It seems therefore that target-
language context is as least as important as source-
language context. Comparative numbers on the
WMT dataset are all very similar, making it hard
to draw conclusions.

The 100T fixed-window models perform com-
petitively in terms of absolute scores, compared to
the sliding window approaches, despite the align-
ment problems mentioned above.12 The compar-

11Note however that we feed the reference instead of the
system output at test time for efficiency reasons. Therefore,
the numbers cannot be directly compared directly with the
other systems, which do not have access to this oracle-type
information.

12Due to realignment, the number of sentences in the test
set varies slightly, which prevents us from computing sig-
nificance scores. Therefore, the absence of the significance
marker * on the 100T → 100T result lines does not mean that
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Dataset: OST EN→ DE WMT EN→ DE

Context: Consistent Incons. (∆) None (∆) Consistent Incons. (∆) None (∆)

System B M B M B M B M B M B M

Curr→ Curr (baseline) 21.7 42.6 0.0 0.0 0.0 0.0 39.3 56.9 0.0 0.0 0.0 0.0
1Prev+Curr→ Curr 20.9 41.6 -0.3* -0.5* -0.2 -0.2 37.6 55.3 -0.5* -0.3* -0.2 -0.4*
1Prev+Curr+1Next→ Curr 20.1 40.8 -1.0* -1.2* -0.6* -0.5* 34.7 52.3 -0.4* -0.4* -0.5* -0.4*
2Prev+Curr→ Curr 20.3 40.4 -0.6* -0.8* -0.8* -0.4* 34.9 53.1 -0.3* -0.3* -0.4* -0.4*
1Prev+Curr→ 1Prev+Curr 22.5 43.2 -0.7* -0.7* -0.3* -0.5* 39.6 57.3 -0.5* -0.4* -0.2 -0.3*
1Prev+Curr+1Next→ 1Prev+Curr 21.5 42.8 -0.5* -1.0* -0.1 -0.6* 38.5 56.0 -0.8* -0.6* -0.6* -0.6*

1PrevTarget+Curr→ Curr 22.0 42.5 -1.4* -1.5* -1.3* -1.3* 37.7 55.6 -0.4* -0.3* -0.7* -0.7*

100T→ 100T 22.9 44.4 -1.9 -1.9 -0.5 -1.8 39.0 57.2 -0.4 -0.5 0.0 -0.7
Selective attention – – – – – – 34.8 53.0 0.0 0.0 -0.2 -0.2

Table 4: BLEU (B) and METEOR (M) scores for EN → DE translation. Absolute scores are reported for the
Consistent setting, whereas differences (relative to Consistent) are reported for the Inconsistent and None settings.
Statistical significance at p < 0.05, obtained by bootstrap resampling, is marked with *.

Dataset: OST DE→ EN WMT DE→ EN

Context: Consistent Incons. (∆) None (∆) Consistent Incons. (∆) None (∆)

System B M B M B M B M B M B M

Curr→ Curr (baseline) 27.4 27.6 0.0 0.0 0.0 0.0 34.9 34.9 0.0 0.0 0.0 0.0
1Prev+Curr→ Curr 26.7 26.8 -0.4* -0.3* -0.3* -0.1* 31.6 32.3 -0.3 0.0 -0.8* -0.5*
1Prev+Curr+1Next→ Curr 24.7 25.5 -0.1 -0.1 -0.3* 0.0 23.0 26.5 -0.1 0.0 -2.2* -0.3*
2Prev+Curr→ Curr 26.0 26.3 -0.7* -0.3* -0.6* -0.1* 22.0 26.1 -0.1 0.0 -1.3* -0.8*
1Prev+Curr→ 1Prev+Curr 27.5 27.7 -0.3* -0.2* -0.4* -0.2* 35.0 34.9 -0.4* 0.0 -0.9* -0.5*
1Prev+Curr+1Next→ 1Prev+Curr 20.7 24.3 -0.1 0.0 +3.3* +0.6* 31.2 32.4 -0.3* -0.2* -1.5* -0.6*

1PrevTarget+Curr→ Curr 26.9 27.0 -1.0* -0.7* -1.0* -0.6* 32.7 33.2 -0.3 0.0 -1.1* -0.5*

100T→ 100T 29.3 28.8 -1.6 -1.0 -2.2 -1.3 34.7 34.9 +0.1 +0.1 -0.7 -0.3

Table 5: BLEU (B) and METEOR (M) scores for DE→ EN translation.

anaphoric event pleonastic

it they it/they it it

intra inter intra inter sing. group

subj. non-subj. subj. non-subj. Total

Examples: 25 25 25 25 10 10 5 15 30 30 200

OST Curr → Curr 9 7 6 7 5 3 1 5 20 28 91
OST 1Prev + Curr → 1Prev + Curr 10 6 12 9 5 6 1 2 24 25 100

WMT Curr → Curr 14 12 9 10 5 4 0 8 20 26 108
WMT 1Prev + Curr → 1Prev + Curr 9 11 13 12 5 5 1 5 19 28 108

Table 6: Absolute numbers of PROTEST EN→ DE pronoun translations evaluated semi-automatically as correct.

DE Pronouns: ich, es, das, wir, sich, Sie, er, du, sie, die, was, mir, mich, uns, der, man, dich, ihn, dir, dies, ihm,
ihr, wer, ’s, Ihnen, dem, denen, euch, ihnen, den, Ihr, diese, dessen, deren, einen, dieser, wen, welche,
einem, wem, dieses, jene, diesen, dasselbe, welches, einander

Ambiguous: Sie, den, denen, der, die, diese, dieser, ihm, ihn, ihnen, ihr, man, mich, mir, sich, sie, uns

EN Pronouns: I, you, it, we, he, what, me, they, who, she, him, them, us, her, himself, itself, themselves, one, yourself,
myself, whom, ourselves, i, ’em, herself, mine, yours, ya

Ambiguous: her, him, it, me, myself, one, she, them, they, us, who, whom, you, yourself

EN Connectives: although, even though, since, though, meanwhile, while, yet, however

DE Negations: nicht, nie, niemand, nichts, nirgends, nirgendwo, kein, weder

EN Negations: no, not, never, nobody, noone, no-one, nothing, nowhere, none, neither, nor

Table 7: List of words and lemmas used to detect discourse-level properties.
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ison between consistent, inconsistent and absent
context reveals a clear difference between the two
datasets: For WMT, the results are almost the
same for the three scenarios. This can be attributed
to the longer sentences in the WMT test set, which
makes the 100 token window performing similar
to the one without extended context, as discussed
in section 4. In contrast, for the subtitle data,
we see notable performance drops when disturb-
ing the model with random or absent context. In
this dataset, segments are shorter and 100-token
windows substantially increase the context that is
available for translation (there are 9.68 sentences
per chunk on average).

The selective attention model yields absolute
scores with consistent context that are not compet-
itive and barely beat the baseline. It also seems to
fail to pick up relevant information from the wider
document context, as it obtains almost identical re-
sults with inconsistent and absent context.

The WMT EN → DE models have seen back-
translations during training but the DE → EN
models have not. The results suggest that the addi-
tional data helps the models distinguishing consis-
tent from inconsistent input, but further tests will
be required to corroborate this hypothesis.

The WMT dataset has shorter documents and
longer sentences with more complex discourse-
level features. Although this may indicate that it
is a more challenging dataset for our models, the
performances seem very similar across systems,
and it is hard to discriminate informative patterns.
However, the inconsistent setting appears to be
affected by genre, with none or very small dif-
ferences with the WMT data, suggesting that the
longer sentences are more self-contained in terms
of discourse features and that systems effectively
pick this signal up. In this same sense (and coun-
terintuitively), the differences between inconsis-
tent and none seem to suggest that as long as the
system has access to big enough window, the order
in which the document is fed is less important.

5.2 Test suite metrics

Discourse-specific metrics such as Guzmán et al.
(2014) would be welcome to assess the translation
quality on specific discourse-level features such
as those discussed in Section 3.1. However, they
have the disadvantage of relying on a discourse
parser, which we do not have for German. At

the differences are not significant.

least, we are able to evaluate the quality of pro-
noun translation thanks to the existence of two
test suites for English–German pronoun transla-
tion: PROTEST (Guillou and Hardmeier, 2016;
Guillou et al., 2018) is based on TED talks tran-
scripts. These consist of planned speech docu-
ments, therefore the genre is somewhere in the
middle between news text and dialog. ContraPro
(Müller et al., 2018) uses material from OpenSub-
titles. Due to the overlap of the ContraPro data and
our OST training set, we do not use this test suite.

Table 6 reports PROTEST results for two se-
lected systems, the Curr → Curr baseline and
the best-performing variable-window concatena-
tion model 1Prev+Curr → 1Prev+Curr. The re-
sults draw on a semi-automatic evaluation scheme,
where pronouns are accepted as correct if they
match the reference and the remaining pronouns
are evaluated by hand. The manual evaluation was
done by one of the authors.13 Overall recall of
all systems is around 50%, and the differences be-
tween systems are quite small.

It can be seen that the models trained on the
news dataset obtain higher recall. This con-
firms our observation in Section 3.1 that the
WMT dataset contains higher numbers of corefer-
ence chains and cross-sentence pronominal coref-
erence. The context-aware models show small
improvements only in the OST dataset. Cru-
cially, the context-aware models show consistently
higher numbers in the category of inter-sentential
anaphoric pronouns, one of the categories where
the previous sentence context is indeed expected
to help most. However, most observed differences
may not be statistically significant.

The PROTEST evaluation confirms the findings
of the WMT18 evaluation (Guillou et al., 2018).
In both of these evaluations the pleonastic and
event categories are the least problematic. Intra-
and inter-sentential pronouns are somewhat in the
middle but remain difficult, while cases where the
anaphor and the antecedent mismatch in features
(they-singular, it/they group) are very poorly han-
dled.

6 Conclusion

We have presented two English–German
document-level translation datasets and shown
that they represent different text genres with

13We used the provided tool described in Hardmeier and
Guillou (2016).
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different distributions of discourse-level fea-
tures. The context-aware NMT models on these
datasets show performance differences that are to
some extent indicative of the underlying textual
characteristics: the longer sentences in the news
dataset make it harder to find differences between
training configurations or evaluation setups.
Fixed-window approaches show surprisingly
good results on the movie subtitles dataset, but
the impact of the realignment process remains to
be investigated further.

The general performance of a document-level
MT system can be assessed by testing translation
quality with consistent and artificially scrambled
context. Models that are able to learn relevant dis-
course features will be affected if the context is in-
coherent or absent. Our results show that this test
provides a complementary view on the systems’
performances.

Our study further suggests that the connections
between discourse features and MT results should
be analyzed more thoroughly. The detailed break-
down of the distribution of discourse-level proper-
ties could be a first step towards the compilation
of property-specific test sets.

Automatic measures can be complemented with
manual assessment of the outcome from the differ-
ent test scenarios, which further reveals the effect
of discourse features available to the system. We
show that pronoun test suites such as PROTEST
are a good start for this assessment, although mul-
tilingual coverage remains a problem for a system-
atic evaluation of this kind.
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