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Abstract

Machine reading comprehension, the task of
evaluating a machine’s ability to comprehend
a passage of text, has seen a surge in popular-
ity in recent years. There are many datasets
that are targeted at reading comprehension,
and many systems that perform as well as hu-
mans on some of these datasets. Despite all of
this interest, there is no work that systemati-
cally defines what reading comprehension is.
In this work, we justify a question answering
approach to reading comprehension and de-
scribe the various kinds of questions one might
use to more fully test a system’s comprehen-
sion of a passage, moving beyond questions
that only probe local predicate-argument struc-
tures. The main pitfall of this approach is that
questions can easily have surface cues or other
biases that allow a model to shortcut the in-
tended reasoning process. We discuss ways
proposed in current literature to mitigate these
shortcuts, and we conclude with recommenda-
tions for future dataset collection efforts.

1 Introduction

Getting machines to “understand” natural lan-
guage text is a vast and long-standing problem,
made more challenging by the fact that it is not
even clear what it means to understand text, or how
to judge whether a machine has achieved success
at this task. Much recent research in the natural
language processing community has converged on
an approach to this problem called machine read-
ing comprehension, where a system is given a pas-
sage of text and a natural language question that
presumably requires some level of “understand-
ing” of the passage in order to answer. While there
have been many papers in the last few years study-
ing this basic problem, as far as we are aware,
there is no paper formally justifying this approach

to “understanding”, or discussing its drawbacks.1

In this work we aim to motivate question an-
swering as a good, but potentially fraught, means
of measuring a machine’s comprehension of natu-
ral language text. We argue that current reading
comprehension datasets, largely inspired by the
Stanford Question Answering Dataset (Rajpurkar
et al., 2016, SQUAD),2 are a good start at mea-
suring reading comprehension, but do not go far
enough in probing systems’ understanding capa-
bilities. Most of these datasets simply require a
basic understanding of local predicate-argument
structure and entity typing; there is a lot more to
understanding text than that, such as tracking en-
tities through a discourse, understanding the im-
plications of text that is read, and recovering the
underlying world model that the author intended
to convey.

Question answering is a natural format to use
when probing these complex phenomena, but it
comes with inherent challenges. In particular, it
is very easy to write questions that seem like they
require deep understanding of text to answer, but
in fact give lexical or other cues to a machine that
allow the system to bypass the intended reasoning
when answering the question. When constructing
reading comprehension datasets, it is essential to
deal with this issue up front, designing mecha-
nisms in the data collection process that combat
these shortcuts. We give many examples of both
the shortcuts themselves and methods people have
used to mitigate them, such as having mismatched
questions and passages, including “no answer” as
a possible answer option, and creating adversarial

1Richardson et al. (2013) give a good overview of the
early history of this approach, but provide only very little jus-
tification.

2Though SQuAD was not nearly the first reading compre-
hension dataset, its introduction of the span extraction format
was innovative and useful, and most new datasets follow its
design.
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examples, among others.
We conclude with a discussion about gaps we

see in the literature that should be addressed by
future dataset collection efforts.

2 Defining Reading Comprehension

How does one define “understanding a passage of
text”? The process which a human uses to recover
some notion of meaning when reading a passage
is not well understood computationally (Kendeou
and Trevors, 2012), so while this would be an
ideal benchmark for machine understanding, it is
unavailable to us. The natural language process-
ing community has long drawn on linguistic for-
malisms to represent pieces of this meaning, from
syntax trees and word sense disambiguation to se-
mantic roles and coreference resolution. These
formalisms only take us so far, however, as there is
no linguistic formalism that satisfactorily captures
the full meaning of a paragraph.

Instead we turn to ideas that go back at least to
Alan Turing’s test for machine intelligence (Tur-
ing, 1950; Levesque, 2013)—it is through interact-
ing in natural language that an entity can demon-
strate their understanding of language. We begin
with a postulate: an entity (human or machine)
understands a passage of text if it can correctly
answer arbitrary questions about that text. We
claim that this is a sufficient condition for under-
standing, but not a necessary one; there are surely
other ways of demonstrating understanding.

Following this postulate, we define machine
reading comprehension to be a task aimed at
understanding a single coherent passage of text,
where a system is given a single passage and a
single question about that passage, and must pro-
duce an answer. Our definition of “single coherent
passage” is somewhat loose; we consider anything
longer than, e.g., a typical Wikipedia page to be
too long and not a single coherent passage, while
single sentences are generally too short. This
means that, while they are certainly relevant, we
are not including in this strict definition tasks that
involve retrieving paragraphs or answering mul-
tiple consecutive questions, as they require addi-
tional capabilities. The boundaries around “read-
ing comprehension” and which capabilities are
related to “reading” or something else are very
fuzzy, however, as we will see throughout the rest
of this paper. In order to talk formally about the
problem, we must pick a concrete definition, and

so this is the definition we choose, while admitting
that it is not perfect.

Using natural language questions to test com-
prehension of natural language text seems like an
obvious choice: the meaning of arbitrary open-
domain text goes beyond any possible formalism.
There are various attempts, such as open informa-
tion extraction (Etzioni et al., 2011) and abstract
meaning representations (Banarescu et al., 2013),
to try to capture broad, open domain semantics and
the meaning of entire sentences. However, leaving
aside the difficulties in training annotators and col-
lecting annotations for these formalisms, any at-
tempt to normalize meaning across disparate sur-
face forms will necessarily lose information that
was present in the natural language. The flexibil-
ity inherent in natural language as an annotation
and query format is necessary in order to test deep
understanding of arbitrary passages.

However, using questions to judge understand-
ing is itself somewhat problematic, as (1) it is not
clear a priori what the scope of these questions
should be, and (2) collecting these arbitrary ques-
tions is very challenging, as questions that seem
to be probing a particular kind of understanding
might have shortcuts that allow answering them
correctly without actually understanding the text
at the level that was intended. Section 3 explores
the first of these issues, and Section 4 discusses the
second, along with ways to mitigate it.

3 What kinds of questions?

Having claimed that the ability to answer arbi-
trary questions is a natural way for machines to
demonstrate understanding of a passage of text,
we turn to the obvious question: what exactly is
included in “arbitrary questions”? Some questions
one could ask about a passage have little to do with
understanding the passage. For example, the ques-
tion What is the population of the country Trump
visited?, asked about a passage that mentions the
country but not its population, does require under-
standing the passage, but also requires knowing an
additional specific fact. Such a requirement of ex-
ternal background knowledge not relevant to the
passage is not desirable in a test of reading com-
prehension.

In this section we attempt to enumerate the
high-level phenomena that characterize the un-
derstanding of a passage of text, and which can
be asked about in reading comprehension ques-
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tions. This enumeration is by no means exhaus-
tive, but it should be a decent starting place for re-
searchers attempting to build reading comprehen-
sion datasets—very few of these phenomena are
explicitly queried in existing reading comprehen-
sion datasets, and those that are have relatively lit-
tle coverage. We implicitly assume that the num-
ber of high-level phenomena is small enough such
that making headway on, say, a few dozen phe-
nomena will substantially improve the ability of
models to read and understand text.

There are fuzzy boundaries between all of these
phenomena, and no dataset can possibly focus ex-
clusively on one of them. Every dataset, even
those that sample from naturally occurring ques-
tions, will have some bias in which phenomena
are asked about. We advocate being intentional
about this bias and trying to be comprehensive in
the collection of datasets that we construct.

Sentence-level linguistic structure Most exist-
ing reading comprehension datasets implicitly tar-
get local predicate-argument structures. The in-
centives involved in the creation of SQuAD en-
couraged workers to create questions that were
close paraphrases of some part of a paragraph,
replacing a noun phrase with a question word.
This, and other cloze-style question construc-
tion, encourages very local reasoning that amounts
to finding and then understanding the argument
structure of a single sentence. This is an impor-
tant aspect of meaning, but one could construct
much harder datasets than this. One direction to
push on linguistic structure is to move beyond lo-
cating a single sentence. DROP (Dua et al., 2019)
largely involves the same level of linguistic struc-
tural analysis as SQuAD, but the questions require
combining pieces from several parts of the pas-
sage, forcing a more comprehensive analysis of
the passage contents. A separate direction one
could push on sentence-level linguistic structure
in reading comprehension is to target other phe-
nomena than predicate argument structure. There
are many rich problems in semantic analysis, such
as negation scope, distributive vs. non-distributive
coordination, factuality, deixis, briding and empty
elements, preposition senses, noun compounds,
and many more. Many of these phenomena have
well-defined formalisms that can be used for anno-
tation and evaluation, but it would also be useful to
carefully design reading comprehension datasets
that require an implicit understanding of these

phenomena.

Paragraph-level structure While the input to a
reading comprehension dataset is a paragraph of
text, most datasets do not explicitly target ques-
tions that require understanding the entire para-
graph, or how the sentences fit together into a co-
herent whole. Some post-hoc analyses attempt
to reveal the percentage of questions that require
more than one sentence, but it is better to design
the datasets from the beginning to obtain questions
that look at paragraph- or discourse-level phenom-
ena, such as entity tracking, discourse relations, or
pragmatics. For example, Quoref (Dasigi et al.,
2019) is a dataset that targets entity tracking and
coreference resolution. There are few linguistic
formalisms targeting structures larger than a para-
graph, but those that do exist, such as rhetori-
cal structure theory (Mann and Thompson, 1988),
could form the basis of an interesting and useful
reading comprehension dataset.

Grounding and background knowledge A key
aspect of reading is understanding the text in
terms of what you already know, either common-
sense knowledge or more domain-specific factual
knowledge. After reading a description of a room,
for example, people can make commonsense in-
ferences about the objects described, and a lot of
training and background knowledge is required to
really understand an abstract on PubMed. Peo-
ple exhibit varying levels of comprehension when
reading a particular text, depending largely on
their ability to situate that text in the context of
the appropriate background knowledge. There is
room for interesting datasets along these lines.
Cosmos QA (Huang et al., 2019) is an attempt to
make such a dataset, though the fact that it is mul-
tiple choice puts it outside of our strict definition
of “reading comprehension”.

Implicative reasoning Understanding text in-
cludes understanding the implications (or entail-
ments) of that text on other text that might be
seen. For example, understanding the text Bill
loves Mary. Mary was just diagnosed with can-
cer. means also understanding that Bill will be
sad. In some sense this can be seen as “grounding”
the predicates in the text to some prior knowledge
that includes the implications of that predicate, but
it also includes the more general notion of recon-
structing a model of the world being described by
the text. There are two datasets that just scratch
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the surface of this kind of reading: ShARC (Saeidi
et al., 2018) requires reading rules and applying
them to questions asked by users, though its for-
mat is not standard reading comprehension; and
ROPES (Lin et al., 2019), which requires read-
ing descriptions of causes and effects and applying
them to situated questions.

Communicative aspects There are many com-
municative aspects of text that a human implic-
itly understands when reading, and which could
be queried in reading comprehension datasets. For
instance, is a text intended to be expository, narra-
tive, persuasive, or something else? Did the author
succeed in their communicative intent? Was there
some deeper metaphorical point in the text? A
dataset targeted at these sorts of phenomena could
be incredibly interesting, and very challenging.

4 Ways to combat shortcuts

As discussed in the previous section, large-scale
reading comprehension datasets where crowd-
workers ask questions about the given passage
have brought significant progress in the com-
munity. However, it is very easy to construct
datasets where solving the task contributes little
to genuine understanding of the text as intended.
Chen et al. (2016) argues that 97% of answerable
questions on CNNDAILYMAIL (Hermann et al.,
2015) are solvable by superficial clues such as
word or semantic overlap.3 Jia and Liang (2017)
find that models trained on SQUAD suffer sig-
nificantly when adversarial input is injected de-
spite no change in the semantics of the original
text. Such findings indicate that there are certain
shortcuts in solving reading comprehension tasks
that allow a model to find the answer by superfi-
cial clues such as lexical overlap and entity types
(Clark and Gardner, 2018; Sugawara et al., 2018).
Accordingly, more recent reading comprehension
datasets are constructed with several different ap-
proaches to prevent such shortcuts in order to fos-
ter natural language understanding.

4.1 Question / passage mismatch

One way to reduce lexical overlap between the
question and passage is to expose the author of
the question to a different passage that conveys

3They found 75% of questions are answerable, and among
them, 73% are solvable by exact match, paragraph and partial
clues (word/concept overlap).

a similar meaning. Examples include NARRA-
TIVEQA (Kočiskỳ et al., 2018), where question
authors were shown a summary of a movie script
that will be used for answering questions, and
DUORC (Saha et al., 2018), where questions are
authored given a passage that is comparable to the
one that will later be employed.

Another approach is to collect questions first,
and then pair them with a passage, which was done
in QUAC (Choi et al., 2018) or with a distantly
collected relevant context, which was the method
of choice in TRIVIAQA (Joshi et al., 2017).

Last, lexical overlap can be reduced if one has
access to natural questions that have been posed
by users who do not know the answers and are
seeking information (Lee et al., 2019). NATU-
RAL QUESTIONS (Kwiatkowski et al., 2019) and
BOOLQ (Clark et al., 2019) are two examples for
such datasets. However, access to such questions
is usually limited for most researchers.

4.2 “No answer” option

Most of the reasoning shortcuts in existing
datasets arise due to the fact that the system can
assume that the answer is guaranteed to exist in
the given passage. Removing this assumption and
requiring the system to identify whether the ques-
tion is even answerable from the passage can pre-
vent such shortcuts.

One example of this kind of dataset construc-
tion is SQUAD 2.0(Rajpurkar et al., 2018), which
asked annotators to read the given passage and
write a question which the passage does not con-
tain the answer to but contains a plausible negative
answer. A drawback of this approach is that anno-
tators see the passage when asking the question,
which can introduce its own biases and shortcuts.
An alternative is to combine a “no answer” op-
tion with the approach the previous section, where
an annotator writes questions without knowing the
answer, and another annotator verifies whether
they are answerable by the paired passage. Ex-
ample datasets include NEWSQA (Trischler et al.,
2016)4, QUAC (Choi et al., 2018) and NATURAL

QUESTIONS (Kwiatkowski et al., 2019).

4.3 Dialog

Questions that require additional context to be un-
derstood, such as conversation state, are another

4Non-answerable questions are provided as the extra chal-
lenge apart from answerable portions.
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potential means of avoiding reasoning shortcuts.
A person is not able to answer a simple question
such as How many? without the additional con-
text of a prior question describing what is being
counted. Care needs to be taken with this method,
however, as some datasets are amenable to in-
put reduction (Feng et al., 2018), where there is
only one plausible answer to such a short ques-
tion. If done well, however, this method provides
additional challenges such as clarification, coref-
erence resolution, and aggregation of pieces scat-
tered across conversation history. QUAC (Choi
et al., 2018) and COQA (Reddy et al., 2019) are
two datasets that focus on such setting.

4.4 Complex reasoning
Tasks which require more advanced forms of rea-
soning are proposed to prevent answering the
question from superficial clues. Examples include
tasks requiring discrete and arithmetic reason-
ing (Dua et al., 2019), textbook question answer-
ing which requires understanding various forms of
knowledge (Clark et al., 2018; Kembhavi et al.,
2017) and multi-hop question answering which
requires reading multiple distinct pieces of ev-
idence (Talmor and Berant, 2018; Yang et al.,
2018). Despite these attempts, it was found that
shortcuts still exist in complex reasoning tasks
such as multi-hop QA (Min et al., 2019; Jiang
and Bansal, 2019), so careful construction of the
dataset is necessary.

One novel method that may by applied to com-
bat such shortcuts and enforce multi-hop reason-
ing is to check the semantic relations present in
the question. In questions requiring a conjunc-
tion to be performed, functional or pseudo func-
tional relations (Lin et al., 2010), such as father or
founder, may facilitate arriving at the correct an-
swer by solving only the functional relation and
not the full conjunction. On the other hand such
relations are desired when requiring a composi-
tion to be solved in a question. For example, in the
question What is the capital of the largest economy
in Europe? we would like the largest economy in
Europe to be one answer we can use to modify the
question to what is the capital of Germany.

4.5 Context construction
Shortcuts in solving a reading comprehension
questions may also occur when the context is not
diverse with respect to the question. (Min et al.,
2019) Functional relations and entity types in the

question can give away the location of the correct
answer when only one such function relation or
entity type exists in the context. For instance when
asked What year... ? having only one available
year in the context enable models to easily locate
the correct answer, without requiring the rest of
the question. One option to avoid these shortcuts is
to carefully select or construct the contexts that are
used, and various methods of entity and relation
type counting in the context may be employed.

4.6 Adversarial construction
One promising means of removing reasoning
shortcuts is to encode those shortcuts into a
learned system, and use that system to filter out
questions that are too easy during dataset construc-
tion. DROP (Dua et al., 2019) and Quoref (Dasigi
et al., 2019) used a model trained on SQuAD 1.1
(Rajpurkar et al., 2016) as an “adversarial” base-
line when having crowd workers write questions.
Because the people could see when the system an-
swered their questions correctly, they learned to
ask harder questions.

This kind of adversarial construction can intro-
duce its own biases, however, especially if the
questions being filtered are generated by machines
instead of humans (Zellers et al., 2018). This also
makes a dataset dependent on another dataset and
model in complex ways, which has both positive
and negative aspects to it. In some sense, it is a
good thing to get a diverse set of reading com-
prehension questions, and encoding one dataset’s
biases into a model to enforce a different distri-
bution for new datasets helps in collecting diverse
datasets. If crowd workers end up simply word-
smithing their questions in order to pass the ad-
versary, however, this seems unsatisfying. Over-
all, however, we believe this is a good method that
could be used more widely when collecting read-
ing comprehension datasets.

4.7 Minimal question pairs
ROPES (Lin et al., 2019) borrowed the idea of
“minimal pairs” from linguistic analysis in its con-
struction. In order to avoid subtle biases around
which entity appears first in a question or para-
graph, or simple lexical association biases be-
tween question and passage words, crowd work-
ers were instructed to make minimal changes to
the questions they wrote in order to change the
answer. For example, a question such as Which
city would have more trees? might be changed to
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Which city would have fewer trees?. This method
is not applicable in all reading comprehension sce-
narios, but where it is it can be an effective means
of reducing shortcuts—a single question in isola-
tion might exhibit the characteristics of a shortcut,
but presumably the other question in the minimal
pair would also have the same shortcut, leading to
a system that relies on the shortcut getting at least
one of them wrong.

4.8 Free-form answers
Shortcuts almost always arise because of a lim-
ited output space that can be searched over to find
simple biases that lead to the correct answer. The
problem is largely, though not entirely, with multi-
ple choice answers. This includes span extraction
formats, which is still effectively multiple choice
with on the order of 100 choices (or many fewer,
if the system can reasonably model likely answer
candidates from the passage). Requiring free-form
answers, especially where the answer is not found
in the paragraph, would dramatically reduce the
occurrence of reasoning shortcuts. This introduces
a separate problem of evaluating the free-form an-
swers, however, which is a pressing problem in
reading comprehension research. If we had a good
means of automatically evaluating free-form an-
swers, much of this section on designing datasets
to avoid reasoning shortcuts would be unneces-
sary, and we could build much more interesting
and challenging datasets.

4.9 Multi-task evaluation
Given the myriad datasets created for reading
comprehension, a natural method to reduce the ef-
fects of shortcuts is to evaluate models on multiple
datasets. Assuming shortcuts are often dataset-
specific means that a model that succeeds on all
datasets is likely to have better text understanding.

But evaluation on multiple datasets goes even
beyond shortcut mitigation. In Section 3 we pro-
posed to enumerate the phenomena required for
reading comprehension and build datasets that
highlight each category. A possible shortcoming
of this approach is that researchers will develop
models for specific datasets that do not generalize
to other datasets. This will result in a collection
of models, none of which fully understands text.
Evaluating models on multiple reading compre-
hension datasets (Talmor and Berant, 2019) will
ensure that progress is made towards comprehen-
sive understanding of text.

4.10 Explainability

A possible way to reduce the effect of shortcuts
is to demand some sort of explanation for the fi-
nal answer provided by a reading comprehension
model. In that vein, Yang et al. (2018) eval-
uate in HOTPOTQA not only QA accuracy but
also whether the relevant supporting sentences are
identified by a reading comprehension model.

5 Recommendations for future research

As evidenced by this survey, reading comprehen-
sion datasets have a long way to go before they ap-
proach a comprehensive test of a system’s ability
to read. Future datasets should try to improve cov-
erage by focusing on phenomena that have been
thus far neglected. Section 3 lists many possible
phenomena that would make for very interesting
reading comprehension datasets.

The challenge of creating a dataset without
shortcuts has recently emerged as a fundamental
one for progress in natural language understand-
ing. Many datasets that have been created at great
expense in an attempt to stress-test the abilities
of existing models have been found to be simpler
than expected due to the shortcuts that lie within
them. Developing scientific methods for dataset
collection that circumvent such shortcuts is instru-
mental for making sure the collective effort of our
community actually leads to models that better un-
derstand text. For example, one possible method
may be dropping out parts of a question as a means
of insuring the question is not redundant and the
model is not learning spurious shortcuts. Ques-
tions may be filtered using this technique, and
models for shortcut checking may be trained on
part of the questions to check if indeed no sig-
nificant redundancy exists in them, and the model
cannot solve the example with, say, only one word
in the question (Feng et al., 2018).

In our opinion, evaluating reading comprehen-
sion models on many datasets is a promising di-
rection that will prevent over-fitting to the statisti-
cal biases in a single dataset, but preventing bias
a priori, as well as detecting bias and constructing
adversarial examples are also important directions
for future research.
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Singh, Tim Rocktäschel, Mike Sheldon, Guillaume
Bouchard, and Sebastian Riedel. 2018. Interpreta-
tion of natural language rules in conversational ma-
chine reading. In Proceedings of the 2018 Confer-
ence on Empirical Methods in Natural Language
Processing, pages 2087–2097, Brussels, Belgium.
Association for Computational Linguistics.

Amrita Saha, Rahul Aralikatte, Mitesh M. Khapra, and
Karthik Sankaranarayanan. 2018. DuoRC: Towards
complex language understanding with paraphrased
reading comprehension. In ACL.

Saku Sugawara, Kentaro Inui, Satoshi Sekine, and
Akiko Aizawa. 2018. What makes reading com-
prehension questions easier? In Proceedings of
the 2018 Conference on Empirical Methods in Nat-
ural Language Processing, pages 4208–4219, Brus-
sels, Belgium. Association for Computational Lin-
guistics.

Alon Talmor and Jonathan Berant. 2018. The web as
a knowledge-base for answering complex questions.
In NAACL-HLT.

Alon Talmor and Jonathan Berant. 2019. MultiQA: An
empirical investigation of generalization and trans-
fer in reading comprehension. In ACL.

Adam Trischler, Tong Wang, Xingdi Yuan, Justin Har-
ris, Alessandro Sordoni, Philip Bachman, and Ka-
heer Suleman. 2016. Newsqa: A machine compre-
hension dataset. arXiv preprint arXiv:1611.09830.

A. M. Turing. 1950. Computing machinery and intelli-
gence. Mind.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Ben-
gio, William W. Cohen, Ruslan Salakhutdinov, and
Christopher D. Manning. 2018. Hotpotqa: A dataset
for diverse, explainable multi-hop question answer-
ing. In EMNLP.

Rowan Zellers, Yonatan Bisk, Roy Schwartz, and Yejin
Choi. 2018. Swag: A large-scale adversarial dataset
for grounded commonsense inference. In EMNLP.

https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/D18-1233
https://doi.org/10.18653/v1/D18-1453
https://doi.org/10.18653/v1/D18-1453

