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Abstract

Zero-shot neural machine translation (NMT)
is a framework that uses source-pivot and
target-pivot parallel data to train a source-
target NMT system. An extension to zero-
shot NMT is zero-resource NMT, which gen-
erates pseudo-parallel corpora using a zero-
shot system and further trains the zero-shot
system on that data. In this paper, we ex-
pand on zero-resource NMT by incorporating
monolingual data in the pivot language into
training; since the pivot language is usually
the highest-resource language of the three, we
expect monolingual pivot-language data to be
most abundant. We propose methods for gen-
erating pseudo-parallel corpora using pivot-
language monolingual data and for leverag-
ing the pseudo-parallel corpora to improve the
zero-shot NMT system. We evaluate these
methods for a high-resource language pair
(German-Russian) using English as the pivot.
We show that our proposed methods yield
consistent improvements over strong zero-shot
and zero-resource baselines and even catch up
to pivot-based models in BLEU (while not re-
quiring the two-pass inference that pivot mod-
els require).

1 Introduction

Neural machine translation (NMT) has achieved
impressive results on several high-resource trans-
lation tasks (Hassan et al., 2018; Wu et al.,
2016). However, these systems have relied on
large amounts of parallel training data between
the source and the target language; for many lan-
guage pairs, such data may not be available. Even
two high-resource languages, such as German and
Russian, may not have sufficient parallel data be-
tween them.

Recently, unsupervised NMT systems that learn
to translate using only monolingual corpora have
been proposed as a solution to this problem

(Artetxe et al., 2018; Lample et al., 2018). How-
ever, such systems do not make full use of avail-
able parallel corpora between the source and target
languages and a potential pivot language.

Although most language pairs may have little
in-domain parallel data available, it is often possi-
ble to find parallel corpora with a third pivot lan-
guage. For example, while German↔Russian par-
allel data is relatively scarce, German↔English
and Russian↔English data is abundant. Pivot-
based and zero-shot NMT systems have been pro-
posed as a means of taking advantage of this data
to translate between e.g. German and Russian.

In pivot-based machine translation, text is first
translated from the source language into the pivot
language, and then from the pivot language into
the target language. Although such methods can
result in strong translation performance (Johnson
et al., 2017), they have a few disadvantages. The
two-step pivoting translation process doubles the
latency during inference and has the potential to
propagate errors from the source→pivot transla-
tion into the final target output. Additionally, there
is a risk that relevant information in the source
sentence can be lost in the pivot translation (e.g.
case distinctions if pivoting through English) and
not represented in the target sentence. Zero-shot
methods that take advantage of multilingual NMT
systems to perform direct source→target transla-
tion have become a popular method for address-
ing this problem, and zero-resource methods build
off of zero-shot methods by fine-tuning on pseudo-
parallel data to improve direct translation (see
section 2.1 for a review of zero-shot and zero-
resource methods). Zero-resource methods are
beneficial because they can potentially take advan-
tage of all available training data, including paral-
lel and monolingual corpora.

The goal of this paper is to augment zero-
resource NMT with monolingual data from the
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pivot language. Although there have been several
explorations into using parallel corpora through
a pivot language to improve NMT (Firat et al.,
2016; Lakew et al., 2017; Park et al., 2017) and
using monolingual source and target corpora in
NMT (Edunov et al., 2018; Gulcehre et al., 2015;
Hoang et al., 2018; Niu et al., 2018; Sennrich
et al., 2016a; Zhang and Zong, 2016), this is to
our knowledge the first attempt at using monolin-
gual pivot-language data to augment NMT train-
ing. Leveraging monolingual pivot-language data
is worthwhile because the pivot language is often
the highest-resource language of the three (e.g. it
is often English), so we expect there to be more
high-quality monolingual pivot data than mono-
lingual source or target data in many cases. Thus,
we make use of parallel source↔pivot data, par-
allel target↔pivot data, and monolingual pivot-
language data to build a zero-resource NMT sys-
tem. Although we use a basic multilingual NMT
system as the basis, the methods proposed here
could easily be applied to any zero-shot NMT ar-
chitecture.

2 Related Work

2.1 Zero-Shot and Zero-Resource NMT

Zero-shot neural machine translation, i.e. NMT
between two languages for which no parallel data
was used at training time, is often done by lever-
aging multilingual NMT systems. Firat et al.
(2016) first attempted zero-shot NMT with a mul-
tilingual model consisting of several encoders and
decoders, but found that without fine-tuning, the
model was not able to translate between the zero-
shot language pairs. On the other hand, multilin-
gual NMT with shared encoders and decoders (Ha
et al., 2016; Johnson et al., 2017) is more success-
ful at zero-shot NMT, although its performance
still lags behind pivoting.

Several modifications to the multilingual NMT
architecture have been proposed with the goal
of improving zero-shot NMT performance; here,
we review some such modifications. Lu et al.
(2018) added an interlingua layer to the mul-
tilingual NMT model; this layer transforms
language-specific encoder outputs into language-
independent decoder inputs. Platanios et al.
(2018) updated the shared encoder/decoder mul-
tilingual NMT model by adding a contextual pa-
rameter generator. This generator generates the
encoder and decoder parameters for a given source

and target language, taking only source and target
language as input. Arivazhagan et al. (2019) aug-
mented the NMT loss function with a term that
promotes the creation of an interlingua.

In this paper, we concentrate on the task of zero-
resource translation, which starts from a multilin-
gual NMT system and improves the zero-shot di-
rection using pseudo-parallel corpora. Firat et al.
(2016) found that zero-shot NMT performance
could be strongly improved by fine-tuning on a
pseudo-parallel corpus created by back-translating
from the pivot language into each zero-shot lan-
guage. Similarly, Lakew et al. (2017) improved
low-resource zero-shot NMT by back-translating
directly between the two zero-shot languages and
fine-tuning on the resulting corpus. Park et al.
(2017) combined both of these methods and also
included NMT-generated sentences on the target
side of the pseudo-parallel corpora.

2.2 NMT with Monolingual Data

This paper builds off the idea of back-translation
in order to incorporate pivot-language monolin-
gual data into NMT. Back-translation was intro-
duced for NMT by Sennrich et al. (2016a). This
technique consists of first training a target→source
NMT system and using that to translate the target
monolingual data into the source language. The
resulting pseudo-parallel source→target corpus is
used to augment the training of the final system.

Several methods for improving back-translation
have also been proposed. Zhang and Zong (2016)
extended back-translation to monolingual source-
language data by using the initial system to trans-
late the source data to the target and re-training
on the resulting pseudo-parallel corpus. Niu
et al. (2018) augmented multilingual NMT with
back-translation. They trained a single model
for source→target and target→source translation,
used that model to back-translate source and target
monolingual data, and fine-tuned the model on the
back-translated corpora.

3 Zero-Resource NMT with Pivot
Monolingual Data

In this paper, we concentrate on zero-resource
NMT between two languages X and Y given a
pivot language Z. We assume access to X↔Z and
Y↔Z parallel corpora, but no direct X↔Y paral-
lel corpus. Our goal is to use additional monolin-
gual data in the pivot language Z to improve both
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(a) An initial multilingual NMT model is trained on source↔pivot and target↔pivot parallel data (section 3.1).
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(c) The source’→target’ and target’→source’ pseudo-parallel corpora are used to train the final NMT system from scratch or
fine-tune the initial model (section 3.3). In practice, we concatenate this data with a subset of the original parallel data (not
shown here).

Figure 1: Illustration of the basic steps in our zero-resource NMT model using pivot-language monolingual data.

X→Y and Y→X translation simultaneously. Fig-
ure 1 gives an overview of our proposed method.

3.1 Initial Multilingual Models

We start by giving an overview of the multilin-
gual NMT models that are used as the basis for
our experiments. Here, we do not consider single-
directional bilingual NMT models, only multilin-
gual NMT models. This is because we would like
to translate directly between language X and lan-
guage Y at inference time without using the pivot
language; translating through the pivot language
would double the amount of time it takes to trans-
late and potentially lead to information loss or er-
ror propagation. In this work, we also do not con-
sider the case of adding monolingual data from
the main languages of interest (X and Y), although
such data would likely further improve translation
quality.

Our initial multilingual NMT model is based on
the model introduced by Johnson et al. (2017), al-
though here we use the transformer architecture
(Vaswani et al., 2017). We train the initial model
on mixed X→Z, Z→X, Y→Z, and Z→Y paral-

lel data and use tags at the beginning and end of
each source sentence to indicate the desired target
language. We shuffle all of the data together ran-
domly, regardless of source and target language.
We do not employ any extensions to the zero-shot
architecture (Arivazhagan et al., 2019; Lu et al.,
2018; Platanios et al., 2018), although the meth-
ods described here could easily be applied to such
extensions as well.

3.2 Back-Translation of Pivot Monolingual
Data

We turn now to the task of leveraging the mono-
lingual corpus in the pivot language Z to improve
the multilingual NMT models. We aim to improve
only X→Y and Y→X translation, without regard
to performance on the other language pairs that
are included in the multilingual system (X↔Z and
Y↔Z).

First, we use the initial multilingual model de-
scribed in section 3.1 to back-translate the mono-
lingual pivot data into both languages of interest
(X and Y). Since the initial multilingual model
was trained on both these directions (Z→X and



102

Method Back-Translated Data Training Regime
pivot from scratch BT-pivot train from scratch
pivot fine-tune BT-pivot fine-tune initial model
pivot-parallel combined BT-pivot + BT-parallel fine-tune initial model

Table 1: Summary of the proposed methods for zero-shot NMT using pivot-language monolingual data.

Z→Y), we expect it to do reasonably well at
back-translation. Thus, for each sentence in the
Z monolingual corpus, we have its translation in
both X and Y, so we can create a pseudo-parallel
corpus X’↔Y’ (where the prime symbol indicates
machine-translated text). We concatenate both di-
rections (X’→Y’ and Y’→X’) together to create
our back-translated pivot (BT-pivot) corpus. This
resulting corpus contains synthetic data on both
the source and the target side.

3.3 Using the BT-Pivot Corpus

The BT-pivot corpus uses the monolingual cor-
pus from the pivot language Z to create a direct
pseudo-parallel corpus between the two languages
of interest, X and Y. In this section, we introduce
three methods for using this BT-pivot data to cre-
ate a zero-resource NMT system for X↔Y trans-
lation. In all cases, we concatenate the BT-pivot
corpus with a subset of the original training data
to train the zero-resource models; in preliminary
experiments, we found that using some original
training data yielded slightly higher BLEU scores
than training on back-translated data alone. We
take only a subset of the original parallel training
data rather than the entire corpus in order to cut
down on training time.

We dub our first method pivot from scratch. In
this method, we discard the initial NMT model and
train a new NMT model from scratch using the
BT-pivot data (concatenated with the subset of the
original parallel corpora). We use the same model
hyperparameters as for the initial NMT model.

Our second method, pivot fine-tune, is similar
to the first: both methods use the BT-pivot data
(along with the subset of the original parallel data).
However, for pivot fine-tune, we use the BT-pivot
data and the subset of the parallel data to fine-tune
the original multilingual model described in sec-
tion 3.1, rather than training a new model from
scratch.

Finally, we propose a pivot-parallel combined
method. This method also fine-tunes the original
multilingual model, but uses an augmented fine-

tuning dataset. In addition to the BT-pivot cor-
pus and the subset of the original training data, we
add a back-translated parallel (BT-parallel) corpus
generated following Firat et al. (2016) as follows:

1. Use the initial multilingual model to translate
the Z side of the subsetted X↔Z parallel cor-
pus into language Y.

2. Combine the resulting Y’ data with the X side
of the subsetted X↔Z parallel corpus to cre-
ate a Y’→X parallel corpus.

3. Use the initial multilingual model to translate
the Z side of the subsetted Y↔Z parallel cor-
pus into language X.

4. Combine the resulting X’ data with the Y side
of the subsetted Y↔Z parallel corpus to cre-
ate a X’→Y parallel corpus.

5. Concatenate the two back-translated corpora
(X’→Y and Y’→X) to create the BT-parallel
corpus.

The BT-parallel corpus is then combined with the
BT-pivot corpus and the subset of the original par-
allel data and used to fine-tune the initial multilin-
gual model.

Table 1 summarizes the three proposed methods
for zero-shot NMT. The three methods vary in the
back-translated data used (BT-pivot only vs. BT-
pivot and BT-parallel) and in the training regime
(training a new model from scratch vs. fine-tuning
the initial multilingual model). In initial experi-
ments, we also tried a version of the pivot-parallel
combined method that trained a new model from
scratch, although this did not do as well as the
pivot-parallel combined method with fine-tuning.

4 Experimental Setup

4.1 Data
We run our experiments on a high-resource set-
ting: translation between German (DE) and Rus-
sian (RU) using English (EN) as the pivot. The
data comes from the WMT16 news translation
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Corpus Sentences
EN↔DE 4 497 878
EN↔RU 2 500 502
EN monolingual 1 000 000

Table 2: Number of sentences in each training corpus
for the DE↔RU experiments.

task (Bojar et al., 2016). We use all available
parallel corpora for EN↔DE (Europarl v7, Com-
mon Crawl, and News Commentary v11) and
for EN↔RU (Common Crawl, News Commen-
tary v11, Yandex Corpus, and Wiki Headlines)
to train the initial multilingual system, but no di-
rect DE↔RU parallel data. When the parallel
data is used alongside the back-translated corpora
for fine-tuning or re-training from scratch (as de-
scribed in section 3.1), we randomly sample one
million sentences from each parallel corpus.

For pivot (EN) monolingual data, we take a
random subset of one million sentences from the
News Crawl 2015 corpus. Since the goal of this
paper is to study the effectiveness of using pivot-
language monolingual data, we do not use any
DE or RU monolingual data; however, we ex-
pect that such data would also be beneficial. Ta-
ble 2 shows the size of each training corpus af-
ter preprocessing. We use the overlapping DE and
RU sentences from newstest2014 as the validation
set (1505 sentences), newstest2015 as the test set
(1433 sentences), and newstest2016 as the held-
out set (1500 sentences). The overlapping sen-
tences were originally written in English and were
translated by human translators into German and
Russian (Bojar et al., 2016).

All data is tokenized and truecased using the
Moses scripts (Koehn et al., 2007). We use a joint
byte pair encoding (Sennrich et al., 2016b) vocab-
ulary for all three languages (DE, EN, and RU)
trained on all parallel data with 50k merge opera-
tions. Similarly to Johnson et al. (2017), we use
tags at the beginning and end of the source sen-
tence to indicate the desired target language.

4.2 Models

All models in our experiments are based on the
transformer architecture (Vaswani et al., 2017).
We use the Sockeye toolkit (Hieber et al., 2017)
to run all experiments. We find that the default
Sockeye hyperparameters work well, so we stick
with those throughout. We use beam search with

beam size 5 both when back-translating and dur-
ing inference.

4.3 Baselines

Initial Models Without Monolingual Data
We compare our models to three baselines that are
trained without any monolingual data. We refer to
these baselines as initial models because they are
used as the basis for our proposed models: we use
them to generate the BT-pivot data and we fine-
tune them using the generated data to create our
proposed models.

The first baseline is a multilingual model based
on Johnson et al. (2017), but we use the trans-
former architecture and add target language tags
at both the beginning and end of the source sen-
tences. This multilingual model is trained on
the English↔German and English↔Russian par-
allel data. We evaluate this model both with
direct (zero-shot) translation (German→Russian
and Russian→German) and with pivot translation
through English.

Secondly, we consider the zero-resource NMT
method proposed by Lakew et al. (2017). This
method consists of selecting sentences from the
DE↔EN parallel corpus and back-translating
them from DE into RU, resulting in a RU’→DE
pseudo-parallel corpus. The same is also done
with the RU↔EN parallel corpus to create a
DE’→RU pseudo-parallel corpus. These corpora
are then concatenated with the original parallel
data and used to fine-tune the multilingual model.
This zero-resource method is only evaluated on
direct DE→RU and RU→DE translation (not on
pivoting through EN).

We also compare our models to a zero-resource
baseline based on the technique introduced by Fi-
rat et al. (2016). This method fine-tunes the initial
multilingual model with the BT-parallel corpus de-
scribed in section 3.3 (concatenated with the ori-
gial data). Like the other zero-resource baseline,
this baseline is only evaluated on direct translation
(not on pivot translation).

Baselines with Monolingual Data
In addition to the initial models, we compare
our proposed zero-resource NMT methods to two
baselines trained with monolingual EN data. For
both of these baselines, we evaluate both direct
zero-shot translation and pivot translation through
EN.
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RU→DE DE→RU
BLEU test held-out test held-out

initial models

multilingual direct 15.2 14.5 3.4 2.7
multilingual pivot 21.7 20.2 21.3 19.3
Lakew et al., 2017 14.4 13.2 19.4 17.0
Firat et al., 2016 21.0 18.3 22.6 20.7

baselines

copied corpus direct 10.2 9.5 3.7 3.1
copied corpus pivot 21.1 19.9 20.9 18.9
back-translation direct 14.8 14.1 3.7 2.9
back-translation pivot 22.4 20.9 22.3 20.4

proposed models
pivot from scratch 22.3 21.5 23.0 20.6
pivot fine-tune 22.4 21.5 23.0 20.3
pivot-parallel combined 22.5 21.6 23.6 21.1

Table 3: BLEU scores for the initial multilingual models and zero-resource models without monolingual data,
for the baselines with pivot monolingual data, and for our proposed zero-resource models with pivot monolingual
data. We report results on the test set (newstest2015) and the held-out set (newstest2016). For the baselines and
the initial multilingual models, we use consider both direct (zero-shot) and pivot translation.

The first is based on the copied corpus method
of Currey et al. (2017). We train an identi-
cal model to the initial multilingual model, but
with additional EN→EN pseudo-parallel training
data from the EN monolingual corpus. Thus,
this model is trained on DE↔EN, RU↔EN, and
EN→EN data. We do not fine-tune this model
with any pseudo-parallel data.

The second baseline we consider is back-
translation (Sennrich et al., 2016a). Starting from
the trained multilingual model, we back-translate
the EN monolingual data into both DE and RU,
then fine-tune the multilingual model on the origi-
nal training data, plus the DE’→EN and RU’→EN
pseudo-parallel corpora.

5 Results

Table 3 shows translation performance (as es-
timated by BLEU score) for our main experi-
ments. We display results for initial multilingual
models without any monolingual data (rows 1–
4), for copied corpus and back-translation base-
lines using the monolingual data (rows 5–8), and
for our proposed zero-resource models (rows 9–
11). For the initial multilingual model and for
the copied corpus and back-translation baselines,
we consider both direct source→target transla-
tion and translation through the pivot language
(source→EN→target).

5.1 Initial Models Without Monolingual Data

For the multilingual baseline, direct
source→target translation does very poorly for
DE→RU. Although the performance is somewhat
more reasonable for RU→DE, direct translation
still lags far behind pivot (source→EN→target)
translation for this model. Our results differ
from those of Johnson et al. (2017), who showed
reasonable performance in both directions for
zero-shot translation. However, they tested their
zero-shot systems only on closely related lan-
guages or very large-scale multilingual systems,
whereas we use somewhat smaller training sets
and distantly related languages. This might be an
explanation for the discrepancy in results.

Both zero-resource models (Lakew et al., 2017
and Firat et al., 2016) outperform the multilingual
baseline overall for direct translation. In addi-
tion, the latter closes the gap with the pivot trans-
lation baseline for DE→RU and almost closes it
for RU→DE. Thus, fine-tuning on back-translated
parallel data is very helpful in improving zero-
resource NMT. In the next sections, we evalu-
ate methods for further improving zero-resource
NMT using EN monolingual data.

5.2 Baselines with Monolingual Data

The results for the copied corpus and back-
translation baselines (using both direct and pivot
translation) are shown in rows 5–8 of Table 3.
Both models are unable to translate well using
only direct translation, but when pivot translation
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is used, their performance improves. In partic-
ular, the back-translation pivot baseline achieves
slightly higher BLEU scores overall than any of
the initial models trained without monolingual
data.

Currey et al. (2017) showed that the copied cor-
pus method was useful for adding target-language
monolingual data to NMT training. Here, we see
that the same method is not beneficial (and in fact
is slightly harmful compared to the baseline) for
adding pivot-language monolingual data to NMT.
This could be because the copied corpus is used
here to improve translation directions that are not
of interest (i.e. translation into and out of English,
rather than DE↔RU translation).

5.3 Proposed Models with Monolingual Data

We display the results for our three proposed mod-
els in the last three rows of Table 3. Compared
to the best pivot-based model (back-translation),
the pivot from scratch and pivot fine-tune models
perform slightly better overall in both translation
directions (DE→RU and RU→DE). Additionally,
the pivot-parallel combined model improves over
the best pivot-based model by about 1 BLEU
for DE→RU and also does slightly better for
RU→DE. This BLEU gain is especially interest-
ing since the proposed models do not require two-
step inference, unlike the back-translation pivot-
based model.

Comparing to the best direct translation model
(the zero-resource model based on Firat et al.,
2016) leads to similar conclusions. The pivot from
scratch and pivot fine-tune methods do similarly
to this baseline for DE→RU translation and im-
prove over it by 1.3–3.2 BLEU for RU→DE trans-
lation. For the pivot-parallel combined model, the
gains over the baseline for DE→RU are stronger
than for the other two methods, and the gains for
RU→DE are similar. Thus, we have shown that
adding pivot-language monolingual data through
these methods can strongly improve zero-resource
NMT performance.

All three of our proposed models improve over
a strong direct translation baseline and perform
similarly to or better than a pivot-based translation
baseline that uses EN monolingual data without
requiring the two-step inference process necessary
for pivot-based translation. The pivot from scratch
and pivot fine-tune models give similar results,
while the pivot-parallel combined method, which

DE→RU RU→DE
BLEU iter 1 iter 2 iter 1 iter 2
from scratch 23.0 23.0 22.3 22.7
fine-tune 23.0 23.3 22.4 22.8
combined 23.6 22.7 22.5 21.2

Table 4: BLEU scores for the proposed models on the
test set (newstest2015). We show BLEU scores for one
and two iterations (iter 1 and iter 2).

adds in the back-translated parallel corpus, yields
the best BLEU scores out of all models across the
board.

6 Iterating the Proposed Models

Inspired by Hoang et al. (2018) and Niu et al.
(2018), we study whether iterating the pro-
posed models can improve translation perfor-
mance. Starting from the trained models from sec-
tion 5.3, we run a second iteration as follows:

1. Back-translate the same EN data using the
new model to create a new BT-pivot corpus
(as described in section 3.2).

2. For the pivot-parallel combined method,
back-translate the EN side of the parallel data
as well (following Firat et al., 2016).

3. Fine-tune the model or train the model from
scratch using the new data concatenated with
the subset of the original parallel data (as de-
scribed in section 3.3).

Table 4 shows the performance on the test
dataset (newstest2015) when a second iteration of
back-translation and training is performed. For
the pivot from scratch and pivot fine-tune meth-
ods, we see small gains (up to 0.4 BLEU) from
running a second iteration. These small improve-
ments help the pivot from scratch and pivot fine-
tune methods catch up to the single-iteration ver-
sion of the pivot-parallel combined method. On
the other hand, running a second iteration is very
costly in terms of training time, since it requires
another back-translation step and another train-
ing step. For the pivot-parallel combined model,
which was the best-performing model with one it-
eration, adding a second iteration damages perfor-
mance in terms of BLEU score. This seems to
match the results of Hoang et al. (2018) that in-
dicate that there are diminishing returns as more
iterations are added.
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7 Conclusions

This paper introduced the task of zero-resource
neural machine translation using pivot-language
monolingual data. We introduced a way of gen-
erating a pseudo-parallel source↔target training
corpus using the monolingual pivot-language cor-
pus, and we showed three ways of leveraging this
corpus to train a final source↔target NMT sys-
tem. All three methods improved over strong base-
lines that used both direct source→target transla-
tion and pivot translation through EN; the pivot-
parallel combined method was the most success-
ful.

Our proposed paradigm has several benefits.
First, it shows that monolingual data from a lan-
guage other than the source and target languages
can aid NMT performance, complementing litera-
ture on using source- and target-language mono-
lingual data in NMT. Second, this paradigm is
architecture-agnostic, so it would be easy to ap-
ply to architectures that improve upon the ba-
sic zero-shot and zero-resource models (e.g. Ari-
vazhagan et al., 2019; Lu et al., 2018; Platanios
et al., 2018). However, the methods we have pro-
posed are not without limitations. First, using the
pivot-language monolingual data might not work
as well when the source and target languages are
closely related; this might be a case where source
and target monolingual data is more useful than
pivot monolingual data. These models also tune a
multilingual NMT system for translation in two di-
rections only (source→target and target→source),
so they would not be applicable in cases where a
single massively multilingual NMT system (Aha-
roni et al., 2019) is required.

In the future, we hope to additionally study the
use of source-language and target-language mono-
lingual data in zero-resource NMT. We would also
like to test our proposed zero-resource methods on
other zero-shot NMT architectures and on other
language pairs. We also think that data selection
methods on the back-translated data (Niu et al.,
2018) could be helpful, since zero-shot multilin-
gual NMT models often generate translations in
the wrong target language (Arivazhagan et al.,
2019).
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