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Context -sens i t ive  g r a m m a r s  in which each rule is 
of the forln a Z f l  - -~ (-*Tfl are acyclic if the associ- 
a ted  context-free g r a m m a r  wi th  the rules Z ~ 3' 

is acyclic. The  prob lem whe the r  an in tmt  s t r ing is 
in the  language  genera ted  by an acyclic context-  
sensi t ive g r a m m a r  is NP-conlple te .  

Introduction 

One of the mos t  well-known classifications of 
rewri te  g r a m m a r s  is the Chomsky  hierarchy. 
G r a m m a r s  and languages  ~Lre of type  3 (regular) ,  
type  2 (context-free),  type  1 (context-sensi t ive)  
or of type  0 (unres t r ic ted) .  I t  is easy to de- 
cide whe the r  a s t r ing  is in ti le language gener- 
a ted  by a regular  or (:ontext-free gra ln tnar .  For 
context-.free g r a m m a r s  inpu t  s t r ings  can be re(: 
ogmzed in a t ime  t h a t  is polynomiM in the length  
of the i npu t  s t r ing as well as in the length  of the 
g r a m m a r .  Ear ley [197(I] ha.s shown a t)ound of 
O([GI2n a) where G is the size of the g r a m m a r  

and  n the length  of the in lmt  string, l/.ecogni- 
l ion  for context -sens i t ive  g ra lnmars  is harder:  i t  
is PSPACE-comple t e  [Garey aaM Johnson,  1979], 
referr ing to [Kuroda, 1964] and  [Karp, 1972 t. 
II.ecognition of type 0 hulguages is undccidat)le 
(see e.g. Lewis and  Papad imi t r i ou  [1981]). 

The  area between context-free g r a m m a r s  and 
context -sens i t ive  g r a m m a r s  is in teres t ing  for two 
rea.sons. First ,  people  have t r ied  to describe nat-  
ura l  languages  wi th  rewri te  g rammars .  Context -  
free g r a m m a r s  do not  seem powerfull  enough to 
descr ihe na tu r a l  languages.  Context-free gram- 
mars  generate  context-free languages.  Na tu ra l  
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languages  are probal)ly not  context-free.  The  
eounte rexamples  of sentences t h a t  caal not  be 
descr ibed wi th  a context-free g r a m m a r  are al- 
ways a bit  ar t i f ieiah Very big subpa r t s  of nat-  
IlEal languages  are context-free. A g r a m m a r  for 
na tu rM languages  has  to be only  a bi t  s t ronger  
t h a n  context-free. T h a t ' s  why we are in te res ted  
in g r a m m a r s  t h a t  are between context-free and 
context-sensi t ive.  

The  second perspec t ive  is the one of efficient 
proeessabil i ty,  lu  a context-free model ,  sentences 
can be processed el lMently.  In a context -sens i t ive  
one, they can not. I t  is very  in te res t ing  to know 
where the border  lies: in which models  sentences 
can be processed efficiently and  in which ones they  
Call not'? 

In ti le 60's and  70's, a t t e m p t s  have been made  
to pu t  res t r ic t ions  on context -sens i t ive  g r a m m a r s  
in order  to genera te  context-fl-ee lmtguages.  Ex- 
a:mples are Book [1972[, t i l l )bard  [1974] and  Gins- 

burg  aud  Greibaeh [1966 I. Baker  [1974] has  shown 
t h a t  these me thods  come down to tile same more 
or less. They  all  block the use of eontex~ to 
pass in format ion  th rough  the str ing.  Book [1973] 
gives ;m ow~rview of a t teHtpts  to genera te  context-  
flee languages  wi th  non-context-free g rammars .  
How to res t r ic t  p e r m u t a t i v e  g r a m m a r s  in order  
to generate  context-free languages  is descr ibed in 
MiLkkinen [1985]. 

t ' e te rs  3r. and  Ritchie  [1973] proposed  a lin- 
guisticMly m o t i v a t e d  chaatge in the defini t ion of 

the not ion g r a m m a r .  Subsequent  rep lacements  
in a s t r ing  are relflaced by node admiss ib i l i ty  
cons t ra in t s  in the parse  trees of sentences in a 

con(ext.-flee g r a m m a r .  However, this  formal i sm 
leads to genera t ion  of context-free 1,'mguages too. 
The approach of res t r ic t ing  g ramlnaxs  such t h a t  
they genera te  context - t ree  languages  does not  
seem in teres t ing  from the na tu r a l  l anguage  per- 
spect ive nor fi'o~l the efficiency perspect ive .  Thc  
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oMy advantages  of tlfis kind of res t r ic t ions  lie in 
the possibi l ty  to describe a context-free language 
in a different way, which may  be easier for some 

purpose .  

Ano the r  a rgument  agMnst  blocking informat ion  
[/3aker, ] 974] is the problem of unbounded depen- 

dencies. Unbounded  dependencies  are dependen-  
cies over an mlbounded  distance.  Wh-movcment  
is an examI)le of it. The number  of unbounded  de- 
pendencies  in naturM hmguage  is (almost)  always 
res t r ic ted.  Models  t h a t  res t r ic t  the amount  of in- 
format ion t h a t  can be sent seem to come closer to 
models  of hummL language than  models  res t r ic t  
the distance over wlfich in format ion  can be sent. 

In  the  70's and 80's a t t en t ion  has  shif ted to 
the perspec t ive  of efficient processing. Context -  
sensit ive g r a m m a r s  have been res t r ic ted  so t h a t  
complexi ty  of recognit ion lies somewhere  between 
7 ) S P A C $  and  T'. Book [1978] has  shown t h a t  
for l inear t ime context-sensi t ive g r a m m a r s  recog- 
n i t ion is NP-comple te  even for (some) fixed gram- 
mars .  l~ l r thermore  there  is a resul t  t h a t  recog- 
n i t ion  for growing context-sensi t ive g r a m m a r s  is 
t )olynomial  for tLxed g r a m m a r s  [Dalflhaus and 
W a r m u t h ,  t986]. This  art icle also tries to define 
a bo rde r  between nearly-eflicient and  just-efficient 
nmdels .  

We can define the not ions uniform (or univer- 
sal) recogni t ion and recognit ion for a fixed gram- 
m a r  as follows. 

U N I F O R M  R E C O G N I T I O N  
INSTANCE:  A g r a m m a r  G and  a s t r ing w. 
QUESTION:  Is w in the language  genera ted  by G 
? 

The  g r a m m a r ,  as well ms the inpu t  s t r ing  are in- 
pu t s  for the problem (these two types  of inpu t  are 
easi ly confused!). The uni form recognit ion prob- 
lena is one problem. 

There  are infini tely m a n y  other  problems:  

Suppose  we have a g r a m m a r  G. 

R E C O G N I T I O N  FOR,  F I X E D  G R A M -  
M A R  G 
INSTANCE:  A str ing w. 
QUESTION:  Is w in the  language genera ted  by G 
v 

Things  are ge t t ing  even more difficult when we 

say th ings  fikc: "For every g r a m m a r  G RECOG-  
N I T I O N  FOR FD(ED G R A M M A R  G . . . " .  The 

difference between uniform recognit ion and  recog- 
n i t ion for all fixed G can be i l lus t ra ted  wi th  an 
example  from Bar ton  Jr. ,  Berwick and l~istad 
[1987]. They show tha t  uni form recogni t ion for 
unordered context-free g r a m m a r  (UCFG) can be 
done in t ime  O(21C;In3). I t  has  not  been shown 

t h a t  the mfiform recogni t ion prob lem is in 3 ° .  For 
every G, however, t i le fixed recogni t ion problem 
can be solved in t ime  O(n  3) and  all these problems 
are in 7 ~. Ba r ton  Jr. ,  Berwick and Ris tad  [1987] 
show the problem to be po lynomia l  for any fixed 
g r a m m a r  by a compi la t ion  step. The  UCFG is 
compiled into a big context-free g rammar .  They  
use th is  g r a m m a r  and  the  Ear ley a lgor i thm in or- 
der to prove a po lynomia l  bound.  Jus t  forget t ing 
abou t  the g r a m m a r  size (replacing IGI by a con- 
staslt) gives a po lynomia l  bound too. I t  is not  
clear why Bar ton  Jr. ,  Berwick and R i s t ad  [1987] 
always associate the fixed g ra rnmar  prob lem wi th  
compi la t ion  (cf. the i r  pp. 27-30, 64-79 and  202- 
206). 

This  art icle is abou t  uni form recogni t ion for one 
type  of res t r ic ted  context-sensi t ive  g rammars ,  the 
acyclie context  sensit ive g r a m m a r s  (ACSG's) .  We 
prove i t  to be NP-complete .  This  means  they  are 
as complex as the  Agreement  G r a m m a r s  and the 
Unordered  CFG's  of Bar ton  Jr. ,  Berwick and  Ris- 
t ad  [1987]. ACSG's  are the  pure  rewri te  gram- 
mars  in this  group. They  fit in the  Chomsky  hi~ 
erarchy. 

The Uniform Recognition Problem 

PSPACE--complete 

NP--complete 

P 

One might  ask when  we can use acycfic context-  
sensit ive g rammars .  One can use t h e m  every- 
where where one wants  to use context-sensi t ive  
granlmars .  Bu t  one has  to be careful: cycles 
are not  allowed. This  p roper ty  of acycl ic i ty  can 
be checked easily 1. For mos t  purposes  one does 
not  need cycles a t  all. One field where  context-  
sensit ive g r a m m a r s  can be used is e.g. morphol-  
ogy. Charac te rs  in a word are often changed when 

1 It is much easier than checking whether a CSG is t~ lin- 
ear time CSG as defined by Book [1978]. One has to reason 
about length of possible derivations. In ACSG, derivations 
a.t'e short as a result of their acyclicity. 
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some suffix is added .  These  changes  in a word  

are  contex t -sens i t ive  aald c a n  be  desc r ibed  by  a 

con tex t - sens i t ivc  g r a m m a r .  Once  a c h a r a c t e r  is 

c h a n g e d ,  we n o r m a l l y  do no t  wan t  to change  it 
back ,  t he  g r a m m a x  we use  is a n  acychc  one. 

T h e  complex i ty  of recogni t ion  for A C S G  is 
lower t h m t  in the  u n r e s t r i c t e d  case (CSG,  wi th  
complex i t y  P S P A C E )  because  we re s t r i c t  the  
amount of i n f o r m a t i o n  t h a t  c a n  be  passed  t h r o u g h  

the  sen tence .  T h e  n u m b e r  of messages  t h a t  e~'ut be  
sen t  is l imi ted  ( and  we do no t  block the  messages  
b y  ba r r i e r s  as in B a k e r  [1974] !). In the  unre-  

s t r i c t ed  case we c a n  s end  messages  t h a t  leave no 
trace. E.g.  a f t e r  a message  t h a t  changes  0~s into 
l~s we c a n  send  a message  t h a t  does  the  reverse.  

In send ing  a message  f r o m  one pos i t ion  in the  sen- 
t ence  to  another~ the  i n t e r m e d i a t e  symbo l s  are  no t  

chazlged.  In  f ac t  t hey  are  c h a n g e d  twice: back  
a n d  for th .  W i t h  acycl lc  context -sens i t ive  g r a m -  

m a r s ,  th is  is n o t  possible.  E v e r y  messages  leaves 
a t r a c e  aatd the  a m o u n t  of i n f o r m a t i o n  t h a t  ca~t 
b e  sent, is r e s t r i c t ed  b y  the  gr~munar .  

D ef in i t i on s  

A grammar is a 4 - tup le ,  G = (V, E,  R ,  S) ,  where  
V is a se t  of symbols ,  :E C V is t he  set of t e r m i n a l  
symbol s .  R C V ~ x V* is a re la t ion  defined on  

s t r ings .  E l emen t s  of _R arc  cal led rules.  S E V \ 
is t he  s t a r t s y m b o l .  

A g r a m m a r  is context-sensitive i f  each  rule is 

of t he  f o r m  aZf l  ---* ¢~7fl where  Z ff V \ E ; 
c¢,/~, 7 G V* ; 7 5 L e. A g ranLmar  is context-free 
i f  each  rule  is of  the  f o r m  Z -~ 3' where  Z C V \ 

; T E V * .  

Derivability (-%) be tween  s t r ings  is def ined as fol- 

lows: uc~v ~ uflv (u,v,c*,fl E V*) iff (~ , f l )  E R.  

T h e  t r ans i t ive  c losure  of  -% is d e n o t e d  by  =L~. T h e  

t r ans i t ive  rettcxive closure of =4- is d e n o t e d  by 
:~ .  T h e  language g e n e r a t e d  by  G is def ined ms 

L(G) = {w E E* I S ~ w}. 

A derivation of  a s t r i ng  ~ is a sequence  of s t r ings  

z l , x2 , . . . , x ,~  wi th  xa = S,  for  "all i (1 < i < n) 

Xi =2- X i + l  a n d  X n = ~. 

A con tex t - f ree  g r a m m a r  is acyclic if the re  is no 

Z E V \ E  such  t h a t  Z ~+ Z. T h i s i m p h e s  t h a t  

t h e r e  is no s t r i ng  a E V* such  t h a t  cr ~ a .  

We can  m a p  a contex t -sens i t ive  g r a m m a r  G onto  
i ts  associated contex t - f ree  g r a m m a r  G ~ as follows: 

If  G is ( V , E , R , S )  t hen  G' is ( V , E , R ' , S )  where  

for every rule  aZf l  -~ oeTfl E R t he re  is a rule 
Z -~ 7 ff R r. T h e r e  axe no o t h e r  rules  in R I. 
Note  t h a t  t he  assoc ia ted  g r a m m a r  does  no t  con- 
t a in  e m p t y  p r o d u c t i o n s .  

We cefll G aeyclic iff the  a s soc i a t ed  con tex t - f l ee  
g r a m m a r  C is acycllc.  

The  n o t a t i o n  we use for  con tex t - sens i t ive  rules  
is ms follows: t he  rule aZf l  ---* ceTfl is w r i t t e n  

as Z -~ [ a l l [ a ~ ] . . . i a k l  3' [flllL621 . . . [ f i l l  with 
~ : C~la2.. .¢~k a n d f l  = f l l f l2. . . f l l ,  ai,flj  E V 
(l < i < k , l  < j_<l).  

A n  example  of a con tex t - sens i t ive  g r a m m a r  w i th  
the  c o r r e s p o n d i n g  con tex t - f l ee  rules  is: 

con tex t - sens i t ive  rules  con tex t - f ree  p a r t  

1 -~ [0] 2 1 ~ 2 

0 - ~  i [21 0 -~ 1 
2 - ,  [1] 0 2 - ~  0 

This  contextMsensitive g r a m m a r i s  cyclic.  I r i s  able 
to p e r m u t e  (}'s a n d  its ,  

R e c o g n i t i o n  i s  N P - c o m p l e t e  

U N I F O R M  R E C O G N I T I O N  F O R  
A C Y C L I C  C O N T E X T - S E N S I T I V E  

G R A M M A R  
I N S T A N C E :  A n  acyehc  con tex t - sens i t ive  g r a m -  
m a r  G = (V, Z , R , S )  a n d  a s t r i n g  w G E*. 

Q U E S T I O N :  Is w in the  l a n g u a g e  g e n e r a t e d  b y  G 
? 

T h e  p r o o f  can  be  f o u n d  in A a r t s  [1991b]. To 

prove t h a t  i t  is in N P  wc have  to  prove  t h a t  
der iva t ions  ill A C S G ' s  aa'e s h o r t  (have p o l y n o m i a l  
l ength) .  Tiffs follows f r o m  the  fac t  t h a t  der iva-  
t ions  in con tex t - f ree  g r a m m a r s  have  p o l y n o m i a l  
l eng th .  Der iva t ions  in a n  acycl ie  C S G  are  iden-  
t ical  wi th  de r iva t ions  in t he  a s soc i a t ed  con tex t -  

free g r a m m a r .  T h e  p r o o f  of N P - h a r d n e s s  is m o r e  
compl i ca t ed .  T h e  k n o w n  N P - h a r d  p r o b l e m  3-SAT 
can  be  r e d u c e d  to  U N I F O R M  R E C O G N I T I O N  
for A C S G .  A n y  3-SAT f o r m u l a  c a n  be  t r a n s l a t e d  
in a g r a m m a r  a n d  a n  i n p u t  for ACSG-recogu l t i on .  
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Recognizing Power 

Any context-free grammar can be transformed 
into ant acyclic context-free grammar without loss 
of recognizing power. A cycle can be removed 
by introduction of a new symbol. This sym- 
bol rewrites to any member of the cycle. Any 
context-free grammar with empty productions 
can bc changed into a context-free grammar with- 
out empty productions that  recognizes the same 
language. There's one exception here: languages 
containing the empty string can not be generated. 
Any acyclic context-free grammar withont empty 
productions is an acyclic context-sensitive granl- 
mar. Therefore, ACSG's recognize all context-free 
10alguages tha t  do not contain the empty word. 

Furthermore, acyclic context-sensitive grana- 
mars recognize languages tha t  are not context- 
free. One example is the language 

{anb2~c** I n  > 1} 

This language is recognized by the grammar ("X" 
is a nouternfinM): 

X ~  [A] A B B  [B] B - ~ [ A ] X [ X ]  A - 4 a  
x -~ IX] B B[B] B - .  [B] X [Xl B -~ b 
X - , [ X ] B n C [ C ]  ~ ~ [ B ] X [ C ]  C~e 

S -~ A B B C 

A d e r i v a t i o n o f " A A B B B B C C "  

S ~ A B B C - ~ A B X C ~ A X X C ~  
A X B B C C ~ A A B B B B C C ~  
a a b b b b c c .  

With  the pumping lemma one caal prove that  the 
l~tbmage is not context-free. 

Discuss ion 

We have proved that  UNIFORM RECOGNI- 
TION FOR. ACYCLIC CONTEXT-SENSITIVE 
Gf[AMMAR is NP-complete. It turns out to 
be important  for complexity of recognition with 
context-sensitive grammars whether sending in- 
formation leaves a trace. 

We have reduced 3-SAT to the uniform recog- 
nition problem for acyclic context-sensitive gram- 
mars. Every 3-SAT formula results in a different 
grammar. Probably it is not possible to construct 
an acyclic context-sensitive grammar that  recog- 
nizes all 3-SAT formulas. My conjecture is that  

ACSG-recognition is not NP-hard for any fixed 
grammar. If this is not true, there would exist a 
grammar that  recognizes all 3-SAT formulas. For 

this grammar the recognition problem would be 

NP-hard. In such a grammar, not every 3-SAT 
variable is encoded in a different symbol in the 
grammar. The variables are numbered and their 
numbers are encoded in sequences of O's and l ' s  
e . g . .  A grammar that  recognizes all 3-SAT for- 
muta's must be able to compare such sequences. 

It must e.g. be able to recognize tile language 
{ww I w • V*}. I f w i s  anumber ,  two numbers 
are compared. Context-sensitive grammars can 
recognize ww. Some can even recognize all 3-SAT 

formula's. 

ACSG's are not that  strong. They can not even 
recognize ww. Any ACSG can compare only a 
fixed number of characters (only fixed amounts of 
information cazt be sent). Therefore my conjec- 
ture is that  the recognition problem for any fixed 
grammar is not so hard: it 's polynomial. Chart  
parsers for ACSG have been designed and imple- 

mented [Aarts, 1991]. They recognize inputs for 
many hard grammars in polynomial time. It is 
hard to prove, however, that  they run in poly- 
nomial time for every grammar. If i t  could be 
proved, complexity of ACSG-recognition is similar 
to complexity of UCFG-recognition: NP-complete 
for the uniform case and a known algorithm that  
runs in time something like O(21GIna)) (polyno- 
mial in n but not in G). 

The polynmnial bound (which has not been 
proved yet) would be an explanation of the fact 
that  humans can process language efllcicntly. Hu- 
mans have a fixed grammar in mind which does 
not change. The complexity of recognition with a 
fixed grammar should be compared with the speed 
of human language processing. The arguments 
of Barton Jr., Berwick and Ristad [1987] against 
this are based on two kinds of arguments. The 
first has to do with compilation or preprocessing. 
We have polynomial bounds without compilation 
or preprocessing (just fix IGD. These arguments 
do not seem to hold. The other ones have to do 
with language acq~fisition. When a child is learn- 
ing a language, the grammar she uses is changing. 
At every sentence utterance or understanding the 
graramar seems to be fixed. The difference be- 
tween uniform recognition and recognition for any 
fixed grammar is that  small tha t  we can not draw 
conclusions about what kind of processing chil- 
dren perform when learning a language. 
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