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Abstract 

This paper  describes Word Manager, a system which 
is cur ren t ly  the object of a research project  at the 
Universi ty of Zfirich Computer  Science Depar tment .  
Word Manager  suppor t s  the definition, access and  
m a i n t e n a n c e  of lexical da tabases .  It comprises  a 
fo rma l  l a n g u a g e  for the  i m p l e m e n a t i o n  of 
morphological  knowledge.  This  formal l anguage  is 
in tegra ted  in  a graphics-or iented ,  high-level  use r  
Interface and  is language independent. The project is 
now in  the prototyping phase  where par t s  of the 
software are pretty far advanced (the user  interface) 
a n d  .o thers  are s t i l l  r u d i m e n t a r y  (the ru le  
compi l c r / run t ime  system). The design of the system 
was s t rongly inf luenced by  Koskenniemi ' s  two-level 
model  / K o s k e n n i e m i  1983/ ,  its successors  / B e a r  
1986/ ,  / B l a c k  1986/ ,  /Bor in  1986/ ,  / D a r ympl e  
1987/ ,  the ANSI-SPARC 3-Schema Concept  /ANSI- 
X3-SPARC 1975/  and visual  programming techniques  
/Bocker  1986/ ,  /Myers  1986/ :  We will focus the 
discuss ion on one aspect: the user interfacing for the 
construction of the lexlcal data base. 

I. Introduction 

As i have argued elsewhere /Domenig  1986, 1987a, 
1987b/ ,  a dedicated system yields m a n y  advantages  
for the imp lemen ta t i on ,  use  and  m a i n t e n a n c e  of 
lexical  d a t a b a s e s .  The func t i ona l i t y  of g e n e r a l  
purpose  da tabase  management  s y s t ems  - e.g. 
relat ional  ones - ls too limited for lexlcal da tabases  
because  they are no t  t uned  to the task  at  hand;  In 
part icular ,  they do not  provide for a formalism which 
is su i ted  to descr ibe linguistic knowledge.  The 
reason wily we would like to have such  a formalism is 
tha t  it allows us  to take advantage of a computer ' s  
processing abilities, i.e. we may  cons t ruc t  a lexieal 
da t abase  which is n o t  only a collection of pure ly  
's tat ic '  i n fo rma t ion  - a set  of en t r i es  - b u t  has  
'dynamic  ~ capabilit ies.  For instance,  the lat ter  might  
be t ha t  it can  ana lyse  and  genera te  inflected or 
composed word forms. "What would be the advantage 
of that?" one might  ask. "It is no problem to add on 
these capabi l i t ies  to a pure ly  'static '  set  of ent r ies  
s tored wi th in  a commerc ia l ly  avai lable  database 
m a n a g e m e n t  system by writing programs in  the host  
language to this systemI" 

The answer  is: there are a lot of advantages and  
I hope to clarify some of them in  this  paper.  A 
dedicated system suppor ts  the construct ion,  use  and  
ma in t enance  of lexical da tabases  m u c h  more directly 
t han  a general purpose database  managemen t  system 
in c o n j u n c t i o n  with a conven t iona l  p r o g r a m m i n g  
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language interface. Word Manager was  designed as 
s u c h  a sys tem,  whereas  Word Manager does not  
necessar i ly  manage  all the informat ion stored in  a 
lexical da tabase .  At this  stage of the project,  it 
manages  only morphological knowledge, i.e. it would 
be quite feasible to use it as a front-end to a database 
managed by a general purpose system. 

2. Overview of  the user interfacing 

Word Manage r  d i s t i n g u i s h e s  two qui te  different  
Interfaces for the cons t ruc t ion  and  m a i n t e n a n c e  of 
lexical da tabases :  one for the specification of what  I 
term conceptual knowledge (l inguist  interface) and  
one for the  spec i f ica t ion  of wha t  I call  n o n -  
conceptual knowledge ( lexicographer interface). The 
former is the place where the kind of morphological 
knowledge is defined which can be typically found In 
grammars ,  the latter is a dialogue-oriented interface 
for the entering of the bu lk  of the data. 

The re la t ionship  between the two Interfaces is 
one of a s t rong dependency,  i.e. the lexicographer 
interface depends  very m u c h  on the specifications In 
the  l i n g u i s t  in te r face .  Much  of the m a c h i n e -  
lexicographer dialogue can be inferred automatical ly  
from these  specifications.  The formalism employed 
in the l inguist  interface was designed to be powerful 
enough  to i m p l e m e n t  morphological  knowledge of 
several  n a t u r a l  l anguages  on the one hand ,  yet  
dedicated enough to be easy to handle  for l inguists .  
Moreover, it provides the oppor tuni ty  to exper iment  
wi th  d i f fe rent  c o n c e p t u a l  a p p r o a c h e s  w i t h i n  a 
cer ta in  framework. The following section will oufline 
it. 

3. The specif ication of  morphological  knowledge in 
the linguist interface 

The l i n g u i s t  in te r face  is conceived as a h ighly  
controlled env i ronment  which takes advantage of the 
latest hard-  and  software technology. This means  that  
the u se r  does not  communica t e  with the computer  
on the level of its operat ing system except for when  
the app l i ca t i on  is s ta r ted .  On the  level of the  
opera t ing  sys tem,  each morphological  knowledge 
specification is represented by a so-called document 
/con (the two r ightmost  icons in Fig. 1 are document  
icons). By mous ing  such  an  icon, the user  may start 
the appl ica t ion and  load the specification stored in 
the document .  Alternatively,  he could s ta r t  it by 
mous i ng  the appl icat ion Icon (the leftmost icon In 
Fig. I is the application icon). Within the applicat ion 
e n v i r o n m e n t ,  e a c h  d o c u m e n t  ( m o r p h o l o g i c a l  
knowledge specif icat ion) is r ep re sen t ed  by a so- 



@ Fi|e Compile 

Fig. I: The level of the operating system 

Fig. 2: The top level of the l i n ~ i s t  interface application 

called tool -window which  con ta ins  eight  labelled 
check-bones  (see Fig. 2). Each  of these  check-boxes  
r e p r e s e n t s  a window, the  n a m e  and pu rpose  of 
which is indicated by the labeh 

The window surface character set provides for 
the definit ion of the charac te r  set  out  of which so- 
called surface strings are built. Surfhce str ings are 
used  for the surface  represen ta t ion  of word forms. 
The window is g raphics -or ien ted ,  i.e. mos t  of the  
d e f i n i t i o n s  are  done  wi th  m o u s e -  and  m e n u  
c o m m a n d s  (see Fig. 3). 

The window lexlcal character set provides for 
the  definit ion of the cha rac te r  set  out  of which so~ 
called lexical stzlngs are built .  Lexical s t r ings are 
used to define l inguistically motivated abst ract ions  of 
surface strings.  The set  is usual ly  defined to include 
cha rac t e r s  deno t ing  m o r p h e m e  bounda r i e s  a n d / o r  
morphophonemes .  The  window is ve~ T similar  to the 
surface charac ter  set window. 

The window feature domains provides for the 
domain  spec i f ica t ions  of the attrlbute-value pairs 

w h i c h  are  u s e d  in the  ru le -  and  c o n s t i t u e n t  
spec i f ica t ions  (see below). The window is a text- 
oriented editor. An examp~.e specification is shown in 
v~g. 4. 

Cat; (N V A ]? Q) 
Case (NCH G%IN DAT ACC) 
Genciar (M F N) 
hbn (S~ PL) 

~lg. 4: Example  def ini t ion in windowjkature  domains 

The window feature  dependencies provides  
for the definition of dependencies  between features.  
/~m example specification is stiown in Fig. 5. 

(Cat N) demands G~nder 

Fig. 5: F~ample deflui¢ion in window feature 
dependencies 
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Fig. 3: The window sur face  c h a r a c t e r  s e t  

The window two-level rules provides for the 
def ini t ion of morphophonemic  ru les  which real ize  
the m a p p i n g  func t i on  be tween  the sur face-  a nd  
lexical strings.  The rules specified here are similar to 
those in  DKIMMO/TWOL / D a r y m p l e  1987/ .  The 
window is a text - -or iented edi tor .  An e xa mpl e  
specification is shown in Fig. 6 (the two rules handle  
n o u n  genitive [e]s: the first one replaces "+" by "e" as 
in S t r a u s s e s ,  Reflexes, Reizes, the second  one 
dupl ica tes  "s" as in  VerhtHtnisses,  Verht~ngnisses,  
Erschwernisses) .  

The w i n d o w  f u n c t i o n s  provides  for the  
d e t i n i t i o n  of r u l e s  for the  k i n d  of s t r i n g -  
manipu la t ions  which should not  be realized with two- 
level rules  (because their  power would be excessive 
or they would imply the in t roduct ion of l inguistically 
u n m o t i v a t e d  morphophonemes ) .  The window is a 
t ex t -o r ien ted  editor.  An example  speci f ica t ion is 
shown in Fig. 7 (ReCap recapitalizes prefixed nouns) .  

ReCap 

" (.*)A(.*)/\la\2" value 

" (. *) B (. *)/\Ib\2" value 

..o 

" (.*) Z (.*)/\iz\2" value 

"^a(.*)/A\I" value 

"^b (.*)/B\I" value 

"^z (.*)/Z\I" value 

Fig. 7: Example definition in windowfunct/ons 

"o* [SXZ] " (ICat N-ROC~f) '"' (ICat N-ENDING) 

".*" {ICat N-ROOT) "nis/niss" (ICat N-~qgING) 

"+s/es" (Case GEN) 

"+s/es" (Case (~lq) 
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Fig. 6: Example definition in window two-level  ru les  



German: inf lect ion I I q|  

I(c.t N) 

i (Cat u) ] 

l (cot A) l 

I! ] 
] 

( IRuie UMLAUT) I 

('""__'e ] 

i ( I C a t  N-SUFFIX) 

~(IRule ÷[EIS/+E) 
L~  . . . . . .  , 

Fig. 8: The window i~IjIeetion 

The: w i n d o w  inf lection provides  for the 
definition of word classes with their  inflectional rules  
and  parad igms .  This  window is a graphical  tree 
editor which allows the interactive cons t ruc t ion  of 
an  n-ary tree. This tree is used to s t ruc ture  the rules 
and  cons t i tuen ts  which define the word classes. The 
s t r u c t u r i n g  cr i ter ia  are features (at t r ibute value 
pairs) and  the s t ruc ture  has  the following semantics:  
the rule:; specified in  a sub t ree  operate  on the 
cons t i tuea ts  specified within the same subtree.  Fig. 8 
s h o w s  a s u b t r e e  w h i c h  c o n t a i n s  r u l e s  a n d  

cons t i tuents  for German  n o u n  Inflection (only the top 
b r a n c h  (IRule UMLAUT) ls expanded down to the 
t e rmina l  nodes).  The t e rmina l  nodes  of the tree 
con ta in  ei ther  ru les  or cons t i t uen t s .  By mous ing  
them,  the  u s e r  m a y  open  t ex t -o r i en ted  edi tor  
windows. An example of a rule is shown in Fig. 9: it 
consis ts  of ma tch ing  const ra in ts  (realized by feature 
sets) on the cons t i tuents  and  specifies a set of lemma 
forms and  a set of word forms. In the example, the 
set of l emma forms - specified below the kcyword 
' lemma' - is a single word form (nominative singular;  

i[, .............. German: inf lecUon:(Cat  N)(IRule UMLAUT.+[E]S/+E) '"::P]- 

i@ l l l l l l k  

(IC~ UklLAUT.II-HOO1}[Num SG) 

plrldigm 

{l(:ll Ukf.AUT.N-I~OOTj{Num SG) 
(IC~t UhiLAUT.N-ROOT)(Num PL) 

ixulple~1: 
AslI, Sch~iluch 

( ICel UMLAUT.N-END INGl(flum SG) 

( IC~: UMLAUT.N-lEND INGI(Num SG) 
(ICIt UMLAUT.N-ENDING)(Hum PL) 

(iCaJt H-SUFFIX)[Num $G)( ICalt SG+[ElS)(C:sse NOM} 

{ICat N-~SUFFIX)(Num SG)( ICat SG-~E]S) 
(ICat N-,SUFFIX)(Num PL)(ICM PL~E) 

IPlg. ~. Ezmnple ~ U o n ~  rule wiudow 
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the pa t te rn  of feature sets identifies exactly one form 
which is pu t  together by the concatenat ion  of three 
cons t i t uen t s ) .  The set  of word forms - specified 
below the keyword 'paradigm'  - cons is t s  of eight 
e lements  (the case paradigm; the two pa t t e rns  of 
fea ture  sets  ident ify exactly eight forms, each of 
which is pu t  together by the concatenat ion  of three 
c o n s t i t u e n t s ) .  The c o n s t i t u e n t  windows  specify 
e i the r  so -ca l l ed  h a r d - c o d e d  c o n s t i t u e n t s  or 
constituent types. The former are feature sets which 
are associated with 'hard-coded'  lexical s t r ings (see 
Fig. 10); they are typically used to specify inflectional 

eO~ German:inflection:(Cat N)(ICot N-SUFFIX.SG+[EIS)(Num SG) ~ilJl~ 

%° (Case NOM) 
=+[e]s = (Case GEN) 
'° ~£[e]" (Case DAT) 
=. " (Case ACC I 

cons t i tuen ts  arc s t ruc tured  by features which qualify 
them. The rules  in  the te rminal  nodes (see Fig. 12) 
define new potential word entries by specifying how 
cons t i t uen t s  of exist ing entr ies  are combined  with 

I O ~  German:compo$1tion:(CRuie T0-N.N-I'0-N,PREFIII) L i m ~  

Source ~ I  
I (CCa[ PREFIX) 
(IRulo ?x) I ! 

2 (ICat H-ROO D (Num SG) I I 
3 (ICat N-ENDING) (Hum SG) [ I 
4 (lest N-ROOT) (Num PL) ] ] 
S (ICat N-ENDING) (Hum PL) I 1 

I I 
~rget i t 
(m. le  ?x) I I 

(ReCap (~ I 2)) (ICat N=ROOT) (~um SG) I I 
3 (ICat N-ENDING) (Hum SG) | :  
(ReCap (+ 1 4)) (ICat N-ROOT) (Hum PL) | 
5 (Ieat N-ENDING) (N.m PL) ] 

examples [ 
Liliputl-o~raat, MinisendeL Riesewischlauch [ _ _  

Fig. I0: Example  window with  hard-coded 
const i tuents  

affixes. The l a t t e r  are fea ture  se ts  where  the 
associated s t r ings  are represented by place holders, 
i.e. the s t r ings  are no t  specified yet b u t  will be 
entered later, ei ther  via the lexicographer interface 
or by the firing of composit ional  rules  (see Fig. 1 1). 

~0- German:inflectlon:(Cat N)(ICat N-STEM.UMLAUT)-~ 

(ICat N-ROOT) (Num SG) 
(ICat N-ENDING) (Num SG) 
(ICat N-ROOT) (Num PL) 
(ICat N-ENDING) (Num PL) 

1 entered 
2 entered 
3 (Umlaut 1) 
4 (Copy 2) 

examples 
Ast, Schiauch 

Fig. I I: E x ~ p l e  window wlth congt i tuent  ty~e~ 

They are typically used  to specify word roots. From 
what  has  been  said so far, we may infer how an  entry 
into the da tabase  is made and what  it will generate: 
the  s p e c i f i c a t i o n  of a n  e n t r y  r e q u i r e s  the  
i d e n t i f i c a t i o n  of a n  in f l ec t iona l  ru le  a n d  the  
spec i f i ca t ion  of the  lexical  s t r i ngs  wh ich  are 
r ep resen ted  as place holders  in  the c o n s t i t u e n t s  
matched by the rule. Usually, this means  tha t  one or 
two str ings have to be entered. From this, the system 
may generate the entire inflectional paradigm of the 
word. Notice tha t  the use r  of the l inguis t  interface 
defines with his specification what  a word is (viz, a 
set  of l e m m a  forms and  a set  of word forms). 
Moreover, Word Manager  imposes  the conven t ion  
tha t  only entire words - and no isolated word forms - 
may be entered into the database.  

The window compos i t i on  provides for the 
defini t ion of composi t ional  ru les  and  c o n s t i t u e n t s  
(affixes). This  window is a g raphica l  t ree editor  
similar to the window inflection where the rules and 

each other  a nd  with c o n s t i t u e n t s  defined in the 
window composi t ion  (der tvat lonal  affixes). These  
ru les  are u s u a l l y  no t  appl ied  genera t ive ly  b u t  
analytically, because  a generative application is likely 
to overgenerate (theoretically, the use r  may specify 
an  a r b i t r a r y  n u m b e r  of fea tu res  which  res t r ic t  
excessive genera t ion ,  b u t  I believe tha t  th is  is 
unpract ica l  in most  cases, because  it implles that  the 
lexicographer has  to specify a hos t  of features  for 
each entry)~ The purpose  of the ru les  is tha t  all 
derived and  compound  words may be entered Into 
the database via the triggering of such l~les. This has 
the advantage  thai: the system (automatically) keeps 
t rack of the derivat ional  his tory and  therefore the 
morphological s~_xucturing of each entry. 

40 The lexicographer interface  

Given a compiled specif icat ion of the concep tua l  
morphological  knowledge defined within the l inguis t  
interface,  Word Manager  may generate  a dialogue 
w h i c h  g u i d e s  the l e x i c o g r a p h e r  t ow ards  the  
Identification of the inf lec t ional /composi t ional  rules  
tha t  m u s t  be triggered in  order to add an  entry  to 
the database.  In the case of non-composed words, for 
example, Word Mm]ager may simply navigate in the 
tree which s t ruc tu res  the Inflectional rules (specified 
in  the  w indow in f l ec t ion) ,  p o s i n g  q u e s t i o n s  
according to the s t ruc tur ing  criteria. 

In the case of composed words, Word Manager 
may apply the compositional rules in analytical  mode, 
provided tha t  the ' initial '  infbrmat ion  cons is t s  of a 
word string,  Such  a n  analyt ical  appl icat ion of the 
rules  is usua l ly  not  very overgeneratlng - In contras t  
to a generative application-,  i.e. the system will be 
able  to p r e s e n t  a r e a s o n a b l y  l imited n u m b e r  of 
se lect ion choices. 

50 C o n c l ~ i o n  

The advantages  of a ded ica t ed  sys tem like Word 
Manager for the mmlagement  of lexical da tabases  are 
manifold .  In th i s  paper ,  we have res t r ic ted  the 
d i s c u s s i o n  to the advan tages  yielded d u r i n g  the 
cons t ruc t ion  of the database.  These are by no means  
the only ones: the dedicat ion also Implies tha t  the 
overhead  of non-ded ica ted  sys tems  (e.g. general  
pu rpose  DBMS in c o n j u n c t i o n  with conven t iona l  
programming languagesL Le. the featt~res which are 

].58 



super f luons  for lexical databases,  is avoided. On the 
othex' hanc;i, Word l~Aanager provides features which a 
general  pl trpose sys tem will never  have, viz. the 
spec ia l  t ' o r m a l i s ~  to i m p l e m e n t  morpho log ica l  
knowledge, "~his is not  only beneficial from the point  
of view of the interfacing to the da tabase  b u t  also 
from the point  of view of the software design: in the 
dedicated :~ystem, the morphological knowledge is a 
par t  of ttL~ conceptual database  .~chem~ (in the 
terminoloKy of da tabase  theory) and  thus  belongs to 
the kernel of the sysi~cm, as: it were. When a general 
purpose database  managemen t  system in conjunct ion 
with a conventional  programming language is used to 
implement  the same kind of knowledge, it has to be 
hnp lemen ted  wi th in  the external schemata to the 
da tabase  and thus  repeatedly fox' each of them. The 
soocalted code factoring is i:hcretbre m u c h  better  in 
a d e d i c a l c d  sys t em:  the  knowledge  is more  
centralizecz, and  Implemented  with a m i n i m u m  of 
x'eduncancy. 
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