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K-Best Spanning Tree Dependency Parsing With Verb Valency
Lexicon Reranking
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ABSTRACT

A novel method for hybrid graph-based dependency parsing of natural language text is proposed.
It is based on k-best maximum spanning tree dependency parsing and evaluation of the spanning
trees by using a verb valency lexicon for a given language as a reranking knowledge base.
The approach is compared with existing state-of-the-art transition-based and graph-based
approaches to dependency parsing. As the proposed generic method was developed specifically
for improving the accuracy of Croatian dependency parsing, Croatian Dependency Treebank
and CROVALLEX verb valency lexicon are used in the experiment. The suggested approach
scored approximately 77.21% LAS, outperforming the tested state-of-the-art approaches by at
least 2.68% LAS.

TITLE AND ABSTRACT IN CROATIAN

Ovisnosno parsanje pomocu k najboljih razapinjucih stabala
i ponovnoga vrjednovanja valencijskim rjecnikom glagola

Predlaze se novi pristup hibridnom ovisnosnom parsanju tekstova prirodnoga jezika temeljenom
na teoriji grafova. Pristup je zasnovan na ovisnosnom parsanju pomocu k najboljih razapinjuéih
stabala i uporabi valencijskog rje¢nika glagola parsanoga jezika kao baze znanja za ponovno
vrjednovanje tih stabala. Pristup je usporeden s najboljim postojec¢im pristupima ovisnosnom
parsanju temeljenima na teoriji grafova i na prijelaznickim sustavima. Bududi da je predlozena
metoda razvijana sa specificnim ciljem povecanja to¢nosti ovisnosnoga parsanja hrvatskih
tekstova, u eksperimentu je koriStena Hrvatska ovisnosna banka stabala i valencijski rje¢nik
glagola hrvatskoga jezika CROVALLEX. PredloZeni pristup postigao je ukupnu to¢nost od
otprilike 77.21% LAS, Sto predstavlja povecanje tocnosti od oko 2.68% LAS u odnosu na
testirane najbolje postojece sustave.

KEYWORDS: dependency parsing, k-best spanning trees, verb valency lexicon.

KEYwORDs IN CROATIAN: ovisnosno parsanje, razapinjuca stabla, valencijski rje¢nik glagola.
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1 Condensed version of the paper in Croatian

Kvaliteta parsanja u paradigmi ovisnosnoga parsanja temeljenog na podatcima ovisi u najvecoj
mjeri o svojstvima parsanoga jezika. Budu¢i da su svojstva jezika u tome teorijskom okviru
implicitno sadrzana u banci ovisnosnih stabala, kaZze se da je kvaliteta parsanja ovisna o
svojstvima banke ovisnosnih stabala (Kiibler et al., 2009). Ovdje se nastoji — koriste¢i postojece
spoznaje o ovisnosnomu parsanju razli¢itih razreda prirodnih jezika parserima temeljenim na
podatcima (Buchholz and Marsi, 2006; Nivre et al., 2007) — unaprijediti kvalitetu ovisnosnoga
parsanja tekstova pisanih hrvatskim jezikom koristeéi postojece metode ovisnosnoga parsanja,
Hrvatsku ovisnosnu banku stabala (HOBS) (Tadi¢, 2007) i valencijski rje¢nik glagola hrvatskoga
jezika CROVALLEX (Mikeli¢ Preradovi¢, 2008; Mikeli¢ Preradovic et al., 2009).

Prikazana su dva skupa eksperimenata. U prvome se skupu na hrvatskim tekstovima iz HOBS-a
testiraju najbolji od postojecih javno dostupnih ovisnosnih parsera temeljenih na podatcima,
kako bi se utvrdila najveca toc¢nost parsanja koja se moze posti¢i njlhovom uporabom. S
obzirom na to¢nost postignutu pri parsanju srodnih jezika, poput ¢eskoga i slovenskoga, u
sklopu natjecanja u ovisnosnome parsanju CoNLL 2006 (Buchholz and Marsi, 2006) i 2007
(Nivre et al., 2007), za vrjednovanje je odabran MaltParser (Nivre et al., 2007) kao najbolji
predstavnik prijelaznickih parsera i MSTParser (McDonald et al., 2006) kao najbolji medu
ovisnosnim parserima temeljenima na teoriji grafova. Za testiranje je koriStena najnovija inacica
HOBS-a, koja je sadrzavala ukupno 88,045 pojavnica u 3,465 recenica. Osnovni statisticki
podatci o HOBS-u i skupovima za treniranje i testiranje ovisnosnih parsera izloZeni su u Tablici
1. Sva mjerenja su ponovljena deset puta, i to podjelom HOBS-a na deset nepreklapaju¢ih
dijelova, koristenjem devet od tih deset dijelova za postupak treniranja i desetoga dijela, veli¢ine
oko 5,000 pojavnica, za postupak testiranja. Uporabljeno je sedam algoritama za prijelaznic¢ko
parsanje iz sustava MaltParser i Cetiri algoritma za parsanje temeljeno na teoriji grafova iz
sustava MSTParser. Slika 1 i Tablica 2 i 3 prikazuju rezultate prvoga skupa eksperimenata. Parser
MstCle2 (neprojektivni ovisnosni parser temeljen na grafovima, jezicnome modelu s parovima
ovisnosnih relacija i algoritmu za pronalaZenje najveéega prostiru¢eg stabla Chu-Liu/Edmonds)
postigao je najveéu to¢nost pri parsanju tekstova iz HOBS-a prema svim odabranim mjerama
za vrjednovanje. Testiranje statisticke znacajnosti pokazalo je da su razlike u to¢nostima svih
parsera temeljenih na grafovima u odnosu na prijelaznicke parsere statisticki znacajne. S druge
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Figure 1: Overall parsing accuracy boxplot and parsing accuracy with respect to dependency
relation length for the top-performing algorithms of the standard dependency parsers (Croatian:

Ukupna tocnost parsanja algoritmima postojecih ovisnosnih parsera i to¢nost parsanja s obzirom
na duljinu ovisnosne relacije za najbolje od tih algoritama)
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frame: AGT, ", ; INST; frame: A 0_or_1 PAT:
-example: Dotaknuli su se rukom -example: Madari nisu dotaknuli loptu
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Figure 2: Two CROVALLEX valency frames for the verb dotaknuti (en. to touch) (Croatian: Dva
valencijska okvira glagola dotaknuti u CROVALLEX-u)
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Figure 3: Overall parsing accuracy boxplot and parsing accuracy with respect to dependency
relation length for CroDep, MaltSp and MstCle2 algorithm (Croatian: Ukupna to¢nost parsanja i
tocnost parsanja s obzirom na duljinu ovisnosne relacije za algoritme CroDep, MaltSp i MstCle2)

strane, tocnosti medu parserima unutar skupine prijelaznickih parsera nisu razlicite u statisticki
znacajnoj mjeri. Razlike u postignutoj to¢nosti parsanja nisu statisticki zna¢ajne ni u skupini
parsera temeljenih na grafovima, no u njoj se po postignutoj to¢nosti izdvajaju parseri MstCle2
(74.53% LAS) i MstEis2 (74.17% LAS), odnosno parseri s jezicnim modelima temeljenim na
parovima ovisnosnih relacija.

U drugome se skupu eksperimenata usporeduje parser CroDep s najboljim parserima iz prvoga
skupa eksperimenata. Parser CroDep (Agi¢, 2012) novopredloZeni je hibridni ovisnosni parser
koji se sastoji od tri meduovisne komponente: (1) ovisnosnoga parsera temeljenog na teoriji
grafova u skladu s izvedbom iz (McDonald et al., 2005) i algoritmu za parsanje pronalazenjem
k najboljih parsanja ulazne recenice u skladu s izvedbom iz (Hall, 2007), (2) vrjednovatelja
predlozenih k ovisnosnih stabala pomocu valencijskoga rje¢nika glagola hrvatskoga jezika
CROVALLEX i (3) modula za ponovno vrjednovanje tih stabala povezivanjem vrjednovanja iz
dviju prethodnih komponenata, koji daje konacni izlaz iz sustava u vidu jednoga ovisnosnog
stabla kojem je dodijeljena najvisa zbirna ocjena. Slika 3 i Tablica 5 i 6 prikazuju rezultate
drugoga skupa eksperimenata. Zabiljezena je to¢nost parsera CroDep od 77.21% prema
mjeri LAS, $to predstavlja porast od 2.68% u odnosu najbolji parser iz prethodnoga skupa
eksperimenata. Razlika izmedu njihovih to¢nosti statisti¢ki je znaajna s obzirom na sve
koriStene mjere. Za porast ukupne tocnosti zasluzan je statisticki znacajan porast to¢nosti
parsanja imenica i glagola. Prema mjerama LAS i UAS parser CroDep u usporedbi s parserom
MstCle2 biljezi povecanje to¢nosti od preko 10% za predikate, subjekte i objekte, Sto potvrduje
smislenost povezivanja CROVALLEX-a i parsera temeljenoga na grafovima. Detaljniji prikaz
izvedbe parsera CroDep i rezultata pojedinih ekperimenata izlozen je dalje u tekstu.



2 Introduction

The quality of data-driven dependency parsing — as expressed by the de facto standard depen-
dency parsing evaluation metrics such as LAS and UAS (Nivre, 2006) — is repeatedly shown
to be highly language-dependent. More specifically, being that syntactic properties of a given
language are implicitly encoded by dependency treebanks in the framework of data-driven de-
pendency parsing, it is seen as treebank-dependent (Kiibler et al., 2009). The CoNLL 2006 and
2007 shared tasks on multilingual data-driven dependency parsing (Buchholz and Marsi, 2006;
Nivre et al., 2007) separate the tested languages into three classes on the basis of observed
dependency parsing accuracy scores: low, medium and high. It is specifically noted in (Nivre
et al., 2007) that "the classes are more easily definable via language characteristics than via
characteristics of the data sets" and that the "most difficult[-to-parse] languages are those that
combine a relatively free word order with a high degree of inflection," modified to an extent
only by the respective treebank sizes.

The research presented here was conducted with a goal of improving the baseline for depen-
dency parsing of Croatian texts. Croatian is a highly inflected Slavic language with a relatively
free word order, similar to Czech and Slovene, which were included in the CoNLL shared tasks
on dependency parsing. With respect to the results of the shared tasks, it was expected that
the scores for state-of-the-art parsers on the Croatian Dependency Treebank (Tadi¢, 2007; Agi¢,
2012; Berovi¢ et al., 2012) would place Croatian in the low accuracy class, i.e., the class of most
difficult-to-parse languages. After conducting these preliminary experiments, various courses
of action were considered in order to improve the baseline. Parsing baselines in data-driven
dependency parsing are usually topped by feature reselection (Passarotti and Dell’Orletta, 2010),
merging parser outputs — as in parser voting (Sagae and Lavie, 2006) and stacking (Nivre and
McDonald, 2008) — and by using external sources of linguistic knowledge, such as subcate-
gorization information (Zeman, 2002), possibly introducing rule-based (language-dependent)
modules into data-driven (language-independent) parsers. The presented approach deals with
implementing an interaction between a graph-based dependency parser and a valency lexicon
of Croatian verbs, producing in turn a parsing model requiring only a dependency treebank and
a machine-readable verb valency lexicon to operate.

In the paper, the baseline experiment in dependency parsing of Croatian using existing state-
of-the-art data-driven dependency parsers is first described, including a description of the
current state of development of the Croatian Dependency Treebank. Second, the valency lexicon
reranking parser is introduced, along with a short description of the verb valency lexicon of
Croatian verbs used in this experiment — CROVALLEX (Mikeli¢ Preradovi¢, 2008; Mikeli¢
Preradovi¢ et al., 2009). The newly-developed parser is evaluated within the testing framework
of the existing parsers and the obtained results are presented in comparison. Future work plans
for improving the parser and for improving dependency parsing of Croatian texts in general are
sketched in the closing section.

3 Baseline experiment

At the time of conducting the experiments within the CoNLL shared tasks of 2006 and 2007,
no treebanks for Croatian were available, for any syntactic formalism. More precisely, the
development of the Croatian Dependency Treebank started in January 2007 and only a 100-
sentence prototype of the treebank existed when the CoNLL 2007 task was initiated. Being
that both shared tasks required a training and testing set and that the minimum size of the
testing set was fixed at 5,000 tokens, the prototype was insufficient for participation. Once



Feature Entire treebank Training sets Testing sets

Sentences 3,465 3,261.18 £ 4.20 203.82 £ 4.20
Tokens 88,045 82,865.88+ 6.87 5,179.12+ 6.87
Types (wordforms) 20,703 19,927.06 + 15.71 2,594.06 + 12.26
Lemmas 10,481 10,166.00 £ 9.19 1,909.00 + 14.12
POS/MSD tags 828 817.94 £ 1.40 368.35 £ 4.41
Analytical functions 26 26.00 = 0.00 2324+ 0.43

Table 1: Basic stats for Croatian Dependency Treebank and its tenfold sets

the treebank had finally matured in size, the shared task experiments could be recreated for
Croatian texts in order to establish a baseline. This section briefly presents this experiment by
presenting the treebank, parser selection, experimental setup and the obtained results.

3.1 Treebank

Quoting (Tadi¢, 2007) and (Agi¢ et al., 2010), the Croatian Dependency Treebank (hr. Hrvatska
ovisnosna banka stabala, HOBS further in the text) is a dependency treebank built along the
principles of Functional Generative Description (Sgall et al., 1986), a multistratal model of
dependency grammar developed for Czech. This formalism was further adapted in the Prague
Dependency Treebank (PDT) (Haji¢ et al., 2000) project and applied in sentence analysis and
annotation on the levels of morphology, syntax and tectogrammatics. The ongoing construction
of HOBS closely follows the guidelines set by PDT, with their simultaneous adaptation to
the specifics of Croatian. More detailed account of the HOBS project plan is given in (Tadi¢,
2007). Currently, HOBS consists of 3,465 sentences in the form of dependency trees that were
manually annotated with syntactic functions using TrEd (Pajas, 2000) as the annotation tool.
These sentences, encompassing approximately 88,000 tokens, stem from the CW100 newspaper
sub-corpus of the Croatian National Corpus (Tadi¢, 2002, 2009). The CW100 sub-corpus was
previously XCES-encoded, sentence-delimited, tokenized, lemmatized and morphosyntactically
annotated by linguists. Thus, each of the analyzed sentences contains the manually assigned
information on part-of-speech, morphosyntactic category, lemma, dependency and analytical
function for each of the tokens. Such a course of action was taken in order to enable the
training procedures of state-of-the-art dependency parsers to choose from a wide selection of
different features in experiments with stochastic dependency parsing of Croatian texts. Basic
stats for HOBS and the experiment sets are given in Table 1. Sentences in HOBS are annotated
according to the PDT annotation manual for the analytical level of annotation, with respect to
differing properties of Croatian and consulting the Slovene Dependency Treebank (SDT) project
(Dzeroski et al., 2006). The utilized analytical functions are thus compatible with those of PDT.
HOBS is available via META-SHARE (Federmann et al., 2012; Piperidis, 2012).

The experiment was envisioned as a tenfold cross-validated run of several parsing algorithms
on the Croatian Dependency Treebank respecting the rules of the CoNLL 2006 and 2007
shared tasks. Training and testing set stats are also given in Table 1. They are indicative of
the high morphological complexity of Croatian, as tokens in HOBS are annotated by using
828 different morphosnytactic tags (out of the 1,405 existing in the Croatian Morphological
Lexicon (Tadi¢ and Fulgosi, 2003)). As to the syntactic complexity inherent in HOBS, 1,801
of dependency relations (2.06%) were found to be non-projective in 761 different sentences



System Algorithm LA LAS UAS

MaltParser Nivre eager 83.74+ 0.46 71.29+0.74 77.13+0.71
Nivre standard 83.16 £ 0.47 70.35+0.73 76.44+0.70
Covington projective 83.46 £ 0.48 70.87+0.73 76.80 = 0.69
Stack projective 84.05+ 0.44 7191+0.74 77.59+0.73
MaltParser Covington non-projective 83.88 £ 0.46 71.50 £ 0.74 77.30 £ 0.72
Stack eager 83.75+ 0.42 71.39+0.73 77.23 % 0.72
Stack lazy 83.28 £ 0.48 70.56 +0.73 76.54+ 0.71
MSTParser Eisner 1st 85.57 £ 0.36 73.73£0.65 80.92+ 0.61
Eisner 2nd 85.64 + 0.39 74.17 £ 0.64 81.27 + 0.59
MSTParser Chu-Liu/Edmonds 1st 85.76 £ 0.35 73.88 £0.58 80.99 £ 0.50

Chu-Liu/Edmonds 2nd 85.87 £ 0.38 74.53 £ 0.57 81.69 + 0.44

Table 2: Overall parsing accuracy of the standard dependency parsing algorithms

(21.96%), indicating an expectedly high presence of non-projectivity, similar to what is observed
in PDT (Nivre and Nilsson, 2005). All selected parsers were thus evaluated as non-projective
parsers, regardless of their need for treebank (de)projectivization that may be present as a pre-
or post-processing step in certain workflows.

3.2 Parsers

Parser selection was based on the results of the CoNLL 2006 and 2007 shared tasks for languages
similar to Croatian, i.e., the observed LAS scores for Czech and especially Slovene (being that
PDT is substantially larger than both HOBS and SDT). Two standalone parser generators —
MaltParser (Nivre et al., 2007) and MSTParser (McDonald et al., 2006) — were shown to be
predominant in scores for parsing morphologically complex languages, with the graph-based
MSTParser systems slightly outperforming the transition-based MaltParser systems for both
emphasized languages. Based on these results, MaltParser and MSTParser were chosen among
the publicly available CoNLL 2006 and 2007 parser generators for inclusion in the baseline
testing on HOBS. MaltParser was configured by using MaltOptimizer (Ballesteros and Nivre,
2012) and seven projective and non-projective parsing algorithms were tested, while four
different configurations of MSTParser were tested: first- and second-order arc-factored language
model with Eisner’s (projective) and Chu-Liu/Edmonds (non-projective) parsing algorithms.

3.3 Results

Labeled (LAS) and unlabeled (UAS) attachment score was observed, as well as linear label
attachment (LA), both overall and for specific syntactic functions and parts of speech. The first
set of results is given in Table 2. Systems are grouped into four classes by the way parsing
algorithms handle non-projectivity — as pseudo-projective and non-projective MaltParsers
and projective and non-projective MSTParsers. Boldfaced names indicate the top performing
algorithms for the four classes. Statistical significance of the observed scores is indicated by
Figure 1 as it shows that the MSTParser systems are consistently and significantly outperforming
MaltParser systems. The top-scorer of the experiment is the MSTParser system that used a
second-order arc-factored language model and the non-projective Chu-Liu/Edmonds maximum



Algorithm  Adv Atr  AuxC AuxP Coord Obj Pnom Pred Sb

MaltSp 70.67 83.77 7436 7199 46.28 6740 66.55 36.45 69.14
MaltCn 71.31 8398 7568 72.08 46.96 68.15 66.35 37.33 70.12
MstEis2 ~ 69.01 81.80 71.94 7435 5649 69.38 6518 68.10 72.51
MstCle2  68.38 81.46 73.21 74.15 55.05 68.29 62.47 69.09 72.63

Table 3: Accuracy of the top-performing standard dependency parsing algorithms for specific
syntactic functions

spanning tree (MST) algorithm. The results are consistent with the ones recorded for Czech
and Slovene in CoNLL 2006 and 2007. Figure 1 also shows how graph-based top-performing
systems handle long-range dependencies better than their transition-based counterparts.

From another perspective, the top-performing MSTParser system with a second-order arc-
factored language model and the Chu-Liu/Edmonds MST parsing algorithm scored approxi-
mately 74.53% LAS, a result that places Croatian in the group of languages with low parsing
accuracy, as expected. Table 3 additionally indicates that the parsing scores are even lower for
the most important syntactic functions with respect to information extraction — subjects (Sb),
predicates (Pred) and objects (Obj). This supported the initial estimation that a compound
approach to dependency parsing should be implemented in order to increase overall parsing
accuracy for Croatian. The method is presented and evaluated in the following section.

4 Valency lexicon reranking parser

The suggested parsing method draws on the fact that verb valency lexicons, such as VALLEX
(Lopatkova et al., 2006) and the VALLEX-inspired valency lexicon of Croatian verbs CROVALLEX
(Mikeli¢ Preradovi¢ et al., 2009), explicitly encode obligatory and optional constraints on the
number and morphosyntactic properties of dependents that the verbs contained in the lexicon
impose. While rule-based dependency parsers might use such information on (predicate) verbs
at parser runtime, a post-processing reranking approach is presented here. Namely, a parser is
developed that provides k-best dependency trees sorted by adequacy for an input sentence and
this parser is then linked to the valency lexicon through a reranking module that reorders the
suggested k-best trees by using the lexicon to evaluate them. The evaluation and subsequent
reranking is done by weighting dependency relations whose heads are verbs contained within
the valency lexicon and adding up the weights to provide overall scores for the suggested
dependency trees.

In this section, the CROVALLEX valency lexicon is briefly presented and followed by a pre-
sentation of the reranking parser CroDep. The parser is then evaluated in the same testing
environment as in the baseline experiment and the obtained results are discussed.

4.1 Valency lexicon

CROVALLEX is a verb valency lexicon created following the FGD guidelines (Sgall et al., 1986)
and is accordingly compatible with HOBS with respect to the syntactic theory of choice. The
utilized version of CROVALLEX (v2.008) contained 1,797 verb lemmas with 5,188 valency
frames. Each valency frame is defined by stating the number, obligatoriness and morphological
properties of sentence elements that a given verb introduces. An example is given in Figure 2



Sb AuxP AuxV Obj Adv AuxC | Pnom
19.87% | 16.38% | 15.47% | 12.17% | 10.00% | 5.34% | 4.27%
Coord AuxR Auxy AuxX AuxT AuxG Apos
3.93% | 2.01% 2.00% 2.00% 1.61% | 1.42% | 1.19%
AtvV Pred ExD AuxZ AuxK AuxO Atr
0.82% | 0.65% 0.40% 0.35% 0.05% | 0.05% | 0.03%

Table 4: Distribution of direct predicate dependents in HOBS

for the verb dotaknuti (en. to touch). In the first frame, the agent (AGT) is obligatory (obl) and
the instrument (INST) is optional and has to be in the instrumental case (case number 7). In
the second frame, the patient (PAT) is obligatory and has to be in the accusative case (4).

The lexicon was adapted to the requirements of data-driven dependency parsing by filtering
all multiword lemmas and entries with frequency of 0 denoted in the lexicon. 1,455 verbs
and 4,090 respective frames were held. HOBS was then tested using CROVALLEX in order to
observe the overlaps. HOBS contained a total of 1,525 verb lemmas and 12,952 verb tokens (ca
14.55% of all lemmas and 14.72% of all tokens), out of which a total of 791 verb lemmas was
found in CROVALLEX (ca 51.87%). On the other hand, 664 of the CROVALLEX verbs were not
represented by HOBS (ca 45.64% of all CROVALLEX verbs). Even though the measurement of
static coverage of verb lemmas itself implicitly supports the course of action with interacting
CROVALLEX with a HOBS-trained dependency parser, the dynamic coverage, i.e., the coverage
of verb tokens provides an even stronger justification. Only 9.24% of all the verb tokens in
HOBS were not covered by CROVALLEX, i.e., for 90.76% of verb tokens in HOBS, at least a
single valency frame was found in CROVALLEX.

Another CROVALLEX-related viewpoint on HOBS is given in Table 4. It shows the relative
frequency of dependents attached to verbal predicates by their syntactic function. It can be seen
that a place in the sentence is most frequently opened by predicates to subjects (almost 20%),
prepositions introducing prepositional phrases (16.38%), auxiliary verbs (15.47%), objects
(12.17%) and adverbials (10%). The distribution indicates that the properties of verbs encoded
in CROVALLEX are readily instantiated in HOBS.

4.2 Parser

Within the suggested framework, parsing is envisioned as a three-step procedure. First, k-best
dependency trees sorted by confidence are provided by a language-independent data-driven
parsing algorithm. Second, these k dependency trees are scored by a valency-lexicon-based
scoring module. Third and final, the trees are re-sorted by combining the scores from the
previous steps.

The data-driven component is a dependency parser based on both MSTParser (McDonald et
al., 2006) and kMSTParser (Hall, 2007). Graph-based dependency parsing was chosen as
a starting point in prototype development on basis of the results obtained in the baseline
experiment, showing that graph-based dependency parsers consistently outperform transition-
based dependency parsers on Croatian texts. The prototype uses the perceptron training
algorithm implemented in MSTParser (McDonald et al., 2005) and the parsing algorithm based
on (Camerini et al., 1980) for detecting k-best maximum spanning trees adapted to dependency



parsing in kMSTParser. This prototype parser is called CroDep0. Currently it supports only
first-order arc-factored language models. It was evaluated on HOBS within the baseline testing
framework to provide a reference point and it scored 73.27% LAS, 1.26% lower than the
top-performing second-order Chu-Liu/Edmonds MSTParser.

The verb valency lexicon reranking component prototype was developed in what could be
considered the simplest possible form of validating dependency relations with respect to valency
frames. Namely, the reranking component takes a dependency tree as input. It searches the
tree for verbal predicates. When a verbal predicate is encountered, its lemma is matched with
the valency lexicon. If it exists as an entry in the lexicon, each of the first-level dependents
introduced to the sentence by the verbal predicate is matched with the predicted slots in the
valency frames on basis of its morphosyntactic properties: if the properties match and if the
element is defined as obligatory, the tree score is incremented. The final score of the tree is
defined as the sum of scores of all dependency relations having a verbal predicate as relation
head. Each of the k-best trees provided by CroDep0 is given a score by the reranking component.

Finally, the re-sorting component combines the two lists — confidence scores for the k-best
trees provided by CroDepO and valency scores provided by the valency reranker — into a
single list averaging the scores while favoring the stochastic component in case of ties. Being
that the dependency tree scores from the valency reranker are positive integers representing
overall counts of dependency relation confirmations extracted from the valency lexicon, they
are normalized for comparison with the CroDepO confidence scores. The normalization is done
by using the maximum confidence score of CroDep0 as ceiling for the valency reranker scores.
More formally, let S, = {cp(ti)}i.‘zl, Vi, c,(t;) € [0,1] represent the confidence scores for the k
dependency trees t; from the k-best parser module and let S, = {c,(t;)}*_,,Vi,c,(t;) €Nbea
list of trees and respective integer scores obtained from the valency reranker. The normalized
valency reranker scores S, and finally the overall dependency tree scores S, are provided by the
re-sorting component as follows.

. ¢ (t;)

3, =&t} ,, Vi, e, () €[0,1 &, (t) = t)) ———
v =1{6,(t)}Ho,, Vi, e, () € [0,1] & (t) = max(c,(t;)) max,(c,(0))

2-6,(t)-6,(t)

So = {eo(t}y, Viseo(t) € [0,1] ¢(t) = —— "
o T i LG A NS

The final output of the parser is always arg max;(c,(t;)). If there are multiple dependency trees

with the same overall score c,, the ordering is decided by selecting the tree with the highest

relative score in the k-best parser ranking, i.e., S,. The resulting parser prototype is called

CroDep. It inherits the properties of CroDepO stochastic module, has the value of k fixed to 10

and additionally requires a verb valency lexicon in VALLEX-XML format for operation.

4.3 Results

Table 5 shows the overall accuracy of CroDep and its accuracy on selected parts of speech.
CroDep outperforms the top-performing baseline parser by 2.68% LAS and the difference is
shown to be statistically significant. The difference is also indicated graphically by the confidence
intervals in Figure 3 (left side), where CroDep is compared to the top-performing graph-based
system (second-order Chu-Liu/Edmonds MSTParser) and the top-performing transition-based



metric Noun Verb Adj Adp Pro Adv overall
LA 85.34 87.89 92.67 98.64 8438 80.14 88.27+0.30

LAS 80.10 8285 86.40 7120 76.04 65.77 77.21+0.59
UAS 90.16 86.84 89.13 71.92 84.84 7530 83.05=+ 0.50

Table 5: Overall accuracy and accuracy on specific parts of speech for CroDep

metric  Adv Atr AuxC AuxP Coord Obj Pnom Pred Sb

LAS 70.69 83.94 69.80 70.59 49.41 83.17 7146 8212 85.01
UAS 84.81 8890 7153 71.48 50.87 93.12 7992 86.81 91.35
P(LA) 7896 91.21 9196 97.86 89.72 84.12 77.06 84.36 86.78
R(LA) 7411 90.94 87.77 97.74 81.60 94.75 49.73 97.21 97.50

Table 6: CroDep accuracy on specific syntactic functions

system (MaltParser stack projective). Table 6 shows the CroDep LAS and UAS scores on selected
syntactic functions, as well as precision and recall with respect to label attachment for these
functions, similar to linear morphosyntactic tagging evaluation. Compared to Table 3 which
listed the scores on these syntactic functions for the top-performing baseline parsers, it can be
clearly seen that the overall increase of CroDep accuracy by 2.68% LAS on MSTParser is caused
by a substantial increase in LAS for predicates, subjects and objects (more than 10.00% LAS
for each of the functions). Figure 3 (right side) shows that CroDep also handles long-distance
dependencies better than the best baseline parsers and that its footprint is very similar to the
one of the graph-based parser.

Conclusion and perspectives

A method is presented for hybrid language-independent dependency parsing by combining
data-driven k-best maximum spanning tree parsing and rule-based reranking guided by a
verb valency lexicon. It was tested in the form of prototype parser CroDep on the Croatian
Dependency Treebank by using the CROVALLEX lexicon of Croatian verbs and it scored 77.21%
LAS, topping the top-performing baseline parser by 2.68% LAS. Future work plans include
testing the method on other languages, combining CroDep with other parsers and using methods
of automatic valency frame extraction to enrich existing resources. Introduction of valency
features to standard parsers might be considered. A preliminary experiment with parsing
Czech was conducted by using PDT and VALLEX in compliance with the CoNLL 2007 shared
task. CroDep scored 80.51% LAS, topping CroDepO by 1.73% LAS, thus indicating method
applicability across languages and outlining the influence of resource properties on method
performance. Further research in language-independent k-best spanning tree parsing with
valency lexicon reranking is required to support these preliminary results.
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ABSTRACT

This paper presents an efficient method for approximate string matching against a lexicon. We
define a filter that for each source word selects a small set of target lexical entries, from which
the best match is then selected using generalized edit distance, where edit operations can be
assigned an arbitrary weight. The filter combines a specialized hash function with best-first
search. Our work extends and improves upon a previously proposed hash-based filter, developed
for matching with uniform-weight edit distance. We evaluate an approximate matching system
implemented with the new best-first filter, by conducting several experiments on a historical
corpus and a set of weighted rules taken from the literature. We present running times and
discuss how performance varies using different stopping criteria and target lexica. The results
show that the filter is suitable for large rule sets and million word corpora, and encourage
further development.

KEYWORDS: Approximate string matching, generalized edit distance, anagram hash, spelling
variation, historical corpora.
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1 Introduction

A common task in text processing is to match tokens in running text to a dictionary, for instance
to see if we recognize a token as an existing word or to retrieve further information about the
token, like part-of-speech or distributional statistics. Such matching may be approximate: the
dictionary entry that we are looking for might use a slightly different spelling than the token at
hand. Examples include words containing typos, but also errors introduced by optical character
recognition or spelling variation due to the lack of a standardized orthography. Historical
corpora, which have gained a lot of interest recently, are an example application where spelling
variation is the rule rather than the exception.

A much researched family of approaches to the approximate matching task is based on edit
distance, that is, the number of string manipulation operations needed to change a source into a
target. For instance, we could count that dictionary entry as a match, whose edit distance from
the source token is minimal. If we allow single character insertion, deletion and substitution as
edit operations, we end up with the well-known Levenshtein distance. Edit distance calculation
is relatively costly, but there is a wide range of literature on efficient algorithms for approximate
dictionary matching with Levenshtein and similar distances (Boytsov, 2011, for an overview).

Generalized edit distance refers to a variant in which we allow arbitrary costs for edits. For
instance, for processing historical text, we may wish to make the substitution p—th cheaper than
e—th. The costs can be linguistically motivated, come from empirically estimated probabilities,
etcetera. Instead of minimization of the number of operations. the goal is now minimization
of the sum of edit costs. In this paper, we propose an adaptation of the anagram hashing filter
(Reynaert, 2011), an algorithm for efficient matching with the minimum edit distance criterion.
Our proposal facilitates approximate matching with minimum generalized edit distance. In a
short case study on real world material, we highlight different performance aspects of the filter,
demonstrate improvement over the original, and show that under reasonable parameter settings
our experimental implementation is able to process corpora fast enough for off-line tasks.

2 Anagram hashing

Edit distance calculation with dynamic programming takes time proportional to the product
of the source and target lengths. Approximately matching all tokens in a corpus to a fixed
lexicon using edit distance is thus potentially very expensive. The naive approach calculates
the edit distance for each word in the corpus to each word in the lexicon, which quickly
becomes infeasible. To improve this situation, Reynaert (2011) proposes an anagram hashing
filter to prefilter the lexicon. For each source word, the filter removes target entries that are
guaranteed to lie beyond a certain edit distance. Expensive exact calculations then only need
to be performed on a small selection of lexical entries. The technique is efficient enough to
support spelling correction of multi-million token corpora in a few hours.

The anagram hashing algorithm assigns hash values to strings using a character based function.
Characters in the alphabet are assigned an integer value and the hash value of a string is
simply the sum of its character values each raised to some predefined constant. Conveniently,
edit operations can be performed directly on these hash values: deleting a character means
subtracting its hash value from the source’s hash value, insertion corresponds to addition and
substitution is a combination of both. This carries over to more general operations involving
n-grams rather than just single characters. To illustrate, given kamel and the substitution ka —
ca we can obtain the anagram hash value of camel. We pick 5 as the power constant.
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kamel 11°+1°+13° +5°+ 125 784302
ka—ca —(11°+1%) + (3°+1°) -160808

camel 623494 (=3°+1°+13°+5°+12°)

Hash values for the target vocabulary and all edit operations are precalculated. Given a source
string, the anagram hashing filter then creates all permutations up to a small number of edits.
Only target entries whose hash values occur in this set of permutations are submitted for exact
edit distance calculation. The anagram hash loses information about the order of characters in
a string. Therefore, the actual edit distance between source and candidate target may be higher
than estimated by the filter. This optimism is what necessitates performing exact calculations.

In the past, researchers have shown the need for approximate matching with weighted edits
(Brill and Moore 2000; Toutanova and Moore 2002 for spelling correction, Hauser et al. 2007;
Jurish 2010; Adesam et al. 2012 for historical document processing). As said, we then minimize
the sum of edit weights rather than the number of edits. Although these two quantities correlate,
there are bound to be divergences. Used in this context, the anagram hashing filter may wrongly
exclude good targets when they involve many cheap edits. That is, the filter is no longer
optimistic with respect to the exact distance. An approximate solution would be to increase
the number of permutations the filter goes through, but given the exponential growth of the
permutation set for each added numerical edit, this is ineffective, especially when dealing with
thousands of weighted rules.

Given a fixed maximum edit distance and rules that have positive cost, the space of hash
permutations that has to be explored is finite but possibly extremely large. A proper adaptation
of the anagram hash filter should move information about the cost of each individual edit into
the filter, so that as little of this permutation space as possible is explored.

3 Best-first anagram hashing

We incorporate weighted rules into the anagram hashing filter by performing a best-first search
of the hash permutation space up to a certain cost cutoff — rather than an exhaustive search
of all possible hashes up to a given number of edits — returning a stream of anagram hash
permutations of ever increasing cost. The cost estimate is based upon the weights of the
substitution rules. As before, this estimate is optimistic. The search stops when the search tree
is empty because the cutoff point is reached. Alternatively, we may collect top k lists, in which
case we can stop when the cost of the current hash permutation as estimated by the filter is
higher than the exact cost of the kth-best match found thus far.

We will assume that all edits have the form of n-gram substitutions (but see Sect. 5). The filter
estimates so called restricted generalized edit distance (Boytsov, 2011), where substitutions
never overlap. Pseudocode for the search algorithm is given in Fig. 1. Three further specifications
of the procedure outlined in the preceding paragraph where implemented to constrain search
space. These are:

1. Although each vertex in the search tree can have as many children as there are applicable
substitution rules, we keep the frontier of active vertices to a minimum by implicitly
binarizing the search tree. At each iteration, we expand the vertex with the lowest
cost. Instead of creating a whole new generation at once, we only add the best child (a
conjunctive expansion, lines 8-12 in Fig. 1). In addition, we add the best younger sibling
(disjunctive expansion, lines 13-18). Each vertex holds a pointer into the sorted list of
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Given an anagram hash H for the input word, a maximal cost C, and an ordered list of

substitution rules R with associated hash updates, costs and bitmaps.

Returns a stream of anagram hash permutations of increasing cost.

1
2
3
4
5
6
7
8

10
11
12
13
14

19

q < new priority queue
u < (...,rule = afterlastruleinR,...) (an infertile dummy vertex)
v « (cost = 0, hash = H, bitmaps = {0}, rule = firstrule in R, parent = u)
add v to q with priority veu
while not g is empty do
v « next item from q
yleld Vhash and Veost
if r < next rule from v Where Veoq + e < € and 3X € VyigmapsY € Thitmaps[X AND y = 0]
then
point v, at the position in R behind r
W (Vcost+ Tcost> Vhash T Thash » {X ORY | X &€ Vbitmaps ADAS Tbitmaps AXAND Yy = 0} > T V)
add w to q with priority w
end if
U<« Vparent
if r < next rule from uy . Where Uege+ 'eose < C and 3x € Upimaps Y € Thitmaps [X AND y = 0]
then
point u, at the position in R behind r
W (ucost+ Tcost > Uhash T Thash » {x ORY |xe Ubitmaps AY € Tbitmaps AXANDY = o}, 1, u)
add w to q with priority w
end if
end while

Figure 1: Best first exploration of the anagram hashing search space

rules to know what the next rule to consider is. A fertile vertex is one whose rule pointer
is not at the end of the rule list. In order to create siblings, we keep around and update
parent vertices for as long as they are fertile.

2. We compact the rule set by fusing substitutions with identical anagram hash updates.

The same substitution can target several positions in the same source (e—a in theatre),
two substitutions may be the same but for unchanged context material (e—a and tre—tra),
substitutions can be anagrams of each other (th—t, ht—t), or two substitutions may
accidentally give the same hash update. All such cases are gathered into one effective rule.
The associated cost is that of the cheapest constituting substitution, so that substitution
fusion does not lead to overestimation of the actual edit distance.

. We prune the search tree by keeping track of overlap between substitutions. In
restricted edit distance, substitutions that target the same source characters cannot be
combined. Thus, when creating a vertex, we need not consider the more expensive rules
that overlap with any of the cheaper rules used for vertex’ ancestors. We use bitmaps to
record which source characters have been used in the creation of a vertex and to mark
the characters appearing in a substitution’s left hand side. Substitution fusing means that
vertices and rules have sets of bitmaps, which represent disjunctions of substitutions. A
rule’s overlap with previous substitutions is checked using bitwise aND (line 8 respectively
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line 14). Updating the bitmap set uses bitwise or (line 10 respectively line 16). To
illustrate this update (we show strings rather than hashes for readability):

start with theatre: {0000000}
apply e — a: {0010000,0000001} to get thaatre, theatra: {0010000,0000001}
apply tre—te: {0000111} to get thaate: {0010111}.

When fusing substitutions into one rule, only the most general bitmaps are included in its
bitmap set, because they determine its combinatorial possibilities. For instance, putting
two substitutions 01100 and 00100 into one rule gives {00100}."

4 Experiments

To get an impression of the effectiveness of the best first anagram hash filter, we performed
approximate string matching experiments using a real world data set (Adesam et al., 2012). In
total, there are 6045 weighted substitution rules of the form n — m, where n and m are uni-, bi-
or trigrams, possibly of unequal length. The corpus is made up of a collection of Old Swedish
texts, comprising 162k types in 3MIn tokens. As lexicon we first use a combination of three Old
Swedish dictionaries with 54k entries in total and later the corpus itself.

The approximate matching program is implemented in Python, including the dynamic pro-
gramming code for the exact edit distance calculations, but excluding the search algorithm
given in Fig. 1, which was implemented in Cython (Bradshaw et al.). The experiments ran on a
single core of 2.7 Ghz Intel CoreT i7, with 4 GByte of memory running 32-bit Linux. Across
experiments, the implementation used about 1GByte at most for the search space.

We used an integer representation of the cost of a vertex during search, corresponding to 6
decimal places precision. This, in combination with the fixed cutoff point and the fact that
vertex cost never decreases during the search, allows us to use a very simple implementation
of the priority queue based on an array of linked lists. Each index in the array points to the
vertices of that cost. Profiling suggests that the filter accounts for 20-60% of running time,
depending on the experiment.

We ran the whole corpus against the dictionaries of Old Swedish, with different stopping criteria.
The dictionary experiments are summarized in Table 1. Since the substitution costs are in the
0.2-0.9 range, cutoff levels of 1.5 and 2.0 respectively allow matches that require more than
just 1 or 2 edits. The number of rules submitted to the filter is fixed by the corpus and the set of
substitutions. On average, 194 rules, fused from 450 applicable substitutions, per type were
input to the filter.

With cutoff 1.5 and stopping after the best match, matching all 162k types against the 54k entry
dictionary takes 106m49s, a throughput of 25 types/s, or 85 tokens/s.? The top slice in Table 1
gives the distribution of matches. We find 0.7 matches per type, taking up to 6 edits, but most
of them occurring 1 or 2 edits away. On average, the filter produces 21k hash permutations
(including possible duplicates), of which an average of 22 hashes (no duplicates) are found in
the lexicon’s hash table and thus trigger exact edit distance calculation. Looking for the top 3

10ne might consider doing the same during the search process, for each vertex expansion. Testing has shown that
the overhead incurred is too high to increase performance

2We matched the corpus by type. To give an impression of speeds when applied to running text, token throughput
is calculated by taking the weighted average over per type processing times, with weights corresponding to token
occurrences of that type.
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Edits

0 1 2 3 4 5 6 7 Total
cutoff 1.5, best match
# 8887 41020 46173 19279 2216 86 2 117663
% 7.6 34.9 39.2 16.4 1.9 0.1 <.1
2% 7.6 42.4 81.7 98.0 99.9 100.0 100.0
cutoff 1.5, top 3
# 8887 81153 140298 67638 7547 258 6 305787
% 2.9 26.5 45.9 22.1 2.5 0.1 <.1
2% 2.9 29.4 75.3 97.4 99.9 100.0 100.0
cutoff 1.5, full search
# 8887 129517 1294345 1339331 97440 1826 7 2871353
% 0.3 4.5 45.1 46.6 3.4 <.1 <.1
% 0.3 4.8 49.9 96.5 99.9 100.0 100.0
cutoff 2.0, top 3
# 8887 81199 140388 103580 37492 4035 162 1 375744
% 2.4 21.6 37.4 27.6 10.0 1.1 <.1 <.1
% 2.4 24.0 61.3 88.9 98.9 100.0 100.0 100.0

Table 1: Matching against the dictionary with different stopping criteria. Distribution in terms
of number of required edits per cutoff. #: counts, %: proportion, ¥%: cumulative proportion.

matches at cutoff 1.5 takes 209m36s (13 types/s, 41 tokens/s). As the second slice in table 1
shows, we now find 1.8 matches per type. The filter returns 32k hash permutations, of which
51 are found in the lexicon’s hash table, on average.

We also asked for all matches at cutoff 1.5. Running time now more than doubles to 491m52s,
or 5.5 types/s. The filter only accounts for about 1/5th of the running time. The filter creates
46k permutations, of which 219 trigger exact edit distance calculations, on average. These
exact calculations dominate running time completely in this experiment and explain the slow
down. The impact of the exact calculation cost is most clearly seen in the token throughput,
which counter-intuitively is lower than the type throughput at 4.4 tokens/s. We can explain this
from the high lexical neighbourhood density of short words, which also are frequent words.
For instance, for types of length 3 and 4, we submit on average over 500 targets for exact
calculation, more than double the total average, even though the number of hash permutations
generated is below average for these words.

The distribution of matches for this exhaustive run is in the third slice in Table 1. The exhaustive
search finds almost 18 matches per type at this cutoff level. The greater proportion of matches
is found at a higher number of edits compared to earlier experiments. This is expected, because
there is some correlation between cost and the number of edits. Note that to capture 99% of
the matches under cutoff 1.5, an exhaustive run with the original anagram hashing filter would
have to examine up to four edits; in the order of 194* ~ 1.4 - 10° hash permutations on our
rule set. Merely generating this number of permutations would be prohibitively expensive, let
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alone considering the subset of lexicon matches for exact calculation.

We ran two further experiments with higher cutoff points. First, we looked for the top 3 matches
with cutoff 2.0. Processing took 1992m27s, giving a throughput of 1.4 types/s, 7.9 tokens/s — a
dramatic slow down compared to the cutoff 1.5, top 3 experiment, considering we only find
about 25% more matches (bottom slice, Table 1). The explanation lies in the number of hash
permutations returned by the filter, which increased 20-fold to 640k, of which 217 hashes per
type are found in the lexicon, on average. At these cost levels, the density of the search space
increases as the estimated cost increases. That is, there are many more hash permutations in
the 1.5-2.0 range than there are in the 1.0-1.5 range.

Secondly and finally, we used the corpus itself as the vocabulary, to study the impact of a larger
lexicon size on performance. There is no direct effect on the filter itself, but we can expect
a higher proportion of hash permutations to exist in the lexicon. On the one hand, this will
trigger more of the expensive exact calculations. On the other, this also means we may be able
to stop earlier on average if we use the top 3 stopping criterion. With cutoff 2.0, top 3,% running
time shows that the early stopping effect dominates: 823m46s, 3.3 types/s, 30 tokens/s.

We have seen that the best-first anagram hash filter allows us to efficiently search for ap-
proximate matches in a fixed vocabulary when the distance function is defined by weighted
substitution rules rather than by the number of edit operations. Even in our experimental
implementation, which has important bottlenecks in the Python code, we are able to achieve
throughput high enough to enable the processing of medium-large corpora using a large rule
set. Although the filter itself is fixed by the source string, the number of applicable substitutions
and the cutoff point, we note that overall performance is very dependent on the size of, and
distribution of items in, the lexicon.

5 Comparison to related work

There is a very rich literature on approximate matching against a fixed vocabulary, but work
on approximate matching using edit distance tends to focus on unweighted edits (Boytsov,
2011). We will briefly compare our proposal against the implementations used by the research
mentioned in Sect. 2, that motivated the use of generalized edit distance.

As mentioned, in its original form the anagram hashing filter only considers hash permutations
within a fixed number of edits, irrespective the weight of the operation. Reynaert (2011),
however, does apply a more fine-grained ranking to candidate targets that pass the anagram
hashing filter, in a way simulating weighted edits. Although effective in that case, the limits
to this approach were explained in Sec.2. Until now, we have focused on substitutions, but
like the original anagram hash filter, our best-first adaptation can easily incorporate insertions
and deletions. Like with substitutions, the bitmap for deletions (substitution with €) marks the
deleted characters as used. The bitmap for insertions would be o, as they always apply (0 AND
x = 0) and do not change the source bitmap (0 orR x = x).

The spelling correction method presented in Brill and Moore (2000) relies on weighted sub-
stitution rules much like the ones we used in our case study. The authors report best-match

3The maximum number of examined permutations was 40MIn, incurred for a falsely segmented token. Such false
tokens are long and almost guaranteed to lead to a search through the whole space up to the cutoff point as they do not
have any suitable matches. As we do not look at the quality of the matches in this paper, we have left these pathological
cases in.

“We ignored the first match, effectively running top 4, since the first and best match is now always the word itself.
To compare, only 2.4 of matches against the dictionary are at 0 edits distance (see Table 1, bottom slice).
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processing speeds of 20 types/s from an implementation using trie-based precompilation of the
lexicon and the weighted substitutions. An interesting aspect to this work is the differential
weighting of substitution rules depending on where they apply in the string. A quick way to
incorporate this into our setup is to use the lowest weight for a rule in the filter, and differentiate
according to position in the exact distance calculation stage.

A more recent proposal using approximate matching with weighted edits is Jurish (2010, and
refs. therein). Formally, the matching is defined as a composition of three weighted finite
state transducers, representing the input word, the edit operations and the lexicon. Instead of
actually compiling the resulting transducer — which would be too resource intensive — cheapest
paths through the pipeline are calculated on-line using an adapted Dijkstra-algorithm. The
author reports processing speeds of 50 tokens/s for Levenshtein distance-based approximate
matching. Considerably faster processing is reported for smaller sets of specialized rewrite rules,
although it is unclear how the technique would scale when using a very large rule set like in
our experiments. However, a real advantage of representing the vocabulary as an automaton
is the ability to handle vocabularies of non-finite size, by modeling productive compounding
in the automaton. As far as we can see, an anagram hash filter-based approach is not able to
accommodate non-finite target vocabularies.

A well-known application for computer-supported orthographic normalization is VARD2, which
employs an ensemble of techniques to match tokens against a fixed vocabulary. The authors
also use Levenshtein distance, although they consider it to be too computationally expensive to
apply to the whole dictionary (Baron and Rayson, 2009, Sect. 3). As Reynaert’s (2011) and our
work shows, this need not be the case. Of course, if a hybrid approach improves the accuracy of
the automatic normalization, our method could well be part of such an ensemble.

Conclusions

We have presented a best first anagram hashing filter for generalized edit distance matching.
The algorithm prefilters a lexicon to narrow down the search for a best match given a set of
weighted edit operations. Several experiments have shown the efficiency of the filter and the
way it interacts with the rest of the system, such as the size and layout of the lexicon, and
parameters setting the maximum cost and the number of matches desired. Even though the
system’s bottleneck is implemented in Python and we tested using a large rule set, we achieve
throughput at reasonable parameter settings good enough for off-line processing of million word
corpora. At the most advantageous settings, we are able to process 25 types/s, corresponding
to 85 tokens/s. The fact that there are enough opportunities left for easy improvements in
running time makes these results especially encouraging.

Algorithmic improvements on the filter itself to be researched include the way dependencies
between rules are tracked. As it is, the calculation of the Cartesian product of bitmap sets when
checking for rule applicability causes considerable overhead. A further topic for investigation is
ways to extend the filter to unrestricted edit distance, so that edits on the source string may
feed each other, or, similarly, to allow edits with a context specification that is not formally part
of the substitution.
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ABSTRACT

In this work we present an approach for extracting parallel phrases from comparable news
articles to improve statistical machine translation. This is particularly useful for under-resourced
languages where parallel corpora are not readily available. Our approach consists of a phrase
pair generator that automatically generates candidate parallel phrases and a binary SVM
classifier that classifies the candidate phrase pairs as parallel or non-parallel. The phrase pair
generator is also used to automatically create training and testing data for the SVM classifier
from parallel corpora. We evaluate our approach using English-German, English-Greek and
English-Latvian language pairs. The performance of our classifier on the test sets is above 80%
precision and 97% accuracy for all language pairs. We also perform an SMT evaluation by
measuring the impact of phrases extracted from comparable corpora on SMT quality using
BLEU. For all language pairs we obtain significantly better results compared to the baselines.

KEYWORDS: SMT for under-resourced languages, phrase extraction from comparable corpora.
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1 Introduction

Statistical machine translation (SMT) relies on the availability of rich parallel resources (cor-
pora). However, in many cases, such as for under-resourced languages or in narrow domains,
sufficient parallel resources are not readily available. This leads to machine translation systems
under-performing relative to those for better resourced languages and domains. To overcome
the scarcity of parallel resources the machine translation community has recognized the poten-
tial of using comparable corpora as training data. As a result different methods for extracting
parallel sentences or smaller text units such as phrases from comparable corpora have been
investigated (Munteanu and Marcu, 2006; Sharoff et al., 2006; Kumano et al., 2007; Marcu and
Wong, 2002; Barzilay and McKeown, 2001; Kauchak and Barzilay, 2006; Callison-Burch et al.,
2006; Nakov, 2008; Zhao et al., 2008; Marton et al., 2009; Skadina et al., 2012; Ion, 2012).

A common idea in this related work is the use of some heuristics to pair target and source
phrases. By contrast we approach the task of parallel phrase extraction as a classification task
and use feature extraction on the training data to train an SVM classifier to distinguish between
parallel and non-parallel phrases. Our method is fully automatic and is essentially a “generate
and test” approach. In the generate phase, given source and target language sentences S and T,
we first generate all possible phrases of a given length for S and for T and then compute all
possible phrase pairings consisting of one phrase from S and one phrase from T. In the test
phase we use a binary SVM classifier to determine for each generated phrase pair whether it is
or is not parallel. The SVM classifier is trained using phrase pairs taken from parallel data word
aligned using Giza++ (Och and Ney, 2000, 2003).

We have tested our approach on the English-German, English-Greek and English-Latvian
language pairs. Latvian is an under-resourced language, while for Greek and German text
resources are more readily available. Considering all three languages allows us to directly
compare our method’s performance on resource-rich and under-resourced languages. We
perform two different tests. First, we evaluate the performance of the classifier on phrases
extracted from held-out parallel data using standard measures such as recall, precision and
accuracy. Secondly, we test whether the phrases extracted by our method from comparable
corpora lead to improved SMT quality, as measured using BLEU (Papineni et al., 2002) .

Hewavitharana and Vogel (2011) also adopt a classification approach for phrase extraction.
However, their approach requires manual intervention in data preparation, whereas we perform
the preparation of training and testing data fully automatically. In addition, Hewavitharana and
Vogel (2011) do not report any SMT performance evaluation of their approach, so it is difficult
to estimate how useful their approach is for the actual task it is meant to improve. We test the
impact of our extracted phrases on the performance of an SMT system, which allows us to draw
conclusions about the likely utility of our approach for SMT in practice.

In Section 2 we present our phrase pair generation method. In Section 3 we describe our
classification approach and list the features used within the classifier. Section 4 describes our
experimental set-up and results.

2 Phrase Pair Generation

Phrase pairs are generated under two different conditions. During training of the SVM phrase
pair classifier, positive and negative instances of aligned phrase pairs are generated from existing
parallel resources for the source and target languages. During testing candidate phrase pairs
are generated from arbitrary source and target language sentence pairs.
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2.1 Training Example Extraction

We use whatever parallel data is available for a language pair to extract training examples
for the SVM classifier. To get positive training examples (parallel phrases), we first align the
parallel sentence pairs using the Giza++ toolkit (Och and Ney, 2000, 2003) in both directions
and then refine the alignments using a “grow-diag-final-and” strategy. Then, we extract all
phrases, as defined in the statistical machine translation literature (Koehn et al., 2003; Och and
Ney, 2004; Chiang, 2005), and take these phrases as positive examples.

Let S denote a sentence, S; the i-th word in S and Sf the subsequence of words in S from
position i to j. Given a word-aligned sentence pair (S, T), (S!, T, ) is a phrase iff:

o S, is aligned to Ty for some k € [i,j] and k" € [{', ]

e S isnot aligned to Ty for all k € [i,j] and k' ¢ [i’,j']

e Sy is not aligned to Ty for all k ¢ [i,j] and k" € [/, ']
To get negative training examples (non-parallel phrases), for each sentence pair, we enumerate
all segments on the source side and on the target side, the length of which falls in the range
[minSrcLen..maxSrcLen] and [minTrgLen..maxTrgLen], respectively. Then we pair each
source segment with each target segment to get all possible training examples. Next, we leave
out the positive examples and label the rest as negative examples.

A training example may be discovered many times during extraction process. We do not keep
duplicate occurrences but keep all the training examples unique. As the alignment of the
parallel corpus inevitably introduces some errors, we do some processing to remove the noise.
For instance, a training example may appear both as a positive example and as a negative
example, but in our approach, a training example can only have one label, positive or negative.
For a training example, assume the number of occurrences as a positive example is N, and the
number of occurrences as a negative example is N,,. We check the following conditions in order:

o If N, is smaller than a count threshold 7, then we label this example as negative.
o If the ratio N, /N, is below a ratio threshold =, then we label it as positive.

2.2 Test Instance Generation

To generate candidate parallel phrase pairs from unseen comparable text pairs we proceed as
follows. First we generate all sentence pairs (S, T) where S is from the source language text
and T is from the target language text. For each such pair we generate all phrase pairs (s, t)
where s is a word subsequence of S of length i minSrcLen <i < maxSrcLen and t is a word
subsequence of T of length j, minTrgLen < j < maxTrgLen.

3 SVM Classifier

For classifying phrase pairs as parallel or non-parallel we use an SVM classifier. Within the
classifier we use the following features as reported in previous work (Munteanu and Marcu,
2005; Hewavitharana and Vogel, 2011):

lengthDifferenceInChar is the difference in number of characters in the source and target phrases. We consider duplicates in
the phrases when counting the characters.

lengthDifferenceInWords is similar to the first feature but use words instead of characters.

sameEnding is 1 if source and target phrase have the same ending otherwise 0.

numberOfWordsInPhrase is number of words in the source phrase.

firstWordTranslationScore indicates whether the first word in the source phrase is a translation of the first word in the target
phrase. If this is the case, the translation probability is returned.

lastWordTranslationScore indicates whether the last word in the source phrase is a translation of the last word in the target
phrase. If this is the case, the translation probability is returned.

translationCount is number of source phrase words which have translations in the target one.

translationRatio is ratio of the count of source phrase words which have translations in the target phrase and the number of
words in the source language.
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isHalfTranslated is 1 if at least half of the source phrase words have translations in the target phrase, otherwise 0.
longestTranslatedUnit is count of words within the longest sequence of words which have all translations in the target phrase.
longestNotTranslatedUnit similar to the previous one but considers words which do not have translations.
translationPositionDistance captures the distance between the source words positions and the position of their maximum
likely translations in the target side. E.g. if the first word in the source phrase is the translation of the first word in the target
phrase then they have a translation position distance of 0. For each word in the source phrase we compute its translation
position distance, sum all the distances together and return it.

The first three features are independent of which language is taken as source and which as
target. The feature numberOfWordsInPhrase is computed once for the source and once for
the target phrase. The remaining nine features are direction-dependent and are computed
in both directions, reversing which language is taken as the source and which as the target.
Thus in total we have 21 features. To perform the translation of phrase words we use GIZA++
dictionaries trained on parallel data (see Section 4.2).

3.1 Cognate-based Methods for Translation Purposes

Dictionaries mostly fail to return translation entries for named entities (NEs) or specialized
terminology. Because of this we also use cognate-based methods to perform the mapping
between source and target words or vice versa. We only apply the cognate-based methods for
the firstWordTranslationScore and lastWordTranslationScore features. For these two features
it is easy to compare the first or the last words from both the source and target phrases. The
score of the cognate methods becomes the translation score for the features. We adopt several
string similarity measures described in Aswani and Gaizauskas (2010): (1) Longest Common
Subsequence Ratio, (2) Longest Common Substring, (3) Dice Similarity, (4) Needleman-Wunsch
Distance and (5) Levenshtein Distance. Each of these measures returns a score between 0 and
1. We use a weighted linear combination of the scores to compute the final score. We learn
the weights using linear regression over training data consisting of pairs of truely and falsely
aligned city names available from Wikipedia!. For the truely aligned named entities we assign a
score of 1 and for the falsely aligned ones a score of 0. We take the cognate similarity score as
the translation score only if it is above 0.7, a threshold which we set experimentally.

The cognate methods assume that the source and target language strings being compared
are drawn from the same character set. However, this is not the case for English and Greek.
To be able to apply our cognate-based approach to Greek we first map the Greek characters
into English characters and apply the cognate metrics on the mapped characters. To learn
the mappings we used a list of Greek-English place name variants? and the Giza++ tool.
The input to Giza++ is a list of aligned NEs (Greek and English) where each NE is split into
single characters. The output of the tool is a dictionary with character mappings. We use
these mappings to transliterate a Greek word into English characters and use the transliterated
version for the cognate comparison. Note, since GIZA++ lists multiple entries as translation
variants we always select the one with the highest probability value.

4 Experiments

4.1 Data Sources

Our experiments involve the English-Greek (EN-EL), English-Latvian (EN-LV) and English-
German (EN-DE) language pairs. We train a separate classifier for each language pair. Therefore,
for each language pair a data set consisting of parallel phrases is needed to train and test the

Thttp://en.wikipedia.org/wiki/Names_of European_cities_in_different languages.
2http:/ /en.wikipedia.org/wiki/List_of Greek place_names

26



SVM classifier. A second data source needed for our experiments is comparable corpora for the
above mentioned language pairs. From these we generate pairs of phrases and judge them for
parallelism using the trained classifier. Finally, the phrases judged as parallel by the classifier
are used to attempt to improve a baseline SMT system.

4.1.1 Parallel Corpora

We used the JRC-Acquis® parallel corpora to prepare the parallel phrases used to train and test
the SVM classifier. For each language pair we split the corpus into two parts: a training set and
a test set. The test set contains 10K parallel sentences. The training set contains 99K sentences
for EN-DE, 423K for EN-EL and 53K sentences for EN-LV.

4.1.2 Comparable Corpora

We used comparable corpora in English-Greek, English-Latvian and English-German language
pairs. These corpora were collected from news articles using a light weight approach that only
compares titles and date of publication of two articles to judge them for comparability (Aker
et al., 2012). The corpora are aligned at the document level and are detailed in Table 1.

language pair document pairs EN sentences target sentences EN words target words
EN-DE 66K 623K 533K 14837K 6769K
EN-EL 122K 1600K 313K 27300K 8258K
EN-LV 87K 1122K 285K 18704K 5356K

Table 1: Size of comparable corpora.

4.2 Phrase Extraction for Classifier Training and Testing

On both parallel training and testing data sets (see Section 4.1.1) we separately applied GIZA++
to obtain the word alignment information used in our parallel phrase extraction method (see
Section 2.1). Then we ran the training example extraction method on each data set to extract
phrase pairs, setting minSrcLen = minTrgLen = 2 and maxSrcLen = maxTrgLen=7. To
train the classifier we used 20K parallel and 20K non-parallel phrase pairs extracted from the
training data. In testing we used 500 parallel and 10K non-parallel phrase pairs extracted from
the testing data. Note that the test set contains substantially more non-parallel than parallel
data. This is to simulate the real-world scenario where the data from which parallel phrases
have to be extracted will necessarily contain more non-parallel entries than parallel ones. It
is also important to note that in both the training and testing parallel phrase extraction steps
we used GIZA++ dictionaries obtained from the parallel training data which excludes the 10K
parallel sentences used in testing. We did this to ensure that feature extraction is testing is
performed using a dictionary that has been built by a process which is blind to the test data.

4.3 Phrase Extraction from Comparable Corpora

We used the comparable corpora described in the previous section and for each language and
each aligned document pair we extracted phrase pairs as described above in Section 2.2. As
when generating training instances we set minSrcLen = minTrgLen = 2 and maxSrcLen =
maxTrgLen =7. As in the training and testing steps described in previous section, in feature
extraction from the phrase pairs generated from the comparable corpora we used the GIZA++

Shttp://langtech.jrc.it/JRC-Acquis.html
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dictionary created from parallel sentences in the training data. Table 2 gives details about the

phrases extracted from the comparable corpora.

language pair

analysed sentence pairs

analysed phrase pairs

extracted phrase pairs

39659

852327K

248K

33844K

1499169K

125K

30788K

1919128K

106K

Table 2: Phrase pairs extracted from comparable corpora.

We also ran a performance test to evaluate the speed of parallel phrase extraction. We took
1000 comparable document pairs from the EN-DE data and recorded the time it took to process
them. We recorded ~ 44 minutes processing time on a single desktop machine with a 2.4GHz
processor and 4GB memory. 99% of the processing time was spent on feature extraction and
the remaining 1% for phrase pairing and SVM classifier. Note that since the document pairs are
independent from each other, multiple processes could be run in parallel on different sets of
document pairs which could significantly reduce processing time.

4.4 Results

To test the performance of our approach we performed two different evaluations: classifier
evaluation using Information Retrieval (IR) metrics and SMT performance using BLEU.

4.4.1 Classifier Evaluation

In this evaluation we measure the performance of our classifier using precision, recall, F-measure
and accuracy (Manning et al., 2008). Note that we use F, s which puts more emphasis on
precision than recall. We sought to optimize SVM classifier performance for our task by finding
the SVM-margin distance boundary that maximizes F, 5. During training the SVM classifier
determines a maximum margin hyperplane between the positive and negative examples. During
classification the distance to this boundary is used to classify instances: any instance that has
negative distance (distance < 0) to the boundary is treated as a negative example, otherwise as
positive (distance >= 0). We shift the boundary between negative and positive examples to a
new value which maximizes the F, ; metric. To do this we determine the maximal negative and
maximal positive distance from the classification results, go from the negative value towards
the maximal positive value in increments of 0.1 and record the boundary value that leads to
the maximum F; 5. To learn the new boundary we used held out training data containing 500
parallel and 10K non-parallel phrases. Note that this held out training data is different from the
testing data (see Section 4.1.1) but has the same size. Finally, we run the classifier with the
new boundary on the testing data. The results are shown in Table 3.

language pair recall precision F.5-measure accuracy
EN-DE 45 86 73 97
EN-EL 63 81 77 97
EN-LV 59 84 77 97

Table 3: Classifier’s performance on phrases extracted from the test data.

From Table 3 we can see that the classifiers for each language pair perform reasonably well on
the testing data. They all achieve an accuracy score above 97%, though note that always picking
the majority class (non-parallel) gives 95% accuracy given the deliberate skew in the test data.
The precision score obtained from each classifier is above 81% showing good performance in
identifying correct parallel phrases. In general the recall scores are low, in the neighborhood of
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50%. However, given the potentially very large quantities of comparable text pairs available
recall is not a primary concern.

To identify the sources of misclassifications we manually checked the EN-DE phrases from the
test set which were classified incorrectly. The first source of problems is due to the existence
of productive compounds in German and negatively affects recall. For example, the classifier
classifies the following parallel phrases as non-parallel. The features we use within the classifier
do not capture morphological elements within compound words and thus fail to match, e.g.
tiergesundheitszeugnisse with veterinary certificates or umweltkriterien with ecological criteria.

(1) der tiergesundheitszeugnisse fiir die — veterinary certificates for the

(2) zur festlegung iiberarbeiteter umweltkriterien — establishing revised ecological criteria
The second problem is due to feature extraction and causes a decrease in precision. The
following phrases are non-parallel examples classified by the classifier as parallel. The reason
for the misclassification is that while the words in the English phrase can be entirely mapped
to those in the German phrase, the phrases are not parallel because they differ either in the
number or in the order of constituents.

(3) parlaments und des rates zur einfithrung — the council and the

(4) die kommission erstattet dem europdischen parlament und — european parliament and of the council
In (3) all words of the English phrase have translations in the German phrase (both the’s are
mapped to des, council is mapped to rates or parlaments and and is mapped to und). In (4) we
have a similar picture. The words european parliament are mapped to europdischen parlament,
and to und, the to die or dem and council to kommision. The problem arises from the fact that in
(3) the English word council translates into both German Rat and Parlament. Thus, two German
noun phrases (NPs) are covered by one in English, so that the English phrase is not an adequate
translation of the German one. In (4), the problem lies in the order of the constituents which
results in the two phrases not being parallel. The English phrase contains a coordination of two
NPs, while in the German phrase, the coordinating conjunction und is at the end of the phrase
and serves to link either the entire phrase or the second NP (dem europdischen parlament) to a
further constituent not extracted as a part of this phrase.

4.4.2 BLEU Evaluation for SMT

In the BLEU evaluation we tested the impact of the phrases extracted from the comparable
corpora on improving the performance of the baseline SMT systems. We trained a baseline
decoder for each language pair using the entire JRC-Acquis corpus for that language pair, which
consists of the training and test data used for our phrase extraction system. We then injected
the extracted phrases” into the baseline training data and re-trained a new decoder which we
call an extended decoder. As SMT test data we used 612 parallel sentences manually generated
from news articles. The English and the German sentences have both in total 14K words. The
Latvian sentences contain around 13K and the Greek ones 15K words. To construct these
test sets we used English as the pivot language. We selected from different news articles 612
English sentences and then manually translated them into German, Greek and Latvian. For
each language pair a professional translator was hired to perform the translation. Note that
these articles are not included in the comparable corpora summarized in Table 1.

From the results shown in Table 4 we can see that all extended decoders significantly outperform
the baseline systems®. This shows that the phrases extracted from the comparable corpora are

“These phrases are extracted with the SVM margin that maximizes the F-measure, see for details Section 4.4.1
SKoehn (2004) reports that increase of 1% in BLEU score is a significant improvement.
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language pair baseline BLEU score extended BLEU score

EN-DE 15.97 18.05
EN-EL 28.30 29.37
EN-IV 10.24 12.23

Table 4: BLEU scores on the SMT testing data.

indeed of usable quality. In the table we also see that the EN-EL BLEU scores are much higher
than the others. We think that this is a result of the large size of the EN-EL parallel training
data made available by JRC which we used to train the EN-EL decoder. As described in Section
4.1.1 the EN-EL parallel corpus is more than 4 times bigger than the EN-DE corpus and 8 times
bigger than the EN-LV parallel corpus. For the language with least training data Latvian, the
classifier still significantly outperforms the baseline. This is an encouraging result which shows
that although the amount of parallel data is important for SMT performance, our method for
phrase extraction from comparable data provides a viable way to significantly improve SMT
performance in cases where parallel data is sparse.

Conclusions

In this paper we presented a fully automated approach to extract parallel phrases from compa-
rable corpora using a classifier. The data used to train the classifier is automatically derived
from parallel corpora. We measured the performance of our classifier using IR metrics but also
performed an SMT evaluation using BLEU. We performed the evaluations EN-DE, EN-EL and
EN-IV language pairs. In the IR evaluation we tested our approach on pairs of phrases extracted
automatically from parallel corpora. The results of this evaluation show that our approach is
precise and accurate in identifying parallel phrases. The SMT evaluation was performed by
comparing the translation performance of two decoders on a set of parallel sentences manually
collected from news articles. The first decoder is a baseline system trained on the JRC-Acquis
parallel corpus. In the second decoder we again use the same parallel corpus but extend it
with phrases extracted from a comparable corpus. The results show that the extended decoder
performs significantly better than the baselines for all language pairs.

A number of questions remain for further research. First, how much can SMT system per-
formance be improved using this approach? The number of comparable text pairs available
is in principle virtually unlimited; howevey, it is unlikely indefinite improvements to SMT
systems can be made using our approach. But how much improvement can be made? Second,
the relation between the amount of parallel data initially available, from which dictionaries
are derived and parallel phrase pairs are extracted for training the SVM classifier, and the
improvement obtainable through use of our approach needs to be better understood. Second,
can we bootstrap? — in particular can we use Giza++ to extract a new dictionary from the
original parallel data plus the phrase pairs extracted by our classifier during an initial round of
phrase extraction and then use this new dictionary to retrain the classifier? Third, more detailed
failure analysis needs to be carried out on all of our test languages as well as an analysis of the
role of particular features in the classifier. This should provide insights, such as those mentioned
in Section 4.4 above, that may allow performance of the classifier to be improved further.
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ABSTRACT

The Universal Networking Language (UNL) is an artificial language thatreglicate human
language functions in cyberspace in terms of hyper semantic netvildrisspaper aims tca)
design a reference grammar capable of dealing with the basic linguistic reisuictorder to act
as a test-bed in automating translation between English and Arabic in botfiod#&ebrough
UNL; b) evaluate the current state of the UNL systemaadnterlingua in analyzing and
generating English and Arabic as far as the reference structures arenedncdk reference
parallel corpus of 500 structures was used. Results are promising;igoreaigl recall of
analyzing English to UNL (UNLization) are 0.979 and 0.96 respectiveiyievprecision and
recall of analyzing Arabic to UNL are 0.98 and 0.96 respectively. Prec@ionrecall of
generating English from UNL (NLization) are 0.97 and 0.96 respectivéiile precision and
recall of generating Arabic from UNL are 098nd 0.96 respectively.
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Introduction

While languages differ greatlynitheir “surface structures”, they all share a common “deep
structure”; hence came the idea of creating a universal representation capable of @tivigyin
deep structure while enjoying the regularity and predictability natural langlage Although
interlingua is a promising idea, the number of interlinguas crésittil very limited. Examples
of well-known interlinguas are DLT (Witkam 2006), UNITRAN (Dori9gl7, 1990) and (Dorr et
al. (2004)), KANT (Nyberg and Mitamura (1992), Nyberg et al. (1paAg UNL (Uchida 1996,
Uchida and Zhu (1993, 2005), Alansary et al. (2010)). The firsetbf these interlinguas lack
standardization, however, the fourth, UNL, has succeeded in stanmdaritéztools, tagset and
methodology as well as rely on meaningasntermediate representation (Alansary 2011). UNI
is a kind of mark-up language which represents the core informatientett The UNDL
Foundation, the founder of UNIhas created a wrapper application for development of variol
UNL tools and applications (Martins 2012, Martins and Avatesyan 2009¢nglhes, resources
and tools are available through the UNLwebw{v.unlweb.net that contains many tools
designed for linguists, computational linguists as well as non-professidhalse tools are used
in analysing and generating natural languages., It Interactive ANalyzer, it employs the
analysis grammar rules to analyze input and finally generate its carddsgdJNL expressions.
It operates semi-automatically; word-sense disambiguation is still caruedy a language
specialist, nevertheless, the system can filter the candidates using an opgonaf
disambiguation rulesEUGENE (the dEepe-sUrface natural language GENErator) is a fully
automatic engine, it simply uses the target language grammar rulesiér to decode the
incoming UNL document and generate it in natural languages. IAN agehEwse two types of
Natural language dictionaries; enumerative and generative. The enumerative dictifol#exy
contains all inflected word forms of a language together with their corrésppitniversal
Words (concepts) and a set of linguistic features covering diffdneguistic levels. The
generative dictionary, on the other haisdthe same as the ‘enumerativéone but it contains all
lexemes of language as bases together with a morphological paradigm nluatlzemtrols the
generative morphological behaviour (e.g. agreement and inflected fofmgdrds in natural
language (Martins and Avetisy&2009. It might be a fact that all languages have classic
reference grammars in grammar books. Such a reference granaytae defined as a description
of the grammar of a language, with explanations of the principles dogetfre construction of
words, phrases, clauses, and sentences. It is designed to give somefereree tool for
looking up specific details of the language. In Natural Language Progessimputers should
also learn a language in order to give a comprehensive and objective test-lethiies us to
evaluate, compare and follow up the performance of different gram&rsmalized reference
grammar is needed in order to synchronize different language&/NL is initiating this idea as
it utilizes a standardized environment. The current paper is limited to EaglisArabic only;jt

is organized as follows: Section 1 discusses the design and compilation efetiemee corpus.
Section 2 discusses the design and implementation of the analysis gr&eotemn 3 discusses
the design and implementation of the generation grammar. Section 4 ev#heatemlysis and
generation results in English and Arabic. And finally section 5 is elesion and future work

1 Referencecorpus

Corpora are considered essential language resources necessary when braldinmrs. A
reference corpus has been compiled as an experimental English coquderi to prepare the
initial version of analysis and generation grammars. An Arabic parallel Cdrasisbeen
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compiled by translating the English reference corpus into Arabic, thigaronsists of 500
sentences collected from English grammar books. It is supposedéo the basic and common
linguistic phenomena between all languages that may be encountered incthes rbbuilding
grammars within the UNL framework such as: temporary entries (#gs, nonsense words,
symbols etc.), words that are not found in the dictionary (a grammékmmay face a set of
words that might not be found in the dictionary), numerals, deterspinemepositions,
conjunctions, noun phrase structures, expressions of time, verb, fpronouns and sentence
structures. The English reference corpus is manually annotated toanstkedard version of
UNL reference corpus. Both versions; English reference and UNL comrerayvailable on the
UNL web (ttp://www.unlweb.net/wiki/Corpus5Q0he Arabic UNL language centre has
translated the English reference corpus into Arabic.

2 Building the UNLization (analysis) Grammar

UNLization is the process of representing the content of a natural languagerstusihg UNL.

In order to UNLize any Natural language text, the UNLization (analysis) gramonathdt

natural language should be, first, developed. The UNLization reference grafom&nsglish

and Arabic reference corpora have been already built to represent the coriietit obrpora.
English and Arabic grammars have common modules such as; the tokenizatinaral,

attribute, syntactic and syntax-semantic modules; however, the Arabic agaysisiar has an
extra module; namely, the transliteration module which was developed en tordransliterate
words that are not found in the Arabic Analysis dictionary into Lataratters. The following
sub-sections will describe each of the aforementioned modules.

2.1 TheTokenization module

The tokenization algorithm is strictly dictionary-based; the system tries to matahinbs ef the
natural language input against the entries existing in the dictionacgstnit does not succeed,
the string is considered a temporary entry. There are no predefinedstokpaces and
punctuation marks have to be inserted in the dictionary in order tedtedras non-temporary
entries. The tokenization algorithm goes from left to right trying to médteHangest possible
string with dictionary entries, and it assigns the feallE® P (temporary) to strings that are not
found in the dictionary. For instance, any URL such as "www.undlfatiodorg" should be
considered TEMP; however, it is tokenized according to the entries fouti idictionary as
[www] [.] [u] [nd] [I] [foundation] [.] [or] [g], which isincorrect since we expect the whole string
to be treated as a single temporary entry. In order to avoid that,nabiis@ation rule applies to
consider any string a single node if followed by blank space or atégl (is at the end of the
sentence). The tokenization algorithm blocks the segmentation of toksesjuences of tokens
prohibited by disambiguation rules. Disambiguation rules are not onlynsifge for the
segmentation of the input, but also responsible for choosing the waelsseiost appropriate to
the context. For instance, “you” have two different realizations in the dictionary; the singular
second person pronoun and the plural second person pronoun. In the sentence “you love
yourself”, disambiguation rules should prevent the choice of the plural pronoun, thus, causing the
engine to choose the singular pronoun if the verb is followed &iyngular personal possessive
pronoun.
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2.2 TheNumeralsModule

Numerals in UNL are temporary UWs and should be represented in UNL as Digitsebet
quotes. There are two cases in Numerals; they may be present in the ingiis as which case
the engine will consider them as TEMP automatically, or, they may beenviit letters, in the
latter case the numerals module is activated. In order to handle numerath iBnigtish and
Arabic, both a dictionary and analysis rules are required. The numeraldengart of both the
English and Arabic grammars. There are 4 types of numerals to be cavettdgd module:
cardinal, ordinal, partitive and multiplicative. We will examine cardinal numbess s they
constitute the base for other types of numerals. There are many sulzsettirafl numbers such
as units, tenshundreds, thousands, millions...etc. The first step towards analyzing them is
compiling a small dictionary that will enable rules to convert numberstinirglish and Arabic
into digits. Some cardinal numbers will be inserted in the dictionary as isasutfe numbers
from one to nineteen. Other numbers will be inserted incomplete idi¢tienary to be later
completed by rules; for example, tens are inserted without their zeros, “twenty” is inserted as
“2”....etc. The second step is to develop the required rules; units and numbers from ten tc
nineteen are retrieved from the dictionary without any modification by rutess starting from
the number twenty have two possibilities in analyshie:first is adding tens to units; for instance
in the case of “twenty one”, “twenty” which is stored in the dictionary as “2” and “one” which is
stored as “1” will be joined by a rule and will be treated as a single number “21”. The second is
not adding tens to units as in “twenty”, a zero will be added to “2” and joined together by a rule
to become “20”. The analysis of partitive numerals depends on their existence in the dictionary.

In ordinal and multiplicative numbers; after converting the numbers in dettgo digital
numbers, an attribute “@ordinal” will be assigned to the number. If the number is followed by
the word “times” such as “four times”, the attribute “@times” will be assigned to “4”to be
“4.(@times”.

2.3 Attributesmodule

In UNL, attributes have been used to represent information conveyed timalnianguage
grammatical categories (such as tense, mood, aspect, number, etc). Thatabutds, which is
claimed to be universal, is defined in the UNL Spdusp(/www.unlweb.net/wiki/Attributes
The attributes module can handle determiners, pronouns, prepositionsmndomms. It is
responsible for substituting certain words or morphemes with @#spas in the case of quantity
quantifiers (“a lot of”, “several”, “few”, “all”, “any...etc.) which will be deleted and substituted

by the attributes “@multal, @paucal, @any, @all..etc.” to be assigned to the following word. In
UNL, pronouns are “empty concepts” represented semantically as “00”. The person, number and
gender of the pronoun are described by UNL attributes.

2.4 Syntactic module

After assigning the necessary attributes, the syntactic module should startgditasvsyntactic
trees for noun phrases, verb phrases and sentence structures that @fréhp corpus, according
to the X- bar theory http://www.unlweb.net/wiki/X-bar_theojy The syntactic modules for
Arabic and English grammars both follow the same methodology, ttrufollowing subsections
will present and discuss only English examples since they wikdséer to understand. The
syntactic module is divided into two phases; thetéstree phase and the tréetree phase.
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24.1 Thelist-to-tree phase

In this phase, rules are used to parse the tokenized input sentences ingbradiee. It starts by
composing small trees for the small phrases in the sentence armbthbining these small trees
together to form a bigger tree. Lisgi-tree rules are responsible for building the trees for langua
structures; ordering of rules is required; rules for building noun phrasg should be followed
by rules for building verb phrase trees. The sentence “he buys books about cars from Paris” after
being pocessed by the attribute module will be “he.@3.@male buy.@present book.@pl abot
car.@pl from Paris This sentence has two noun phrases, rules will start to project all nouns and
pronouns in the sentence to the intermediate constituent “NB” and link the NBs to form a higher
constituent from right to left. “cars” and “Paris” will be firstly linked together under the
intermediate constituent “NB” (A decision to link“from Paris” to the nearest head “ car® was
taken to solve the structural ambiguity concerning the PP attachment “from Paris‘. ) and
projected to the maximal projection NP by linking it to an empty nebieh will act as the
specifier. The prepositiofifrom” between the two NBs will be deleted leaving the semantic
feature “frm” to be assigned to “Paris”. This feature will help later in the process of linking them
with a semantic relation as will be shown in sabtion 2.6. then the NB “book” and the NP
“cars from Paris” will be linked together under the bigger intermediate constituent “NB” and the
preposition “about” will be deleted leaving the semantic feature “cnt” assigned to the NP “cars
from Paris”. Then, rules will project the NB “book about cars from Paris” to the maximal
projection NP by linking it with an empty node which will act as thecsier, and the NB of the
pronoun “he” will also be projected to an NP since a pronoun does not need a specifer, asshown

in figure 1.
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FIGUREL — The syntactic tree for FIGURE2 — The syntactic tree for “he
“books about cars from Paris”. buys books about cars from Paris”.

After building the tree of the noun phrase “books about cars from Paris”, rules will start to form a
bigger tree that containit noun phrase and the verb “buy” by combining them under the
intermediate constituent “VB”. The transitive verb “buy” is carrying the feature “TSTD” in the
dictionary; this means that it needs two syntactic arguments: a subjectisvtiehdoer of the
action, and a single direct object. These two arguments are mapped semdataalfgent and
an object. The two arguments should be “NPs”, thus, the semantic feature “obj” will be assigned
to the NP “books about cars from Paris”. The biggest tree will be formed by combining the “VB”
with the NP “he” under the maximal projection “VP” as in figure 2 and the semantic feature
“agt” will be assigned to the pronoun “he”.

242 Thetreeto-tree phase

The constituents “NB, NB, NP, VB and VP” will be mapped onto their syntactic roles. The
methodology used in this phase is to start decomposing constituemtsttfe biggest to the
smallest. Ordering of rules is required; rules for decomposing verdisghrees should be
followed by rules for decomposing noun phrase trees. VP is the lasitwemsto be composed,
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hence, it will be the first one to be decomposed. A key assumptiontafr Xheory is that
branching is always binary, thus, the decomposition of angtitoent will affect the treeA
constituentis decomposednto a syntactic role between a node and the head of the adjac
constituent to make the binary relatidn the present example, the decomposition of “VP” will
affect the treea“VS” or a Verb Specifier relation will be constructed between the verb and the
pronoun as shown in figure 3. The second branch to be desenhjisthe “VB” which will be
decomposed into a Verb Complement relation "VC" constructed betweeerthand the head
of the NP “book about cars from Paris”, “book”, as shown in figure 3. After first decomposing
the biggest constituents in the tree, the VP and the VB, decomposingadher NPs and NBs
starts. Because the specifier slot in the noun phrase is empty, thynidetic relations between
the empty nodes and the NBs will be dalefThe bigger NB “book about cars from Paris” will

be decomposed into “book” and the head “cars” of the smaller NB “cars from Paris”, and the
syntactic relation “NA” or Noun Adjunct will be established between them as shown in figure 4.
Finally, the smadist constituent in the tree will be decomposed into the two nouns “car” and
“Paris”, and the syntactic relation “NA” will be constructed between them as shown in figure 4.
The output of the trets-tree phase; the four syntactic relations: VS, VC, NA and NA will be tt
input of the tree to Network phase.

| e e e e
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FIGURE3 — Constructing the “VS” and “VC” FIGURE4 — Constructing the “NAs”

25 Syntax - semantic module

In this module, rules have been built to derive the semantic networktfrersyntactic graph.
Order of rules in this module are not necessary since the semantic femtsiggsed to nodes
from the listto-tree phase (see section 2.4.1) constrain the rules enough taibé oat in their
context. In the present example, the output of the téeee phase will be the input of this
module. In this module, the VC, VS, NA and NA will be mapped wlithir corresponding
semantic relations: “obj”, “agt”, “cnt” and “frm” respectively .
3 Building the NLization (Generation) Grammar

This section discusses the NL-izatiohthe reference corpus from the interlingua representati
(UNL) into both Arabic and English. To achieve this purpose, Arabic arglidh linguistic
resources have been developed.sEltesources are Arabic and English specialized dictionari
in addition to Arabic and EnglisNL-ization grammars. The process of generation may be se
to some extent as a mirror image of the analysis process; generatifigrmelli sentences has to
pass through a set of grammar modules which are: the semantacigy modulethe syntactic
module, the attributes module, the numerals module and also a transliteratiotfe that is
responsible for to transliterating temporary UWs that are not found in rhleicAgenerative
dictionary into Arabic characters.
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3.1 The Semantic-Syntactic M odule (Networ k-to-Tr ee Phase)

This module is responsible for mapping the semantic relatatstheir syntactic equivalents.
As an examplethe semantic graph generated in section 2.5 representing a verbal phrass re
mapping rules to map the semantic relations agt, obj, cnt, and frm onto the&rpaut syntactic
relations; Verb specifier (VS), Verb Complement (VC), Noun Adjunct (IldAJ another Noun
Adjunct (NA) respectively Moreover, in case the semantic relations “cnt” and “frm” are the
counterpart of the syntactic relation noun adjunct (NA), mapping rules shtsddtake into
consideration whether the noun adjunct requires a preposition or nogenkeated syntactic
relations will be processed in the following section 3.2.

3.2 The Syntactic Module

The syntactic module is the second module of Nieization grammar, iis responsible for
transforming the deep syntactic structure generated from the semaniictsy moduleinto a
surface syntactic structure. The Syntactic module is divided into two phhsesieeto-tree
phase and the tree-list phase. The tre®-tree phase is responsible for gatherindividual
syntactic relations and forming higher constituents while thettréist phase is responsiblerf
linearizing the surface tree structurdgo a list structure. The following two subsections will
explain thesetwo phase# moredetail.

321 Thetreeto-tree phase

In the treeto-tree phase, rules are responsible for building the surface syntactic stroicthe
sentence by building the intermediate constituents (XBs) which are combinfmntothe
maximal projections (XPs) and finally combined to form the sentencetste. For example, the
syntactic relations VS, VC, and the two NAs will be combined to form themahyrojection
VP according to the schema of X-bar theorjhe INA between “—US” and “3,bw” will be
transformed gradually to the maximal projection NP passing thrtheggmtermediate projection
NB as shown in figure 5, the second NA betw&efy” and “ww,” will also becomea NP as
shown in figure 61In figure 5, the preposition (P) “0=” was inserted in the tree as the adjunct ¢
the noun “iS”, “UiS”in the current example needs a preposition which is predicted by mean
the semantie- syntactic module. Similarly, the preposition “c«” was inserted in figure 6. The NP
in figure 5 is combined with the NP in figure 6 to constitute the compi¢mf the main verb
“e il as shown in figure 7.

> =S
CTED > CED  «adiunct >
—— =D
- G s o
=D G =5 CGED
D> EED
=
&2 D
FIGURE 5 - The maximal projection for NA FIGURE 6 — The maximal projection for NA

The verb complement will in turn be combined wible verb “s_ 34 to form the intermediate
projection VB “Luby (» 3olws oo S (5 337, Finally, the resulting VB is combined with the
specifier (VS) to build the final maximal projection of the phrase VP as shofigure 8.
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322 Thetreeto-list phase

In the treeto-list phase, rules are responsible for transferring the surface syntactiarstinto a
list structure and also adding the required spaces. Thus, the syntaci'rm figgee 8 will be
transformednto the natural language itk oo DIkl e i€ (5 5301 587, “i€” and “l ks
were generated as plural forms since they carried the attribute “@pl” in the semantic network.
Attribute assigning will be discussed in subsection 3.3.

3.3 TheAttributesModule

This module is responsible for converting the attributes represented in the inteititmuhe
suitable natural language words or affixes. For example, proramensepresented in UNL as
"00" nodes along with some attributes to reflecirthember, gender....etc. The pronoun in figur
9 will be replaced by “s2”*in the list structure as shown in section 3.2.2. Moreover, there
many types of attributes represented in the UNL framework; all are handlad the NLization
process. For example, an attribute expressing definiteness su@lia® will be realized as the
prefix “d””, and an attribute expressing number such@pgl” may be realized as a suffix such a¢

ey,

3.4 TheNumeral Module

This module is responsible for converting digjitumbers onto thecounterpart natural language
string (Arabic or English). There are four types of numerals to beredvin the numerals
module; cardinal numbers, ordinal numbers, partitive numbers and multiggaker cardinal
numbers, the basic conversion mechanismonverting individual digits from (0 to 9) directly
onto the counterpart natural language string, and then converting mulgjifelsy combining
the converted individual digits to form bigger numbers. The numerabulmdandles also
ordinals, multiplicatives and partitive numbers.

4. Evaluation

The output of the UNLization process for both Arabic and English larguags been evaluated
based on a corpus that is annotated manually semantically in orderreodiguhe quality and

1 A decision was taken to generate an overt pronoun to make the structure more explicit.
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accuracy of the automatically generated semantic networks. The outhetMEization process
has been evaluated based on a manually translated corpus. The F-measuocee)it-used to
measure of the grammar accuracy, according to the formula: F-mea&ure (=(precision x
recall) / (precision + recall) ). Precision measurement of the UNL-ized Asahiences wasd8
while recall measurement was 0.96. Precision measurement of the UNL#rigéshEsentences
was 0.979vhile recall measurement was 0.96. Also, the same measurement was apiject to
out the correctness of the automatically generated Arabic and English leadtemg the UNL-
ized documents; the precision measuren@ithe generated Arabic weD.989 while recall
measurement was 0.96. The precision measurement for the generdish \Eag 0.97 while the
recall measurement was 0.96. Accordingly, the F-measure oSBAgNL is 0.969, Arabic-UNL
is 0.974, UNL-English is 0.964 and UNL-Arabic is 0.974. Traugs report a very high
similarity between the actual output and the expected output.

5 Conclusion and Future Work

This paper presented a formalized reference grammar for analyzing rewtgey Arabic and
English within the UNL framework. The design of the reference granu@pended on linguistic
phenomenon common to all languages in order to support the idea tfterlingua. The
evaluation of the current state reflected very high accuracy whicHirst, be the base of a more
robust system of machine translation; second, a support forlatiggrages in the UNL system
in order to synchronize themselves by building parallel corpora angsanand generation
grammars. This would also constitute objective criteria to compare resultsat/bih Interlingua
is expected to be used in several different tasks such as text mimiftdingual document
generation, summarization, text simplification, information retrieval and éxmacsentiment
analysis etc. Future work will be mainly directed to the reference cotpaqlénned to increase
the number of structures from 500 to 1000, 5 sentences at leasefy structure. Therefore, the
minimal number of sentences to be processed in the next stage is expaedD00.

References

Alansary, S(2010. A Practical Application of the UNL+3 Program on tAeabic Language
In Proceedings of the 10th International Conference on Languagee€nng, Cairo, Egypt.

Alansary, S.(201J). Interlingua-based Machine Translation Systems: Uddrsus Other
Interlinguas In Proceedings of the 11th International Conference on Languagjee€ring,
Cairo, Egypt.

Alansary, S., Nagi, M., Adly, N. (2011Ynderstanding Natural Language through the UNI
Grammar Work-bench Conference on Human Language Technology for Development (HL
2011), Bibliotheca Alexandrina, Alexandria, Egypt.

Alansary, S., Nagi, M., Adly, N. (2010UNL+3: The Gateway to a Fully Operational UNL
System, 10th International Conference on Language Engineering, Ain SHaiwersity, Cairo,
Egypt.

AlAnsary, S. (2011),Interlingua-based Machine Translation Systems: Wwdirsus Other

41



Interlinguas.11th International Conference on Language Engineering , Ain Shhnversity,
Cairo, Egypt.

Alansary, S. (2012)A UNL-based approach for building an Arabic congignal lexicon the
8th international conference on informatics and system (infos20ap, Egypt.

Boitet C. (2002) A rationale for using UNL as an interlingua and man various domains
Proc. LREC-02 First International Workshop on UNL, other Interlinguasd their
Applications, Las Palmas, 26-31/5/2002, ELRA/ELDA, J. Cardefiosapd23—26.

Dorr, Bonnie J. (1987).UNITRAN: An Interlingua Approach to Machine Transtn.
Proceedings of the 6th Conference of the American Association of Artificielligence,
Seattle, Washington.

Dorr, Bonnie J. (1990):‘A cross-linguistic approach to translationProceedings of 3rd
International Conference on Theoretical and Methodological Issues in Mabtsinslation of
Natural Language, Linguistics Research Center, University of Texas, Texas.

Dorr, Bonnie J., Hovy, E., Levin, L. (2004Machine Translation: Interlingual Methads
Encyclopedia of Language and Linguistics. 2nd ed., Brown, Keitl).(

Nyberg E.H., Mitamura T. (1992The KANT System: Fast, Accurate, High-Quality Trkat®n
in Practical Domains in Proceedings of the International Conference on Computati
Linguistics, (COLING 1992), Nantes, France.

Nyberg E. H., Mitamura T., Carbonell J. (1997he KANT Machine Translation System: From
R&D to Initial Deployment in Proceedings of LISA (The Library and Information Services i
Astronomy) Workshop on Integrating Advanced Translation Techgplbtyatt Regency
Crystal City, Washington D.C.

Martins, R., Avetisyan, V. (2009)Generative and Enumerative Lexicons in the UNI
Framework the seventh international conference on computer science and informe
technologies (CSIT 2009), 28 Septemb& October, 2009, Yerevan, Armenia.

Martins, R. 2012. Le Petit Prince in UNLthe 8th international conference on languag
resources and evaluation (LREC'12), 23-25 May 2012, Istanbe.ur

Uchida .H , Zhu .M. (2005)UNL2005 for Providing Knowledge Infrastructyrie Proceedings
of the Semantic Computing Workshop (SeC2005), Chiba, Japah, 200

Uchida H., Zhu M., (1993)nterlingua for Multilingual Machine Translatigin Proceedings of
the Machine Translation Summit IV, Kobe, Japan.

Uchida H. and M. Zhu (2005).UNL2005 for Providing Knowledge Infrastructyren
Proceedings of the Semantic Computing Workshop (SeC2005), Ghjiex).

Uchida H. (1996).UNL: Universal Networking Language An Electronic Language for
Communication, Understanding, and CollaboratidhU/IAS/UNL Center, Tokyo, Japan.

Witkam T. (2006).History and Heritage of the DLT (Distributed Langsea Translation)
project, Utrecht, The Netherlands: private publication.

42



Mapping Arabic Wikipedia into the Named Entities Taxonomy

Fahd Alotaibi and Mark Lee
School of Computer Science, University of Birmingham, UK
{fsal08l|m.g.lee}@cs.bham.ac.uk

ABSTRACT

This paper describes a comprehensive set of experiments conducterinooclassify Arabic
Wikipedia articles into predefined sets of Named Entity classes. We tackle usindjfferent
classifiers, namely: Naive Bayes, Multinomial Naive Bayes, Support Vector Machamd
Stochastic Gradient Descent. We report on several aspects related to classification models
sense of feature representation, feature set and statistical modelling. The regsuited show
that, we are able to correctly classify the articles with scores of 90% on PreBisizai| and
balanced F-measure.
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1 Introduction

Relying on supervised machine learning technologies to recognize NamedsE(Ni&) in the
text requires the development of a reasonable volume of data for the tralsisg. Manually
developing a training dataset that goes beyond the news-wire domain idraviabrask.

Examination of online and freely available resources, such as the Ardtedia (AW) offers
promise because the underlying scheme of AW can be exploited én trdautomatically
identify NEs in context. To utilize this resource and develop a NEs €drpon AW means two
different tasks should be addressed: 1) Identifying the NEs icottitext regardless of assigning
those into NEs semantic classes. 2) Classifying AW articles into predefinedXdBertsy .

The first task has already been addressed in Alotaibi and Lee (2012)thdweresent a novel
approach to identify the NEs in AW by transforming the news-wireadlorto facilitate binary
NEs classification and to extract contextual and language-specific features, whithear
compiled into a classifier.

In this study we investigated the problem of classifying AW articlés MEs categories,
exploiting both the Wikipedia-specific format and Arabic language featWesmodelled this
problem as a document classification task in order to assign each AW articlpart@alar NEs
class. We decided to apply the coarse-grained NEs classes provided b200BJE (

After conducting a comprehensive set of experiments, we were able tifyidlea three-tuples
{Feature representation, Features set, Statistical model} for best performance. Weh&tuhd t
3-tuples {TF-IDF, FF, SGD} gave the highest results with scores of 90% in all metrics.

2 Mapping Wikipedia into NEs Taxonomy

21 Selecting Named Entities Classes

For the purpose of this study, we decided to adopt the ACE (20Q8)atary of named entities
for our corpus. However, some ACE (2008) classes required slightdameets in order to be
better suited for use in an open domain corpus, such as Wikipedia.&dfoplexwe found that
there are many articles in Wikipedia related to products and therefore, we dexiddd a
“Product class. In addition, we used‘Not-Named-Entity class to indicate that the article does
not reference a named entity.

This procedure resulted in eight coarse-grained classes: Person (PMgRjjsation (ORG),
Location (LOC), Geo-Political (GPE), Facility (FAC), Vehicle (VEH), Weap@fEQ), Product
(PRO) and Not-Named-Entity (NOT).

22 Annotation Strategy and Evaluation®

Two Arabic native speakers were involved in the annotation process, thsingodified NEs
taxonomy in Section 2.1. It was decided that a reasonable goal would éyatate 4,000
documents and the annotators used a self-developed annotation toolitaiefatbie annotation
process and both annotators were given guidelines, which clearly défieedistinguishing
features of each class, including a practical method to pursue the annotation.

! The annotated dataset of Arabic Wikipedia articlessiglyravailable attp://www.cs.bham.ac.uk/~fsa081/
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The annotators were initially given the first 500 articles to annotate as a trassigrs in order
to evaluate and identify limitations that might then be expected to madhifiesy the annotation
process. It was expected that there would be a lower level of sgmedetween them in this
round. In order to evaluate the inter-annotator agreement betweennibtatars we used the
Kappa Statistic (Carletta, 1996).

The overall annotation task, including the training session, was divided ie&adycles to ensure
the resolution of any difficulties the annotators might encounter. Afteraebd, the Kappa was
calculated and reported. Table 1 summarises the results when evaluatimgetkenmnotator

agreement for each coargeined level.

Class Kappa n=500| Kappan=2000| Kappan =4000
PER 98 99 99
ORG 76 94 97
LOC 76 92 97
GPE 97 99 99
FAC 54 88 96
VEH 100 100 100
WEA 85 85 99
PRO 91 97 98
NOT 91 98 98

TABLE 1 - Inter-annotator agreement in coarse-grained level.

The percentage of the coverage of the articles referring to named eintiies annotated
documents is 74%.

2.3 Features Representation

The features representation affected the way the classification process was modsitked to

classify given Wikipedia articles and to then produce the mapped nentigg class for this
article; otherwise the article would not relate to a named entity. In this researconducted a
comprehensive investigation to evaluate different methods of repiresdsatures in order to
evaluate those most suitable to our task.

e Term Presence (TP): For each given document, the feature representation was simply cou
by examining the presence of the tokens in the document. There was eI given
regarding the frequency of the tokens.

e Term Frequency (TF): This represents how many times the tokens in our corpus were fol
in a given document.

For a given set of documents = {d,,d,,...,d,} wheren is the number of documents. The
term frequencyTF) for a given tokent] is calculated thus

TF(t,D) = Z frequency(d,t)
debD
e Term Frequency-Inverse Document Frequency (TF-IDF): This reveals how important a
given token is to a document within the corpus. It involves regalown the most frequent
words across the documents while scaling up rare ones.TFAEDF) is then calculated by
multiplying the TF) with the inverse document frequendf) as follows:
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TF — IDF(t) = TF(t,d) x IDF(t)
where:

log— P
gl+|{d:t€d}|

where|{d: t € d}| is the number of documents the tetinappears in.

df () =

24 Features Engineering

The nature of AW articles differs compared with traditional newswire documasitsewswire
articles have a tendency to be of a particular length and size due to certain exteneadgd

conditions. This does not apply to AW, and so some articles are hantyvehile others are very
long. Therefore, this necessitates a careful extraction of the most tesefiall elements of offer
a good representation of the article. Moreover, being able to minimise thef stze dataset,
while maintaining representation of semantic knowledge can also accelerate thé&cafiassif
running time.

We believe that using complete tokens in articles contributed surplus radesyodthe model.
Therefore, we manually investigated several AW articles of different typesder to define
appropriate locations. We decided to compile our raw dataset based otifferentilocations,
based on specific aspects of the AW articles. These are the articles title (t),ttbentiesce (f)
category links (c) and infobox parameters (p).

Although the dataset was modelled as a dlgords, we were interested in investigating the
optimum features set used within this representation, so as to yieldytiesthperformance for
our classification model. The feature sets presented below either involve agiligiror
augmenting data, i.e. features, which have been defined as either languaggedéepor
independent:

e Simple Features (SF): This represents the raw dataset as a simple bag of words witk
further processing. The idea in this case is to evaluate the natueefoll thord representation
of the AW articles in this task.

Filtered Features (FF): In this version, the following heuristic has been applied in otaler
obtain a filtered version of the dataset:

1. Removing the punctuation and symbols (none alphabetical tokens).

2. Filtering stop words.

3. Normalising digits where each number has been converted into a dgttérwe have a
date such as 1995, this will be normalisetdddd’.

Language-dependent Features (LF): Both Syiam et al. (2006) and El-Halees (2007) repo
the usefulness of the stem representation of the token, in refécenees-wire corpora. This
value would not apply to AW. Therefore, we aimed to investigate the effeapmlying
shallow morphological processing. We relied on the NLTK::ISRIStemmer packadeetgl,
2009) which is based on the algorithm proposed by Taghva et @5)(20

Enhanced L anguage-dependent Features (ELF): This features set was processed in sever
steps, which are explained below:
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1. Tokenising all tokens within the data set using the AMIRA tokeniser develnpBiab
(2009), applying the tokenisation scheme of (Conjunction + Pitepost Prefix)
instead of stemming. Tokenisation then revealed valuable informatbrasuDet) and
valuable proclitic data, such as the plural noun phrases in AW artieliegories.

2. Using the same tool to assign the part of speech (POS) for eachwokéh allow
filtering of the dataset by involving only nouns (for instance) irctassifier.

3. Isolation of tokens based on their locations: this is a novel idea foeseging the
dataset. The intent in this case being to isolate similar tokens, which applé&erant
locations on a given document. The intuition behind this is that sdmagdhat appear
in a particular location, i.e. title, first sentence, categories and infaifothe AW
articles, are more discriminative in certain location rather than the whole article.
idea with isolation would be to attach to each token an identifier, i.ar(tle, (f) for
first sentence, (c) for category and (i) for infobox, to act azadér based on the
location in which the token appears. The results of the isolation gracesshown in
Figure 1.

Ay paall taggad) tlgil t

f_ Aupaall fAalual falgll) fob fgoSud fobd fesd foa il i falm f
due Chgs Ccold c s b colshll cdimaal chpll cald ¢

s i $LAN | )i Sogall i Osie_i Boga i pul

Figure 1: The isolated representation of the article titled "Egyptian Air Foi

In this case example, the feature representation of the tékeas{ /AlmSryh/ ‘The
Egyptian’)? presented in the first sentence does not affect, and is not affectéte by,
same token in the category links or title, even though thexe hidentical glyphs.
Surprisingly, the implementation of this idea contributed significanirovements to
the classification process.

4. For term presence (TP) only, we applied the most informative featuréiseftop 1000
informative features. To calculate the most informative features we used a @hé Sc
test (Yang and Pedersen, 1997).

3  Experimentation and Results:

We conducted the experiments by splitting the annotated dataset into traiditgstusets of
80% and 20% respectively. To the best of our knowledge, there is Harsammparable work
for the target language and dataset; therefore we will instead analysedmgsias comprising a
comparative study of several properties.

The experiment was designed to evaluate three factors; the featuesentgtion, features sets
and the probabilistic models. Therefore we extensively use this 3-toupleseamtion to
facilitate analysis of the results.

Several text classifiers were applied in order to evaluate performance: Naive [BE)es
Multinomial Naive Bayes (MNB), and Support Vector Machine (SVM). Since xpeaed to

2 Throughout this paper and where appropriate, Arabitis are represented in three variants:
(Arabic word /HSB transliteration scheme (Habash.e2@07)/ ‘English translation”)
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have a sparse representation of the features, we examined the Stochastic Gradieh{®&Bje
classifier (Bottou, 1991). Moreover, we were not aware of the passibil applying this
classifier to Arabic textual data previously. The experimentation was conducted reh both
Scikit-learn (Pedregosa et al. 2011) and NLTK (Bird et al., 2009).

Since the traditional Naive Byes classifier relies on term presence we started by ay#hoatn
factors alone. The following table presents the features sets used, imotiomuwith three
standard metrics, i.e. Precision, Recall and balanced F-measure.

Classifier Features set precision Recall fl-score
SF 0.60 0.54 0.56
FF 0.62 0.62 0.62
NB
LF 0.59 0.69 0.63
ELF 0.62 0.81 0.70

TABLE 2 - The classification results when using Naive Bayes across different fes¢tseshere
(TP) is applied

Although both FF and ELF have scored identical points, ELF shigwisant improvements in
the recall and F-measure. This gives the impression that, the enhaate@d, i.e. ELF, have
boosted the model so as to recall more documents. Table 3 shows thevmesuapplying the
remaining classifiers in the case of the TF as the feature representingkberteac

Features MNB SGD SVM
set P R F P R F P R F
SF 0.82 | 0.82 | 0.81 | 0.81 | 0.79 | 0.77 | 0.86 | 0.87 | 0.86
FF 0.82 | 0.82 | 0.82 | 0.87 | 0.87 | 0.87 | 0.87 | 0.86 | 0.86
LF 0.77 | 0.76 | 0.76 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83
ELF 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.87 | 0.87 | 0.87

TABLE 3- The classification results using MNB, SGD and SVM over different featetss s
where (TF) is applied

The tuples {TF, ELF, SGD} and {TF, ELF, MNB} achieved the best result of all the metrics. Ii
also shown that, MNB has been affected by the feature set used, asrihpestfghtly better than
NB, where LF was used. {TF, SF, SVM} has proven to perform very welnbrely using a
simple features set. An important point to notice is that, using ELF leadke highest
performance across all classifiers. However, relying on stemmiggamwith LF illustrates that
there are no such improvements when comparing with other featusesvithtthe exception of
SGD. The results of applying TF-IDF for features representation are showabls 4.

Features MNB SGD SVM
set P R F P R F P R F
SF 0.85 | 0.85 | 0.85 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89
FF 0.86 | 0.86 | 085 | 09| 09| 09| 0.9 | 0.89 | 0.89
LF 0.79 | 0.78 | 0.78 | 0.86 | 0.86 | 0.86 | 0.85 | 0.85 | 0.85
ELF 0.88 | 0.88 | 0.88 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89

TABLE 4 - The classification results when using MNB, SGD and SVM over different features ¢
where (TF-IDF) is applied
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In the main, all classifiers showed improvements; although this etathe case with {TF-IDF,
ELF, MNB} despite MNB scoring better compared with reliance on TF for otretufes sets.
The tuple {TF-IDF, FF, SGD} outperforms all other models where this shosvahility for SGD
to generalise the optimum model in order to achieve the highest parfoem{TF-IDF, FF,
SVM} scored 0.9 on precision, while slightly missing one point on hbth recall and F-
measures.

4  Discussion:

It was proven that carefully selecting the 3-tuple i.e. {Feature representBgatyres set,
Statistical model}, yields significant benefits in the sense of overall peafoce. This can be
achieved, in this study, by empirically evaluating the effects of agak. Otherwise, closely
inspecting the dataset is mandatory but this seems unfeasible in most papgtications.

We have demonstrated that it is possible to achieve a high level perfornyacmeniling parts
of the raw dataset as explained in Section 2.4; it is therefore beneficial inisimgirthe running
time of the whole classification process. We doubt, however, if silméaristics would be valid
over a news-wire based corpus.

Due to the nature of AW, it is evident that TP is not the right choice faréeeepresentation. To
understand this point, see Figure 1 where the wotrds!(/AlqgwAt/ ‘The Troop) and (s
/qwAt/ ‘Troop’) have been repeated four and two times respectively. Meanwhile, (@RYEBn
IDF) representation have exploited the redundancy of tokens and showedidienprovements
of all features and sets.

Language-dependent features have the tendency to cause diffeffects. Shallow
morphological analysis of tokens, i.e. stemming, show no furthprovements across features
representation and classifiers. Unlike stemming, tokenisation and filteringalysiarPOS of the
type“Noung’ is superior.

5 Related Work

An early contribution to Arabic NER was made by Maloney and Niv (19885 involved a
combination of a morphological analyser and a pattern recognition enginfgrither being
responsible for identifying the start and the end of a token, andatter for identifying the
corresponding pattern applied.

Abuleil (2004) developed an NE tagger for QA systems. The aim ob#iigg to eventually
acquire a database of names by utilising keywords and specific veidentdy potential NE.
Once this was achieved a directed graph could then be used to delineatatitheship between
words contextualised in phrases. Finally, the verification step is acaheglby applying rules
to the names.

Shaalan and Raza (2007) compiled a large lexicon list dedicated to persoeal foamng a
gazetteer, extracted from different resources. The gazetteer contained 0080 £ffries,
including first, middle and last names, job titles and country names. Thiieda@ regular
expression rule to identify the availability of personal names irs¢lected context. Given that
Arabic is a highly inflectional language and has relatively free word ordete@gigning generic
hand-crafted rules is challenging. Traboulsi (2009) partially utilised coafestiues to identify
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personal names, by identifying reporting verbs as keywords precegiasonal name. Building
a reasonably large gazetteer requires, in addition to time and effort, varidgtisnatidesources
to assure a wide coverage of entities. Elsebai et al. (2009) took a difipmoach; merging
parts of speech with manually created keywords and heuristic rulesuivitsing a gazetteer.

A slightly wider granular NER was later proposed by Shaalan and (R8@8), with the ability
to identify ten different types of named entities. This extended thk efoShaalan and Raza
(2007), which relied on gazetteers and lists of rules derived from lergeurces. A
disambiguation method was used to resolve the inevitability of lexical overlap.

Four different machine learning methods have been utilised: Maximirofdy (Benajiba and
Rossg 2007), Structured Perceptrons (Farber et al., 2008), Support VectoinkaBenajiba et
al., 2008) and Conditional Random Fields (AbdelRahman et al., 2Q1i8)difficult to judge
which approach is the most effective, as the results are inevitablyedffieg the set of features
used. Thus, researchers tend to empirically test different sets ofefeatising varios
approaches, aiming to achieve an optimum result, for instance as inithefaBenajiba et al.
(2008).

In terms of detecting named entities and delimiting their boundariesabidAWikipedia, the
work presented by Attia et al. (2010) relies on multilingual interlinkstitiging capitalisation as
well as a specific set of heuristics. Recently, Mohit et al. (2012) devesei-supervised
approach to detect named entities in the Arabic Wikipedia. A self-trainingitaly combined
with cost function was presented to solve the issue regarding low réwail tnaining on out of
domain data. Alotaibi and Lee (2012) presented an approach to identify shie /. The idea
is centred on transforming the news-wire domain for binary B&ection. A CRF sequence
model has been used in order to perform the classification.

Dakka and Cucerzan (2008) presented the first work in which Wikipediawaoited for a NE
task. Their goal was to classify Wikipedia articles into traditional NE semantic cl&ssethis
purpose a set of 800 random articles was manually annotated in ordse foitli the classifier.
Naive Bayes and the Support Vector Machine (SVM) were chosen as the statisticalénte
exploiting a specific set of features; such as bfagrords, structured data, unigram and bigrar
context. Recently, Saleh et al. (2010) proposed a similar approach to olgssifyitilingual
Wikipedia articles into traditional NE classes. The assumption in that case was that
Wikipedia articles relate to a named entity. Therefore, sets of structurechsindctured data
have been extracted so as to be used as a features set when ugipgra\&ctor machine.
Among these features are bafgwords, category links and infobox attributes. Thus multilingue
links are exploited in order to map classified articles for different languages.

6 Conclusion

In the study detailed in this paper we tackled the problem of mapping Abékiigedia articles
into a predefined set of NEs classes. We modelled this problem as a doclassifitation issue
and comprehensive experiments were empirically conducted in order to evadwatal s
properties concerning the classification task. Despite our prior assumptiense of enhanced
language-dependent features did not always lead the best performaeaiallysphen combined
with the TDF-IDF statistic. More generally we showed that automatic named @asgjfication
can be done on the Arabic Wikipedia with reasonable accuracy.
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ABSTRACT

We propose an algorithm for the generation of referring expressions (REs) that adapts the
approach of Areces et al. (2008, 2011) to include overspecification and probabilities learned
from corpora. After introducing the algorithm, we discuss how probabilities required as input
can be computed for any given domain for which a suitable corpus of REs is available, and
how the probabilities can be adjusted for new scenes in the domain using a machine learning
approach. We exemplify how to compute probabilities over the GRE3D7 corpus of Viethen
(2011). The resulting algorithm is able to generate different referring expressions for the same
target with a frequency similar to that observed in corpora. We empirically evaluate the new
algorithm over the GRE3D7 corpus, and show that the probability distribution of the generated
referring expressions matches the one found in the corpus with high accuracy.

KEYWORDS: Generation of referring expressions, refinement algorithms, machine-learning.
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1 Generation of referring expressions

In linguistics, a referring expression (RE) is an expression that unequivocally identifies the
intended target to the interlocutor, from a set of possible distractors. The generation of referring
expressions (GRE) is a key task of most natural language generation (NLG) systems (Reiter and
Dale, 2000, Section 5.4). Depending on the information available to the NLG system, certain
objects might not be associated with an identifier which can be easily recognized by the user.
In those cases, the system will have to generate a, possibly complex, description that contains
enough information so that the interlocutor will be able to identify the intended referent.

The generation of referring expressions is a well developed field in automated natural language
generation. Building upon GRE foundational work (Winograd, 1972; Dale, 1989; Dale and
Reiter, 1995), various proposals have investigated the generation of different kinds of referring
expressions such as relational expressions (“the blue ball next to the cube” (Dale and Haddock,
1991)), reference to sets (“the two small cubes” (Stone, 2000)), or more expressive logical
connectives (“the blue ball not on top of the cube” (van Deemter, 2002)). REs involving
relations, in particular, have received increasing attention recently. However, the classical
algorithm by Dale and Haddock (1991) was shown to be unable to generate satisfying REs in
practice (see the analysis over the cabinet corpus in (Viethen and Dale, 2006)). Furthermore,
the Dale and Haddock algorithm and many of its successors (such as (Kelleher and Kruijff,
2006)) are vulnerable to the problem of infinite regress, where the algorithm enters an infinite
loop, jumping back and forth between descriptions for two related individuals, as in “the book
on the table which supports a book on the table ...”

Areces et al. (2008, 2011) have proposed low complexity algorithms for the generation of
relational REs that eliminate the risk of infinite regression. These algorithms are based on
variations of the partition refinement algorithms of Paige and Tarjan (1987). The information
provided by a given scene is interpreted as a relational model whose objects are classified into
sets that fit the same description. This classification is successively refined till the target is
the only element fitting the description of its class. The existence of an RE depends on the
information available in the input scene, and on the expressive power of the formal language
used to describe elements of the different classes in the refinement. Refinement algorithms
effectively compute REs for all individuals in the domain, at the same time. The algorithms
always terminate returning a formula of the formal language chosen that uniquely describes the
target (if the formal language is expressive enough to identify the target in the input model).
Refinement algorithms require an ordered list of properties that can be used to described
the objects in the scene, and the naturalness of the generated REs strongly depends on this
ordering. The goal of this paper is twofold. First we show how we can add non-determinism and
overspecification to the refinement algorithms, by replacing the fixed ordering over properties
of the input scene by a probability of use for each property, and modifying the algorithm
accordingly. In this way, each call to the algorithm can produce different REs for the same
input scene and target. We will then show that given suitable corpora of REs (like the GRE3D7
corpora discussed in (Viethen, 2011)) we can estimate these probabilities of use so that REs are
generated with a probability distribution that matches the one found in corpora.

2 Adding non-determinism and overspecification

Refinement algorithms for GRE are based on the following basic idea: given a scene S, the
objects appearing in S are successively classified according to their properties into finer and
finer classes. A description (in some formal language ) of each class is computed every time a
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class is refined. The procedure always stops when the set of classes stabilizes, i.e., no further
refinement is possible with the information available in the scenel. If the target element is in a
singleton class, then the formal description of that class is a referring expression; otherwise the
target cannot be unequivocally described (in £).

We present a modification of the algorithm in (Areces et al., 2008) where the fixed order of
properties in the input scene is replaced by a finite probability distribution. The resulting
algorithm (see Figure 3) is now non-deterministic: two runs of the algorithm with the same
input might result in different REs for objects in the scene. The input to the algorithm will be a
relational model # = (A, | - [|), where A is the non-empty domain of objects in the scene, and
|-l is an interpretation function that assigns to all properties in the scene its intended extension.
For example, the scene shown in Figure 1 could be represented by the model .Z = (A, | - )
shown in Figure 2; where A = {ey, ..., e}, and ||green||, for example, is {es, e4, €c}.

top left small green ball top small blue cube
o [
€3 €7
O”fOP below ontop below
e, e, Tightof e¢ es
VS
o/ o e ‘e
left small Jeftof big big
big green blue green

blue ball blue cube cube ball cube

Figure 1: Input scene Figure 2: Scene as a relational model
On termination, the algorithm computes what are called the £-similarity classes of the input
model .. Intuitively, if two elements in the model belong to the same £ -similarity class, then
£ is not expressive enough to tell them appart (i.e, no formula in £ can distinguish them).

The algorithm we discuss uses formulas of the £.% description logic language (Baader et al.,
2003) to describe refinement classes?. The interpretation of the &% formula v M 3R. ¢ is the set
of all elements that satisfy 1) and that are related by relation R to some element that satisfy .

Algorithm 1 takes as input a model and a list Rs of pairs (R,R.p,,) that links each relation
R € REL, the set of all relation symbols in the model, to some probability of use R.p,,. The
set RE will contain the formal description of the refinement classes and it is initialized by
the most general description T. For each R, we first compute R.rnd,,, a random number in
[0,1]. If R.rnd,,, < R.p,, then we will use R to refine the set of classes. The value of R.p,,,
will be incremented by R.inc,, in each main loop, to ensure that all relations are, at some
point, considered by the algorithm. This ensures that a referring expression will be found if it
exists; but gives higher probability to expressions using relations with a high R.p,,,. While RE
contains descriptions that can be refined (i.e., classes with at least two elements) we will call
the refinement function add & (R,¢,RE) successively with each relation in Rs. A change in one of
the classes, can trigger changes in others. For that reason, if RE changes, we exit the for loop to
start again with the relations of higher R.p,,. If after trying to refine the set with all relations in
Rs, the set RE has not changed, then we have reached a stable state (i.e., the classes described
in RE cannot be further refined with the current R.p,, values). We will then increment all

10f course, if we are only interested in a referring expression for a given target we can stop the procedure as soon
as the target is the only element of some of the classes.

2Notice, though, that the particular formal language used is independent of the main algorithm, and different
add¢ (R,p,RE) functions can be used depending on the language involved.
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Algorithm 1: Computing .¢-similarity classes

Input: A model .# and a list Rs € (REL x [0,1])* of relation symbols with their p, values, ordered by p,;,
Output: A set of formulas RE such that {||¢| | ¢ € RE} is the set of Z-similarity classes of .#

RE « {T} // the most general description T applies to all elements in the scene
for (R,R.p,,) € Rs do
R.rnd,,, = Random(0,1) // R.rndys, is the probability of using R
R.inc,, = (1 — R.p,,) / Maxlterations // R.p,s, are incremented by R.inc,, in each loop
repeat
while 3(¢ € RE).(#|¢| > 1) do // while some class has at least two elements
RE’ — RE // make a copy for future comparison
for (R, R.p,,.) € Rs do
if R.rnd,,, < R.p,,, then // R will be used in the expression
| forp € REdo addsy (R, ¢, RE) // refine all classes using R
if RE # RE’ then // the classification has changed
L exit // exit for-loop to try again highest R.py,
if RE = RE’ then // the classification has stabilized
L exit // exit while-loop to increase R.p,
for (R,R.p,,) € Rsdo R.p,, < R.p,,+ R.incy, // increase R.p,,

until Y((R,R.p,,.) € Rs).(R.p,,,> 1) // R.pyse are incremented until they reach 1

Algorithm 2: add,« (R, ¢, RE)

if FirstLoop? then // are we in the first loop?

L Informative « TRUE // allow overspecification

else Informative « ||[¢ M3R.¢| # [ |; // informative: smaller than the original?
for ¢ € RE with #[¢[ > 1 do

if ¢ M 3R.yp is not subsumed in RE and // non-redundant: can’t be obtained from RE?

vy M3R.p| # 0 and // non-trivial: has elements?

Informative then
add ¢ M3R.p to RE // add the new class to the classification
L remove subsumed formulas from RE // remove redundant classes

Figure 3: Refinement algorithm with probabilities and overspecification for the & ¥-language

the R.p,, values and start the procedure again. Algorithm 2 almost coincides with the one
in (Areces et al., 2008). The for loop will refine each descriptions in RE using the relation
R and the other descriptions already in RE, under certain conditions. The new description
should be non-redundant (it cannot be obtained from classes already in RE), non-trivial (it is
not empty), and informative (it does not coincide with the original class). If these conditions
are met, the new description is added to RE, and redundant descriptions created by the new
description are eliminated. The if statement at the beginning of Algorithm 2 disregards the
informativity test during the first loop of the algorithm allowing overspecification.

3 Learning to describe new objects from corpora

The algorithm presented in the previous section assumes that each relation R used in a referring
expression has a known probability of use R.p,,. In this section, we describe how to learn these
probabilities from corpora. We use the GRE3D7 corpus to illustrate our learning set up.
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The REs in the corpus were produced by 294 participants, each producing 16 referring ex-
pressions for 16 scenes. In this way, 140 descriptions for 32 different scenes were obtained,
resulting in a corpus of 4480 REs describing a target in a 3D scene containing seven objects.
Each description was elicited in the absence of a preceding discourse. A sample scene is shown
in Figure 1 (the target is marked with an arrow). For more details on the corpus see (Viethen,
2011, Chapter 5). Importantly for our purposes, the corpus not only contains propositional
REs (as other benchmark corpora in the area, e.g., (Gatt et al., 2008)) but also relational REs
naturally produced by people. For example, the RE “small ball on top of cube” is used to describe
the target in Figure 1. As our algorithm is one of the few that can generate relational REs in
an efficient and reliable way, a corpus of relational REs is needed to test its full potential. It is
worth mentioning that, although people only used 16 propositional properties and 4 relational
properties in their REs, and converged to between 10 and 30 different descriptions of the same
target, the possible different correct relational REs for a generation algorithm are in the order of
several hundred. Hence, reproducing the corpus distribution is a complex task.

We calculate R.p,,, values for each training scene in the corpus in the following way. First, we
use the REs in the corpus C to define the relational model .# used by the algorithm. Then we
calculate the value of p,,, for each relation R in the model as the percentage of REs in which
the relation appears. lLe., R.p,,= (# of REsin C in which R appears)/(# of REs in C). The
values R.p,,, obtained in this way should be interpreted as the probability of using R to describe
the target in model ./, and we could argue that they are correlated to the saliency of R in the
scene. For that reason, for example, in the scene in Figure 1 the value of ball.p,, is 1, while the
value of cube.p,, is 0.178. These probabilities will not be useful to describe different targets in
different scenes. We will now see how we can use them to obtain values for new targets and
scenes using a machine learning approach.

We selected eight different scenes for testing from the GRE3D7 corpus, and for each, we used
the rest of the corpus for training. We used linear regression (Hall et al., 2009) to learn a
function estimating the value of p,, for each relation in the domain. We used simple, domain
independent features that can be extracted automatically from the relational model:

target-has(R) := true if the target is in R
#relations := number of relations the target is in
#bin-relations  := number of the binary relations the target is in

landmark-has(R) := true if a landmark (i.e., an object directly related to the target) is in R

discrimination(R) := 1 divided the number of objects in the model that are in R
Despite its simplicity, the functions obtained by linear regression are able to learn interesting
characteristics of the domain. E.g., they correctly model that the saliency of a color depends
strongly on whether the target object is of that color, and it does not depend on its discrimination
power in the model. They also correctly predict that the ontop relation is used more frequently
than the horizontal relations (leftof and rightof), as reported in (Viethen, 2011). Interestingly,
they also indicate a characteristic of the GRE3D7 corpus not mentioned in previous work: size
is more frequently used for overspecification when the target and landmark have the same size
(it is used in overspecified REs in 49% of the descriptions for scenes where target and landmark
have the same size, and only 25% of the time when target and landmark have different size).

4 Evaluation

We present a quantitative evaluation of the algorithm proposed. In particular, we show that the
probabilistic refinement algorithm with overspecification is able to generate a distribution of
REs similar to that observed in corpora. We discuss in detail the experiments we run for the
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. . Corpus Algorithm Accura
Referring Expressions ZCor P YoCor Z Alg %Alg % ACCCY
ball,green 91 65.00 6376 | 63.76 63.76
ball,green,small 23 16.43 3440 | 34.40 16.43
ball,green,small,on-top (blue,cube,large) 8 5.71 0 0.00 0.00
ball,green,on-top(blue,cube) 5 3.57 0 0.00 0.00
ball,green,on-top(blue,cube,large) 5 3.57 0 0.00 0.00
ball,green,small,on-top(blue,cube) 2 1.43 0 0.00 0.00
ball,on-top(cube) 1 0.71 27 0.27 0.27
ball,green,small,on-top (blue,cube,large,left) 1 0.71 0 0.00 0.00
ball,small,on-top(cube,large) 1 0.71 2 0.02 0.02
ball,green,top 1 0.71 0 0.00 0.00
ball,small,on-top(cube) 1 0.71 3 0.03 0.03
ball,green,on-top(cube) 1 0.71 0| 0.00 0.00
ball,front,green 0 0.00 97 0.97 0.00
ball,front,green,small 0 0.00 13 0.13 0.00
ball,front,top 0 0.00 12 0.12 0.00
ball,green,left 0 0.00 11 0.11 0.00
ball,top 0 0.00 10 0.10 0.00
ball,green,left,small 0 0.00 5 0.05 0.00
ball,left,top 0 0.00 2 0.02 0.00
ball,small,top 0 0.00 1 0.01 0.00
ball,front,on-top(cube,left) 0 0.00 1 0.01 0.00
Total 140 | 100.00 | 10000 100 80.51

Table 1: REs in the corpus and those produced by our algorithm for Figure 1

scene shown in Figure 1 (Scene 3 in the GRE3D7 corpus), then summarize the results for the
other seven scenes we used for testing.

Using p,, learned as described in Section 3 and running our algorithm 10000 times, we obtain
14 different referring expressions for Figure 1. It is already interesting to see that with the
puse values learned from the corpus the algorithm generates only a small set of RE with a high
probability. Of these 14 different REs, 5 are the most frequent REs found in the corpus of 140
REs associated to the Scene; indeed, 98% of the utterances generated by the algorithm for this
scene appear in the corpus. The remaining 9 REs generated by the algorithm, not present in the
corpora, are very natural as can be observed in Table 1. The table lists the REs in the corpus and
the REs generated by the algorithm using the learned p,,. For each RE, we indicate the number
of times it appears in the corpus (#Cor), the proportion it represents (%Cor), the number of
times it is generated by our algorithm (#Alg) and the proportion it represents (%Alg). Finally,
the accuracy (%Acc) column compares the REs in the corpus with the REs generated by the
algorithm. The accuracy is the proportion of perfect matches between the algorithm output
and the human REs from the corpus. The accuracy metric has been used in previous work for
comparing the output of an RE generation algorithm with the REs found in corpora (van der
Sluis et al., 2007; Viethen, 2011) and it is considered a strict comparison metric for this task.

To put our results in perspective we compare in Table 2 our algorithm with a number of possible
variations. All numbers shown in the table represent accuracy with the corresponding corpus.
The first column shows the values obtained when we run the algorithm over the scene with the
values of p,,, obtained from the scene itself. As we could expect, this column has the highest
average accuracy. The second column shows the results of the algorithm runs with p,,, learned
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Scene p,,, | Learned p,, | Random p,, | Uniform p,,
Scene 1 85.75% 84.49% 17.95% 5.37%
Scene 3 82.81% 80.51% 9.89% 4.40%
Scene 6 90.11% 83.30% 4.13% 4.16%
Scene 8 86.52% 64.06% 16.32% 9.75%
Scene 10 89.49% 75.80% 7.56% 3.70%
Scene 12 80.21% 81.29% 57.09% 6.68%
Scene 13 89.98% 50.79% 9.30% 3.59%
Scene 21 92.13% 80.01% 8.45% 6.77%
Average 87.13% 75.03% 16.34% 5.55%

Table 2: Accuracy between the REs in the corpus and those generated using p,,,, values computed
from the scene, machine learned, random and uniform.

from corpora as explained in Section 3. In most cases the accuracy is rather high and the average
accuracy is still high. The relatively low accuracy obtained in Scene 13 is explained mostly by
the poor estimation of the p,, value for the large relation. In the corpus, relations small and
large are used much more when the target cannot be uniquely identified using taxonomical
(ball and cube) and absolute (green and blue) properties, but the features we used for machine
learning do not capture such dependencies. In spite of this limitation, the average of the second
column is 75%, indicating that p,,, values learned from the corpus are good enough to be used
to generate REs for new scenes from the domain. The last two columns can be considered as
baselines. In the first one we generate random values for p,,. The accuracy obtained is in most
cases poor, but with a noticeable variation due to chance. In addition to poor accuracy, when
random p,,, values were used many of the generated REs where unnaturally sounding like
“small on the top of a blue cube that is below of something that is small.” In the last column we
present the accuracy for an artificial run, where all the REs generated in any of the previous
columns were assigned the same probability.

3 corpus

We also computed the entropy of the prob- e
ability distribution of REs found in the cor- B teaming
pus, and the cross-entropy between the cor- ,, = 'u";”;‘::“
pus distribution of REs and the execution of

each algorithm we just described (see (Ju-
rafsky and Martin, 2008) for details on
cross-entropy evaluation). Figure 4 shows
the results for the eight scenes we are con-

sidering. The cross-entropies from the first

two runs (scene and learned) are, in general,

much closer to the corpus entropy than 7an- 2 “eoei  sees  sees st st stz scemets  seone
dom’s and uniform’s cross-entropies, and

to each other. Only in Scene 12 random Figure 4: Cross-entropy between the corpus dis-
approaches, by chance, the other two. tribution and different runs of the algorithm
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5 Discussion and Conclusions

We extend Areces et al. (2008) algorithm to generate REs similar to those produced by humans.
The modifications we proposed are based on two observations. First, it has been argued that
no fixed ordering of properties is able to generate all REs produced by humans and, second,
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humans frequently overspecify their REs (Engelhardt et al., 2006; Arts et al., 2011; Viethen,
2011). We tested the proposed algorithm on the GRE3D7 corpus and found that it is able to
generate a large proportion of the overspecified REs found in the corpus without generating
trivially redundant referring expressions. Viethen (2011) trains decision trees that achieve
65% average accuracy on the GRE3D7 corpus. This approach is able to generate overspecified
relational descriptions, but they might fail to be referring expressions. Indeed, because the
method does not verify the extension of the generated expression over a model of the scene, the
generated descriptions might not uniquely identify the target. As we have already discussed, our
algorithm ensures termination and it always finds a referring expression if one exists. Moreover,
it achieves an average of 75% of accuracy over the 8 scenes used in our tests.

Different algorithms for the generation of overspecified referring expressions have been recently
proposed (de Lucena and Paraboni, 2008; Ruud et al., 2012). To our knowledge, they have
not been evaluated on the GRE3D7 corpus and, hence, comparison is difficult. de Lucena and
Paraboni (2008) and Ruud et al. (2012) algorithms have been evaluated on the TUNA-AR
corpus (Gatt et al., 2008) where they have achieved a 33% and 40% accuracy respectively. As
the TUNA-AR corpus includes only propositional REs, it would be interesting future work to
evaluate how these algorithms perform in corpora with relational REs such as GRE3D7.

The way we introduce overspecification is inspired by the work of Keysar et al. (1998) on
egocentrism and natural language production. Keysar et al. argue that when producing language,
considering hearers point of view is not done from the outset but it is rather an afterthought;
adult speakers produce REs egocentrically, just like children do, but then adjust REs so that the
addressee is able to identify the target unequivocally. The first, egocentric, step is a heuristic
process based in a model of saliency of the scene that contains the target. Our definition of
Puse is intended to capture the saliences of the properties for different scenes and targets. The
puse Of a relation changes according to the scene. This is in contrast with previous work where
the saliency of a property is constant in a domain. Keysar et al. argue that the reason for this
generate-and-adjust procedure may have to do with information processing limitations of the
mind: if the heuristic that guides the egocentric phase is well tunned, it succeeds with a suitable
RE in most cases and seldom requires adjustments. Interestingly, we observe a similar behavior
with our algorithm: when p,,, values learned from the domain are used, the algorithm is not
only more accurate but also much faster than when using random p,,values.

Besides testing our algorithm over the rest of the scenes in the GRE3D7 corpus, as future
work we plan to evaluate our algorithm on more complex domains like those provided by
Open Domain Folksonomies (Pacheco et al., 2012). We will also explore corpora obtained
through interaction such as the GIVE Corpus (Gargett et al., 2010) where it is common to
observe multi shot REs. Under time pressure, subjects will first produce an underspecified
expression that includes salient properties of the target (e.g., “the red button”). And then,
in a following utterance, they add additional properties (e.g., “to the left of the lamp”) to
make the expression a proper RE identifying the target uniquely. The source code and the
documentation for the algorithm are distributed under the GNU Lesser GPL and can be obtained
athttp://code.google.com/p/bisimulation-gre.
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ABSTRACT

Following the growing trend in the semantics community towards models adapted to specific
applications, the SemEval-2 Cross-Lingual Lexical Substitution and Word Sense Disambigua-
tion tasks address the disambiguation needs of Machine Translation (MT). The experiments
conducted in this study aim at assessing whether the proposed evaluation protocol and method-
ology provide a fair estimate of the adequacy of cross-lingual predictions in translations. For
this purpose, the gold SemEval paraphrases are fed into a state-of-the-art MT system and the
obtained translations are compared to paraphrase quality judgments based on the source con-
text. The results show the strong dependence of cross-lingual paraphrase adequacy on the
translation context and cast doubt on the contribution that systems performing well in existing
evaluation schemes would have on mT. These empirical findings highlight the importance of
complementing the current evaluation schemes with translation information to allow a more
accurate estimation of the systems impact on end-to-end applications.

KEYWORDS: Cross-Lingual Word Sense Disambiguation, Cross-Lingual Lexical Substitution,
paraphrasing, Machine Translation.
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1 Introduction

An important trend in computational semantics in recent years is the adaptation of invento-
ries, models and evaluations to specific applications. In this vein, the Cross-Lingual Lexical
Substitution (cLLs) and Word Sense Disambiguation (cL-wsD) tasks of SemEval-2 address the
disambiguation needs of multilingual applications: what is being evaluated is the capacity of
the participating systems to provide semantically correct translations for words in context that
could, among others, constitute the input of Machine Translation (MT) systems (Mihalcea et al.,
2010; Lefever and Hoste, 2010).! The underlying assumption is that the closer the output of a
CLLS/CL-WSD system is to a manually built gold standard of cross-lingual paraphrases, the higher
its contribution in a real application will be.

Paraphrasing is highly useful in MT as is shown by the substantial amount of research undertaken
on the subject.? It permits to deal with out-of-vocabulary words (Callison-Burch et al., 2006;
Marton et al., 2009), capture lexical variation during evaluation (Zhou et al., 2006; Owczarzak
et al., 2006), expand the set of reference translations for minimum error rate training (Madnani
et al., 2007) and improve the general performance of MT systems (Max, 2010). It is however
interesting that in spite of the MT orientation of the cL SemEval-2 tasks, translation selection
and evaluation are carried out by reference solely to the source language. The target language
context which plays an important role in lexical selection in statistical MT systems, as highlighted
by the strong influence of the language model on word choice, is not considered.

In this work, we explore the role of the target language in crLLs and cL-wsp by measuring
the adequacy of cL paraphrases in translations. Our goal is not to estimate the impact of
semantics in MT, as was the case in previous works on the subject (Carpuat and Wu, 2007;
Chan et al., 2007), but to empirically test the adequacy of the sense descriptions provided in
the cr. evaluation tasks in an MT setting. The paper is organized as follows. The cL SemEval-2
tasks are described in Section 2. The adopted experimental methodology and evaluation setup
are presented in Section 3. The analysis of the obtained results, in Section 4, highlights the
importance of the target language context for cLLs and cL-wsD, and the implications of these
findings for cL semantic evaluations.

2 Translation context in cross-lingual semantic evaluations

2.1 The SemEval-2 Cross-Lingual tasks

In the crLs and cL-wsp tasks of the SemEval-2 evaluation campaign, the participating systems
had to predict semantically correct translations in different languages for English target words
in context (Mihalcea et al., 2010; Lefever and Hoste, 2010). The performance of the systems
was measured by comparing their output to a manually built gold standard (Gs) of cross-lingual
paraphrases. For example, the instance of the target word fresh in sentence #952 of the cLLs
test set: "At first the user is impressed by the fresh clean smell coming out of the machine and how
nice it makes their home smell.", was tagged by the following set of translations which express
the sense of fresh in Spanish: fresco 4; puro 1; flamante 1; limpio 1; nuevo 1. Gs translations are
lemmatized and the frequency counts indicate the number of annotators that proposed each
substitute.

The differences between the two tasks mainly lie in the targeted lexical samples and the involved

!These systems can also help human translators in their work and assist language learners.
2See (Madnani and Dorr, 2010) for a comprehensive survey of data-driven methods for paraphrase generation.
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language pairs. cLLs addresses words of all open-class parts of speech in one language pair
(English-Spanish) while cL-wsb focuses on the translation of English nouns in five languages
(French, Spanish, German, Dutch and Italian).® Another point of variation concerns the
definition of senses. In cL-wsD, target word senses were described by means of clusters of
their semantically similar translations (Ide et al., 2002; Apidianaki, 2008). More precisely, the
translations of the target words in the Europarl corpus (Koehn, 2005) were manually clustered
and the obtained clusters served for tagging. On the contrary, cLLs did not involve a clustering
step and the annotators could propose translations found in any external resource. The cLLS
test set was built from the English Internet Corpus (Sharoff, 2005) while cL-wsD test sentences
were extracted from the Bnc* and the Jrc-acqQuis corpus (Steinberger et al., 2006).

2.2 Translation context: a neglected parameter

Although the cL SemEval tasks are clearly oriented towards MT, annotator judgments and system
suggestions are made on the basis of source language information. Translations are selected so
as to express the meaning of the target words in the target language but the translation context
in which they would be used has no influence on the selection process. This lack of target
language information would have a minimal impact in settings where cLLS/CL-WsD systems serve
to assist human users, but becomes more important in the context of mT where the proposed
cL paraphrases have to be automatically filtered to select the most adequate translation. This
selection is not straightforward for several reasons.

Words that seem interchangeable on the basis of formal criteria, such as distributional similarity,
might not be substitutable in real texts because of other parameters preventing the substitution
(e.g. syntactic structure, collocations). In a translation setting where the substitution is done
cross-lingually, it is important that the paraphrases preserve both the sense of the original word
(or phrase) and the fluency of the translated text. However, clustered translations are usually
near-synonyms translating the same sense, but almost never absolute synonyms interchangeable
in translations (Edmonds and Hirst, 2002; Apidianaki, 2009). Consequently, although cLLs
and cr-wsp could greatly contribute in MT by enhancing the semantic relevance of translations,
the existing evaluations do not provide a fair estimate of the systems’ capacity to propose
translations that would also fit well in the translated texts.

We conduct a series of experiments to assess the adequacy of cL paraphrases in translations by
exploiting the cLLs and cL-wsD test sets. As the two test sets were mainly built from monolingual
corpora, no reference translations are available against which the quality of the c1 paraphrases
could be measured using standard MT evaluation metrics (BLEU, METEOR, etc.). So, we adopt
a variation of the substitution-based approach used in works on paraphrasing (Bannard and
Callison-Burch, 2005) for validating candidate paraphrases, based on the assumption that
items deemed to be paraphrases may behave as such only in some contexts and not in others.
We translate the cLLs and cL-wsD test sets with a state-of-the-art MT system by exploiting the
manually-defined Gs paraphrases. Once the set of translations for each test sentence is produced,
we measure the substitutability of the s paraphrases using an automatic and a human ranking,
as explained in the next section.

3The cLLs lexical sample is composed of 300 noun, 310 verb, 280 adjective and 110 adverb instances with
approximately 5 Spanish substitutes per target word and a pairwise inter-annotator agreement of 0.2777. The cL-wsD
test data contains 50 instances of 20 target nouns and their substitutes in five languages.
“http://www.natcorp.ox.ac.uk/
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3 Experimental setup

3.1 Systems and data

The cLLs and cL-wsD test sets are translated into Spanish and French, respectively, using the
baseline system of the wmT-2011 shared task (Moses) (Koehn et al., 2007). The two MT systems
are trained on the data released for wmt-2011 for the two language pairs, namely the French-
English and Spanish-English parts of Europarl (version 6) (Koehn, 2005). The language models
used during decoding are trained on the monolingual Spanish and French parts of Europarl. For
each test sentence, we constrain the decoder to produce translations by using all Gs paraphrases.
These are plugged into Moses using its ‘xmL Markup’ feature which allows to specify translations
for parts of the input sentence. The ‘exclusive’ mode is activated which forces the decoder to
use the xML-specified translations and ignore any phrases from the phrase table that overlap
with that span.® In total, 4,791 unique Spanish translations are produced for the cLLs test set
and 4,220 French translations for the cL-wsD test set.

The s paraphrases are lemmatized, so we first produce translations at the lemma level without
dealing with inflections. At this stage, the test sentences are lemmatized and the MT systems
are trained on lemmatized bi-texts. The cL-wsD test set is also translated into French using
inflections. We gather all the inflectional variants of each paraphrase found in the training
bi-text and provide them to Moses through the xmL markup. For instance, to translate the
test sentence: "Taking with determination this road leading to a dynamic European Union
on the world scene will yield further substantial benefits to all parties involved in the EU and
beyond." we provide all inflected forms of each Gs paraphrase found in Europarl: scéne/scénes,
niveau/niveaux, marché/marchés, etc. The MT system then selects the best inflection depending
on the surrounding context, as shown in Table 1.

3.2 Automatic ranking

The set of lemmatized translations produced by Moses for each test sentence is ranked by a target
language model (Im). Language model scores reflect the probability of the sentences formed
by substituting paraphrases and are useful for ranking candidate paraphrases in automatic
paraphrasing tasks. Bannard and Callison-Burch (2005), for example, combine a language
model probability with a paraphrase probability to rank candidate paraphrases produced by
the pivot method.® The use of a language model allows to account for the fact that the best
paraphrase might vary depending on information about the sentence it appears in and lets the
surrounding words in the sentence influence paraphrase ranking and selection.

We build two extended lms (in Spanish and French) using additional monolingual data com-
pared to that used for training the Ims used by Moses. The training data comprises Europarl, the
News Commentary corpus and the 2009, 2010 and 2011 News Crawl data provided at the wmT-
11 shared task for the two languages. We employ the sriLM toolkit (Stolcke, 2002) to compute
two 5-gram language models and, subsequently, to score and rank the translations produced by
Moses. As the use of different s paraphrases may alter the context of the translated sentences
normalized lm scores are used, defined as % — log(P), where n is the length of the translation

5The ‘inclusive’ mode allows phrase table entries to compete with the xmL entry. This configuration permits to define
probabilities for the provided translation choices and leave the final selection to the target language model.

%In the pivot method, phrases in one language are considered to be potential paraphrases of each other if they share
a translation in another language. The paraphrase probability is defined in terms of the translation model probabilities
that the original phrase translates as a particular phrase in the other language.
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GS Translation 1m score

prendre avec détermination cette voie conduisant a une dynamique de I’ union eu-

scéne (3) ropéenne sur la scéne mondiale enregistre encore des avantages substantiels pour 2
toutes les parties concernées dans I’ ue et au-dela .

niveau (2) menant 4 une union européenne dynamique au niveau mondial engendrera davan- 2.13
tage des avantages substantiels pour toutes les parties concernées ...

vie (2) . conduisant a une dynamique de I’ union européenne sur la vie apportera des 1.8

avantages substantiels pour toutes les parties impliquées ...

marché (1) conduisant a une dynamique de I’ union européenne sur le marché mondial engen- 1.96
drera davantage des avantages substantiels pour toutes les parties concernées ...
... menant a une union européenne dynamique sur le plan mondial engendrera davan- 2.09

plan (1)

tage des avantages substantiels pour toutes les parties concernées ...

Table 1: Ranking of Moses translations using Gs paraphrases and Im scores.

and P the language model probability. Table 1 shows the normalized Im scores of the set of
translations produced for the test sentence given in the previous section.” The Im ranking is
compared to the s one which reflects the semantic relevance of the paraphrases as estimated
by reference to the source context. Our hypothesis is that a high correlation between the two
rankings would indicate that translations privileged in the Gs (i.e. with a high frequency) would
serve to produce fluent translations (i.e. with better Im scores). Given the important role of
Ims in lexical selection, the low ranking of paraphrases could be interpreted as denoting their
lower chances of being used in translations. However, this judgment cannot be absolute as the
language model is one among other components that determine lexical choice in MT systems.

3.3 Human ranking

Although the Im scoring yields interesting results, we consider that it is not reliable enough
to lead to safe conclusions as to the adequacy of cL paraphrases in translations. So, we also
conduct a human evaluation. The annotators are asked to rank the set of Moses translations
produced for each target word instance on a 3-point scale, according to the adequacy of the
paraphrases and the fluency of the translated text.® Good quality paraphrases (i.e. the highest
ranked ones, assigned a ‘1’ value) should preserve both the meaning of the source word and
the grammaticality of the target sentence. This experiment can be viewed as a substitution
test (Callison-Burch, 2008) with the difference that the paraphrases are not just substituted
in the translated sentences but fed into the mT system which exploits them during translation.
Consequently, the context surrounding the paraphrase might be altered as well, as shown in the
examples given in Table 1.

The human ranking covers 538 instances of the cL-wsD test set with an average of 4.17 French
paraphrases per instance. The 538 translation sets produced by Moses contain a total of 1821

7Normalized scores are rounded to two decimal places. Translations with lower scores are considered as more fluent.
8The annotators are native and highly proficient French speakers working on MT and paraphrasing.
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unique translations and each translation is annotated twice. We calculate the inter-annotator
agreement using Cohen’s kappa coefficient for three different annotation configurations: the
ranking performed using the 3-point scale and two coarser-grained rankings obtained by inter-
preting intermediate (‘2”) values as denoting good or low quality translations (i.e. converting
them into ‘1’s or ‘3’s). As shown by the kappa values given in Table 2, agreement on the 3-point
ranking is rather low (K = 0.35) but it gets higher when the intermediate values are interpreted
as ‘good’ or ‘bad’. In the first case kappa is 0.57, which is considered as substantial agreement,
but it reaches its highest value (K = 0.72) when medium-ranked translations are considered as
low quality ones (2—3). This practically means that in most cases both annotators perceive a
problem in the translated texts but have a different estimate of its severity. The increase of the
kappa value when a scale with fewer points is used is natural and has been observed in other
works on paraphrasing.’

rating scale kappa

3-point scale 0.35
2-point scale (2 — 1) 0.57
2-point scale (2 — 3) 0.72

Table 2: Inter-annotator agreement.

Examples of human-ranked translation sets are given in Table 3. We observe that medium-
ranked cL paraphrases, such as the translation charge of the target word strain (assigned
values ‘2’ and ‘3’) or the translation parties of the noun side, do not fit well in the translated
texts. However, the annotators give some credit to paraphrases that may seem awkward in
the translated texts but still carry some of the semantic load of the source word, reserving
the lowest values to erroneous translations from both points of view. Given the inadequacy of
medium-ranked paraphrases in translations, we consider these judgments as low quality ones
and distinguish between two categories. The K = 0.72 agreement obtained in this case is very
high, especially for a semantics task like this one.

4 Results

4.1 Gold standard judgments vs language model scores

We calculate the correlation of the two rankings with the Gs frequency ranking. We first
compute the correlation between the semantic relevance of cL paraphrases, as reflected in the
Gs frequencies, and their adequacy in translated texts, as measured by the Im. We use the
Spearman’s rank order correlation coefficient (p), a non-parametric test, because the data
does not seem to be normally distributed. The Spearman coefficient is defined as the Pearson
correlation between ranked variables. To compute the correlation of two random variables X
and Y, Pearson’s coefficient divides their covariance by the product of their standard deviations.

cov(X,Y)
pX,Y)=——— @
ox0y

To compute Spearman’s p, absolute values are transformed into ranks.!® The correlation

9Callison-Burch (2008) reports a kappa agreement of 0.33 when a 5-point scale is used and an agreement of 0.61
with a 2-point scale. The scale conversion is performed by measuring agreement in terms of how often the annotators
assigned a value higher or lower than a pre-defined threshold.
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Word Source Translations Ranks

I’ exposition a la fois dans la vie professionnelle et de la
vie de tous les jours a différents ensembles de valeurs ,

i i i \ 1|1
Exposure bOth, l,n workl'ng life des hypotheses , de leurs attentes et leurs comportements ‘
and everyday living to different | . R
X accorde une trés forte pression sur les individus
sets of values, assUmMPtions, eX- ==« -« e eiomeiaooais s PR PP
strain  pectations, and behaviour pat- _::: lieux de graves tensions sur les individus 2|2
terns places a severe strain on . peser une charge sur les individus 2|3
the individual. . peser une grave pesant sur les individus 3|3
3|3
3|3

bon nombre des étudiants américains travaillent dans les
X écoles du drame , trouver la réponse a cette question , en
Many American students work- ylisant ce qui est appelé " norme américaine ", et cette 1|1
ing in British drama schools  4,5roche est utilisé dans la formation sur les deux rives
find the answer to this question 4o 1 atlantique
by using what is called "stan- -----cioceceeeoe e RS R R L LR
side dard American", and this ap- ... desdeuxcotesdelat lanthue ,,,,,,,,,,,,,,,,,,,,,,,,,,,, 11
proach is being used now in . des deux bords de I’ atlantique 1|3

training on both sides of the " des deux parties de 1’ atlantique 2|3

Adantic " dex deux wansatiantique de T atantqie 213

.. des deux outre de I’ atlantique 3|3

Table 3: Manually ranked translations.

between the Gs annotations in the French data set and the Im scores on the lemmatized
translation dataset is p = 0.067 and highly significant with p = 1.361e—05 (< 0.05). Spearman
correlation with the normalized Im scores is —.014 with a p-value of .363. As the dataset with
the normalized scores contains ties, we also calculate the Kendall’s tau-b non-parametric
correlation. Let (xy, Y1), (x3,Y2), .., (x,,, ¥n) be a set of joint observations from two random
variables X and Y, the Kendall’s tau coefficient is defined as

(|concordant pairs| — |discordant pairs|)
T= @

%n(n— 1)

Concordant is any pair of observations (x;, y;) (x;,y;) where the ranks for both elements agree
(e.g. x; > x; and y; > y;), otherwise it is discordant. Kendall’s tau-a requires all the values of
x; and y; to be unique for the p-value to be accurate, but Kendall’s tau-b accounts for ties (i.e.
pairs of observations where x; = x; or y; = y;) .11 The Kendall’s tau-b correlation between the
Gs ranking and the normalized Im scores is low: —.011 (p = .363). This lack of correlation
could mean in practical terms that the best paraphrases from a semantics point of view would
not lead to more fluent translations. To draw safer conclusions we present in the next section
the results obtained by the human ranking.

The correlation between Gs estimates and the unnormalized Im scores for Spanish is p = 0.0242,
with lower significance than in French (p = 0.09). Given the similar size of the test sets in the
two languages, this divergence might be due to the higher homogeneity of the French dataset

10The analysis is done using the R package: http://www.r-project.org
11Kendall’s tau-b correlation is calculated using the IBM SPSS statistics environment.
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which contains only nouns. Words of different parts of speech, found in the Spanish test set, are
handled differently by the annotators and their paraphrases have a varying impact on translation
fluency. The correlation computed between the Spanish Gs scores and the normalized Im scores
is low as well, with p =.005 (p =.726) and a Kendall’s tau-b value of .004 (p =.723).

4.2 Gold standard vs target language human judgments

The dataset that consists of the s frequency estimates and the human judgments of translation
adequacy contains ties, so we calculate the Kendall’s tau-b correlation. We use the values
assigned in the first annotation pass. The obtained correlation is —.271, for the 3-point scale
(negative because the values in the two rankings are inverted), and —.26 for the 2-point
scale (conversion 2—3). Both correlations are significant at the 0.01 level. The 3-point scale
judgments correlate slightly better with the Gs ones because they are rated on the same scale.!?
These results show that paraphrases privileged in the s do not fit well in the translated texts,
while translations ranked low in the Gs might be preferred in translations.

We finally calculate the correlation between the human ranking and the normalized Im scores on
unlemmatized translations. Kendall’s tau-b correlation is .018 and .033, for the 3 and the 2-point
scale respectively, but the p-values are quite high (.334 and .091). It would be interesting to
repeat this correlation experiment once more annotated examples will be available. A detailed
analysis of this discordance would provide valuable hints on the capacity of Ims to measure
fluency and paraphrase adequacy. We observe, for instance, that the annotators often base their
judgments on the context surrounding the paraphrases although Im scores are computed on
the entire sentences that might be altered during translation. Nevertheless, the fact that these
correlation results are not yet safe does not influence the conclusions that can be drawn from
the low correlation observed between the gold standard ranking and the human ranking of
translation adequacy, which is highly significant.

Conclusion

The findings of this study reveal that the results of the cL SemEval-2 tasks are not indicative
of the contribution that the participating systems would have in mT. It has been shown that
although the proposed evaluation metrics address the semantic relevance of cL paraphrases,
they do not account for their suitability in translations. These empirical results highlight the
importance of integrating translation information in c1L semantic evaluations by resorting either
to simplified translation tasks (Vickrey et al., 2005) or to full-fledged Mt systems. Evaluation
metrics capable of rewarding semantically correct translations that do not distort the fluency of
the translations are much needed in the field of mT for evaluating the output of MT systems and
the contribution of disambiguation modules. Another perspective worth exploring is the set
up of all-words cL evaluation tasks, in addition to the lexical sample ones, allowing to assess
the global capacities of cLLs and cL-wsb systems and the coverage they can attain in real-life
applications. This setting would also permit to explore the potential of collaboration between
cL-wsD modules and mT systems for correct lexical selection.
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ABSTRACT

Cross-Lingual Sentiment Analysis (CLSA) is the task of predicting the polarity of the opinion
expressed in a text in a language L., using a classifier trained on the corpus of another language
L qin- Popular approaches use Machine Translation (MT) to convert the test document in L.,
to L;.qin and use the classifier of L, ,;,- However, MT systems do not exist for most pairs of
languages and even if they do, their translation accuracy is low. So we present an alternative
approach to CLSA using WordNet senses as features for supervised sentiment classification. A
document in L, is tested for polarity through a classifier trained on sense marked and polarity
labeled corpora of L,,;,. The crux of the idea is to use the linked WordNets of two languages to
bridge the language gap. We report our results on two widely spoken Indian languages, Hindi
(450 million speakers) and Marathi (72 million speakers), which do not have an MT system
between them. The sense-based approach gives a CLSA accuracy of 72% and 84% for Hindi
and Marathi sentiment classification respectively. This is an improvement of 14%-15% over an
approach that uses a bilingual dictionary.

KEYWORDS: Sentiment Analysis, Cross Lingual Sentiment Analysis, Linked Wordnets, Semantic
Features, Sense Space.
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1 Introduction

Sentiment Analysis (SA) is the task of inferring polarity of an opinion in a text. Though the
majority of the work in SA is for English, there has been work in other languages as well such
as Chinese, Japanese, German and Spanish (Seki et al., 2007; Nakagawa et al., 2010; Schulz
et al., 2010). To perform SA on these languages, cross-lingual approaches are often used due to
the lack of annotated content in these languages. In Cross-Lingual Sentiment Analysis (CLSA),
the training corpus in one language (call it L,,;,) is used to predict the sentiment of documents
in another language (call it L,,,). Machine Translation is often employed for CLSA (Wan,
2009; Wei and Pal, 2010). A document in L, is translated into L,,..;, and is checked for
polarity using the classifier trained on the polarity marked documents of L,,,;,.- However, MT is
resource-intensive and does not exist for most pairs of languages.

WordNet (Fellbaum, 1998) is a widely used lexical resource in the NLP community and is
present in many languages.! Most of the WordNets are developed using the expansion based
approach (Vossen, 1998; Bhattacharyya, 2010) wherein a new WordNet for a target language
(L,) is created by adding words which represent the corresponding synsets in the source
language (L,) WordNet. As a consequence, corresponding concepts in L, and L, have the same
synset (concept) identifier. Our work leverages this fact, and uses WordNet senses as features
for building a classifier in L,,4;,. The document to be tested for polarity is preprocessed by
replacing words in this document with the corresponding synset identifiers. This step eliminates
the distinction between L, 4, and L, as far as the document is concerned. The document
vector created from the sense-based features could belong to any language. The preprocessed
document is then given to the classifier coming from L,,;, for polarity detection.

This work is an extension our sense-based SA work on English (Balamurali et al., 2011) where
we showed that WordNet synset-based features perform better than word-based features for
sentiment analysis. Here, we carry out our study on two widely spoken Indian languages:
Hindi and Marathi. These languages belong to the Indo-Aryan subgroup of the Indo-European
language family. For these two languages, we first verify the superiority of sense-based features
over word-based features for SA. Thereafter we proceed to verify the efficacy of the sense-based
approach for cross-lingual sentiment analysis for these two languages. This work differs from
existing works(Brooke et al., 2009; Wan, 2009; Wei and Pal, 2010; Banea et al., 2008) on
CLSA in two aspects: (i) our focus is not necessarily to use a resource-rich language to help a
resource-scarce language but can be applied to any two languages which share a common sense
space (by using WordNets with matching synset identifiers); (ii) our work is an alternative
to MT-based cross-lingual sentiment analysis for languages which do not have an MT system
between them.

2 Background Study: Word Senses for SA

In our previous work (Balamurali et al., 2011), we showed that word senses act as better
features than lexeme-based features for document level SA. We termed this feature space as
synset space or sense space. In the sense space, the semantics of document is represented in a
compact way using synset identifiers.

Different variants of a travel review domain corpus are generated by using automatic/manual
sense disambiguation techniques. Thereafter, classification accuracy of classifiers based on

Thttp://www.globalWordNet.org/gwa/WordNet_table.html
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different sense-based and word-based features were compared. The experimental results show
that WordNet senses act as better features compared to words alone.

The following subsection validates this hypothesis for Hindi and Marathi. Since the documents
for training and testing belong to the same language, we refer to this set of classification
experiments as in-language sentiment classification.

2.1 WordNet Senses as Better Features: Approach

A classifier is trained for each of the following feature representations: Words (W), Manually
annotated word senses (M), Automatically annotated word senses (I), Words and manually an-
notated word senses (W+S(M)) and Words and automatically annotated word senses (W+S(I)).
At present, the development of Hindi and Marathi WordNets is not complete. Thus, a number
of words belonging to open POS categories ( e.g. nouns) do not have corresponding synsets
created. We used W+S(M) and W+S(I) representations in order to alleviate problems that can
arise due to these missing synsets.

We perform our experiments on the above feature representations for in-language sentiment
classification and compare their performance. The results are discussed in section 6.1.

3 Word Senses for Cross-Lingual SA

We now describe our approach to cross-lingual SA, which is the focus of this work. This
approach harnesses word senses to build a supervised sentiment classifier in a cross-lingual
setting (i.e., when the L,,.;, and L, are different).

Our baseline as well as sense-based approach center around the WordNets of the two languages
viz., Hindi and Marathi. WordNets of Hindi and Marathi have been developed using an
expansion approach. This approach involves expanding the Marathi WordNet by adding concept
definition for concepts from Hindi WordNet. Subsequently, corresponding related terms are
added and mapped. Thus, corresponding concepts/synsets in WordNets of both languages have
the same synset identifier. Once this mapping is completed, concepts found only in the target
language are added.

An instance of WordNets which are collectively developed for multiple languages is referred to
as Multidict (Mohanty et al., 2008). In a Multidict, each row constitutes a concept, identified
by a synset identifier.

Synset ldentifier Hindi Marathi
S ceak
13104 (avkasha) (suTTee)
el ST
(chuTTee) (ruh-Jaa)

Figure 1: An example entry (concept: holiday) in Multidict for Hindi and Marathi

Each column contains synonymous terms representing these concepts in different languages.
Further, a manual cross link is provided between words in one language to another based on
their lexical preference.

The words in the corresponding synsets are thus translations of each other in specific contexts.
For example, an entry pertaining to Marathi and Hindi can be explained as follows ( Figure 1):
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13104 (Synset identifier) pertains to the concept of holiday and its related terms are suTTee and
ruh-jaa in Marathi and chuTTee and avkasha in Hindi. The cross links shown in the above entry
indicates that when the Marathi word suTTee is used in the sense represented by the synset
identifier 13104, its exact Hindi translation is chuTTee (i.e., this translation is more preferred
over the other related Hindi words of the same synset).

3.1 Our Approach: Sense-based Representation

Following the fact that the Hindi and Marathi WordNet have the same synset identifier for the
same concept, we represent words in the two languages by corresponding synset identifiers.

Thus, in a cross-lingual setting for a given target language, we map the words of the training as
well as the test corpus to their WordNet synset identifiers. A classification model is learnt on
the training corpus and tested on the test corpus. Both corpora consists of synset identifiers.
This experiment is performed for two variants of the corpora: one with manually annotated
senses and another with automatically annotated senses. Thus, in the context of using senses as
features for cross-lingual sentiment analysis, we evaluate the following approaches: 1. A group
of word senses that have been manually annotated (M), 2. A group of word senses that have
been annotated by an automatic Word Sense Disambiguation (WSD) engine (I).

The replacement of a word by its synset identifier is carried out for all documents in the training
corpus and the test corpus. The representation of the new corpora is in a common feature space,
i.e., the sense space.

3.2 Baseline: Naive Translation Using Lexeme Replacement

MT-based techniques have been the main way of performing cross-lingual SA (Wan, 2009;
Wei and Pal, 2010). The obvious choice for a baseline to compare our approach would have
been a MT based CLSA approach. However, at present, there exists no Hindi-Marathi MT
system. Hence we develop a strategy for obtaining a naive translation of the corpus-based on
lexical transfer which forms the baseline for comparing sentiment classification accuracy of the
proposed cross-lingual SA based on synset representation.

Our approach consists of converting a document from the L, to the L,,.;, so that a classifier
modeled on documents from the training language can be used. The words in the test documents
are mapped to the corresponding words in the training language to obtain a naive translation.
No semantic/syntactic transfer is maintained. We use Multidict to translate synonymous terms
in different languages, namely Hindi and Marathi (Mohanty et al., 2008). We offer two versions
which differ from each other based on the replacement lexeme chosen.

Exact word replacement (E): Based on the disambiguated sense identifier, the exact cross-
linked word from the source language is used for the replacement. Hence, for the word suTTee,
the translation chuTTee will be selected ( Figure 1).

Random word replacement (R): Based on the disambiguated sense identifier, the cross linked
word from the source language is used for the replacement. This word in Figure 1 is not
necessarily the exact (preferred) translation as mentioned above. For example, for the word
suTTee, some random translation from the same synset will be selected, for example ruh-jaa,
instead of the preferred translation chuTTee (Figure 1) will be selected.

The replacement is carried out for all documents in the test corpus (originally in L) to
generate a new test corpus (containing words in L,,,;,). We understand this naive translation
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may not give as strong a baseline as a statistical MT-based approach, but given the state of these
languages, we believe the results obtained are fairly comparable.

4 Datasets

The dataset we created for Hindi and Marathi consists of user-written travel destination reviews.
We collected them from various blogs and Sunday travel editorials. A review consists of
approximately 4-5 sentences of 10-15 words each. The Hindi corpus consists of approximately
100 positive and 100 negative reviews while the Marathi corpus consists of approximately 75
positive and 75 negative reviews. The documents are labeled with polarity (positive/negative)
by a native speaker.

To create the manual sense-annotated corpus, the words were manually annotated by a native
speaker. Based on the word and POS category, the annotation tool shows all possible sense
entries for that word in the WordNet. The lexicographer then chooses the right sense based
on the context. Hindi corpora contains 11038 words whereas Marathi corpora contains 12566
words. To generate automatic sense-annotated corpus, we use the engine based on the IWSD
algorithm, which is trained on the tourism domain and can operate on Hindi, Marathi and
English. We chose the travel review domain for our analysis because the IWSD engine was
trained on this domain.

POS #Words Precision Recall F-score POS #Words Precision  Recall F-score
Noun 2601 73.26% 70.59% 71.90% Noun 1628 76.60% 75.80%  76.20%
Adverb 506 80.08% 79.45%  79.76% Adverb 204 73.53% 73.53%  73.53%
Adjective 700  56.65% 54.14% 55.37% Adjective 583  76.27% 74.96%  75.61%
Verb 1487 54.11% 51.78% 52.92% Verb 363 82.35% 80.99% 81.67%
Overall 5204 66.41% 63.98% 65.17% Overall 2778 77.05% 76.13% 76.59%
Table 1: Annotation statistics for Hindi Table 2: Annotation statistics for Marathi

Tables 1 and 2 show the evaluation of sense disambiguation statistics for IWSD for Hindi and
Marathi respectively.

5 Experimental Setup

The experiments are performed using C-SVM (linear kernel with default parameters; C=0.0,
€=0.0010) available as a part of LibSVM package.? We chose SVM as its known to be a good
learner for sentiment classification (Pang and Lee, 2002).

To conduct experiments on words as features, we perform stop-word removal and word
stemming. For synset-based experiments, words in the corpus are substituted with synset
identifiers along with POS categories, which are used as features. To create automatically
sense-annotated corpora, we use the state-of-the-art domain specific word sense disambiguation
(IWSD) algorithm by Khapra et al. (2010) for sense disambiguating our datasets in the two
languages.

The results are evaluated using commonly used classification metrics: classification accuracy,
Fscore, recall and precision. Recall and precision for each polarity label is also calculated for
analysis.

For our background study experiments pertaining to the in-language sentiment classification, a
two-fold validation of five repeats is carried out. Each repeat consists of a random configuration

2http:/ /www.csie.ntu.edu.tw/&lin/libsvm
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of test/train documents maintained across different representations for a given run. Such a
cross-fold validation is taken to minimize the variance between the classification results of
different folds since the sizes of the corpus are not that large (Dietterich, 1998).

6 Results and Discussions

Our results are divided into two parts. Section 6.1 shows the results related to our background
study pertaining to in-language sentiment classification. In section 6.2, we compare the
approaches for cross-lingual sentiment analysis.

6.1 In-language Classification

The results of in-language classification for Marathi and Hindi are shown in Table 33. We
consider unigram words as the baseline (Words) for comparison. Note that since cross-lingual
SA using ‘perfect’ translation from target to source language is identical to in-language sentiment
classification, these results act as an upper bound /skyline to the performance of cross-lingual SA.
While using sense-based features, we also use the POS information and hence to have a fair
comparison, we use an additional baseline which include the POS information in addition to
unigram features (represented as Words + POS).

Lirain & Lyg, : Marathi

Feature Representation  Accuracy PF NF PP NP PR NR

Words(Baseline) 86.53 85.13 86.96 96.68 80.25 76.05  94.90
Words + POS (Baseline) 83.32 79.91 85.42 97.00 76.92 69.33 97.00
Sense (M) 97.45 97.38 97.62 100.00 95.36 94.89 100.00
Sense + Words (M) 97.87  97.82 97.94 100.00 95.97 95.74 100.00
Sense(I) 93.44 93.97 92.94 89.25 99.19 99.21 87.43
Sense + Words (I) 92.78 93.35 92.32 88.14 99.17 99.20 86.36

Lorain & Lies * Hindi
Feature Representation  Accuracy PF NF PP NP PR NR

Words(Baseline) 65.64 61.65 64.83 71.38 62.29 54.25 67.60
Words+POS(Baseline) 76.34 70.18 79.92 89.42 70.34 58.27 92.80
Sense(M) 82.57 78.55 84.45 89.68 78.34 69.88 91.60
Words+Sense(M) 83.06 79.48 85.09 92.11 77.86 69.90  93.80
Sense(I) 81.92 78.00 83.25 88.63 7898 69.65  88.00
Words+Sense(I) 81.21 78.03 83.50 89.35 77.29 69.26  90.80

Table 3: Background study: In-language sentiment classification showing the skyline perfor-
mance for Marathi and Hindi; PF-Positive F-score, NF-Negative F-score, PP-Positive Precision(%),
NP-Negative Precision(%), PR-Positive Recall (%), NR-Negative Recall (%)

Overall Sentiment Classification:

All sense-based features give a higher overall accuracy than the baseline for both Marathi and
Hindi. The baseline for Hindi is lower than that for Marathi. However, manually annotated
sense-based features perform better than the baseline by 11.3% for Marathi and 6.7% for Hindi.
The classification accuracy of the combination of manually annotated synsets and words is
comparable to that of manually annotated synsets for both the languages.

As expected, automatic sense disambiguation-based features perform better than the baseline
but lower than manually annotated features. For Marathi, the classification accuracy for

3All results statistically significant (paired-T test, confidence=95%) with respect to the baseline. 3. For Marathi,
Sense (M) and Words + Sense (M) results are not significant. Same is the case for Sense (I) and Words + Sense (I) for
Hindi.
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automatic sense disambiguation-based representation degrades by 4% below the manually
annotated counterpart. This degradation is less significant in case of Hindi as the overall
accuracy of Hindi sense disambiguation engine is only 66% (refer to Table 1). This suggests
that even a low accuracy sense disambiguation may be sufficient to obtain better results than
word based features.

6.2 CLSA Accuracy

L rqin : Hindi & L,,, : Marathi
Feature Representation Accuracy PF NF PP NP PR NR

Words(E) Baseline 1 71.64 72.22 62.86 75.36 67.69 69.33 58.67
Words(R) Baseline 2 70.15 71.23 60.87 73.24 66.67 69.33 56.00
Senses(M) 84.00 81.54 85.88 96.36 76.84 70.67 97.33
Senses(I) 84.50 83.33 85.51 96.15 76.62 73.53 96.72

L yqin : Marathi & L, : Hindi
Feature Representation Accuracy PF NF PP NP PR NR

Words(E) Baseline 1 56.42 29.31 6437 94.44 52.17 17.35 84.00
Words(R) Baseline 2 57.69 30.77 66.16 94.74 53.37 1837 87.00
Senses(M) 72.08 62.82 77.18 87.50 65.96 49.00 93.00
Senses(I) 68.11 61.04 72.81 77.05 63.71 50.54 84.95

Table 4: Cross-Lingual sentiment classification for target languages Marathi and Hindi; PF-
Positive F-score, NF-Negative F-score, PP-Positive Precision(%), NP-Negative Precision(%), PR-
Positive Recall (%), NR-Negative Recall (%)

Sense based CLSA accuracy along with the baseline accuracy is shown in Table 4*.

L. - Marathi: In-language classification accuracy for Marathi using words as features is only
86.53% (refer to Table 3). In a way, this forms the upper bound for a perfectly translated
document. In the case of the naive translation-based approach, an accuracy of 71.64% and
70.15% for Words (E) and Words (R) is obtained respectively. Both the manually and the
automatically annotated sense-based features show an improvement of 12% (approximately)
over both the baselines.

L. - Hindi: When Hindi is the target language, the baseline using lexeme replacement is lower
than the baseline for Marathi. An approximate 15% improvement over the baseline is observed
for manually annotated sense-based features (which has an accuracy of 72%). Sense-based
features developed using automatic sense disambiguation work with a lower accuracy with
respect to manually annotated synsets.

A considerable improvement in the positive recall can be seen for Hindi as the target language.
The same can be said about the negative precision. These results highlight the effectiveness of
synsets as features for negative sentiment detection in a cross-lingual setup.

As most of the Indian languages do not have MT systems between them, we believe this
approach can be an alternative to MT based CLSA approaches. Our approach is at par with MT
based CLSA approach as our results are not far behind the in-language classification results.
Hence MT based CLSA approaches are comparable with our approach as they too fall behind
in-language classification results (based on the results of an independent study).

4 All results are statistically significant with respect to the baseline. However, baseline 1 and baseline 2 are not
statistically significant and so is the case for Sense (M) and Sense(I) accuracy figures for Marathi (as L)
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Effect of Automatic WSD on Classification Accuracy

Sense annotation accuracy (Fscore) of the WSD engine used for annotating the words with
their respective sense is 65% and 76% (Tables 1 and 2) for Hindi and Marathi respectively.
Annotation accuracy is less for Hindi as there are more finer senses in Hindi WordNet than in
Marathi WordNet. Thus, there is a higher chance of assigning an incorrect sense for a word in
Hindi than compared to a word in Marathi. However, the fall in classification accuracy due to
this reason is not reflected on the in-language sentiment classification accuracy of Hindi and
Marathi respectively. Nevertheless, there is a drop in the cross lingual accuracy when L., is
Hindi, which may be due to relatively small training corpora size of Marathi when compared to
Hindi. Marathi corpus is half the size of Hindi corpus and hence contain less training samples
where L, is Hindi. As both the manually and the automatically assigned sense based features
give almost similar cross lingual accuracy for the case when L,,, is Hindi, we strongly believe
that classification accuracy can be improved by adding more Marathi documents.

7 Error Analysis
Two possible reasons for errors in the existing approach that we found are:

1. Missing Concepts: As the Marathi WordNet is created using the expansion approach from
the Hindi WordNet, almost all concepts present in the Marathi WordNet are derived from the
Hindi WordNet. In contrast, there are many concepts present in the Hindi WordNet but not
yet included in the Marathi WordNet. This leads to a low cross-lingual sentiment classification
accuracy using sense-based features with target language as Hindi.

2. Hindi Morph Analyzer Defect: The accuracy of sense-based in-language classification
for Hindi is comparatively lower than that for Marathi. We traced the problem to the sense
annotation tool used by the manual annotator. The morphological analyzer used to find the
root word (for verbs) did not match Hindi WordNet entries for verb synsets in many cases, thus
reducing the coverage of the annotation.

8 Conclusion and Future Work

We presented an approach to cross-lingual SA that uses WordNet synset identifiers as features of
a supervised classifier. Our sense-based approach provides a cross-lingual classification accuracy
of 72% and 84% for Hindi and Marathi respectively, which is an improvement of 14% - 15%
over the baseline based on a cross-lingual approach using a naive translation of the training
and test corpus. We also performed experiments based on a sense marked corpora using an
automatic WSD engine. Results suggest that even a low quality word sense disambiguation
leads to an improvement in the performance of sentiment classification. In summary, we have
shown that WordNet synsets can act as good features for cross-lingual SA.

In future, we would like to perform sentiment analysis in a multilingual setup. Training
data belonging to multiple languages can be leveraged to perform SA for some specific target
language. Additionally, we would like to compare our CLSA approach with a MT based approach.
For this, we plan to perform same set of experiments for languages (like English and Romanian)
which have a linked wordnet as well a MT system between them.
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ABSTRACT

This paper is devoted to the use of two tools for creating morphologically
annotated linguistic corpora: UniParser and the EANC platform. The EANC
platform is the database and search framework originally developed for the
Eastern Armenian National Corpus (www.eanc.net) and later adopted for
other languages. UniParser is an automated morphological analysis tool
developed specifically for creating corpora of languages with relatively small
numbers of native speakers for which the development of parsers from
scratch is not feasible. It has been designed for use with the EANC platform
and generates XML output in the EANC format.

UniParser and the EANC platform have already been used for the creation of
the corpora of several languages: Albanian, Kalmyk, Lezgian, Ossetic, of
which the Ossetic corpus is the largest (5 million tokens, 10 million planned
for 2013), and are currently being employed in construction of the corpora of
Buryat and Modern Greek languages. This paper will describe the general
architecture of the EANC platform and UniParser, providing the Ossetic
corpus as an example of the advantages and disadvantages of the described
approach.

Keyworbps : corpus linguistics, automated morphological analysis, language
documentation, Iranian languages, Ossetic
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1 Corpus technologies and minority languages

Corpus lingustics is currently a rapidly developing area of study. Corpora
created for such large languages as English, Czech, or Russian are being
increasingly used for analyzing the grammatical phenomena of these
languages drawing on more empirical material than could ever be possible
before in the history of linguistics. Using corpus data as a basis for linguistic
research has become a new "philosophical approach" rather than just one of
possible methodologies (Leech 1991) and is widely considered to be superior
to the classical approaches of introspection/elicitation, since it draws on real
language use instead of artificially constructed examples.

Unfortunately, the creation of a reasonably large annotated corpus (with 1
million tokens or more), especially for a morphologically rich language, is a
complicated task that few languages can "afford". The prerequisites for
creating a successful corpus are: (1) the availability of digitized texts in that
language; (2) the existence of an automatic morphological analyzer. Both of
these tasks require considerable investment of time and money, even when
a language has a reasonably developed literary tradition (like e.g. Ossetic
does, having had literature since the late 1800s).

Therefore, the linguistic community ends up in a situation when large corpora
suitable for efficiently studying grammatical phenomena are available only
for the major languages of the world. This creates a strong typological bias in
favour of these languages.

Our work on Ossetic is an attempt to overcome this limitation, producing a
large corpus of a minority language of Russia. Ossetic is an Iranian (Indo-
European) language spoken by about 500,000 people mainly in the Russian
Federation, in the Republic of North Ossetia situated in the North Caucasus.
Digitized versions of Ossetic literature (written in the literary Iron dialect) are
readily available from publishers in Vladikavkaz!. However, problematic was
the creating of an automatic morphological analyzer for Ossetic, a language
with a relatively rich inflectional morphology (9 nominal cases and a large
number of verbal forms), and the choice of a web platform to be used for
accessing the corpus. The solution was reached by developing a universal
morphological parser. It operates using rules provided by linguists (and can
thus be applied to different languages) and produces XML output that is
accepted by the Eastern Armenian National Corpus (EANC) platform, which
was adapted for use with the Ossetic language. The final result is the Ossetic
National Corpus, which is freely available online (http://corpus.ossetic-

'We are thankful to the editors of the Max dug literary journal, as well as to the personnel of the Ir publishing
house, for providing us with electronic versions of their publications and approving of them being used in the
corpus.
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studies.org) and contains about 5 million morphologically analyzed tokens
(with 10 million planned for 2013).

2 The EANC platform

The platform we used for the Ossetic corpus was initially developed by
CorpusTechnologies for the Eastern Armenian National Corpus in 2007 (see
e. g. Khurshudian et al. 2009). It includes a search engine and a web
interface. Although the interface was designed specifically for the Armenian
language, the search engine itself is language-independent and is suitable
for a great variety of languages. To use the platform with Ossetic, we had to
produce parsed texts in the format supported by the EANC platform and
make some corrections to the user interface.

2.1 General architecture and features

Parsed data are stored in a number of datafiles. The text itself is stored in
XML form in these datafiles. There is a number of index files which list
positions of all occurrences of specific wordforms, lemmas and combinations
of grammatical tags in the texts. The texts can be equipped with metadata,
such as the name of the text, the name of the author, the date of creation,
etc. The datafiles are produced by the indexer written in Python which takes
parsed texts as its input.

The user interface is written in PHP and HTML. When the user initiates a new
search, the interface collects the data entered by the user and sends them to
the client written in PHP which, in turn, transmits the query to the server. The
server is a program written in C++ which is constantly running and waiting
for requests. The server performs the search and sends the result back to the
client. Then the result is transformed according to the specified display
options and displayed in the browser.

The main query types offered by the EANC interface are wordform, lemma,
and grammatical tags queries. When searching for a particular wordform,
lemma, or a set of grammatical tags, the platform displays all sentences
containing the requested wordforms.

There are a number of special characters for enhanced queries. Specifically,
one can use "*" for arbitrary number of characters, "|" for disjunction, "&" for
conjunction, and "~" for negation. For example, if "*TTbI|*TbIN" is typed into
the Wordform box in the Ossetic corpus, the platform will find all wordforms
ending with either mmsi or meur. In the case more than one operator is used,
their order can be specified by means of parentheses.

There are also other restrictions one may impose on the words one wants to
find. They include specifying a subcorpus, restrictions on the positions of the
words being searched relative to each other, etc. The output can be
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displayed in several ways, including KWIC (Key Word In Context), and
supports transliteration mode.

2.2 Adopting the platform for other languages

To use the EANC platform with another corpus, we had to rewrite the
language-specific parts of the user interface. These include, for example, a
form where one can specify grammar query with the help of checkboxes,
every checkbox corresponding to one of the grammatical tags used in the
corpus, such as "inessive case". To do that in a more efficient way, we wrote
a Python script which takes a simple csv table with all grammatical features
of the language and transforms it into the PHP file used in the interface. Parts
concerning the writing system were also rewritten, namely the transliteration
system and the virtual keyboard. The indexer and the datafile system
remained intact and works fine with languages other than Armenian without
additional adjustments, provided one doesn't need any additional features.

3 UniParser

A corpus of texts without annotation is effectively a mere electronic library
with quite limited applicability for linguistic research. Annotation can include
different kinds of data - among others, it can include text-level information
such as the name of the author and the time of creation of the text,
sentence-level, or word-level information.

The most widely used type of word-by-word annotation used in general
purpose corpora, such as the one under consideration, is lemmatization and
grammatical markup. Lemmatization means that for every wordform in the
corpus, its lemma (dictionary form) is provided, and grammatical markup of a
wordform means that all or some subset of grammatical values expressed in
it are explicitly shown. (The "lighter" variant of the latter is part-of-speech
tagging.) While for languages with poor morphology, such as English, the
absence of grammatical markup might not constitute a big obstacle, for
morphologically rich languages such as Ossetic it would make any corpus
research involving searches for all instances of a given lexeme or all
wordforms with a given morphosyntactic feature virtually impossible.

While for small corpora whose size doesn't exceed several hundred thousand
tokens it is feasible to annotate them manually, with corpus size going in the
millions, automatic tagging is the only possible way of performing this task.
Ossetic corpus being approximately 5 million tokens in size at the beginning
with even more on the way, we needed an automated utility to annotate
with. In the same time, we also were in contact with several other related
groups working on other corpora of morphologically rich and diverse
languages, namely Albanian, Greek, Kalmyk, and Lezgian, who were also in
need of such a tool, so rather than creating a program designed specifically
for morphological parsing of Ossetic language, it was deemed more feasible
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to build a general parser with capability of parsing any of those languages
provided their lexicons and grammars are described in some suitable format.

After considering several existing resources, we decided to develop a new
system from scratch. The resulting tool, UniParser, is suitable for parsing
large amounts of texts in structurally different languages. We are going to
make UniParser freely available in 2013. The tool and the format it utilizes to
store the information about the language, are the subject of the description
below.

3.1 The requirements

When designing a parsing tool for middle-sized and large corpora in different
languages, we had in mind several requirements it should conform to.

First, it should work fast enough to cope with big amounts of texts. This is
one of the reasons why we couldn't use tools aimed at parsing small corpora.
For example, one of the parsers used in the Fieldworks Language Explorer,
XAMPLE, and its predecessor, AMPLE, can process tens to hundreds
wordforms per second (see Black, Simons 2006), which would require at least
half a day for parsing the entire Ossetic Corpus.

Second, the files should have simple enough format to be edited with the
help of an ordinary plain text processor by a linguist without programming or
other technical skills. The only specific piece of knowledge which might be
required for describing some fragments of grammar in UniParser format is
regular expressions.

Third, it should be flexible enough to be used with structurally different
languages, addressing a wide range of various morphological phenomena.

Other requirements, namely limitation imposed on the morpological model
and the output format of the parsed text are presented in more detail below.

3.2 The morphological model

The basic approach taken in the UniParser format can be roughly described
as Word-And-Paradigm morphology (see e. g. (Matthews, 1972) for thorough
description of this model). Here by this term we mean that wordforms in the
parsed corpus should be labelled with grammatical tags like "Noun" or
"genitive case", and provided with lemmata, but the researchers who
compile the corpus shouldn't be obliged to overtly mark morpheme
boundaries when making a description of the grammar. This is contrary to
the approach taken e. g. in the parsers used in the Fieldworks Language
Explorer where the user first has to create a dictionary of morphemes and
then define templates describing the ways these morphemes can be
assembled together producing wordforms. However, if the user wants their
corpus to be glossed and displayed with interlinears, the UniParser format
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offers a possibility of doing that. We adhere to this approach to facilitate the
annotation of corpora in flective languages where division into morphemes
may be not that straightforward, so that providing accurate information
about individual morphemes in the grammatical description would be time-
consuming and often subjective.

The word inflection in the UniParser format is described, first of all, through
the notions of stem, inflexion, paradigm, and productive derivation model. All
data in the description of the lexicon and the grammar is concerned only with
the graphical representations of wordforms, without appealing to their
phonemic or any other "deep" levels.

A lexeme is thought of as a set of wordforms. In the vast number of cases, all
these forms have some letters in common. Thus every wordform of a lexeme
can be divided into the part common for the entire lexeme and the part that
is unique for the given form (or several forms). These units are called a stem
and an inflexion. If a unit is disjoint, the places where parts of another units
can appear are marked with dots. The dot also appears at the beginning or at
the end of a unit if it can be, respectively, preceded or followed by a part of
another unit. So, in Ossetic (and in most other IE languages) most stems
would have a dot at the end meaning that they can take inflectional markers
on the right. Accordingly, most inflexions would look like a contiguous block
of letters with a dot at the beginning. A stem and an inflexion can be
combined into a wordform by inserting parts of one of them into the dot-
marked slots of the other. To take an extreme example, in Arabic wordform
katabtu 'l wrote' with the stem KTB, the stem would be written as ".k.t.b.", and
the inflexion as ".a.a.tu".

A complete set of inflexions a lexeme can take is called a paradigm. Different
lexemes of the same part of speech can belong to different paradigms and
use different markers for expressing the same grammatical values. Every
inflexion in the UniParser format belongs to one of the paradigms.

Another feature of UniParser format is productive derivation models. By
derivation we understand the process whereby new lexemes are created on
the basis of existing ones according to some rules; a productive derivation
model is such a rule which is applicable to a large and open set of lexemes
(say, to all lexemes of a particular paradigm type). For example, many
Ossetic verbs have perfectivized forms with different preverbs which are
considered separate lexemes. A productive derivation model was set up for
every preverb, which automatically adds all the derivatives to the lexicon.

3.3 Dictionary format

All the information about the lexicon and the grammar of a language is
stored in a number of files, the core files being stem.txt (lexicon),
paradigm.txt (inflexions) and derivation.txt (productive derivation models).
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The format of description is based on YAML, which was preferred over XML
because the former is more human-readable, so that the files can be edited
by hand. All files contain "objects" which are collections of parameter-value
pairs, values being strings or another objects.

The basic object of the file stem.txt is a lexeme, which is described as a list
of parameter-value pairs. This list is open in principle, with only several fields
being obligatory, namely lex (the lemma), stem, paradigm, and gramm
(grammatical tags which should be assigned to every wordform of that
lexeme in the parsed text). In the Ossetic dictionary, the two additional fields
contain Russian and English translations of the lemma.

In the case of suppletivism or stem alternations, several stems (allomorphs of
the stem) can be stipulated instead of one. Another case when several stems
can be stipulated is free variation. As an example of a lexeme with both of
these phenomena, we will take the Ossetic word sexxopmar 'hunger' which
has three stem allomorphs, each allomorph possessing two variants:

-lexeme

lex: axxopmar

stem: esexxopmar.//xxopmMar.|a@xxopManx.//xxopMmaax.|
E&XX0opMaer.//XXxopMaer.

paradigm: Nct

gramm: N-ADJ,inanim,nonhuman

The basic object of the file paradigm.txt is a paradigm which is a collection of
inflexions. A fragment of Ossetic nominal paradigm Nctt is presented below:

-paradigm: Nctt
-flex: <1>.bl
gramm: sg,gen
gloss: GEN
-flex: <0>.2eH
gramm: sg,dat
gloss: DAT

The number in angle brackets defines the stem allomorph a given inflexion
can be used with. In inflexions, the only obligatory field is gramm which
contains grammatical tags assigned to all wordforms with that inflexion by
the parser. If the user wants the text to be glossed, she may optionally
specify the division of the inflexion into morphemes and add the gloss field.

3.4 Technical details

The UniParser tool consists of a simple user interface, the preprocessing
module and the analysis module. The user interface allows to load
description files, view full paradigms of the lexemes in the lexicon (which is
crucial for error-checking), and launch preprocessing or analysis. The
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preprocessing module transforms the description of the language into a
datafile to be used in the course of parsing. The analysis module uses a
finite-state automaton with hashtables. The analysis module of the UniParser
tool was implemented in C++, and the user interface and the preprocessing
module were written in C#.

The parsing speed for Ossetic texts reached approximately 7000 wordforms
per second on an AMD Athlon 64X2 (2x2,20 GHz) system with 2 GB RAM. By
using a relatively short list of pre-analyzed high-frequency wordforms, we
could increase the speed some 30% further. Although the speed can be
considered sufficiently high for our purposes (12 minutes for the whole
corpus), there is evidently room for improvement (for example, by
introducing multithreading). Another parameter which should be optimised is
memory usage, as in the current version more than 1 GB of memory was
used.

No statistical disambiguation techniques were used because, despite their
high accuracy rates, there is a risk of systematically distorting some
linguistically peculiar information. Therefore any token was assigned all
parses that were possible on the basis of the language description. The
quality of analysis can be estimated by parsed tokens rate and the average
number of parses per parsed token. Among all the tokens of the corpus,
more than 85% were assigned at least one parse, the dictionary size being
about 15,000 entries. The average number of parses per parsed token is
approximately 1.7. The figure is quite high, so addressing this problem with
the help of deterministic disambiguation rules is planned.

The parser takes plain text files encoded in UTF-8 as its input and produces
an XML file with the parsed text. The XML we use is similar to that used in the
Russian National Corpus.

Conclusion and perspectives

As a result of developing a universal morphological parser and a set of rules
for this parser, as well as adopting an existing search engine (the EANC
platform) for being used with the Ossetic language, we have successfully
created a corpus of literary Ossetic consisting of 5 million tokens, which is
one of the first corpora of such scale having been developed for a minority
language. Our next aim is to reach 10 million tokens, as well as develop the
parser further in order to allow for analyzing compounds and verbs with
incorporated nouns, which are quite widespread in Ossetic. This will allow us
to reach higher percentages of analyzed tokens than the current 85%. A
further possible area of inquiry is developing mechanisms for automatic
resolution of ambiguity, at least in those cases where the function of the
wordform is clear from its immediate context.
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ABSTRACT

This paper presents a novel method to extract the collocations of the Persian language using a
parallel corpus. The method is applicable having a parallel corpus between a target language and
any other high-resource one. Without the need for an accurate parser for the target side, it aims to
parse the sentences to capture long distance collocations and to generate more precise results. A
training data built by bootstrapping is also used to rank the candidates with a log-linear model. The
method improves the precision and recall of collocation extraction by 5 and 3 percent respectively
in comparison with the window-based statistical method in terms of being a Persian multi-word
expression.
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1 Introduction

Collocation is usually interpreted as the occurrence of two or more words within a short space in a
text (Sinclair, 1987). This definition however is not precise, because it is not possible to define a
short space. It also implies the strategy that all traditional models had. They were looking for co-
occurrences rather than collocations (Seretan, 2011). Consider the following sentence and its
Persian translation:

"Lecturer issued a major and also impossible to solve problem."
AN Osie 1 da diE e 585 IShie Sy e
" 2"/modarres/"lecturer”
"L /yek/"a"
""JS.ia"/moshkel/"problem"
" &, 3"/bozorg/"major"
" "Iva/"and"
"da J& e "/gheyreghabelehal/"impossible to solve”
"8 ¢l si="fonvankard/"issued”

This sentence emphasizes the action of "issuing a problem™ which is a collocation, because it is a
common way of saying that someone warned about a problem. Figure 1 shows that a verb-object
relation between "issued" and “problem” and the alignments between the sentences imply that
there is a corresponding relation between "J%is" /moshkel/"problem™" and "2 ¢l sie"/onvan
kard/"issued" in the Persian language.

Lecturer issued a major and impossible to solve problem. o€ Jlsie | da LB e 555 e (S e

FIGUREL — Example of a collocation: The relation between J%&s and 25 ¢lsie in the Persian
sentence corresponds to the relation between issued and problem in English sentence.

Noticeably, window-based method cannot extract the collocation, because of the vagueness in the
definition of short space. Moreover, the window cannot be expanded to include the words
constructing the collocation. It is proved that expanding the window to more than 5 words is
impractical (Dias, 2003). Besides, another flaw of the classical methods is that many false positive
samples are mistakenly classified as collocation. This problem occurs especially in pairs having a
small number of occurrences in the corpus (Seretan, 2011). While the latter problem can be solved
(Basili et al.,1994), what this paper presents is another strategy which does not insist on classical
approaches.

Recent improvements on the accuracy of parsers motivate modern approaches to analyze the
sentences first (Seretan, 2006). Although that is the case in many languages like English, a lot of

1 persian uses Arabic script as its writing formalism which is written from right to left direction.
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efforts have to be done in order to obtain an admissible accuracy in parsing the sentences of under-
resourced languages like Persian.

This study accepts an alternative definition for collocation: "an expression consisting of two or
more words that corresponds some conventional way of saying things" (Manning & Schiitze,
1999). This definition does not have the vagueness the window-based method has.

Collocation has a deep influence on many other tasks of NLP such as MT systems (Orliac &
Dillinger, 2003) and Text Summarization (Seretan, 2011) which makes it essential to find an
alternative solution. From the next part of the paper, a process of extracting the collocations of
Persian language will be presented.

The parallel corpus used in this study is Tehran English-Persian Parallel Corpus (Pilevar et al.,
2011). The Corpus is comprised of more than 500000 pairs of sentences. The sentences are aligned
by the IBM model3 using Giza++. In IBM model3 it is possible to have many to many alignments.
This model is selected because it provides the extraction of collocations including more than two
words.

In this method, by having a parallel aligned corpus and also parsed sentences of the source
language, dependencies between the words of the target language are extracted initially. Direct
Projection Algorithm (Hwa et al., 2005) is employed. It uses the alignments between the source
and target sentences and the dependencies of the source language. In order to rank pairs of words
by a log-linear classifier, a reasonable training data is then provided using bootstrapping with a
small initial training set. Afterwards, the log-linear model is trained to sort and classify the
candidates. Finally, the validation phase is implemented by the means of mutual dependency of
two constituents to validate them based on their frequency of occurrence in another Persian corpus.
Figure 2 demonstrates the architecture of this system.

English
Dependencies

English
Parser

Persian

Dependencies
Loglinear "\ Candidate Final Li
Ranking List validation iral st
Training Data

Builtby —V

bootstrapping

English

Corpus Direct

Projection
Algorithm

Persian
Corpus

FIGURE 2 — Simplified architecture of system.
Briefly, the contribution of the paper is as follows:

e Employing the initial syntactical analysis without a parser for target language

e Using bootstrapping to build up a training data for log-linear classifier

e Developing the first dependency-based collocation extraction approach for Persian
language.

In the next section, previous work related to this study is discussed. Section 3 consists of 4
separate parts and explains the method. Section 4 reports a comparative evaluation between our
method and a classical window-based method as a baseline.
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2  Related work

In the past decades, many studies regarding the collocation extraction have been undertaken.
Classically, all approaches are consisted of two parts: Candidate Identification and Candidate
Ranking. All earliest approaches devoted most of their efforts to find a suitable association
measure (AM) in order to perform the ranking phase. One of the earliest measures is the z-score
(Smadja, 1993) which assumes the data to be normally distributed. Log likelihood ratio (LLR) is
another measure that is used in the recent efforts (Orliac & Dilinger, 2003). Still, the most
common measure of collocation extraction is Pointwise Mutual Information (Church & Hanks,
1990). There is not an agreement on the best AM, but recent studies suggest that Mutual
Information is the best possible measure (Pecina, 2010).

As mentioned above, the first phase of the architecture is identifying possible candidates. This
phase is consisted of a linguistic preprocessing of the sentences (Seretan, 2011). The phase could
be varied from lemmatization to deep parsing. Obviously, collocation deals with lemmas, not with
word surface. Combining all inflected forms of a unique lemma leads to more competitive results
(Evert, 2004). POS tagging is another preprocessing attempt to identify the potential candidates
more precisely. There is a considerable improvement in the results of the system by performing
POS tagging (Church & Hanks, 1990).

The common drawback of all these approaches is that they are not able to capture long distance
dependencies. There is a solution to overcome this problem (Charest et al.,2007; Pecina,2010).
Although less convenient to apply for under-resourced languages, deep parsing could be used to
preprocess the text (Lu & Zhou, 2004).

Using monolingual corpora and word alignment is another recently common approach. In this
approach, the monolingual corpus is replicated to generate a parallel corpus of the same sentences.
Then, the aligned words are ranked, and pairs with higher scores are extracted as collocation (Liu
et al., 2011). Another option is to use a multilingual parser to obtain more accurate results (Seretan
& Wehrli, 2006). It is also unavailable in under-resourced languages.

The classical approaches do not lead to the competitive results, and recent approaches are based on
accurate parsers. This paper introduces a novel method that not only eliminates the drawbacks of
classical approaches, but also employs the syntactical analysis of the corpus without the need for a
parser for the Persian (target side) or any other under-resourced language.

3 Methodology

This section introduces the novel method of extraction of the collocations of the Persian language.
The method is divided into four steps: dependency projection, candidate generation, candidate
ranking, and validation. Each step is explained in the following parts.

3.1 Dependency projection

Having a parsed English corpus, a list of relations between pairs of words is provided. In this

method Dependency Parsing is used. It provides the relations between pairs of constituents. An
algorithm is needed to transfer these relations to the target language.
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Direct Projection Algorithm (Hwa et al., 2005) is employed in this step. This algorithm needs a list
of the alignments between source and target words. Having a pair of sentences formed by an
arbitrary number of words named e; through ey in the source language and f; through fy in the
target language and also alignments between the words, five different scenarios are possible:

1. one to one: if two words of the source sentence named e; and e; are aligned to unique words f;
and fjin the target language, relation (g;g;) results in a new relation between f; and f; in the
target language.

2. unaligned: if there is no corresponding word for e; a new null node is created. Relations
including the unaligned word form relations having that null node in one part of the relation
in the target language.

3. one to many: if more than one word i.e. f,,..., f, are aligned to a unique word in the source
language, a new node as the parent of these words is created and the alignment is modified to
form a one to one alignment.

4. many to one: if e; ,..., ¢ are all aligned to a single word in the target language, all the
alignments between them and the unique target word is eliminated except for the alignment
containing the head of these words (which could be extracted from the set of the
dependencies).

5. many to many: in this case, first one to many and then many to one scenario happen.

Importantly, in order to extract the collocations with more than two words, many to many
alignments are necessary. The next step is generation of the candidates.

3.2 Candidate generation

In this step, a list of the potential collocations is generated. Dependency parser provides the
relations between pairs of the constituents and their directions. Dependencies listed in Table 1 are
primary candidates to construct collocation if they satisfy the following conditions:

1. not having a proper noun in one of its two parts.

2. not containing a null node created by Direct Projection.

3. not being an erroneous dependency e.g. dependency between a verb and an object without
having any verbs at the both sides of the relation.

4. not including an auxiliary or modal verb.

5. not including uncommon constituents between the source and target languages. An example is
a dependency having "\,"/ra/ in the Persian language. This word indicates that there is an
object right before it, while there is no such word in the English language.

Type Example
Verb - Adverb Sleep — Deeply
Verb - Object Issue — Problem
Verb - Subject Shine — Gold
Noun - Adjective Game — Full
Adjective - Adverb Fully — Optimistic

TABLE 1 — List of types of collocations accepted in this paper and their corresponding examples.
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After identifying potential pairs, candidate ranking is performed. The next part describes the
method of sorting the candidates.

3.3 Candidate ranking

In this phase the method of ranking the candidates is introduced. This ranking is based on a set of
features and a log linear model. As mentioned earlier, sorting the pairs depends on some set of
features. Importantly, the type of the dependency and two phrases are not the only information
used to perform the ranking. It is crucial to include the results of Direct Projection Algorithm to
better define discriminative features.

Following is the list of the features:

e Length of the target sentence

o Difference between the length of two sentences

Total number of null nodes created by Direct Projection Algorithm in the sentence

Type of the dependency

Relation-specific features. An example is whether the verb imposes an object in a verb-
object relation

Having these features, a training data is needed. This is provided by bootstrapping. This is
obtained by having only a small initial training data. In each step of the algorithm best decisions
made by the algorithm are selected and are added to the initial training data. This process results in
a large training data which is necessary to train the log-linear model. The most important
requirement of this phase is to have a measure to evaluate each decision made by the algorithm in
all iterations.

It is now possible to build up a log linear model and estimate the weights for each one of the
features form the training data derived from bootstrapping. Equation 1 denotes the possibility of
each class.

ezﬁo(wifi)

plclx) = - @)

et
Sy (eFimo i)

Here, p(c|x) denotes the probability of constructing a collocation for every pairs of words x or
belonging to other class. In the next step the validation phase is discussed.

3.4 Validation

In order to exclude outliers and noisy samples that remained in the list after the two previous
sections, validation is essential. We should note that this step is equally applied to the window-
based method which is selected as the baseline for collocation extraction. For validation, an
association measure (AM) is needed. AM is interpreted as a formula that computes an association
score in a pair type's contingency table (Evert, 2004). Among many measures defined to test the
dependency between pairs of words or more generally pairs of constituents of a sentence, mutual
dependency (MD) is used. As a notification, the measure is defined as equation 2.

@

The measure is maximized for the pairs that are dependent. Note that this measure could be
replaced by any other measure estimating the probability of co-occurrence within a sentence. Since

p(wiw2)?

D(W],WZ) = 10g2 m
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the candidates that this measure is trying to test their co-occurrence are the result of Min Direct
Algorithm, unrelated pairs are not verified.

4 Evaluation

In order to evaluate this method we performed a comparison between our method and the classical
baseline for Collocation Extraction which is the window-based method. Our evaluation approach
obviates the necessity of setting a threshold. To have a better baseline, we performed a part of
speech tagging to eliminate some noisy pairs from the list of collocations resulted at the end of the
process. Maximum size of the window is 5 with expansion to 7 words based on part of speech of
the two outmost words in the rare cases. The final results of both two methods are judged
manually by three different referees. Every pair not verified by two or three of our referees was not
counted as a true sample. Table 2 shows the agreement rate for 500 best results.

Window method Our method
Referees 1 and 2 85.0 82.1
Referees 2 and 3 76.5 77.3
Referees 1 and 3 89.2 88.5
Referees 1 and 2 and 3 70.6 69.8

TABLE 2 — Agreement Rate among referees.

At each level, N best pairs are picked and the precision is calculated. Every pair is required to be
validated by two out of the three referees. Table 3 shows the precision of both methods in terms of
being a sub-part of a Persian MWE.

N Window Method Our method
100 77.0 82.0
200 735 76.5
300 62.3 69.0
400 61.7 66.5
500 60.2 64.2

TABLE 3 — Precision for N best samples: Each raw shows the precision for N best results of both
methods.

To compare the recall of these methods, 200 pairs validated by all of our three referees and 500
pairs validated by two out of the three referees are selected. Table 4 shows the results of the
comparison.
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Window Method Our method

Accepted by two referees 68.3 714

Accepted by All referees 69.1 72.9

TABLE 4 — Recall of the methods in each condition. First raw considers the pairs that are accepted
by minimum of two judges and the second raw shows the recall in pairs accepted by 3 referees.

Table 5 shows why our method has a better recall in comparison to the window-based method. The
results are showed for 100 best results picked by our method. The method is able to capture long
distance dependencies. Hence, a noticeable improvement in the recall of the system is occurred.
Besides, our method generates less false positive samples.

Distance between lor2 20r3 4or5 More than 5
pairs
Total number of 42 35 14 9
collocations

TABLE 5— 23 out of 100 best pairs are 3 words away from each other and 9 of them more than 5
which makes it impossible for window-based methods to have a reasonable recall.

Conclusion

This paper introduced a method to extract the collocations of the Persian language with a
preprocessing phase by means of a dependency parser for the English language. The results
suggested that syntactical analysis makes the method more accurate, even if it is implemented in a
novel approach. What is important tough is that the accuracy of whole system tightly depends on
the accuracy of the parser as well as the alignments between words. Having a noisy parser makes it
impossible to achieve competitive results. In other words, it can diminish the benefits of
employing the syntactical analysis.

It was concluded that although it is still impossible to have an accurate parser for many languages
such as Persian, initial syntactical analysis of corpus is such indispensable that it can lead to a
better precision and recall in extracting the collocations even in this kind of implementation.

With no doubt, preprocessing is both essential and beneficial in collocation extraction. Achieving
more accurate results is not hindered by the fact that many languages such as the Persian language
are under-resourced. The method presented in this paper simultaneously solved the problem of
missing long-distance collocations and generation of false positive samples in the earlier methods.
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ABSTRACT

A spelling error detection and correction application is based on three main components: a
dictionary (or reference word list), an error model and a language model. While most of the
attention in the literature has been directed to the language model, we show how improvements in
any of the three components can lead to significant cumulative improvements in the overall
performance of the system. We semi-automatically develop a dictionary of 9.3 million fully
inflected Arabic words using a morphological transducer and a large corpus. We improve the
error model by analysing error types and creating an edit distance based re-ranker. We also
improve the language model by analysing the level of noise in different sources of data and
selecting the optimal subset to train the system on. Testing and evaluation experiments show that
our system significantly outperforms Microsoft Word 2010, OpenOffice Ayaspell and Google
Docs.
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1 Introduction

Spelling correction solutions have significant importance for a variety of applications and NLP
tools including text authoring, OCR, pre-editing or post-editing for parsing and machine
translation, intelligent tutoring systems, etc.

The spelling correction problem is formally defined (Brill, and Moore, 2000) as: given an
alphabet X, a dictionary D consisting of strings in £*, and a spelling error s, where s ¢ D and
s € 2%, find the correction ¢, where ¢ € D, and c is most likely to have been erroneously typed as
s. This is treated as a probabilistic problem formulated as (Kernigan, 1990; Norvig, 2009; Brill,
and Moore, 2000):

argmax,. P(s | c) P(c)

Here c is the correction, s is the spelling error, P(c) is the probability that c is the correct word
(or the language model), and P(s | ¢) is the probability that s is typed when c is intended (the
error model or noisy channel model), argmax, is the scoring mechanism that computes all
plausible values of the correction ¢ and maximizes its probability.

The definition shows that a good spelling correction system needs a balanced division of labour
between the three main components: the dictionary, error model and language model. In this
paper we show that in the error model there is a direct relationship between the number of
correction candidates and the likelihood of finding the correct correction: the larger the number
of candidates generated by the error model, the more likely is to include the best correction. At
the same time, in the language model there is an inverse relationship between the number of
candidates and the ability of the model to decide on the right correction: the larger the number of
candidates, the less likely the language model will be successful in making the correct choice. A
language model is negatively affected by a high dimensional search space. A language model is
also negatively affected by noise in the data when the size of the data is not very large.

In this paper we deal with Modern Standard Arabic as used in official and edited news web sites.
Dialectal Arabic is beyond the scope of this research. Furthermore, we deal with non-word errors;
real word errors are not handled in this paper. The problem of spell checking and spelling error
correction for Arabic has been investigated in a number of papers. Shaalan et. al. (2003) provide
a characterization and classification of spelling errors in Arabic. Haddad and Yaseen (2007)
propose a hybrid approach that utilizes morphological knowledge to formulate morphographemic
rules to specify the word recognition and non-word correction process. Shaalan et. al. (2012) use
the Noisy Channel Model trained on word-based unigrams for spelling correction, but their
system performs poorly against the Microsoft Spell Checker.

Our research differs in that we use an n-gram language model (mainly bigrams) trained on the
largest available corpus to date, the Arabic Gigaword Corpus 5" Edition. In addition, we classify
spelling errors by comparing the errors with the gold correction, and, based on this classification,
we develop knowledge-based re-ranking rules for reordering and constraining the number of
candidates generated though the Levenshtein edit distance (Levenshtein, 1966) and integrate
them into the overall model. Furthermore, we show that careful selection of the language model
training data based on the amount of noise present in the data, has the potential to further improve
overall results. We also highlight the importance of the dictionary (or reference word list) in the
processes of spell checking and candidate generation.

In order to evaluate the system, we create a test corpus of 400,000 running words (tokens)
consisting of news articles collected from various sources on the web (and not included in the
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corpus used in the development phase). From this test corpus, we extract 2,027 spelling errors
(naturally occurring and not automatically generated), and we manually provide each spelling
error with its gold correction. We test our system against this gold standard and compare it to
Microsoft Word 2010, OpenOffice Ayaspell, and Google Docs. Our system performs
significantly better than the three other systems both in the tasks of spell checking and automatic
correction (or 1% order ranking).

The remainder of this paper is structured as follows: Section 2 shows how the dictionary (or word
list) is created from the AraComLex finite-state morphological generator (Attia et al., 2011), and
how spelling errors are detected. Section 3 explains how the error model is improved by
developing rules to improve the ranking produced through finite-state edit distance. Section 4
shows how the language model is improved by selecting the right type of data to be trained on.
Various data sections are analysed to detect the amount of noise they have, then some subsets of
data are chosen for the n-gram language model training and the evaluation experiments. Finally
Section 5 concludes.

2 Improving the Dictionary

The dictionary (or word list) is an essential component of a spell checker/corrector, as it is the
reference against which the decision can be made whether a given word is correct or misspelled.
It is also the reference against which correction candidates are filtered. There are various options
for creating a word list for spell checking. It can be created from a corpus, a morphological
analyser/generator, or both. The quality of the word list will inevitably affect the quality of the
application whether in checking errors or generating valid and plausible candidates.

We use the AraComLex Extended word list for Arabic described in Shaalan et. al. (2012) further
enhancing it by matching its word list against the Gigaword corpus. Words found in the
Gigaword corpus and not included in the AraComLex Extended are double-checked by a second
morphological analyser, the Buckwalter Arabic Morphological Analyser (Buckwalter, 2004), and
the mismatches are manually revised, ultimately creating a dictionary of 9.3 million fully
inflected Arabic word types.

For spelling error detection, we use two methods, the direct method, that is matching against the
dictionary (or word list), and a character-based language modelling method in case such a word
list is not available. The direct way for detecting spelling errors is to match words in an input text
against a dictionary. Such a dictionary for Arabic runs into several million word types, therefore
it is more efficient to use finite state automata to store words in a more compact manner. An
input string is then compared against the valid word list paths and spelling errors will show as the
difference between the two word lists (Hassan et al., 2008, Hulden, 2009a).

Shaalan et. al. (2012) implement error detection through language modelling. They build a
character-based tri-gram language model using SRILM® (Stolcke et al., 2011) in order to classify
words as valid and invalid. They split each word into characters, and create two language models:
one for the total list of words pre-classified as valid (9,306,138 words), and one for a list of
words classified as invalid (5,841,061 words). Their method yields a precision of 98.2 % at a
recall of 100 %.

T http://www.speech.sri.com/projects/srilm/

105



3 Improving the Error Model: Candidate Generation

Having detected a spelling error, the next step is to generate possible and plausible corrections for
that error. For a spelling error s and a dictionary D, the purpose of the error model is to generate
the correction c, or list of corrections c* where cf' € D, and ci* are most likely to have been
erroneously typed as s. In order to do this, the error model generates a list of candidate
corrections ¢y, ¢,, ..., ¢y that bear the highest similarity to the spelling error s.

We use a finite-state transducer to propose candidate corrections within edit distance 1 and 2
measured by Levenshtein Distance (Levenshtein, 1966) from the misspelled word (Oflazer, 1996;
Hulden, 2009b; Norvig, 2009; Mitton, 1996). The transducer works basically as a character-based
generator that replaces each character with all possible characters in the alphabet as well as
deleting, inserting, and transposing neighbouring characters. There is also the problem of merged
(or run-on) words that need to be split, such as sl >w>y’ “or any”.

Candidate generation using edit distance is a brute-force process that ends up with a huge list of
candidates. Given that there are 35 alphabetic letters in Arabic, for a word of length n, there will
be n deletions, n — 1 transpositions, 35n replaces, 35(n + 1) insertions and n — 3 splits,
totaling 73n + 31. For example, a misspelt word consisting of 6 characters will have 469
candidates (with possible repetitions). This large number of candidates needs to be filtered and
reordered in such a way that the correct correction comes top or near the top of the list. To filter
out unnecessary words, candidates that are not found in the dictionary (or word list) are
discarded. The ranking of the candidates is explained in the following sub-section.

3.1 Candidate Ranking

The ranking of candidates is initially based on a simple edit distance measure where the cost
assignment is based on arbitrary letter change. In order to improve the ranking, we analyse error
types in our gold standard of 2,027 misspelt words with their corrections to determine how they
are distributed in order to devise ranking rules for the various edit operations.

Insert 2
Substitute 2
Delete 2

FIGURE 1 — Simple edit distance measure

Insert 3

Substitute 3

Delete 3

Cost 2
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FIGURE 2 — Re-ranked edit distance

Based on these facts we use a re-ranker to order edit distance operations according to their
likelihood to generate the most plausible correction. Our analysis shows that hamzahs (>, <, &,
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A}, { 'and |), the pair of yaa (y) and alif magsoura (Y), and the pair of taa marboutah (p) and
haa (h) contribute to the largest amount of spelling errors. Our re-ranker is sensitive to these facts
and primes the edit distance scoring mechanism with different rules following the error patterns
for Arabic. It assigns a lower cost score to the most-frequently confused character sets (which are
often graphemically similar), and a higher score to other operations. We use the foma (Hulden,
2009b) “apply med <string>” command to find approximate matches to the string in the top
network by minimum edit distance. Figure 1 and 2 show the different configuration files for the
simple and re-ranked edit distance.

We also notice that split words constitute 16 % of the spelling errors in the Arabic data. These are
cases where two words are joined together and the space is omitted, such as alllne
‘EbdAldAym’ “Abdul-Dayem”. The problem with split words is that they are not handled by the
edit distance operation. Therefore we add a process for automatically inserting spaces between
the various parts of the string. This will create more candidates: a word of length n will have
n — 3 candidates, given that the minimum word length in Arabic is two characters.

3.2 Evaluation of the Candidate Ranking Technique

Our purpose in ranking generated candidates is to see the correct candidate (the gold correction)
at or near the top of the list, so that when we reduce the list of candidates we do not lose so many
of the correct ones. We test the ranking mechanism using our gold standard of 2,027 misspelt
words with their gold correction.

Cut- Simple edit distance score Re-ranked edit distance score
off gold found in candidates gold found in candidates
limit | without split after adding without split after adding
words % split words % words % split words %
100 79.97 90.97 82.09 93.09
90 79.87 90.87 82.04 93.04
80 79.72 90.73 82.04 93.04
70 79.33 90.33 82.04 93.04
60 78.93 89.94 81.85 92.85
50 78.34 89.34 81.85 92.85
40 77.16 88.16 81.65 92.65
30 75.04 86.04 81.55 92.55
20 71.88 82.88 81.01 92.01
10 64.58 75.58 79.92 90.92
9 62.90 73.90 79.72 90.73
8 61.77 72.77 79.63 90.63
7 59.60 70.60 79.13 90.13
6 56.83 67.83 78.93 89.94
5 53.33 64.33 78.59 89.59
4 48.99 59.99 78.10 89.10
3 44.06 55.06 77.70 88.70
2 37.15 48.15 75.78 86.78
1 23.88 34.88 65.66 76.67

TABLE 1 — Comparing simple edit distance with re-ranked edit distance
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We compare the simple edit distance measure to our revised edit distance re-ranking scorer. As
Table 1 shows, the re-ranking scorer performs better at all levels. We notice that when the
number of candidates is large the difference between the simple edit distance and the re-ranked
edit distance is not big (about 2 % absolute at the 100 cut-off limit without splits), but when the
limit for the number of candidate is lowered the difference increases quite considerably (about
42 % absolute at 1 cut-off limit without splits). This indicates that our knowledge-based edit
distance re-ranker has been successful in pushing good candidates up the top of the list. We also
notice that adding splits for merged words has a beneficial effect on all counts.

4 Spelling Correction

Having generated correction candidates and improved their ranking based on the study of the
frequency of the error types, we now use language models trained on different corpora to finally
choose the single best correction. We compare the results against the Microsoft Spell Checker in
Office 2010, Ayaspell used in OpenOffice, and Google Docs.

4.1  Correction Procedure

For automatic spelling correction (or first order ranking) we use n-gram language models.
Language modelling assumes that the production of a human language text is characterized by a
set of conditional probabilities, P(w;|wf~1), where w¥~1 is the history and w is the prediction,
so that the probability of a sequence of k words P(wy, ..., wy) is formulated as a product (Brown
etal., 1992):

P(wf) = P(w)P(wy | wy) ... P(wy|wf™)

We use the SRILM toolkit? (Stolcke et al., 2011) to train 2-, 3- and 4-gram language models on
our data sets. As we have two types of candidates, normal words and split words, we use two
SRILM tools: disambig and ngram. We use the disambig tool to choose among the normal
candidates. Handling split words is done as a posterior step where we use the ngram tool to score
the chosen candidate from the first round and the various split-word options. Then the candidate
with the least perplexity score is selected. The perplexity of a language model is the reciprocal of
the geometric average of the probabilities. If a sample text S has |S| words, then the perplexity is
P(S)~Y/1I (Brown et al., 1992). This is why the language model with the smaller perplexity is in
fact the one with the higher probability with respect to S.

4.2 Analysing the Training Data

Our language model is based on raw data from two sources: the Arabic Gigaword Corpus 5"
Edition and a corpus of news articles crawled from the Al-Jazeera web site. The Gigaword corpus
is a collection of news articles from nine news sources: Agence France-Presse, Xinhua News
Agency, An Nahar, Al-Hayat, Al-Quds Al-Arabi, Al-Ahram, Assabah, Asharq Al-Awsat and
Ummah Press.

Before we start using our available corpora in training the language model, we analyse the data to
measure the amount of noise in each subset of the data. In order to do this, we create a list of the
most common spelling errors. This list of spelling errors is created by analysing the data using
MADA (Habash et al., 2005; Roth et al., 2008) and checking instances where words have been
normalized. In this case the original word is considered to be a suboptimal variation of the
spelling of the diacritized form. We collect these suboptimal forms and sort them by frequency.

2 http://www.speech.sri.com/projects/srilm/
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Then we take the top 100 misspelt forms and see how frequent they are in the different subsets of
data in relation to the word count in each data set.

The analysis shows that the data has a varying degree of cleanness, ranging from the very clean
to the very noisy. Data in the Agence France-Presse (AFP) is the noisiest while Ummah Press is
the cleanest, and Al-Jazeera is the second cleanest. Due to the fact that the Ummah Press data is
small in size compared to the AFP data we ignore it in our experiments and use instead the Al-
Jazeera data for representing the cleanest data set.

4.3  Automatic Correction Evaluation

For comparison, we first evaluate the automatic correction (or first order ranking) of three
industrial text authoring applications: Google Docs®, Open-Office Ayaspell, and Microsoft Word.
We use our test set of 2,027 spellings errors. We test the automatic correction on two levels: at
the word type level (that is unique words without repetition) and the word token level (that is
words as they are found in the corpus with possible repetition). The results in Table 2 are
reported in terms of accuracy (number of correct corrections divided by the number of all errors).

Google Docs OpenOffice Ayaspell MS Word

Accuracy % Accuracy % Accuracy %
Tested on word types 17.02 41.88 71.24
Tested on word tokens 9.32 41.86 57.15

TABLE 2 — Evaluation of spelling correction of Google Docs, Ayaspell and MS Word 2010

cut-off normal candidates accuracy | normal candidates + splitword
limit 2-gram accuracy 2-gram
AFP Jazeera | Gigaword | AFP Jazeera | Gigaword

100 44.58 | 59.75 61.27 50.75 | 67.34 68.98
90 44.85 | 60.32 61.64 51.03 | 67.90 69.30
80 45.66 | 60.95 62.19 51.58 | 68.54 69.76
70 47.46 62.40 64.05 53.39 69.97 71.62
60 47.90 | 62.92 64.58 53.88 | 70.43 72.10
50 48.88 | 63.87 65.34 54.75 | 71.39 72.82
40 50.50 | 64.67 66.05 56.29 | 72.18 73.49
30 51.90 | 66.10 67.43 57.58 | 73.53 74.82
20 53.85 | 67.90 69.20 59.13 | 74.94 76.37
10 60.94 | 70.82 7211 64.95 | 77.05 78.87
9 6179 | 7121 7243 65.31 | 77.33 79.12
8 62.90 | 71.88 73.07 66.17 | 77.82 79.58
7 63.87 | 72.17 73.69 67.04 | 78.07 80.12
6 66.42 | 72.79 74.39 69.23 | 78.51 80.73
5 67.60 | 73.78 74.91 69.97 | 79.10 81.03
4 69.37 | 75.21 75.95 71.21 | 80.05 81.79
3 72.73 | 76.48 77.24 73.93 | 80.97 82.86
2 70.68 | 72.47 73.33 70.72 | 76.37 78.39

TABLE 3 — Correction accuracy with 2-gram LM trained on AFP, Al-Jazeera and Gigaword

3 Tested in June 2012
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Next we evaluate our approach using language models trained on the AFP data (as representing
the noisiest type of data), the Al-Jazeera data (as representing the cleanest subset of data) and the
entire Gigaword corpus (as representing a huge data set with a moderate amount of noise). We
run our experiments on the candidates generated through the re-ranked edit distance processing
explained in Section 3 with varying candidate cut-off limits. We test the normal candidates using
the SRILM disambig tool and the split words using ngram tool.

As Table 3 shows, the best score achieved for the automatic correction is 82.86 % using the
bigram language model with a candidate cut-off limit of 3, and with the split words added. Table
3 shows that when there are too many candidates (above 10 candidates) the n-gram language
model performs poorly and with too few candidates (2 candidates) the performance also
deteriorates considerably. Therefore a reasonable range for the number of candidates for the n-
gram language model is between 7 and 3, with optimal performance at 3.

Comparing the two data sets which are comparable in size, the AFP and Al-Jazeera, we find that
the best score achieved with the AFP data is 73.93 % that is 7.04 % absolute less than the best
score achieved with the Al-Jazeera data (80.97 %). The quality of the data is a crucial factor here.
The Al-Jazeera data is relatively clean while the AFP data is full of noise and misspellings. This
emphasizes the point in language modelling that clean data is better than noisy data when they
are comparable in size.

Table 3 also shows that the extremely large corpus ameliorates the effect of the noise and
produces the best results among all the data sets. The best score achieved for the language model
trained on the Gigaword corpus is 82.86 %, which is 1.89 % absolute better than the score for Al-
Jazeera (80.97 %). This could be a further indication in favour of the argument that more data is
better than clean data. However, we must notice that the Gigaword data is one order of magnitude
larger than the Al-Jazeera data, and in some applications, for efficiency reasons, it could be better
to work with the language model trained on Al-Jazeera. We notice that the addition of the split
word component has a positive effect on all test results.

Compared to other spelling error detection and correction systems we notice that our best
accuracy score (82.86 %) is significantly higher than that for Google Docs (9.32 %), Ayaspell for
OpenOffice (41.86 %) and Microsoft Word 2010 (57.15 %).

Conclusion

We have developed methods for improving the main three components in a spelling error
correction application: the dictionary (or word list), the error model and the language model.
These three components are highly interconnected and interrelated. Without the dictionary being
an exhaustive and accurate representation of the language words space, without an error model
being able to generate a plausible and compact list of candidates, and without a language model
being trained on either clean data or an extremely large amount of data, no high quality
correction results can be expected. Our spelling correction methodology significantly
outperforms the three industrial applications of Ayaspell, MS Word, and Google Docs in first
order ranking of candidates.
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ABSTRACT

Heloise is a reengineering of the specialised laggs for linguistic programming (SLLPs) of
Ariane-G5 running both Linux and Windows. Heloisaekes the core of Ariane-G5 available tc
anyone willing to develop “expert” (i.e. relying dimguistic expertise) operational machine
translation (MT) systems in that framework, usedhvwsuccess since the 80’s to build man
prototypes and a few systems of the “multilevehsfar” and “interlingua” architecture. This
initiative is part of the movement to reduce thgitdl divide by providing easily understandable
tools that allow the development of lingware foofdg-resourced languages-languages). This
paper shows how Heloise can contribute to the deatisation of quality MT, describes some
technical aspects of it, and provides element®ofparison with Ariane-G5.

KEYWORDS machine translation, specialised languages fauistic programming, SLLP, MT
lingware, online lingware building, collaborativéndware building, Ariane-G5, Ariane-Y,
Heloise,under-resourced languages

TITRE ET RESUME EN FRANGAIS

Héloise — une réingénierie des LSPL d’Ariane-G5 pau
application aux languess

Héloise est une réingénierie des langages sp&sdliSPL) d'Ariane-G5 tournant sous Linux et
Windows. Héloise rend le coeur d'Ariane-G5 accessibltoute personne désirant réaliser pe
elle-méme des systemes de traduction automatigie €Xperts (S'appuyant sur une expertise
linguistique) opérationnels dans cet environnenguita été utilisé avec succeés depuis les anné
80 pour construire de nombreux prototypes et qeslcgystemes adoptant une architecture (
“transfert multiniveau” et d"“interlingua”. Cetteédharche s’inscrit dans le mouvement visar
réduire la fracture numérique par la mise a disfpwsid'outils facilement appropriables, et
permettant de développer des linguiciels pour degues peu dotées (langugs-Cet article
montre comment Héloise peut participer a la déntisation de la TA de qualité, en décrit
quelques aspects techniques, et donne des élédeeatenparaison avec Ariane-G5.

MOTS-CLES EN FRANGAIS: traduction automatique, langages spécialisés @oprdgrammation
linguistique, LSPL, linguiciels de TA, constructiarollaborative de linguiciels, Ariane-G5,
Ariane-Y, Heloise, langues peu dotées.

Proceedings of COLING 2012: Posters, pages 113-124,
COLING 2012, Mumbai, December 2012.
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1 Héloise : des compilateurs de LSPL et des interfagaitilisateurs

1.1 Compilateurs

Fonctionnellement, Héloise offre un service éqamahux compilateurs d’Ariane-G5 : il permet
de transformer des linguiciels en programmes esftes. Contrairement a Ariane-G5, Héloist
produit cependant un exécutable qui est lI'image ligguiciels, ne recourant pas a des
interpréteurs, supposés trop lents, bien que paypraésenter des avantages comme la facilité
réaliser un débogueur symbolique. Les compilatdittéloise réalisent successivement :

< un arbre d'analyse a partir des différentes padeslinguiciels (déclarations de variables
formats, dictionnaires, grammaires, procédures...),

« une structure d’interprétation a partir de chacanceds arbres ou directement une base «
données dans le cas des dictionnaires,

« du code C++ réalisant la part d’algorithme associé,

« la compilation du code de la phase et son éditelehs.

Héloise fait appel a deux bibliotheques ouvertes :

« saint-jean (Claude Del Vigna), un générateur d’analyseurstasyigues dans le
formalisme duquel ont été écrits les analyseurd &4 et des arbres décorés,

« sqlite (http://www.sglite.org/), un gestionnaire de badesionnées Iéger, utilisé pour les
dictionnaires.

Les traces d’exécution d’Héloise et d’Ariane-G5tssirictement équivalentes, sans amélioratio
ni modification des fonctionnalités d’Ariane-G5. d.ecompilateurs d’Héloise présenteni
cependant quelques limitations par rapport a céwiahe-G5 ainsi que quelques différences.

¢ Il y a quatre compilateurs, dans Héloise, et non(REFORM/TRACOMPL vy est traité
comme un cas particulier d'EXPANS qui n'a que leshiers spécifiquement
TRACOMPL ; voir [Boitet et al, 1985] et [Guillaum&989]).

« Le LSPL ATEF d’Héloise est limité aux sorties sanmographes (voir [Boitet, 1982]).

« L'ensemble constitué des quatre compilateurs, deibiiotheque HCL et du moniteur
Win32 est écrit en C++, I'interface Web est éceiteHTML, AJAX et PHP, et fait appel a
des petits programmes C/C++ pour le calcul desaraifichés en SVG.

« Les compilateurs et les programmes compilés fonogat a la fois sous Windows et sous
Linux.

« Le traitement des erreurs est (provisoirement)zagsié dans Héloise.

1.2 Interfaces utilisateurs

L’interface utilisateur est simplifiée (mais plu®derne) par rapport au moniteur Ariane. Il exist
deux versions d’Héloise : une application Win32reservice Web.

L’application Win32 a été développée sous Visuat-CEn haut a gauche de I'application, ur
champ de saisie est destiné au texte a traduire atitre a la traduction. Dans la partie droite, u
premier onglet concerne la traduction et permet,particulier, de visualiser les phases ¢
exécuter. Les autres onglets sont spécifiques #térahtes phases et permettent de gérer I
fichiers, lancer les compilations et visualiser fiésultats et les traces. Le couple de langues ¢
choisi dans une liste déroulante située dans lelé&application.
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L'interface Web est agencée difféeremment de lifatee Windows mais offre les mémes
fonctionnalités. On retrouve la gestion de la trditu et les deux champs de saisie dans la par
droite, la sélection du couple de langues en haa#ughe, et la gestion des phases (compilatio
traces...) en bas a gauche. Un affichage graphigseudees de sortie au format SVG est aus
disponible dans cette interface. La copie d'écradessous montre I'arbre (technologie SVG
obtenu par Héloise avec le linguiciel FR3 d’analgsefrancais pour la phraseLe chat voit la
souris ». L'encadré, qui s'affiche quand la souris passeun noeud, présente les décoratior
portées par le noeud (ici, le nceud correspondamipawvoit »).
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FIGURE 1 — Visualisation de la géométrie et des décoratitans Héloise
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2 Introduction

Ariane-G5 is a generator of machine translatioriesys developed and improved by the GET/
group during the years 1970 and 1980. This frameworkpiie the numerous publications anc
cooperative projects that made it widely known, a@ma of difficult access because of the
“mainframe” environment under which it runs (zVM/@wbon z390). Ariane-G5 can be accesse
either natively through a 3270 terminal emulatousing CASH, a portable “meta-environment”
(written in Revolution) which contains the sourciged (lingware, corpus), and which
communicates with Ariane-G5 that performs all theatments (compilations and executions o
“translation chains”).

Heloise is a reengineering of compilers and “ergjired Ariane-G5’s Specialized Languages for
Linguistic Programming (SLLPs), running both Linamd Windows. The aim of its author when
he developed this new version of Ariane-G5 SLLPas to make this system available to anyon
wishing to design his own operational expert MTtegs(i.e. an MT system relying on linguistic
expertise, as opposed to systems based on stdtigtiperties of languages). This approach i
part of the movement aiming at reducing the digiialde through the provision of tools, usable
by non-specialists, and enabling them to develep thwn language services.

This article shows how Ariane-G5 can significargntribute to the democratization of quality
machine translation and to its usability to undeseurced languagest-languages), and

especially to under-resourced languages pairsdnigt pairs ofr-languages!). It then describes
some technical aspects of Heloise and providesngadson with Ariane-G5 as well as with
Ariane-Y, another software developed within the @EP and also deriving from Ariane-G5.

The need for complementary tools in addition to$hé&Ps is discussed in the conclusion.

3 Ariane-G5

3.1 General principles

Ariane-G5 is a generator of machine translatiortesys. It uses an expert approach (including
description of the languages handled) and the g&sebrsystems are generally based on
multilevel transfer linguistic architecture, and vdlped using a heuristic programming
approach. It has also been used for “abstract’pamgroaches (IF semantico-pragmatic formula
for speech MT in the CSTAR and Nespole! project&d985-2003, and UNL linguistic-semantic
graphs since 1997).

Ariane-G5 relies on five Specialized LanguagesLioguistic Programming (SLLPs) operating
on decorated trees. Each of these languages isiledmgnd the internal tables produced ar
given as parameters to the “engines” of the langsiaghe specificity of an SLLP is that it offers
high-level data structures (decorated trees orhgagrammars, dictionaries) and high-leve
control structures (1-ary or N-ary non-determinipattern-matching in trees, guarded iteration).
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FIGURE 2 — Ariane: analysis, transfer et generation.

3.2 Programming languages for L-developers

From the beginning, Ariane has offered high-levebgpamming languages — specializec
languages for linguistic programming (LSPL) — tlsimplifying the work of the L-developers:

ATEF (string-to-tree transformations) allows wrgimorphological and morphosyntactic
analyzers producing decorated trees encoding theaining ambiguities, with the
possibility of treating inflectional derivationahd compositional morphology, connectec
uninflected idioms, and of performing sophisticatietment of “unknown words”.
ROBRA (tree-to-tree transformations) allows writittgnsformational systems operating
on decorated trees. It offers parallel rewritingagled iteration and recursion, and 1-ar
non-determinism (by backtracking) at the levelra tontrol graph.

TRANSF/EXPANS (tree-to-tree transformations) allomsting transformation phases of
lexical items, where one node can be transform@danarge subtree;
REFORM/TRACOMP? (tree-to-tree transformations) can perform corivess of
decoration sets between phases;

SYGMOR (tree-to-string transformations) allows gt morphological and morphotactic
generators.

3 REFORM/TRACOMPL, which is a sub-language of the ROBRA, TRANSF/EXPANS, and SYGMOR SLLPs, only
appears implicitly in figure 1.
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These languages were designed in order to frek-tlevelopers of the need to use convention
programming languages to write the rules and dietiies.

3.3 Architecture principles and limitations of Ariane-G5

Although it received many improvements from Pigbdillaume and Maurice Quézel-Ambrunaz
between 1985 and 2003, Ariane-G5 retains many rigsdolimitations. These limitations are
mainly:

« the size of decorations (limited to 32 bytes, 2tfa lexical unit (UL) and 2 for the form),
and therefore the number of lexical units activéhatsame time must be less than 65,53
(32,768 “static” and as many “dynamic”), and theesof the source text of a translation
unit must be less than 64K or 46.8 full standargega or 11,700 words),

« the length of an occurrence (up to 256 characters);

« the length of a UL (maximum 34 characters, because of a syntax iaaformat, which
is inconvenient to take as UL the UWSs of the UNIjpct: they are replaced by small
subtrees);

¢ the maximum number of nodes in a tree (64K), mbaa tenough for a standard linguistic
tree (there are 2.5 to 3 nodes per word), but aonfultiple parse trees (in the LIDIA
mockup of interactive disambiguation MT, there bam00 nodes per word).

The new developments that are Ariane-Y ([NguyerQ9}0pp. 70—74, 93—100) and Heloise
free the user of these limitations.

3.4 The usefulness of a reengineering of Ariane-G5 far-languages

Until the arrival of operational statistical sotuts (Pharaoh, Moses, Joshuah, and especia
Google, which reached an advanced stage of matufityy cost and difficulty of development of
machine translation systems restricted to abountiyve- the main languages the world — the
number of languages benefitting from this type@wie, i.e. the languages that allowed a rapi
return on investment.

This situation lasted until about 2007. Since thémngs have considerably progressed: fo
example, more than 60 languages are already alaikeb source and as target language ¢
Google Translation (http://translate.google.fr). wéwer, the quality of translations obtainec
remains low for the reasons cited in [Boitet, 200Bhis paper shows in particular that the
systems obtained by an expert approach are undileida and also more economical — to opel
under-resourced languageg-lénguages) and under-resourced language paigaifs of
languages) to quality automated translation systems

To democratize machine translation quality, it Isoadesirable to have efficient and oper
solutions. To limit the cost of building translatisystems, generators must allow non-specialis
— spontaneous groups (often diasporas) collab@ratuer the Internet, linguists having lexical
resources... — to develop themselves a signifipartion of an initial system and then to enrict
and to maintain it on their own.

+A “standard page” has 1,400 alphabetical characters / 250 words in French or in English, or 400 characters in
Chinese, Japanese or Korean.
5 UL = Lexical Unit (French acronym), often not a lemma, but a symbol denoting a whole derivational family.
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Besides its scientific interest, Ariane-G5 has salviteresting features that make it a seriou
candidate for this purpose:

1.

[o]

[o]

It is a generic generator of machine translaticsteys.

It has been used to make mockups and prototypekrfguage pairs including a wide
variety of European and Asian languages, in alluatten languages (Arabic, Chinese,
English, French, German, Japanese, Malay, Porteglasssian, Thai), thus proving its
usability for the most varied languages and langyzajrs.

It takes as input linguistic resources describespiecialized languages accessible to not
programmers.

In September 2010, the LIG has put under the B8Bn#& the existing lingware base,
greatly facilitating the implementation of new syst.

Systems produced by Ariane-G5 are all made of tilsteps — analysis, transfer and
generation — exchanging clearly defined hybrid irleltel structures. Accordingly:

the analysis step only depends on the source lgegua
the generation step only depends on the targetitagey
that choice of language architecture allows to:

reuse totally the analyzers and generators madea flanguage (2*N if there are N
languages),
limit to the transfer the effort to build a new tarage paft

From the point of view of the democratization ofaiiae translation quality, Ariane-G5 also has
several disadvantages.

The generated systems do not run natively on dpgratystems that are the most
common: Windows, MacOS and Linux.

No generated system yet reached or approacheduéledf commercial products (e.g., the
transfer dictionary (dictionary of lexical unitsI(}) of the Russian-French system, whict
is one of the largest, does not exceed 12,000 ki eguivalent of 40,000 lemmas). The
capacity of Ariane-G5 to go full scale (dictionarief more than 1 million UL...) remains

to be demonstrated.

Lingware programming remains difficult and requirglese collaboration between L-
developers (linguists who develop grammars andiodiaties), and Ariane experts
([vauquois, 1979] indicated that the correct conijims for a team developing a grammar
is one computer scientist and three linguists).

The native monitor (human-machine interface vidBiv 3270 terminal) no longer meets

current standards, and the meta-CASH environméhgugh very friendly and portable,

designed by E. Blanc, can only be used if a zZVMesysadministrator creates a virtual
machine for each potential developer. Therefore,ahly L-developments made for the

6 See http://en.wikipedia.org/wiki/BSD_licenses.

7 These lingware modules will soon be available for download.

8 Contrary to a widespread but erroneous idea, the number of transfers for getting N(N-1) translation systems
between N languages is not necessarily quadratic. For example, if we take as a “pivot” the linguistic trees of one of
the N languages and write the 2(N-1) transfers between this language and the others, then 2(N-1) translations will
be done with only one transfer and (N-1)(N-2) with two transfers. We can also use as pivot “UNL trees” equivalent
to the “UNL graphs” (abstract structures, eventually under-specified, of English utterances), so all the translations
will then be made with a double lexical and structural transfer.
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last 15 years are limited to lingware written fdETA projects (CSTAR and Nespole! for
speech translation, 1995-2003, and UNL enconveegeohverter for French, since 1997).

¢ Ariane is a system designed in the 1970s so itsgues have almost all left the
laboratory. The L-developer community created dwyrilme ESOPE project (active
between 1982 and 1992) fell apart when B'VITAL waschased by SITE/Eurolang, thus
complicating recruiting and training new L-develope

The development of Heloise (and of course of Aridhdad as main goals to transmit specific
skill of Ariane and to create a PC version of itd.Bs. Work is underway to further facilitate the
task of the L-developers.

3.5 Ariane-Y

The Ariane-Y project is a response to this needdengineering of Ariane-G5. Started in 2000
this project driven by GETALP aims to achieve higerformance version (removal of
limitations), free (LGPL license), open (user-fiddninterface) and incremental (dictionaries cat
change during treatment) of Ariane-G5. The softwdraving recently received additional
funding from the ANR (Traouiéro project), should deailable within one year. This project is
described in [Nguyen, 2009].

4 Heloise, a reengineering of Ariane-G5

Heloise is essentially a reengineering of the Agi&b compilers, except that the code generate
by Heloise is directly executable code, when Ari@tegenerates an intermediate compact coc
interpreted by “engines”. The development of Heidisvas performed in the technical
perspective described in [Berment, 2004]. The dhjecefended in this PhD thesis is to provide
non-computer specialists, with an amount of trajnés limited as possible, the possibility tc
enrich the language services offered by standast fiatforms. For Heloise, the targeted servic
is machine translation and the host platform is, dsample, a commercial word processo
(Microsoft Word, Open Office ...) or an Internebtuser. The linguistic complements in figure 3
are then machine translation systems, producedetbyis¢ for a given language pair.

PLATFORM HOSTING | BASE SOFTWARE |
LINGUISTIC ADD-ONS — |

GENERAL ADD-ON |

|
>l

GENERIC
LINGUISTIC ADD-ON

4—|—> leust
GENERATION
SPECIFIC
<
LINGRYARE TRl LINGUISTIC ADD-ON |

FIGURE 3 — Modular organization of the developments

Please refer to section 1 (in French) for technidefails about Heloise, especially for a
description of its SLLP compilers and of its useénsérfaces.

9 This development, done in 2009, followed a theoretical study ([Del Vigna et al]).
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5

Comparisons and performances

5.1 Comparison between Heloise, Ariane-G5 and Ariane-Y

The table below provides some comparisons betwestoid¢, Ariane-G5 and Ariane-Y.

EXEC/XEDIT, REXX

Ariane-G5 Ariane-Y Heloise
Number of SLLPs 5 5 4
Programming languages used to implement the SLLPs
SLLP Compilers | ASM360, PL360, PL/I, | C/C++ et REXX C/C++

SLLP engines or
« interpreters »

ASM360, PL360

C/C++

No interpreter
(executable code)

Techniques

used for SLLPs

Implementation
architecture

Compilation directly
producing loadable
bytecode

Compiler calling a
« loader » producing a
bytecode

Double compilation;
SLLP - C++,

C++ - executable
code

Development of | Direct writing in ANTLR sai nt-jean

SLLP compilers | ASM360 and PL/I (only| .
SYGMOR) (Claude Del Vigna)

Standard ASM360, PL360, PL/I |gcc/ g++ Vi sual C++

compilers used (Win32)

gcc/ g++ (Linux)

Hypertext stacks
(CASH/RunRev for PC

Internal Compressed form TabFi ch (infinite sglite
management of | allowing a binary searchtables) and AVL (almost
dictionaries balanced trees)
Human-machine interfaces
HMI Command line and Web demo interfadé | Web (Linux)
parameters files editor Application
(IBM 3270) (Windows)

TABLE 1 — Elements of comparison between Ariane-G5, i and Heloise.

13 Several interfaces are planned (command line and graphical dialogs like in CASH).
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5.2 Performance

5.2.1 Execution time

In morphological analysis of French (FR3 lingwatbg analysis of 30 pages of text (Word page
in Times New Roman 12 points, 15,858 words, geimeyat tree of 37,729 nodes in AM output)
takes approximately 42 seconds (the tests giveaat 40,326 ms and a maximum of 43,402 m:
and 431,653 database accesses only contribute5f@rseconds (exact figures: min. 5,672 ms
max. 5,906 ms), about 14%.

As a comparison, the morphological analysis ofshme 30 pages by SYGFRAN, the analyse
of French created by Jacques Chauché (LIRMM), taibsut 2 seconds on the site
http://www.lirmm.fr/~chauche/ExempleAnl.html, akthkliste lemmes item. Ariane-G5, for the
same text, takes 23 seconds, measure that mustighted against the lower power of the H3(
machine (42 to 126 times less).

The table below (Table 2) provides the computatiores used by the server (a PC under Linu
2.6, CentOS release 5.3) for analysing a text & wW8rds in French (from Victor Hugo'd &s
Misérables, as were the 30 pages mentioned before). Seveadd were done to study the
dispersion of the results, which is finally rathew (< 2.5 % of the total).

Phase Time (trial 1) Time (trial 2) Time (trial 3)
AM 1813 ms 1686 ms 1679 ms
AS 1 1845 ms 1524 ms 1485 ms
AS 2 10 770 ms 10 468 ms 10 475 ms
AS 3 1814 ms 1744 ms 1722 ms
AS 4 39 029 ms 39 253 ms 39 675 ms
AS 5 962 ms 984 ms 977 ms
Total 57 033 ms 55 659 ms 56 013 ms

TABLE 2 — Computation times for analysing a text of 4&@ds.

The linearity with the data was evaluated with agler text (~5 Word pages in Times New
Roman 12 points, 2,880 words, thus 6 times londém parse trees contain 6,499 nodes at tt
output of AM and 5,629 nodes at the output of AB%e results are summarized below (Table 3)

Phase Time (480 words) Time (2,880 words Ratio 6
AM 1813 ms 10 344 ms x 5,7
AS 1 1845 ms 26 998 ms x 14,6
AS 2 10 770 ms 76 851 ms X7
AS 3 1814 ms 23581 ms x 13
AS 4 39 029 ms 247 300 ms X 6,3
AS 5 962 ms 22 698 ms X 24
Total 57 033 ms 407 772 ms X7

TaBLE 3 — Relationship between text size and computatioe.

The order of magnitude is still the same, but ingair disparities can be noted in three ROBR/

phases: AS1, AS3 and more especially AS5.
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5.2.2 Data size

With the technique used in Heloise, the generatet ¢formats, dictionaries...) can reach size
that dramatically exceed the compilers capacitigst{ Microsoft), thus making a problem for
scalability. The strategy selected in Heloise ttvesdhis problem is a “divide and conquer”
approach: the code to compile is split into seviied of controlled size (for example, a file can
contain the image of 1,000 formats).

Note that this problem does not exist in Ariane-@5jch compilers can process up to 8,00(
formats and 30,000 lexical entries dictionarie®ime time. As for Ariane-Y, ANTLR allows to
process files of more than one million lines.

Conclusion and future work
Several works and research axes are under wayaideloise, including:

« the study of tools even more “appropriable” andilgasmderstandable by L-developers
and of a simpler development platform (graphicalgpamming...);

« the evaluation of the effort needed for creatingystem for a new language pair with a
least one of them under-resourced,;

« the study of performances and of translation guatiprovement, including, for example,
the addition of new SLLPs (dependency analyzery€pesns...), statistical treatments or
the introduction of learning techniques.

Conclusion

The development of Heloise was the occasion touatalthe behaviour and performances c
Ariane-G5 outside its “mainframe” environment. Tresult appeared to be good enough t
decide to make Heloise being used for developirgratpnal MT systems. However, it remains
for that aim to:

« develop more user-friendly tools (graphical progmng, Q-systems...) such that non-
specialists can easily become L-developers andlajeveew lingware by themselves, in
particular forz-couples of languages,

« demonstrate Heloise capacity (so also Ariane-G5 Aahe-Y) to produce operational
systems with similar performances to current conuiaésystems (dictionaries of several
millions of entries, low translation delays, goaahislation quality...).

A modified version of Ariane-G5 could also be deysd, as that was foreseen with the Ariane
X project. This could for example consist in addmglependency analyser or some statistic.
processing. The use of the HCL library would e&se development.

Other ideas for democratizing quality machine ti@ien remain to be explored. They can be
technological (use of translation memories [Boite999], translation through a UNL pivot
[Boitet, 2002]...), legal (license policy) or methddgical (collaborative project, involvement o
the diasporas, software reuse... [Berment, 2004]).
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ABSTRACT

Statistical machine translation has been remarkably successful for the world’s well-resourced
languages, and much effort is focussed on creating and exploiting rich resources such as
treebanks and wordnets. Machine translation can also support the urgent task of document-
ing the world’s endangered languages. The primary object of statistical translation models,
bilingual aligned text, closely coincides with interlinear text, the primary artefact collected in
documentary linguistics. It ought to be possible to exploit this similarity in order to improve
the quantity and quality of documentation for a language. Yet there are many technical and
logistical problems to be addressed, starting with the problem that - for most of the languages
in question — no texts or lexicons exist. In this position paper, we examine these challenges, and
report on a data collection effort involving 15 endangered languages spoken in the highlands of
Papua New Guinea.

KEYWORDS: endangered languages, documentary linguistics, language resources, bilingual
texts, comparative lexicons.
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1 Introduction

Most of the world’s 6800 languages are relatively unstudied, even though they are no less im-
portant for scientific investigation than major world languages. For example, before Hixkaryana
(Carib, Brazil) was discovered to have object-verb-subject word order, it was assumed that
this word order was not possible in a human language, and that some principle of universal
grammar must exist to account for this systematic gap (Derbyshire, 1977). In spite of the scien-
tific importance of the world’s languages, computational linguistics research has only touched
about 1%. In 100 years, 90% will be extinct or on the way out (Krauss, 2007). Linguists are
addressing this problem by documenting the world’s endangered languages (Woodbury, 2010).
What can computational linguistics offer to support this urgent task?

Machine translation (MT) is directly relevant to the process of language documentation (Abney
and Bird, 2010). First, when source texts are translated into a major world language, we
guarantee that the language documentation will be interpretable even after the language has
fallen out of use. Second, when a surviving speaker can identify errors in the output of an
MT system, we have timely evidence of those areas of grammar and lexicon that need better
coverage while there is still time to collect more. These tasks of producing and correcting trans-
lations can be performed by speakers of the language without depending on the intervention of
outside linguists. Furthermore, we sidestep the need for linguistic resources like treebanks and
wordnets, which are expensive to create and which depend on the existence of morphological,
syntactic, and semantic analyses of the language.

For over a century, an early task in describing a new language has been to collect and translate
texts, where a “text” could be a written document or a transcribed recording. Despite the docu-
mentary value of such data and its usefulness for linguistic research, for most languages there
is no collection of texts and translations. Now, transcribing and translating audio recordings
takes upwards of ten times real time. It is evidently not practical for an expatriate linguist to do
such work, based on the track record of past language documentation projects in which the text
collection only amounts to a few thousand words. We would need a thousand times as much
primary data in order to support wide-ranging investigations of a language once it is no longer
spoken, equivalent to 10 million words, or 1,000 hours of speech (Liberman, 2006) Yet a small
team of bilingual speakers should be able to transcribe and translate a substantial collection
of texts in a few months. The questions then shift to the following: (a) how can we harness
the efforts of minimally trained bilingual speakers to create and share bilingual texts? (b) how
can we maximise the consistency of the data in the absence of an orthography or a dictionary?
(c) how can we tell when enough of the right kind of data has been collected?

These are difficult questions to answer. In this paper we point a way forward. After a background
discussion, we discuss a simplified workflow for language documentation and the role that MT
can play in that workflow, then we report on our experience of collecting bilingual spoken and
written texts in Papua New Guinea.

This work represents a new approach to language preservation. It begins with the observation
that linguists will probably not be able to collect an adequate sized corpus. It leverages local
capacity to get started on the work rather than waiting until outside linguists to arrive. It
puts the work in the hands of locals, who can make their own decisions about what should be
preserved. And it offers a plausible way to limit the “observer effect” which occurs when an
outsider comes into a language situation and starts eliciting data (Himmelmann, 1998, 184ff).
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2 Background

A statistical translation model is simply a model of parallel text, that is, a model that knows what
sentence pairs are more likely than others to occur as translations of each other. Accordingly, a
prerequisite for building a statistical MT system for any language pair is to collect texts and
their translations into a reference language. However, this coincides with a key activity in
documentary linguistics, and harks back to the early days of 19th century descriptive linguistics
in which text collection is a major component.

A language documentation consists of “a comprehensive and representative sample of com-
municative events as natural as possible” (Himmelmann, 1998, 168), or “comprehensive and
transparent records supporting wide ranging scientific investigations of the language” (Wood-
bury, 2010). The ideal form of the primary data is video, though audio is a good second-best,
and requires less expertise and less expensive equipment, and produces smaller data files. To
facilitate access, the raw data is usually transcribed and translated. It should be clear that
language documentation is not the same as linguistic description, which calls for linguistic
expertise and which produces systematic presentations of the phonology, morphology, syntax,
and semantics of the language. Nevertheless, the descriptive work cannot proceed without the
language documentation. This documentation — the bilingual text collection — is the same as
what is needed for statistical MT and we can expect to apply MT algorithms to the data from
linguistic fieldwork (Xia and Lewis, 2007; Palmer et al., 2010).

The workflow for language documentation and description has never been standardised, but
there is general agreement that it involves at least the following activities: (a) recording
communicative events; (b) transcribing and translating the recordings; (c) performing basic
morphosyntactic analysis leading to a lexicon and to a collection of morphologically-glossed
text; (d) eliciting paradigms, i.e. systematic tabulations of linguistic forms designed to reveal
underlying patterns; (e) preparing descriptive reports to show how the language is structured.
These activities are well understood and widely practiced, and provide the empirical foundation
for linguistic theory and for the preparation of language resources such as treebanks and
wordnets. However this workflow does not scale up. Languages are falling out of use before
linguists can get to them.

This leaves the question of what quantity and quality of documentation is required. Here the only
consensus amongst linguists is that more is better. Yet linguist-driven documentation projects
only produce a tiny fraction of the quantity required for corpus-based studies. Linguists stress
the importance of quality, which includes the accuracy and consistency of transcriptions and
glosses, but do not report explicit measures of transcription quality (e.g. the Kappa coefficient,
widely used for inter-annotator agreement). Since the documentary linguistics community does
not provide objective methods and measures of quantity and quality, we need to develop these
ourselves.

Note that the agenda is not to remove linguists from the language documentation process.
Without specialised training, speakers of endangered languages will never produce the lexicons,
morphologically glossed text, treebanks, and wordnets that we would like to have. Instead, we
want to capture enough bilingual text to enable documentation and description even after the
language has fallen out of use and only the archived documentation is available.
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3 A simplified workflow for language documentation

How could minimally-trained speakers of a language create a useful corpus for their language?
From the earliest days of corpus construction for English, the first step was to have a digital text
collection, from which a balanced corpus could be selected and further annotations applied.
However, most endangered languages lack any kind of text collection. Thus, we would like to
find a way to produce a substantial text collection for a language without external staffing and
resourcing. We envisage that members of the speech community could create documentary
artefacts — recordings and transcriptions — using locally available technology, even if it is only a
pen and exercise book, or an inexpensive recording device.

The first step is to create a text, either by recording then transcribing, or by composing directly
onto paper. Chances are that the speaker will have no experience at IPA transcription and that
no standardised orthography for the language exists. Thus, transcription needs to use whatever
orthography people know. This practice has some documentary value, for it shows meaningful
sound contrasts and word boundaries, and serves as a rough finding aid. In cases where more
than one speaker transcribes content in a language, we can try to clean up the transcriptions
automatically (Foda and Bird, 2011).

The second step is to translate the text, providing word by word glosses plus a phrasal translation.
The correspondence between this literal and “free” translation amounts to training data for
an alignment model, and does not require a separate translation model. The final step is to
prepare a lexicon, in order to help fix the inconsistencies in spelling and glossing between. SILs
Fieldworks Language Explorer (FLEx) software is ideal for this purpose, though it currently lacks
support for synchronisation and conflict resolution between databases.

An important refinement is to conduct the above workflow within a cluster of closely related
languages. Speakers often produce a wealth of information about lexical correspondences with
neighboring languages, as illustrated in Figure 1. Armed with these correspondences, we can
pool knowledge about all the languages in the cluster (Nakov and Tiedemann, 2012). We can
also try to guess word translations by leveraging regular sound correspondences.

eng aso bef gah ino kbq snp yby zuh

sun ho yege  ho yake zge fo homa ho
water noso nagami nagami tina tina no noma nosa
fire olo logo lo ata teve 500 iizo olo
earth misumbo  mei mikasi ~ mopa mo’pa mika mika mikesupa
tree ya yafa za yosa zafa yaa yah yah
mountain | golo kosa  agoka akoya agona obura bora gola
house numuno nohi numuni nona nona numuna numuda numuna
food nosonite  nosena nosa’neta neya ne’zane aiawa’a nodenesa nosaneta
pig ije yaga iza afu afu savu izah iza

man we bo ve ve ve'nene  wee we vemoha
woman |vene amo  vena a'ne a're wena mena vena
father meneho'we afonifu ahono  afo nimo’e nenfa wemeteuo ahone meneho
mother |ijeneho itonifu izo’no ita anta’nimo wena otevo idone izeneho

Figure 1: Comparative wordlist for the languages spoken near Goroka. Languages are identified by
ISO 639-3 code. It is likely that, for some language pairs (e.g. aso-zuh, ino-kbq), many wordforms
are related to one another by regular sound correspondences.
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4 Collecting parallel and comparable texts in Papua New Guinea

Papua New Guinea (PNG) is home to the greatest number of languages and the greatest diversity
of language families in the world (Nettle, 1999), including many languages with only a few
hundred speakers. Although there is a long history of linguistic description in PNG (Foley,
1986), few of these languages have been comprehensively documented. There is no up-to-date
picture of language vitality across PNG, and no systematic efforts to preserve them on the kind
of scale that would be required. Some small languages are clearly vital: for example, the Nen
language, spoken in the Morehead District, has a population of just 300, and the language
is reportedly being transmitted completely to the younger generation (Nicholas Evans, pers.
comm.). Nevertheless, many languages — perhaps even the majority — are already moribund and
are quickly being overtaken by Tok Pisin, an English-based creole. In the face of this language
shift, there is almost no local capacity for language documentation.

Bird trained university staff and students, adult literacy workers, and retired professionals, to
collect oral literature using 100 digital voice recorders (Bird, 2010). Participants learned the
technique of “respeaking”, which involves listening to an original recording and repeating what
was heard carefully and slowly (Woodbury, 2003), resulting in a secondary recording which
is much easier to transcribe later on. The respoken version plus a phrase-by-phrase spoken
interpretation are captured on a second voice recorder. Each voice recorder comes with an A5
exercise book which is used for logging recordings, and keeping track of the different linguistic
genres that have been collected. Genres included dialogue, narrative, procedural discourse,
oratory, and singing (Johnson and Aristar Dry, 2002).

The result of that work has been a set of phrase-aligned audio files for approximately 50
languages. One significant shortcoming of this approach is that it is virtually impossible to
manage files that are collected on 100 voice recorders. Instead, we have developed a mobile
phone interface, as shown in Figure 2. It can be used for audio collection and sharing, and for
respeaking and interpreting (Hanke and Bird, 2012).

(a) Audio playback (b) Respeaking and Interpretating

Figure 2: Mobile phone interface: (a) press and hold the play button to hear the original recording
(b) press and hold the record button to record the respeaking or interpreting
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However, voice recorders and mobile phones can only collect bilingual audio, while machine
translation technologies require bilingual text. We organised a two week workshop at the
University of Goroka involving approximately 40 speakers of 15 undocumented languages
(Bird et al., 2012). We elicited comparable texts across the languages with a variety of tasks,
for example: (a) write about the national election or about a traditional legend; (b) listen to
someone’s story and put it in your own words, e.g. the Rabaul Queen disaster; (c) listen to
dictation in English and Tok Pisin, but translate each sentence into your language, e.g. a story
about a visit to the chicken market. Each text was set out using the format shown in Figure 3.
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Figure 3: Interlinear Text Layout: (a) the title, translated title, author, and date are written at
the top; (b) the source text is written on the left page, with three-line spacing, numbering each
sentence; (c) the gloss is written beneath each word (omitted if no simple gloss is possible); (d) the
phrasal translation is written on the right page, and coindexed with the source.

We were able to categorise the speakers into four types based on linguistic and technical
capabilities. The first category, monolinguals, consisted of elders with no functional knowledge
of Tok Pisin, who probably have good knowledge of their oral literature but who are so culturally
different that it is difficult to tap their knowledge; they are not particularly comfortable in the
university setting. The second category, village-based bilinguals, consisted of elders with basic
literacy in Tok Pisin or English, and no formal education beyond primary school. The third
category, retired professionals, consisted of bilingual speakers with post-secondary education
who have moved around the country and held various professional roles, with solid literacy in
English. Finally, the fourth category, young professionals, consisted of bilingual speakers who are
studying or are employed in town, with English literacy, computer literacy, but limited fluency
in their ancestral language and almost no knowledge of oral literature.
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Texts and translations were keyboarded by people working in pairs, as illustrated in Figure 4.
Once it was finalised, each text and translation was printed and displayed on a wall. This served
three purposes: (a) participants were publicly recognised for completing a text; (b) corrections
could be marked for later editing; and (c) ideas for writing topics were shared. On the last day,
we published a booklet containing all the texts.

Figure 4: Interlinear Text Entry: an Adzera speaker who is a competent typist (left) enters interlinear
text for the Asaro speaker (right) who dictates the words and glosses and checks that they are
correctly entered. (The handwritten source text is shown in Figure 3.)

A sample of the interlinear text is shown in (1).

(1) Velaliki veena kisa ei gipala (The blind woman and her son)
Alo gozopa vena  makokisa gipala isa  minasina.
long time ago woman one son  both lived.

A long time ago, a blind woman lived with her son.
Menipo zoliha venala zegipa getamiwoko hilina.
father notyet wife baby born died.
The father died when the boy was not yet born.
Zegipa getoake gizopa otoko itina.

baby born  looked after grew up.

The baby was born and the mother looked after him as he grew.
Mota litaoko napaoake iza, nama peletoka ana.
very quickly grew pig, birds killed came.
He grew up very quickly and he killed birds and pigs.
Izelahina  gizopa otoko vina.

his mother looked after went.

He went on to look after his mother.
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In the two weeks of the workshop, we only managed to collect a total of 20k words of source
text (16k translated) for the 15 languages. Many participants found it relatively difficult to
compose directly into the written form, and so they did not produce much writing. For the
languages where we had more than one speaker, there was some dialect variation and this
was reflected in spelling. There was also some variation in the marking of word boundaries,
and with the writing of glottal stop (apostrophe, g, or omitted). We lacked the time and the
language-specific information required to perform morphological glossing, and this would have
been quite challenging given the systems of switch reference, serial verbs, and clause chaining
in many of these languages (Foley, 1986; Payne, 1997). Perhaps because of these morphological
issues, word-level glossing was slower than phrase-level translation. In any case, for these
reasons it proved impossible to construct useful translation models for the languages.

In order to scale up the work to generate a quantity of data that would be more useful for
machine translation experiments, the following steps would be required. First, the primary
textual sources should be audio recordings, and transcribed using a tool that preserves the
audio alignment (for later verification) and which links wordforms to lexemes (for consistency
in spelling, word breaks, and glosses). Second, the transcription and glossing software should
operate in tandem with curating a shared n-language lexicon to speed up the process and
encourage consistency across speakers, possibly using the structures described in (Baldwin
et al., 2010; Abney and Bird, 2011).

5 Conclusion

Most of the world’s languages will fall out of use before the world’s linguists and computational
linguists are able to collect sufficient data. However, we have been investigating simple
methodologies and supporting software that are helping speakers of endangered languages in
Papua New Guinea to produce usable documentation on their own. The primary data type is
bilingual text — or interlinear glossed text — which serves the dual purpose of documenting a
language and developing translation models.

Once the translation models reach an adequate level, they could be usable as the basis for
post-editing work, and may speed the translation process. More importantly, system errors will
draw attention to those areas of the grammar and lexicon that are not yet well represented
in the data. They may prompt speakers to provide more data of the required kind, without
requiring the intervention of an outside linguist. While is still difficult to imagine being able to
do this work on the required scale, it represents a promising approach for shaping the effort
of non-specialist language speakers in creating a documentary record of their languages while
there is still time.
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ABSTRACT

We fill a gap in the systematically analyzed space of available techniques for state-of-the-art
dependency parsing by comparing non-projective strategies for graph-based parsers. Using
three languages with varying frequency of non-projective constructions, we compare the
non-projective approximation algorithm with pseudo-projective parsing. We also analyze the
differences between different encoding schemes for pseudo-projective parsing. We find only
minor differences between the encoding schemes for pseudo-projective parsing, and that the
non-projective approximation algorithm is superior to pseudo-projective parsing.
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1 Introduction

One common justification for dependency syntax is that it, in contrast to constituent syntax,
can represent long-distance dependencies between words through non-projective dependencies
in a more straightforward way, without the use of traces or secondary edges. Informally, a
dependency tree is said to be non-projective if it cannot be drawn without crossing edges. An
example is shown in Figure 1.

OBJ

( [t
€D
e\ |
root It is what federal support should try hardest to achieve

Figure 1: A non-projective sentence
Although there are decoding algorithms for graph-based parsers that are able to output non-
projective trees directly (e.g. spanning tree algorithms (McDonald et al., 2005b) and ILP-based
parsers (Riedel and Clarke, 2006, inter alia)), the chart-based algorithm of Eisner (1996), which
is restricted to projective output, has shown very promising results in recent years. It typically
outperforms the non-projective algorithms since it allows access to features involving pairs of
edges.

A notable extension to the chart-based parsing algorithm that is able to output non-projective
dependencies while still including edge-pair features is the non-projective approximation
algorithm of McDonald and Pereira (2006).

Non-projective edges have also been handled by applying pre- and post-processing steps to the
training and test data, allowing for the use of any labeled projective parsing algorithm, only
to recover the non-projective edges after parsing, e.g. pseudo-projective parsing (Nivre and
Nilsson, 2005).

In the CoNLL 2008 and 2009 Shared Tasks (Surdeanu et al., 2008; Haji¢ et al., 2009), some of
the best systems used the chart-based parsing algorithm. Besides using slightly different feature
sets, non-projective edges were handled differently — Bohnet (2009) used the non-projective
approximation algorithm, while Johansson and Nugues (2008) and Che et al. (2009) used
pseudo-projective parsing. Handling non-projective edges is unarguably an important aspect
of a parser, however, little is known about whether one of the methods mentioned above is
better than the other. With a fixed feature set, we compare pseudo-projective parsing with non-
projective approximation using a state-of-the-art chart-based dependency parser (Bohnet, 2010).
We also evaluate different encoding schemes for pseudo-projective parsing. More recently, highly
accurate parsers that model non-projective edges directly in the parsing algorithm have been
proposed, such as the ILP-based parser of Martins et al. (2010) as well as algorithms relying
on non-projective head automata (Koo et al., 2010). It would be interesting to include these
parsers in our study, however they only provide unlabeled trees. For now, we leave the extension
of these parsers to the labeled case and the comparison to future work.

All experiments are performed on three languages that exhibit different typological properties
and frequency of non-projective dependencies: Czech, English, and German. We find that
non-projective approximation performs better than pseudo-projective parsing, although both
methods clearly outperform a projective baseline. While similar studies have been carried out
for transition-based parsers (Kuhlmann and Nivre, 2010), this is the first time non-projective
strategies for graph-based algorithms are compared in a multilingual setting.
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2 Background

We consider single-rooted dependency trees with one head per token, such as the one in Figure 1.
We use the notation x = xj ... x,, to denote a sentence with n tokens, where x, is a special root
node. A labeled head-dependent relation (or edge) between a head h and dependent ¢ with

the label [ is denoted (h 4 ¢). We omit the label when this is not relevant. A dependency tree

for a sentence x is a set y = {(p; 5 X1), - (Pn LY x,)} of edges, such that each node except
the root has exactly one head, and the graph is acyclic (i.e., it forms a single-rooted tree). A
node x; dominates another node Xx; if x; is an ancestor of x;. An edge (x; — x;) is defined to be
projective iff x; dominates all words between x; and x;. Otherwise it is non-projective. Moreover,
a dependency tree y is projective iff every edge is projective. Otherwise it is non-projective.
Graph-based Dependency Parsing algorithms solve the parsing problem by finding the highest
scoring dependency tree for a sentence: y = argmax, F(x, y), given a scoring function F. To
make the search for the optimal tree tractable, the scoring function is decomposed into a sum
over factors of the tree (McDonald et al., 2005a):

Fo,y)= >, $(f)w

fefactors(x,y)

where 1) is a feature-mapping function that maps a factor f to a vector in high-dimensional
feature space and w a weight vector.

The chart-based algorithm of Eisner (1996) has the advantage that it can incorporate second-
order factors while still remaining computationally feasible. The version we use is due to Car-
reras (2007) and makes use of second-order factors including sibling and grandchild relations.
This factorization offers access to valuable features but comes at the cost of a time complexity
of O(Ln*), where L is the number of edge labels. To reduce the impact of the factor L, edge
filters are applied (Bohnet, 2010), constraining the search of edge labels to those observed in
training for the same head and dependent POS-tags; this reduces execution time considerably.

The Non-projective Approximation algorithm (McDonald and Pereira, 2006) exploits the
observation that, although the chart-based parsing algorithm is only able to output projective
structures, the weight vector used to score the factors of the tree is not limited in this respect.
Hence, starting from the highest scoring projective tree output by the chart-based algorithm, it
iteratively tries to reattach all tokens, one at a time, everywhere in the sentence as long as the
tree property holds. In each iteration, the highest scoring move, i.e., the move that increases
the total score of the tree the most is executed. The process terminates when the increase is
below a certain threshold.

Pseudocode! for the algorithm is given in Figure 2. The auxiliary function ALLOWED-
LaBELS(h, ¢, x) returns the labels permitted by the edge filters and TREE(y) returns true if

y is a tree, and false otherwise. The notation y[j LR i] denotes a tree identical to y, except
that the head of x; is replaced by x;, and its label by k. This process could potentially take
exponential time, although this is not a problem in practice, and the algorithm typically halts
after a few moves (McDonald and Pereira, 2006).

Pseudo-projective Parsing can be used with any labeled projective parsing algorithm. The
training data is pre-processed by applying lifting operations to the non-projective edges while

1From McDonald and Pereira (2006), but adapted to the labeled case.
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input Sentence x, tree y, scoring function F, threshold ¢
returns (Non-)projective tree y’
score — F(x,y)
while true
m« —o00,¢c «——1,p < —1,l < null
fori: 1l.n
forj: 0.n
y eyli—il
if ~“TREE(y”) continue
for k € ALLOWED-LABELS({, j)
/ koL
Y eyli—il
s F(x,y")
ifs>m
mes,c—i,p«jl—k
if m—score>t
score —m,y < y[p 4 c]
else return y

Figure 2: Non-projective approximation

encoding information about the lifts into the edge labels in the tree. The parser is then trained
on these projective trees and learns the encoding of the liftings. An inverse transformation
that recovers the non-projective edges is then applied to the parser output (Nivre and Nilsson,
2005). This way, non-projective edges are introduced in a post-processing step allowing for the
use of any projective parsing algorithm.

Nivre and Nilsson (2005) propose three label encoding schemes differing in terms of the
granularity in the marking of lifts: Head - each lifted edge is marked as lifted, and additionally
receives the label of its original head; Path - the lifted edge is marked as lifted, and all heads
along the path it was lifted through get marked as having had a dependent lifted; HeadPath -
a combination of Head and Path, where the lifted edge is marked as in the Head scheme and
all heads along the path it was lifted get marked as in the Path scheme. Figure 3 shows the
dependency tree from Figure 1 when the edge of what has been lifted using the HeadPath
scheme.

PRD

(ORI
[

root It is what federal support should try hardest to achieve

Figure 3: The same sentence as in Figure 1, but the non-projective edge has been lifted using
the HeadPath scheme

Each of the encoding schemes leads to an increase in the set of edge labels (up to 2n(n + 1)
new labels for HeadPath (Nivre and Nilsson, 2005)), and thus to an increase in parsing time.
Additionally, there is a possible data sparsity issue as a result of very infrequent lifted edges. It
has therefore been proposed to cap the number of newly introduced labels and retain only the
m most frequent new labels in the training data (Johansson and Nugues, 2008).

The inverse transformation looks for edges that are marked as lifted (i.e. of the form IT or
[11,,). It then does a breadth-first search, starting from the head of this edge, looking for a new
head for the dependent. Details depend on the encoding scheme: For Head, search halts at

138



the first token whose edge label matches the lifted edge (i.e. the first token with the label lnp);
for Path, only the subtrees marked with | are considered, and search halts at the deepest edge
marked with |; for HeadPath the edge is reattached at the deepest token that matches [,,|.
Additionally, for HeadPath, the inverse transformation of Head is used as a fallback in case the
search fails (Nivre and Nilsson, 2005).

3 Experiments and Results

The parser we employ (Bohnet, 2010)? uses non-projective approximation by default.® In the
experiments involving pseudo-projective parsing, we switched off the non-projective approxi-
mation.

We use the three data sets from the CoNLL 2009 Shared Task (Hajic et al., 2009) that contain
non-projective edges, namely Czech, English, and German. We use the standard data split. Since
the frequency of non-projective edges is relatively small, we resort to a 10-fold cross-validation
on the training set in order to get more reliable figures. A breakdown of the training sets for
each language is shown in Table 1. We use the “predicted” layers of annotation, i.e. output of
standard POS-taggers etc., for a realistic evaluation. We report labeled attachment score (LAS),
i.e. the percentage of correctly assigned heads and edge labels, and labeled exact match (LEM)
for complete sentences. The scores are micro-averaged, i.e., the parser output for all folds are
concatenated and compared against the whole training set.

Following Kuhlmann and Nivre (2010) we also compute precision and recall for non-projective
edges. They define recall as the percentage of tokens that have a non-projective dependency
in the gold standard and receive the correct head and label in the parser output. Precision is
defined as the percentage of tokens getting a non-projective dependency in the parser output
receiving the correct head and label. As Kuhlmann and Nivre (2010) point out, these definitions
are somewhat unusual since they have different numbers of true positives, and combining
them through the unweighted harmonic mean is not meaningful. Hence we do not present any
F-measures in the tables.

‘ Sentences  #NP edges (%) % NP sentences

Czech 38,727 12,112 (1.86%) 22.42%
English 39,279 3,724 (0.39%) 7.63%
German 36,020 15,123 (2.33%) 28.10%

Table 1: Breakdown of the training sets of each language. NP means non-projective.

In the experiments we want to investigate three questions: (1) Are pseudo-projective parsing
and non-projective approximation equally good, or is one better than the other? (2) What is
the difference between the different label encoding schemes for pseudo-projective parsing?
(3) How badly does label capping for pseudo-projective parsing degrade performance?

We also trained a baseline parser on trees that were projectivized, but received no augmented
edge labels. All results are shown in Table 2. The rows with subscripted pseudo-projective
encodings denote parsers that used a label cap (of 30). As an indication of how often the
different parsers produce non-projective edges, the total number of non-projective edges are
given in the last column.

thtp ://code.google.com/p/mate-tools
3The threshold t has already been tuned to 0.3 by Bohnet (2010), and we keep this fixed throughout the experiments.
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During training and testing we experienced that the capped parsers required about as much
time as the parsers that use the non-projective approximation, while the uncapped HeadPath
parsers took about twice as much time. This is because the increase in decoding time due
to the increased set of labels for the pseudo-projective parsers is roughly canceled out by the
call to the non-projective approximation algorithm. When the cap is dropped, however, the
pseudo-projective parsers are overwhelmed by the number of new labels and consequently need
more time for decoding.

All Non-projective

Czech LAS LEM P R #NP
Baseline 81.10  25.90 5.40 0
Paths, 81.75 27.28 | 76.86 40.13 | 5,748
Headsq 81.86 27.67 | 71.23 44.23 | 6,868
HeadPaths, | 81.73 27.51 | 71.64 39.28 | 5973
Path 81.78 27.35 | 76.48 41.03 | 5,868
Head 81.94 27.87 | 70.10 48.18 | 7,716
HeadPath 81.94 27.94 | 70.40 48.82 | 7,727
NPA 82.11 28.40 | 68.95 65.72 | 11,394
English LAS LEM P R #NP
Baseline 89.73  28.95 7.44 0
Paths, 89.74 29.08 | 75.42 23.58 834
Headsq 89.80 29.37 | 61.47 39.02 | 1,983
HeadPath;, | 89.80 29.27 | 63.21 38.94 | 1,911
Path 89.77 29.41 | 75.85 23.85 824
Head 89.83 29.44 | 61.33 39.98 | 2,061
HeadPath 89.82 29.40 | 60.55 40.44 | 2,066
NPA 89.80 29.52 | 49.46 43.77 | 3,787
German LAS LEM P R #NP
Baseline 86.01  30.94 4.74 0
Paths, 86.60 33.44 | 70.36 36.05 | 6,778
Headsq 86.74 33.77 | 6245 40.12 | 8,741
HeadPath;, 86.64 33.58 64.32  40.24 8,416
Path 86.61 33.62 | 69.78 36.53 | 6,885
Head 86.79 33.74 | 60.27 41.65 | 9,424
HeadPath 86.75 33.66 | 60.78 42.14 | 9,359
NPA 87.05 34.99 | 65.37 58.47 | 14,208

Table 2: Results for pseudo-projective parsing and non-projective approximation (NPA). P and R
denote precision and recall for non-projective edges. #NP denotes the total number of predicted
non-projective edges.

Not surprisingly, our results indicate that handling non-projective edges is much more important
in Czech and German. In these languages, the baseline is clearly outperformed by all other
parsers. In English, non-projective approximation, and uncapped Head, HeadPath (p < 0.001),
and Path (p < 0.05) are all significantly better than the baseline (using a paired t-test).

The non-projective approximation has a considerably higher recall and the amount of non-
projective edges is closer to the real number (cf. Table 1), yet the precision does not seem to be
severely penalized. The low recall for the pseudo-projective parsers is explained by the fact that
these transformations rely on predicting corresponding labels (depending on encoding scheme)
in two places — the predicted projective head, with an augmented label, and the reattachment
location. Since the parser as such is not aware of this interdependency, it is possible that it
predicts a tree with a lifted edge, but no appropriate place to reattach it, in which case the edge
is left in place. The non-projective approximation algorithm does not have the same limitation
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as it simply moves single edges around as long as it increases the overall scores.

Pseudo-projective parsing vs Non-projective approximation. Comparing non-projective
approximation with the uncapped pseudo-projective parsers, we find that in Czech and German
the non-projective approximation is significantly better than all the pseudo-projective parsers
(p < 0.001). The difference in LAS, compared to the best pseudo-projective encoding, is roughly
0.25. Although this may seem tiny, the increase in exact match (LEM) is more than a point for
German and about half a point for Czech. This improvement is important since, ultimately, a
correct analysis of an entire tree is what we aim for. For English, the scores are much closer and
only the improvement for the non-projective approximation over Path is significant (p < 0.05).
The improvements in exact match are also rather small.

Pseudo-projective parsing. Considering pseudo-projective parsing alone, Path consistently
predicts the fewest non-projective edges, leading to the highest precision but almost always the
lowest recall. This is reasonable, as the requirement for Path to induce a non-projective edge is
that it predicts both a lifted edge, and a path of edges from the head to an appropriate place to
reattach it. Since these augmented labels are rather rare, it seems like the parser suffers from
sparsity issues during training and underpredicts these edges.

The recall figures are highest for HeadPath, although it lags a bit behind Head for the capped
version in Czech and English. This is because some of the most frequent labels in the HeadPath
scheme are of the form [ |, which means that the parser learns only very few lifted edges (i.e.
edges of the form I71,,,).

Besides the slightly lower scores for Path, the overall difference between the encoding schemes
appear very small. With the cap, the Head encoding appears to be a bit better, but HeadPath
catches up when the cap is dropped.

Capping the number of new labels leads to slightly lower results in Czech and German, however
only the increases for HeadPath against its capped counterpart in Czech (p < 0.001) and
German (p < 0.01) are statistically significant.

4 Conclusion

We presented a comparative analysis of the non-projective approximation algorithm and pseudo-
projective parsing using a graph-based parser. Our experimental results indicate that the non-
projective approximation algorithm outperforms pseudo-projective parsing in overall accuracy
for Czech and German. For English, where non-projective dependencies are relatively infrequent,
the strategies are rather tied, albeit better than the baseline. In conclusion, the non-projective
approximation algorithm is clearly superior for languages that more often exhibit long-distance
dependencies.

Our evaluation of the different encoding schemes for pseudo-projective parsing reveals that the
schemes are roughly equivalent in overall performance, and that capping the number of labels
results only in a slight performance degradation.

In the future, we aim to extend our study to include parsers that handle non-projective edges
in the immediate parsing process. We also intend to look more closely at the underlying
phenomena that give rise to the non-projective edges.
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ABSTRACT

We present experiments in data-driven coreference resolution comparing the effect of different
syntactic representations provided as features in the coreference classification step: no syntax,
phrase structure representations, dependency representations, and combinations of the repre-
sentation types. We compare the end-to-end performance of a parametrized state-of-the-art
coreference resolution system on the English data from the CoNLL 2012 shared task. On their
own, phrase structures are more useful than dependencies, but the combinations yield highest
performance and a significant improvement on the resolution of pronouns.

Enriching phrase structure with dependency trees obtained from an independent parser is most
helpful, but an extension of the predicted phrase structure using just pattern-based phrase-
to-dependency conversion seems to provide signals for the machine learning that cannot be
distilled from phrase structure alone (despite intense feature selection). This is an interesting re-
sult for a highly configurational language: It is easier to learn generalizations over grammatical
constraints on coreference when grammatical relations are explicitly provided.

KEYWORDS: Coreference Resolution, Dependency Parsing vs. Phrase-structure Parsing.
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1 Introduction

Data-driven coreference resolution has received a lot of recent attention, including the 2011
and 2012 CoNLL shared tasks (Pradhan et al., 2011, 2012). To a greater or lesser extent,
most coreference systems make use of syntax. For the subtask of mention detection, i.e.,
identifying referential phrases (substrings) for which coreference relations are subsequently
determined, a phrase structure representation is useful for obvious reasons — in particular for
the standard coreference task focusing on noun phrase (NP) and pronoun resolution. But also
for the subsequent subtask, coreference resolution, syntactic information has proven useful in
data-driven approaches — as one might expect from the rich linguistic work on Binding Theory,
which targets the grammatical constraints on possible interpretations of referential phrases. It
is this second subtask that we will parametrize systematically in this paper.

Most coreference work has built on phrase structure syntax, although dependency syntax was,
for instance, used in the SemEval 2010 Task 1 (Recasens et al., 2010). To our knowledge,
effects of the two main alternatives have not been studied systematically. The choice typically
seems to be driven by external factors (such as availability in shared task data). The fact that
mention detection is so straightforward with phrase structure input also creates a practical
bias affecting the full pipeline, but since both the phrase structure and the dependency parsing
research paradigms are at mature stages, with parsers available for many languages, a more
informed decision would be desirable.

We here intend to shed some initial light on how the two different syntactic representations fare
comparatively in end-to-end coreference resolution: What is the best basis for machine learning
to pick up the (sometimes subtle) grammatical constraints influencing coreference resolution?
Starting from a state-of-the-art system, we compare a phrase-structure-based resolver with a
dependency-based counterpart and combinations of the two syntactic information sources on
the English data from the CoNLL 2012 Shared Task. In a nutshell, the main results are that
as a single source of information, phrase structures are more useful than dependencies, but
experiments indicate that the two might be complementary: combined feature information
from both sources outperform the phrase-structure-based system, particularly with respect to
pronouns.

2 Grammatical Factors in Coreference Relations

For decades, coreference data have been at the core of many considerations (and debates) in
Generative Linguistics, because grammatical configurations influence the availability of certain
readings and hence make coreference tests a useful (albeit mostly theory-dependent) diagnostic
for many linguistic purposes. Typical examples of facts addressed by Binding Theory are the
following:

(1) a. John; thinks that BiH] hurt himself*i/J.
b.  John; thinks that Bill; hurt him;
c. He; hurt John

/25

i/

Roughly speaking, (A) reflexives like himself have to be coreferent with an element inside of
their local clause, whereas (B) non-reflexive pronouns like him must have an antecedent outside
of their local clause. (C) Full NPs, such as proper names, must not be preceded by a coreferent
NP in the same sentence. Chomsky (1981) describes the grammatical constraints over possible
coreference interpretations by three Binding Principles (A, B, C), which have been discussed,
extended and criticized in countless contributions in the linguistic literature.
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Given that there are grammatical constraints of this kind, one may expect that hard-coding some
of the Binding Principles should help in practical coreference systems. However, the treatment of
more subtle cases is quite controversial in the literature and sometimes involves fairly involved
assumptions about phrase structure; in addition, there are a number of contextually driven or
construction-specific exceptions to the grammar-driven principles, such as so-called logophoric
usages of reflexives (2), and plain pronouns in contexts where one would expect reflexives (3)
(examples due to (Konig and Gast, 2002)).

(2) Ronni; suspected that was probably true [...] [S]omething else [...] had provoked her; own furious
outburst [...] Some more personal resentment that had come from within herself;. [BNC JXT 2086]

(3) John did not have any money on him (/*himself).

In this light, a somewhat less committed but practically effective way is to provide the relevant
“building blocks” of the Binding Principles as features for machine learning of the coreference
relation, so the general principles (and possibly even some of the systematic exceptions) can be
picked up from the training data. One may assume that this is in effect what happens when the
inclusion of syntactic features in coreference classification leads to an improvement in accuracy.
(Additionally, a trained system will react more gracefully to parsing errors.)

But what are the relevant building blocks of the Binding Principles that should be provided as
syntactic features in coreference classification? Chomsky’s original formulation relies on phrase-
structural configurations, making reference to the so-called governing category of an anaphoric
element: reflexive pronouns must be bound!® within their governing category, whereas non-
reflexive pronouns must be free (not bound) within their governing category. The governing
category of some element X is defined as the minimal domain that includes X, X’s governor
(typically the element that subcategorize for X) and an accessible SUBJECT.2 Any details are
beyond the scope of this paper, suffice it to note that all relevant notions are ultimately defined
with respect to phrase structure (following the full-fledged representations of Government-and-
Binding Theory, in this case). So, in theory, phrase structure features alone should be sufficient
input to machine learning.

Yet it is probably clear even from the brief exposition that the conditions underlying the
principles are highly complex, so it is quite possible that even in an expressive machine learning
paradigm with powerful feature selection, the relevant notions may be hard to pick up. We note
that certain relational notions like subject play a central role. So, could it be helpful to offer
a simple labeling of the grammatical relations as additional building blocks for the machine
learning — even though it is in principle possible to derive these notions from the syntax tree?

In constraint-based approaches to syntax, Chomsky’s purely phrase-structure-based approach
has been criticized, and (Pollard and Sag, 1992) and (Dalrymple, 1993), among others, argue for
alternative statements of the Binding Principles, using relational notions and referring to various
prominence hierarchies.®> So, according to these approaches, phrase structural configurations

1Binding is also defined with respect to phrase structure configuration: X binds Y, if X and Y are co-indexed (i.e.,
interpreted as coreferent), and X c-commands Y. (X is again defined to c-command Y, if X and Y do not dominate each
other in the tree, and the first branching node dominating X also dominates Y).

2The notion of “accessible SUBJECT”, as opposed to the plain notion of subject, takes care of subtle distinctions be-
tween tensed and untensed clauses and the role that possessives play; however it is ultimately defined configurationally
as well.

3In (Dalrymple, 1993), e.g., Binding Principles are stated as a combination of an abstraction over grammatical
function paths (following Lexical-Functional Grammar) and conditions on the ranking of the antecedent and the
anaphor within a hierarchy of thematic roles.
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are not the (only) relevant building blocks one should consider — even from the theoretical
perspective. The results from an end-to-end evaluation of real-life coreference systems using
off-the-shelf phrase structure and dependency parsers will of course by no means allow us to
differentiate between the theoretical paradigms; but we believe that a systematic comparison
will help increase awareness of how different syntactic paradigms emphasize different syntactic
properties in their core representations and how this may affect downstream processing tasks.

3 Coreference System

We use our in-house coreference resolver (Bjorkelund and Farkas, 2012), which obtained the
second best result in the CoONLL 2012 shared task. At the core, the system is similar to the
pair-wise model proposed by Soon et al. (2001), which has become a de facto standard in
coreference research during the last decade. However, the system features some extensions,
including the use of multiple decoders that are combined through stacking. It also uses a rich
feature set that includes both lexical information and syntax paths. The system is parametrized
to allow for flexible experimentation with different feature sets. Since the system relies on a
linear classifier, the parametrization also supports conjunctions between basic features.

The system works in thee stages: First, mentions are extracted by a set of rules that work on
a phrase structure tree and extract all pronouns and noun phrases. Additionally, a statistical
classifier is applied to filter out non-referential instances of certain pronouns (such as expletive
it). The second stage is a cluster-based coreference algorithm that relies on a pairwise classifier.
This resolver gives relatively small, but consistent clusters. The third stage is a standard best-first
resolver (Ng and Cardie, 2002) that, in addition to the features used by the previous resolver,
also encodes the output of the previous resolver into its feature space. For a more detailed
description we refer to (Bjorkelund and Farkas, 2012).

The system relies on a phrase structure tree for two purposes: 1) For mention extraction; 2) As
features for the pair-wise classifier. Since our systematic comparison focuses on the latter, we
keep a phrase-structure-based mention extraction module fixed throughout the experiments.

Syntax-based features. To provide the “building blocks” for picking up machine-learned
variants of the Binding Principles, we provide two types of feature templates building on the
output of the parser: the first represents the syntax path in the phrase structure tree between
two mentions. For example, consider the mentions “Kofi Annan” and “himself” in Figure 1. Here
the path would be represented as PRPTNPTVPTVP{S|NP from the anaphor to the antecedent.

S
-
NP VP
T -
NNP NNP VBZ RB VP
P
VB NP NP
— |
NP PP PRP

Kofi Annan does n’'t have a whole lot of strength himself

Figure 1: An example phrase structure tree.
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Note that the path may provide some relevant characteristics of the structural “domain” that
includes the reflexive and its (candidate) antecedent to mimic the Binding Principles: a reflexive
needs to be bound within its governing category, and indeed the given path includes no major
clause boundaries (no S) - but is there an accessible SUBJECT? The sub-path TS|NP does reflect
the subject configuration in English, but note that it will also occur for additional NPs like
temporal ones as in Last year, he left or for topicalized NPs. Moreover, the tree paths aid the
resolution algorithm in two ways: On the one hand, it may convince the pairwise classifier that
two mentions in the same sentence are coreferent. On the other hand, it may also disallow
coreference and prohibit false positive links when the antecedent is in a preceding sentence.

Now consider the dependency representation of the same sentence in Figure 2. With the
dependency tree a corresponding path from the head of the anaphor to the head of the
antecedent can be computed, i.e., TADVTVC|SBJ. In this case, the grammatical function of the
antecedent is explicitly captured in the syntax path. (Yet, from the dependency label path alone
it may be hard to reliably identify the categorical characteristics of binding domains.)

ADV

[ )

Kofi Annan does n't have a whole lot of strength  himself
NNP NNP VBZ RB VB DT JJ NN IN NN PRP

Figure 2: Dependency representation of the example from Figure 1.

Besides the path features, we also have feature templates that capture the local syntactic
context of the mentions under consideration and of their immediate ancestors in the phrase
structure tree. This can mimic a certain amount of subcategorization information or may
indicate certain subclasses of mentions. For example, the local tree context of the antecedent
NP can be described as NP — NNP NNP, and its ancestor tree context as S — NP VP. So for
this example, configurationality of English actually indicates (implicitly) that the antecedent is,
in fact, a subject. The local tree expansion of the NP mention alone is also helpful, for instance
to detect bare plurals.

Similarly to how the idea of syntax paths can be transferred to the dependency representation,
we also transfer the local tree context features. For instance, the dependency-based local
tree context of the antecedent in Figure 2 can be described as SBJ — NMOD. And the local
dependency tree context of the ancestor of the antecedent can be derived from the head of the
head noun, i.e., ROOT — SBJ ADV VC.

Feature selection. Given the set of newly generated dependency-based feature templates, we
perform an automatic feature selection procedure that evaluates new feature templates and
conjunctions thereof. Specifically, we start from a seed set of templates and a pool of candidate
templates (including conjunctions). We then run a greedy forward selection, where we evaluate
the combination of the seed set with each of the templates from the candidate pool. In every
iteration the template that contributes the most (according to some metric) is removed from the
pool an inserted in the seed set. This process is repeated until the contribution of adding new
feature templates is below a certain threshold. For the feature selection we optimized towards
the CoNLL average (cf. Section 5 for details on evaluation metrics).
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4 Data sets and Dependency conversion

In the experiments we use the English data from this year’s CONLL Shared Task (Pradhan et al.,
2012). The data set comes from the OntoNotes project (Hovy et al., 2006) and features a multi-
layer annotation that includes, among other things, syntax, named entities, and coreference. In
the shared task, these additional annotation layers were available during training and testing as
well. In the testing case, only predicted versions of the additional layers are provided, based on
off-the-shelf tools that were trained on the training portion.

Since the official test set has not yet been released, we use the development set as test set. In
order to do feature engineering, we partitioned the documents in the training set into two sets —
75% used for training and 25% used for evaluation of new features.

To study the role of dependency information vs. phrase structure information in coreference
classification, we added two variants of dependency annotations to the training and development
sets. In the first variant, we use the dependency parser by Bohnet (2010), trained on the
OntoNotes parse trees run through the phrase-to-dependency conversion of Choi and Palmer
(2010). This conversion (henceforth Choi) takes advantage of the function labels in the phrase
structure annotation and produces a rich label set. For instance, subjects and objects are
distinguished by distinct dependency relations. In the same manner that the shared task data
was prepared, we created predicted dependency trees for both the training (using 10-fold
cross-validation) and the development sets using the Bohnet dependency parser (Bohnet,
2010).*

For the second variant, we created dependency trees automatically by converting the predicted
phrase structure trees that are provided in the CoNLL data set using the Stanford conversion (de
Marneffe et al., 2006), which uses rules for identifying phrase structure patterns for particular
grammatical relations, taking advantage of the configurationality of English. Since these trees
are converted from the predicted phrase structure trees, they are more likely to be synchronized
with the NPs that are used as mentions, i.e., NPs are more likely to form proper subtrees in the
dependency tree.

In conclusion, we experiment with three different syntactic annotations that are all predicted
on the test set: 1) Predicted phrase structure trees from the CoNLL 2012 Shared Task; 2)
Dependency trees obtained via the Stanford conversion when applied to the parse trees from 1);
3) Dependency trees obtained from the Bohnet parser that was trained on the Choi conversion
of the OntoNotes parse trees.

5 Experimental Setup and Results
For the experiments we built 5 different systems that differ only in their feature representation:

1. Baseline (BL) — Our system (Bjorkelund and Farkas, 2012) stripped of all syntax-based
features;

2. Reference (BL+PS) — Same as above, but including the syntax-based features, i.e., the same
system as in (Bjorkelund and Farkas, 2012);

3. Choi dependencies (BL+DT;,;) — The Baseline feature set, extended with dependency
features from a dependency parser (Choi-style);

4. Choi dependencies and phrase structures (BL+PS+DT,;) — The Reference feature set,
extended with Choi-style dependency features;

“Downloaded from http://code.google.com/p/mate-tools/
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5. Stanford dependencies and phrase structures (BL+PS+DTg,,,;) — The Reference feature set,
extended with dependency features from the rule-based Stanford conversion.

For systems 3, 4, and 5, the extended feature sets were computed by the automatic feature se-
lection procedure describe above. The baseline provides a lower bound on how well coreference
resolution can be accomplished without syntax-based features. Besides the baseline, system 3 is
the only one that does not make use of phrase-structure-based features. Hence, this system will
reveal the importance of phrase-structure-based features. Systems 4 and 5 allow us to measure
if the combination of features from both syntactic paradigms improves the performance of the
system. Finally, system 2 is a purely phrase-structure-based system with an already optimized
feature set. This is the reference system, and it provides an upper bound for using the standard
CoNLL annotation layers alone (i.e., not using any dependency-based features).®

Results. To evaluate the systems we use the official CoNLL scorer,® which computes several
metrics including MUC (Vilain et al., 1995), BCUB (Bagga and Baldwin, 1998), and CEAF (Luo,
2005). For completeness we also present end-to-end mention detection (MD) F-measure and the
CoNLL average, i.e., the unweighted arithmetic mean of MUC, BCUB and the entity-based CEAF
(CEAFE). To avoid clutter, and since precision and recall do not provide additional insights
for the discussion at hand, we only present the F-measures of the corresponding metrics. The
results of all systems on the CoNLL development set are presented in Table 1.

Sys. | Feature set MD MUC BCUB CEAFE | CoNLL
1 BL 73.64 | 65.64 70.45 45.43 60.51
2 BL+PS 7496 | 67.12 7118  46.84 61.71
3 BL+DTpo; 74.54 | 66.74 70.98  46.50 61.42
4 BL+PS+DTcpoi 75.23 | 67.69 71.48  47.02 62.07
5 BL+PS+DTgqns | 75.23 | 67.46  71.22  47.18 61.96

Table 1: Results on coreference task when varying the feature set.

The results indicate that syntax-based features play an important role when it comes to resolving
coreference. The baseline system, which does not use syntax in its feature set at all, is
outperformed by the all other systems by more than a point in almost all metrics. The difference
for all metrics is significant (p < 0.005).” Systems 2, 4, and 5 are all also significantly better
than system 3 (p < 0.05). The systems that use a combination of both phrase-structure-based
and dependency-based features obtain the highest scores, however compared to system 2, only
the improvement in MUC for system 4 is significant (p < 0.05).

Error analysis. General quantitative error analysis for end-to-end coreference resolution is
difficult, owing to the fact that the problem is ultimately a matter of evaluating partitionings
over sets that do not necessarily contain the same elements. However, manual inspection of the
alternative system outputs indicated that the systems using the combined feature set appeared
to be better at finding the correct antecedent for pronouns. A crude quantitative analysis is to
look at the links between a pronoun mention and its closest antecedent in the system output vs.
the gold standard. While link-based metrics for coreference resolution have been criticized (see
e.g. Luo (2005)), we believe that for pronouns they can still be an analytical device, since their
antecedents tend to be close.

5The system and feature templates are available at http://www.ims .uni-stuttgart.de/~anders
®Downloaded from http://conll.cemantix.org/2012/
7Using a paired t-test over the documents
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Specifically, for every pronoun in the gold standard, we regard the system output to be correct
if (i) the nearest predicted antecedent to the left belongs to the same cluster as the mention in
the gold standard; or (ii) if the mention is not part of a cluster in both the gold standard and
the system output.® Otherwise the system prediction is regarded as incorrect. Based on these
definitions, we computed the pronoun accuracy and broke down the results by by pronoun type,
as shown in Table 2. The bottom-most row shows the total number of occurrences of each type.

System | Feature set Standard  Possessive  Reflexive All

1 BL 68.47 68.65 69.07 68.51
2 BL+PS 69.35 71.00 68.04 69.64
3 BL+DTpo; 68.95 69.86 65.98 69.09
4 BL+PS+DTcpoi 70.00 71.63 7423 70.35
5 BL+PS+DTg,qnf 69.51 71.69 69.07 69.91
Total 7,497 1,745 97 9,339

Table 2: Accuracy on pronouns.

The trends are similar to the improvement in the general coreference metrics. The difference
between the non-syntax-based baseline system (1) and the reference system (2) is for all
pronouns about 1% absolute. Note however that the improvement from system 2 to system 4 is
not far behind with 0.7% absolute. This improvement is statistically significant (p < 0.005),
as well as the improvement of system 5 over system 2 (p < 0.05). Our interpretation is that
the small improvement in the coreference metrics (cf. Table 1) stems mostly from improved
handling of pronouns.

6 Discussion and Conclusion

Starting out from a state-of-the-art coreference system for English, we experimented with
phrase structure vs. dependency features for coreference resolution, studying effects on end-
to-end performance (as shown in Table 1). On their own, dependencies (as in system 3) are a
significantly weaker source of information than phrase structure (as in system 2) for coreference
resolution in English. This is not too surprising since certain characteristics of grammatical
binding domains are not captured in the latter system’s dependency path information.

It also seems like like information from phrase structure and dependencies is orthogonal:
although not significant overall, a combination yields better results (as in systems 4 and 5)
than using phrase structures alone (system 2). System 4, with its independently obtained
phrase structure and dependency structure, has the best performance overall according to most
end-to-end metrics, and significantly so for the accuracies on pronoun links (compare Table 2).

It is worth noting that system 5, which uses “just” configurational patterns to identify and
label grammatical relations in the predicted phrase structures already present in system 2,
outperforms the latter according to all metrics. This means that the phrase-to-dependency
conversion seems to add signals to the data that the system’s machine learning cannot distill
from phrase structure alone — despite intense feature selection. This is an interesting result
for English as a highly configurational language: It is easier to learn generalizations over
grammatical constraints on coreference when grammatical relations are explicitly provided.
It can be expected that for other, less configurational languages, an even more pronounced
difference can be observed. We plan to study this in future work.

8We ignore cataphoric pronouns since they do not have any antecedents to the left and it is not obvious how to
include these in the evaluation. These cases are, however, rare and account for only about 3% of the pronouns in the
test set.
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Abstract

In this paper, we investigate whether the social goals of an individual can be recognized
through analysis of the social actions indicated by their use of language. Specifically, we
focus on recognizing when someone is pursuing power within a web forum. Individuals
pursue power in order to increase their control over the actions and goals of the group.
We cast the problem as social conversational entailment where we determine if a dialogue
entails a hypothesis which states a dialogue participant is in pursuit of power. In the
social conversational entailment framework the hypothesis is decomposed into a series of
social commitments which define series of actions and responses that are indicative of the
hypothesis. The social commitments are modeled as social acts which are pragmatic speech
acts. We identify nine culturally neutral psychologically-motivated social acts that can be
detected in language and are indicative of whether an individual is pursuing power. Our
best results using social conversational entailment achieve an overall F-measure of 79.7%
for predicting pursuit of power for English speakers and 78.3% for Chinese speakers.

Keywords: dialogue, power, social actions, entailment, online communication, culture,
norms.
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1 Introduction

Social media has empowered the masses by allowing individuals to participate in a variety of
group projects which impact the future of society. Sites like Wikipedia allow anyone to edit
content that is used the world over for resolving debates and informing science. Because
of the influence of these sites, many contributors pursue a high-power role giving them
control over the site’s content and the goals and actions of other contributors. Traditionally
research has focused on inferring whether individuals are already in power through such
means as social network analysis or more recently through the language those in power
employ (Bramsen et al., 2011; Danescu-Niculescu-Mizil et al., 2012). However, the dialogue
taking place on these sites provide a richer source of observations on the interaction
patterns of individuals and in particular how individuals pursue power. By analyzing and
characterizing these observations, models of these pursuits of power can be built which can
provide important information about the dynamics of the group and its evolving leadership
structure. To accurately infer if an individual is pursuing power, we must address three
main questions:

(1) What characterizes the language of individuals pursuing power?
(2) Can these characterizations be captured automatically?
(3) What impact does culture have on the characterization of pursuit of power?

In order to answer these questions, we must first define what it means for an individual to
pursue power. Power is a nebulous topic whose meaning differs depending on the domain
and the context. For the purposes of this paper, we have defined the pursuit of power for
online discussions, such as those on Wikipedia, as repeated attempts by an individual to
increase their status and to control the actions and goals of others. As an example let us
examine the dialogue in Figure 1 which illustrates a pursuit of power by participant B.

A) B ... contrary to your edit summary, your deletion of over 4,000 bytes of material is not explained on the talk page.

Please cease and desist. It is vandalism to delete sourced information relevant to the topic at hand. As an editor states

directly above, it is more beneficial to add to the article than to delete material that is reliably sourced. Please do so.
B) The explanation is right above - read it, and stop claiming this is vandalism when it is not.

A) There is no explanation from you above, only (with regret) some hyperbole. As the editor writes above: “It
goes without saying that examples of use should be included. It can be expanded later. Add more material rather than
deleting.” Please cease deleting this material without consensus.

B) Please read more carefully. The explanation is there. Your repeated claims of vandalism are uncivil - stop them.
C) I tend to agree with B this article is not from a neutral point of view.

Figure 1: Example conversation in which participant B is pursuing power.

As the dialogue in Figure 1 illustrates the understanding of social phenomena is less about
the content of the information exchanged and more about the social actions and intentions
of the participants. Building on the work done in textual entailment (Bar-Haim et al., 2006;
Dagan et al., 2005; Giampiccolo et al., 2007; Hickl, 2008) and conversation entailment
(Zhang and Chai, 2010), we cast the problem of implying the social phenomena, e.g. pursuit
of power, exhibited by participants in a dialogue as social conversational entailment. Textual
entailment has focused mainly on the information, often factual, distilled in monologue.
Conversation entailment extended this to the information exchanged in conversation. In
contrast, social conversational entailment focuses on the social phenomena exhibited by the
participants in the conversation through examination of their social intentions and goals
which are captured through social acts. The intentions and goals informs the why and
constrains the how information is exchanged. For example, in Figure 1 the information
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exchanged by B was to support his desire to gain power and control the content of the
Wikipedia article. Additionally, B’s actions influenced A to communicate in such a way as
to try to stave off B’s potential gain in power.

In this paper, we explore building social conversational entailment models to entail hy-
potheses about whether or not an individual is pursuing power. We focus on groups
communicating in English and Chinese on Wikipedia talk forums. We then turn our focus to
how cultural differences exhibit themselves in the characterization of pursuit of power.

2 Related Work

Work in the area of social relationship extraction can be divided into several areas. The
field of socio-linguistics boasts well-established studies of interpersonal relationships. For
example, Eggins and Slade (1997) present a thorough linguistic analysis on causal conver-
sations that covers topics such as humor, attitude, friendliness, and gossip. Other studies
have examined how individuals vie for power in meetings and the work place (Keller, 2009;
Owens and Sutton, 2001). These studies have shown that status differences can have a
large effect on how a particular individual will seek power. Further, work on the effects of
power on cognition has shown that individuals with power use language differently than
lower status individuals (Smith and Trope, 2006) has provided insights on how pursuits of
power may be characterized.

Recently work in natural language processing has been conducted to identify the relative
status of individuals through automated analysis of their language. Bramsen et al. (2011)
looked for the presence of upspeak (speech directed towards individuals of higher status)
and downspeak (speech directed towards individuals of lower status) within the Enron
email corpus using an n-gram based approach combined with human-engineered features.
They achieved an accuracy of 78.1% for detecting the relative status difference between
individuals. Additionally, Danescu-Niculescu-Mizil et al. (2012) examined the use of
coordination, often referred to as mimicry, for inferring power relationships. In contrast
to identifying a static social relationship between individuals, we look at detecting an
individual’s intentions to manipulate an existing social relationship.

There is a long history of work in discourse understanding that focuses on understanding
the pragmatics of the discourse. More recent work has focused on inferring information,
such as conversational intent, about the discourse participants. Zhang and Chai (2010)
introduced conversation entailment, which is designed to answer a variety of hypotheses
about dialogue participants. The hypotheses can be about factual information, beliefs and
opinions, desires, or communicative intentions. Additionally, work in textual entailment
has used discourse commitments, which are general beliefs held by the author of the text
and hypothesis (Hickl, 2008). In contrast, we focus on social conversational entailment,
which uses social commitments, for inferring the social roles, relationships, and intentions of
dialogue participants through analysis of their social acts as signaled through the dialogue.

3 Social Conversational Entailment for Pursuit of Power

Power is exhibited in many forms, through physical intimidation, wealth (money, physical
resources, or knowledge), or position within a hierarchy. There are variety of methods to
pursue power. Moreover, because of the shear variety of methods to pursue power, it is
difficult to develop a robust cross-domain text-based recognition approach to identify those
who are in pursuit. Instead, we focus on detecting differences in the way people use language
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when they are attempting to pursue power. We look to mimic human understanding of
power and follow the non-conscious cues provided within a dialogue. We model social
conversational entailment for pursuits of power after work in speech act recognition (Stolcke
et al., 1998) and language modeling (Niederhoffer and Pennebaker, 2002) using social
conversational entailment. The task of social conversational entailment is defined as follows:

Given a dialogue (D) and a hypothesis (H) about one ore more participants, the goal is to
determine if D entails H.

Hypotheses in social conversational entailment describe the role (e.g. leader) or action (e.g.
pursuing power) of a participant whom we label the central individual or the relationship
(e.g. collegial) between two or more participants whom we label the central group. In this
paper, we focus solely on the action of pursuing power for a single central individual. A
pursuit of power hypothesis is in the form of: Person A is pursing power.

A pursuit of power hypothesis is decomposable into a number of social commitments. These
social commitments represent patterns of action that individuals pursuing power are likely
to perform as well as the responses elicited by those actions from others towards those in
pursuit. We capture the actions performed by participants as social acts. Social acts are
pragmatic speech acts that signal a dialogue participant’s social intentions. The social acts
used to identify pursuits of power are discussed in section 4.

The model for social conversational entailment is based on the social commitments and
social actions. More formally, given a dialogue D which is represented as a series of social

acts si,. .., Sm, performed by the central individual and others directed toward the central
individual, and a hypothesis H which is represented as a number of social commitments
c1,...,Cn, the prediction of whether D entails H is approximated as:

P(D = H| D, H)
:P(nD Eci,...,en|Dyer,y . )
1 R
i=1 S1y..+.,8m Ci|S1y -3 Sm, Ci

One way in which we can model the social commitments is a Markov process over the social
acts. Social commitments then become chains of social actions which represent prominent
patterns associated with individuals pursuing power. Assuming the Markov process, we can
approximate the probability of D entailing H as:

P(DEH|D, H) O(HP(S'i‘SZ‘+77L717~~~7'9i71)

i=1
We can further simplify the model by making a first order Markov assumption, which results
in: "
P(DH|D, H) « ] P(silsi-1)
i=1
The entailment model is then built from a corpora of positive entailments, i.e. where

D entails H, using Kneser-Ney smoothing (Chen and Goodman, 1996). Dialogues with
probabilities over some threshold 7 given the entailment model have a sufficient alignment
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with the social commitments to entail the hypothesis One potential problem is that the
model can be overwhelmed by repeated exhibition of social and cultural norms which
participants follow through the normal course of a conversation. The conflation of these
norms with true social commitments hinder the accuracy of the inference as the norms are
not a sign of pursuit of power.

3.1 Social and Cultural Norms

In order to accurately infer social phenomena it is critical to take into account social and
cultural norms. It is often through the violations of these norms that social phenomena,
such as pursuing power, are witnessed. The accurate depiction of social and cultural norms
is an entire field of research upon its own. Instead of completely addressing this complex
topic, we look to only roughly determine the norms as portrayed by participants in a corpus.

By building a model around the actions of participants who do not entail the pursuit of
power hypothesis, we can capture aspects of the social and cultural norms. We call this the
background model. The background model is built in the same manner as entailment using
the following equation:

m
P(D H|D,H) <[] P(silsi-1)

i=1
The data used for building the model are negative entailment examples, i.e. dialogue D in
which the central individual is not pursuing power. As the diversity of genre and amount
of conversations used for training the background model increases it will more accurately
portray the social and cultural norms. By combining the entailment and background models,
we can more accurately model the characteristics of pursuit of power and better infer if a
participant is pursuing power.

3.2 Inference

We combine the entailment and background model in order to determine if a dialogue D
entails a hypothesis H. We predict D entails H when:

P(DEH|D, H)

B S R B =4
P(D H| D, @) P

Bo+Bi-P(DEH|D, H)+ - P(D H| D, H)+ f33-
where fy, - - -, f3 are weights controlling the effect that the entailment and background
model have in predicting if an individual is in pursuit of power. The 3, weight is the bias
and acts as a prior on the likelihood of a participant to pursue power in the training data.
The weights are learned using a linear regression model over the training data. Examples of
entailment are assigned the value of 1 and examples of non-entailment are assigned the
value of 0 making the final equation result in a probability.

4 The Social Actions of those who Pursue Power

Because individuals rarely explicitly state their intent to pursue power in text, we must look
for reflections of their social intentions through their language. We use social acts which
are pragmatic speech acts to capture the dialogue participants’ social intentions. Social acts
are specifically designed to take into account participants’ social cognition which constrains
their dialogue facilitating the inference of their social goals from their communication.
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Agreement Statements made to indicate a sharing of view
about something another member has said or
done.

Challenge Attempts to discredit or raise doubt about an-

Credibility other group member’s qualifications or abilities.

Disagreement Statements made to indicate differences in view

Acts by Group

Group Affordance

Agreement Managerial Influence about something another member has said or
done.
Establish Statements made demonstrate knowledge or
" """""""""" v Credibility personal experience in order to look better in
Challenge Credibility Leadership Avoidance the eyes of the group.
R > i Group Use of honorifics and deference to show respect
- Affordance  and esteem for another group member.

Leadership  Attempts to avoid being in a position of control
L ) . Avoidance over the group.
eadership Traits - - — —
Establish Credibilit Leadership  Common linguistic signs that a person is in
Y . .
Traits power, such as extroversion and locus of con-
trol.

Acts by Central Individual Managerial ~ Statements made to control the discussion with
Influence the goal of increasing sway over the group.
(a) Ladder model of the path to power. Social | Solidarity Statemc;nts madt_e to ;tren_gthen the group’s

. . . sense of community and unity.
acts on the left are directed towards the indi- 2 %
vidual and those on the right are made by the (b) The set of nine social acts that capture social

individual. moves by individuals pursuing power.

We base our list of nine social acts on the reciprocal influence model of power developed
by Keltner et al. (2008), shown in Figure 2a. The employment of social acts by the central
individual and the group facilitate a change in the central individual’s level of power within
the group. For example, the use of Leadership Traits by the central individual moves her up
the ladder, i.e. increasing her level of power, whereas if a member of the group employs
Challenge Credibility it lessens the central individual’s level of power. The complete set of
nine social acts with their definition is shown in Figure 2b. A more in-depth discussion on
social acts and these in particular can be found in Bracewell et al. Bracewell et al. (2012).

5 Data Collection

We constructed a corpus consisting of English and Chinese Wikipedia talk pages. Each
Wikipedia talk page is a threaded discussion and is associated with a Wikipedia article.
The talk pages provide a forum for users to discuss and debate the content of the target
article as well as propose, vote, an denounce changes to the content. We collected a total of
149 English and 401 Chinese Wikipedia talk discussions whose associated articles covered
a wide domain of topics. Within these discussions there were a total of 778 and 3,476
participants respectively for English and Chinese. Each discussion was annotated by three
to five annotators, which included annotation of every individual in the discussion as either
pursuing or not pursing power.

We employed both in-house and Mechanical Turk annotators. Annotator training consisted
of the definition for pursuit of power and example questions to test understanding of the
definition. The Mechanical Turk annotators were further tested to judge their language
ability. An annotation was said to have agreement when all or all but one annotator chose
the same answer, i.e. 2 out of 3, 3 out of 4, or 4 out of 5 chose yes for pursuit of power.
For English, we had agreement rates of 76.0% for our in-house annotators, 67.5% for our
Mechanical Turk annotators, and 70.0% combined. For Chinese, we had agreement rates of
85.6% for our in-house annotators, 80.0% for our Mechanical Turk annotators, and 82.8%
combined.
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6 Experimental Results

For experimentation, we used a standard 80/20 split over the data discussed in section 5,
where 80% of the participants were used for training and 20% of the participants were used
for testing. We focused our experiments to determine the validity of the social conversational
entailment model and of using social acts over a purely lexical approach.

As an alternative to the social conversational entailment model, we examined the use
of a Support Vector Machine (SVM) classifier using a linear kernel. SVMs have shown
promise for such related tasks as the recognition of dialogue acts (Hu et al., 2009) and the
identification of social status (Bramsen et al., 2011). We compared the effectiveness of the
social acts for inferring pursuits of power to a purely lexical approach. For the SVM model
we extracted n-grams from the utterances of the central individual'. We pruned the list
of n-grams using information gain. We tested with different size n-grams, but report here
only the best results which were obtained using a combination of unigrams and bigrams.
For conversational entailment, a text was generated based on the utterances of the central
individual and others in the group responding to the central individual. The origin, i.e.
central individual or other, was denoted using a special symbol prepended to the words.
For both models punctuation and symbols were removed and cardinals and proper nouns
replaced with generic tags (<CARDINAL> AND <PROPERNOUN>). The results of the
experiments are presented in Table 1 for English and Table 2 for Chinese.

. SVM SCE
English N-Gram | Social Acts | N-Gram | Social Acts
Pursuing Power 66.2% 79.6% 53.1% 81.4%
Not Pursuing Power 72.7% 63.6% 64.7% 77.8%
( Micro-Avg. [ 698% | 738% | 59.7% | 79.7% |

Table 1: Resulting F-measure for entailing pursuits of power in English using support
vector machines (SVM) and social conversational entailment (SCE) with either word-based
n-grams (N-Gram) or social acts as features.

Chinese SVM SCE
N-Gram | Social Acts | N-Gram | Social Acts
Pursuing Power 42.7% 87.2% 1.1% 75.6%
Not Pursuing Power 60.2% 78.8% 28.0% 80.6%
[ Micro-Avg. [ 53.0% | 840% | 166% | 783% |

Table 2: Resulting F-measure for entailing pursuits of power in Chinese using support
vector machines (SVM) and social conversational entailment (SCE) with either word-based
n-grams (N-Gram) or social acts as features.

As can be seen in Tables 1 and 2 using social acts performed better than n-grams for SVM
and social conversational entailment. This suggests that social acts capture an intermediate-
level concept between words and the social phenomena which provide better evidence
for entailing pursuit of power. Chinese saw the biggest boost where the use of social
acts brought increases in F-measure of 31% and 61.7% respectively for SVM and social
conversational entailment. For English the use of social acts brought increases of 4% for the
SVM and 20% for the social conversational entailment model. For both models n-grams
worked better for inferring pursuits of power in English than for pursuits of power in Chinese
(similar findings are seen in text categorization, see Suzuki et al. (2010)).

IWe tried to incorporate information from the other speakers who were replying to the central individual, as is
done with social acts, but this resulted in an inability to identify any positive instances of pursuit of power.
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7 Discussion

The pursuit of power is a social construct that embodies significant cultural differences,
and thus it is exhibited differently across cultures and languages. In order to judge the
cultural impact on pursuits of power in Wikipedia discussions, we examined the differences
in social acts. The first social act by individuals in pursuit of power is strikingly different
between the Wikitalk discussions in Chinese and those in English. For discussions in Chinese
an individual who starts the conversation with group affordance, such as honorifics and
respectful sentiments, is most likely pursuing power. Also of interest is that Leadership
Avoidance is seen as more likely to entail pursuit of power in Chinese and English. The
difference, however, is in how Leadership Avoidance is employed with respects to other social
acts. In discussions communicated Chinese, an individual normally exhibits Leadership
Avoidance after establishing credibility or through a managerial act. Both of these previous
social acts are generally strong indicators that an individual is not pursuing power, however
the act of Leadership Avoidance, often manifested through order negation, makes it more
likely that the individual is pursuing power.

While we cannot draw any strong conclusions on the exact path individuals follow when
pursuing power or make overarching statements about the cultural differences, we can state
that there are clearly differences in pursuing power in Wikipedia between groups commu-
nicating in English and Groups communicating in Chinese. We leave for future research a
deeper study on how to accurately capture these differences through improvements in social
act identification and the social conversational entailment model. The cultural differences
need not be across language, but also exist within a single language, e.g. mainland China
vs. Taiwan. By capturing these cultural differences, we believe we can improve the social
conversational entailment model as we can better identify the social cultural norms for each
individual in the dialogue.

Conclusion

We have shown that is possible to model pursuits of power by individuals in Wikipedia
discussions using social conversational entailment. Social conversational entailment answers
hypotheses around social roles, relationships, and intentions of individuals in a dialogue.
The entailment is validated by fulfilling social commitments, which are culturally dependent
mappings of social acts onto social phenomena, such as pursuit of power. The social acts
are pragmatic speech acts that capture the social cognition of dialogue participants and are
detected through language usage. We have studied the cultural differences in how pursuit
of power is exhibited in English and Chinese Wikipedia discussions. We have found that the
entailment models of pursuit of powers differ greatly between the two cultures.
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ABSTRACT

This paper tackles the problem of polar vocabulary ambiguity. While some opinionated
words keep their polarity in any context and/or across any domain (except for the
ironic style that goes beyond the present article), some other have an ambiguous
polarity which is highly dependent of the context or the domain: in this case, the
opinion is generally carried by complex expressions (“patterns”) rather than single
words. In this paper, we propose and evaluate an original hybrid method, based on
syntactic information extraction and clustering techniques, to learn automatically such
patterns and integrate them into an opinion detection system.

TITLE AND ABSTRACT IN FRENCH

A’pprentissage de patrons polarisés pour la détection contextuelle
d’opinions

Cet article se penche sur le probleme de I’'ambiguité du vocabulaire de polarité. Alors
que certains mots conservent la méme polarité dans n’importe quel contexte ou
domaine (a I’exception du registre ironique qui va au-dela du présent article), d’autres
ont une polarité ambigué dépendante du contexte ou du domaine : dans ce cas I'opinion
est portée par des expressions complexes (patrons) et non des mots isolés. Dans cet
article, nous proposons et évaluons une méthode hybride originale, utilisant de
Iinformation syntaxique et des techniques de « clusterisation », pour apprendre
automatiquement de tels patrons et les intégrer a un systéme de détection d’opinions.

KEYWORDS: opinion detection, polar vocabulary ambiguity, hybrid method
KEYWORDS IN FRENCH: détection d’opinions, ambiguité du vocabulaire de polarité,
méthode hybride
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Introduction

A fundamental task in opinion mining is classifying the polarity of a given text,
sentence or feature/aspect level to find out whether it is positive, negative or neutral.
Different methodologies using NLP and machine learning techniques are used for this
purpose. The most fine grained analysis model is the feature based sentiment mining
method. Feature based opinion mining aims at to determining the sentiments or
opinions that are expressed on different features or aspects of entities (e.g. [Bloom et al.
2007D.

The context of this paper is the development of a feature-based opinion mining system,
for French. One of the essential tasks in the course of this development is the
acquisition of polar vocabulary, for which one encounters almost immediately the
problem of polarity ambiguity. In the present paper, we try to address this particular
problem: while some opinionated words keep their polarity in any context and/or
across any domain (except for the ironic style that goes beyond the scope of the present
article), some other have an ambiguous polarity and are highly dependent of the
context or the domain. In this case, the opinion is generally carried by complex
expressions rather than single words. Let’s illustrate this problem with some French
examples:

e An adjective like “hideux” (hideous) can be considered to have a negative
polarity in any context and any domain;
e An adjective like “merveilleux” (wonderful) can be considered to have a
positive polarity in any context and any domain
e On the contrary, an adjective like “frais” (fresh) in French might have different
polarities depending on context and domain :
o In the context “avoir le teint frais” (to have a healthy glow), “frais”
has a positive connotation
o In the context « un accueil plutét frais » (a rather cool reception)...
“frais” has a negative connotation
o In the context un “poisson bien frais (a fresh fish) « frais» has a
positive connotation
e An adjective like “rapide » (rapid, fast) in French might also have different
polarities depending on context and domain :
o In the context “'impression est rapide” (the printing is fast), “rapide”
has a positive connotation
o In the context “un résumé rapide” (a short summary), “rapide” is
rather neutral.
e Etc.

When building an opinion detection system, it is necessary to be able to disambiguate
these polar expressions and associate them the adequate polarity, i.e. positive or
negative, according to the context. In this paper, we focus on the extraction of
contextual patterns that carry a given polarity. In other terms, we try to automatically
detect the polarity of a term according to the context, i.e. learn contextual polarity
patterns, for ambiguous polar adjectives.
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After a short review of the related work, we briefly describe our feature based opinion
detection system, and then we present the methodology we propose to acquire
opinionated patterns, which is based on syntactic information extraction combined with
simple clustering techniques. We then show how we have integrated the learned
patterns into our opinion detection system, and finally evaluate the benefits of this
integration.

Related Work

In the literature about opinion mining, there is a considerable number of works aiming
at associating polarity to single words. For example SentiWordnet (Baccianella at al.
2010) is a resource aiming at associating polarity scores to WordNet synsets. Many
works try to classify polar adjectives, like for example (Vegnaduzzo 2004) who
proposes a distributional method to classify polarity adjective using a small seed of
polar adjectives. For French, (Vernier and Monceaux 2010) present a learning method
relying on the indexing of Web documents by a search engine and large number of
linguistically motivated requests automatically sent. There is considerably less attempts
to address the problem of associating polarities to larger expressions, and in particular
pairs of words in a given syntactic relation, as we propose here. (Wilson et al. 2005),
noticed that polar vocabulary have a “prior polarity” that can change according to the
context (negation, diminishers such as “little”, “less”,etc). They learn such contexts by
performing classification using various features and an annotated corpus. In the present
paper, we focus on different kind of patterns (noun-adj) and also use a different
methodology since we only use the marks given to reviews by users and data
automatically annotated with our rule-based system to perform the clustering step.
(Riloff et al. 2003) propose a bootstrapping process that learns linguistically rich
extraction patterns for subjective (opinionated) expressions. High-precision classifiers
label are used on un-annotated data to automatically create a large training set, which
is then given to an extraction pattern learning algorithm. The learned patterns are then
used to identify more subjective sentences. The bootstrapping process learns many
subjective patterns and increases recall while maintaining high precision. While it as
some similarities with the work proposed in this paper, is also quite different since they
try to learn opinionated syntactic patterns while we try to learn opinionated pairs of
words, contextually dependent in a given syntactic relation. They also make use of
annotated data, while we only use the marks given to reviews by users and data
automatically annotated with our rule-based system in order to perform the clustering
step.

Our Opinion Detection System

The opinion detection system we build relies on a robust deep syntactic parser, c.f. (Ait-
Mokhtar et al. 2002), as a fundamental component, from which semantic relations of
opinion are calculated. Having syntactic relations already extracted by a general
dependency grammar, we use the robust parser by combining lexical information about
word polarities, sub categorization information and syntactic dependencies to extract
the semantic relations. The polarity lexicon has been built using existing resources and
also by applying classification techniques over large corpora, while the semantic
extraction rules are handcrafted, see (Brun 2011) for the complete description of these
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different components. At this step of development of the system for the French
language, we have built generic rules for extracting opinion relations and a generic
polar lexicon containing elements that can be considered as non ambiguous in terms of
polarity. The work described in this paper aims at enriching this system with patterns
that disambiguate ambiguous polar terms according to their context of appearance.

Learning Opinionated Patterns

As said in introduction, our goal is to try to automatically detect the polarity of a term
according to the context, i.e. learn contextual polarity patterns, for ambiguous polar
adjectives. We focus on NOUN-ADJ expressions, where the adjective is qualifying the
noun and that can be mainly found in texts within two types of expressions, adjectives
in modifier (1) or attribute (2) position:

(1) «un accueil sympathique », ... "a sympathetic reception”)
(2) «la cuisine est inventive », le service est lent, ... (« the cooking is inventive »,
« the service is slow »)

To perform this task, we first collect a large corpus of customer reviews from the web,
where such opinionated patterns can be found. We then use a robust syntactic parser to
extract the candidate patterns, i.e. the modifier and attribute relationships presented
above. We apply clustering techniques to group automatically the pattern according to
their polarities. These different steps are detailed in the remaining of this section.

Corpus Selection

We have extracted a large corpus of online user’s reviews about restaurant in French,
extracted from the web site (http://www.linternaute.com/restaurant/). The reviews in
html format have been cleaned and converted into xml format. Here’s an example of
such review, which contains a title (the name of the restaurant), and one or more user
reviews containing the user rating of the restaurant and a free text comment:

<review>

<title> Brasserie André, restaurant gastronomique a Lille</title>

<userreview>

<rating>3</rating>

<comment> Trés bonne adresse, les salades sont copieuses, le coin retiré de la circulation, rapport qualité
prix trés correct. </comment>

(Very good place, salads are substantial, the place is far from traffic, value for money quite correct.)
</userreview>

<Ireview>

The corpus we have collected contains 99364 user’s reviews about 15473 different
restaurants, i.e. 260 082 sentences (3 337 678 words). The repartition of the reviews
according to the rating given by the users is shown on table 1. We consider that reviews
rated from O to 2 are negative and that reviews rated from 3 to 5 are positive.
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User’s rating o/5 |1/5 |2/5 |3/5 4/5 5/5 total

Number of reviews | 2508 | 8810 | 7511 | 14142 | 41382 | 25011 | 99364

TABLE 1 — Repartition of reviews according to user’s rating

Pattern Extraction

In order to extract the patterns we aim at classifying as positive or negative, we use the
robust syntactic parser presented in section 2, which detects such relations (attribute
modifier relations between noun and adjectives). Moreover, as this work aims at
improving an opinion detection system, we also use the opinion detection component
we have developed on top of this robust parser (see (anonymous_reference)). We filter
out patterns that are already marked as positive and negative by the opinion detection
system (because they contain single polar terms that are already encoded in the polar
lexicon of the system) and keep only the patterns that do not carry any information
about polarity. The parser outputs syntactic relations among which we select the noun-
adj modifiers and noun-adj attributes. We then count the number of occurrences of
these relations within reviews rated 0, 1, 2, 3, 4 and 5. Moreover, we use the existing
opinion detection system presented previously in order to also count the number of
time a given pattern co-occurs with positive opinions and with negative opinions, on
the whole corpus of reviews. Some examples of the results are shown in table 2:

Review rating | 0/5 | 1/5 2/5 | 3/5 4/5 | 5/5 | Frequencies of | Frequencies of
co-occurring co-occurring
positive negative

Noun,adj patterns._| Frequencies of patterns within reviews opinions opinions
addition, convenable 0 0 0 1 1 0 6 0
estomac, solide 2 0 0 0 0 0 5 0
service, minimum 1 4 5 3 0 0 21 11
service, lent 30 87 71 71 64 10 707 399
service, rapide 0 1 2 2 6 6 55 7

TABLE 2 — Frequency counting for some example noun-adj patterns

We end up with a list of 29543 different NOUN-ADJ patterns together with their
number of occurrences per type of reviews as well as the number of co-occurring
positive and negative opinions within the whole corpus.
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Clustering

In this step, we aim at clustering together the patterns to group them according to their
polarity. We use the frequencies per type of review and the number of co-occurring
positive and negative opinions previously extracted as features for clustering
algorithms. We use the Weka software (Hall et al. 2009) that embeds a collection of
machine learning algorithms for data mining tasks, among which clustering algorithms.
We tested several algorithms and choose to use the Kmeans' algorithm. We
experimentally try several numbers of clusters as target for the algorithm, as we have a
relatively large number of data to cluster (~30 000 patterns). We needed to have a
trade-off between number of clusters and precision of the results: a too small number of
clusters gives imprecise results, a too large number of clusters is difficult to evaluate
and useless (for example starting from N=60 clusters, a lot of clusters contain only 1
element, which is not interesting). We found this trade-off with a number of 50 clusters,
that we reorder from the smallest to the largest, since the smallest clusters are the more
accurate and contain the most frequent elements. Here is the content of the very first
clusters (with the associated numerical features):

Clusterl (5 elements) :

prix,élevé,41,77,45,57,62,15,541,321 (high,price)
service,lent,33,107,92,95,80,13,707,399 (service,slow)
attente,long,31,69,70,50,60,14,521,342 (wait,long)
service,long,69,280,233,255,218,37,1637,1012 (service,long)
accueil,froid,35,95,53,33,29,3,297,223 (reception,cool)

Which is clearly a cluster of expressions with negative polarity;

Cluster2 (9 elements) :

cuisine,simple,4,25,56,225,362,109,1910,133 (cooking,simple)
restaurant,petit,8,26,32,213,608,244,2286,182 (restaurant,small)
produit,frais,7,24,45,246,1049,637,5138,324 (product,fresh)
prix,abordable,3,11,17,102,363,250,2117,101 (price,affordable)
service,rapide,22,72,117,478,1180,433,5920,514 (service,fast)
cuisine,original,2,10,23,115,451,210,1949,115 (cooking,original)
service,efficace,7,19,31,142,451,140,2337,177 (service,efficient)
resto,petit,4,7,30,152,404,187,1739,98 (resto,small)

cuisine,traditionnel,5,12,28,161,427,169,1814,108 (cooking traditional)
Which is clearly a cluster of expressions with positive polarity;

Cluster3 (10 elements):

poisson,frais,2,5,8,44,155,82,775,71 (fish,fresh)
ambiance,familial,2,1,5,43,155,88,719,48 (atmosphere, family)
cuisine,fin,3,4,10,58,309,152,1336,61 (cooking,delicate)
oeil,fermé,1,3,1,13,119,170,1150,54 (eyes,shut) ~blindfolded

! There might be alternative clustering algorithms, we use this one because it was accurate and fast and gave.

170



choix,grand,1,3,15,49,233,70,924,43 (choice,large)

plat,original,3,6,19,60,198,104,1067,85 (dish,original)
choix,large,3,10,9,59,194,66,865,50 (choice,large)
salle,petit,11,18,22,93,191,59,1129,180 (room,small)
service,discret,2,6,19,51,191,77,1143,74 (service,discreet)
carte,varié,1,13,18,82,288,123,1273,65 (menu,varied)

Which is clearly a cluster of expressions with positive polarity; etc.

We validated the first 14 clusters, by counting the number of elements of the cluster
that have the polarity of the whole cluster. We stopped evaluating at this stage since
the accuracy started to be low as well as the corpus frequencies of the elements of the
clusters. Thanks to this validation, we end up with a list of 151 positive patterns and
118 negative patterns, i.e. a total of 269 opinionated frequent NOUN-ADJ patterns.

Integration within the Opinion Detection System

At the end of the previous step, we have collected and validated clusters of patterns and
associated them a positive or negative polarity. We then inject these results in our rule-
based opinion extractor by automatically converting these patterns into rules (in the
dedicated format of our robust parser). For example a pattern like “service,lent”, which
belongs to a negative cluster (clusterl showed before), is automatically converted into
the following rule:

|#1[lemma:”lent”, negative= + |
If ( ATTRIB(#2[lemme : « service »],#1) | ADJMOD(#2[lemme : « service »],#1))

This rule assigns the semantic feature « negative » to the adjective “lent”(#1) (“slow”),
if and only if this adjective is in attribute or modifier relation with the noun
“service”(#2), (“service”). Then, the opinion detection component that is applied
afterward benefits from these polar rules to extract opinion relations accordingly.

Using these rules, if the input sentence is: “Le service est lent.” (the service is slow), the
system extracts a negative opinion relation : OPINION[negative](service,lent). While if
the input sentence is: “La cuisson doit etre lente.” (the cooking should be slow), the
system does not extract any opinion relation, because the association “cuisson, lente” is
rather neutral.

It is quite straightforward to convert automatically the clustered validated patterns into
this kind of rules that then can be applied on top of the parser, and integrated into the
opinion detection module. This specific parsing component contains 269 such rules.

Evaluation

In order to evaluate the impact of the learned opinionated rules on the overall
performance of the opinion detection system, we compare the application of the system
to review’s classification task, with and without including the new resource. The corpus
we have collected can be considered as annotated in terms of classification, since the
user gives an explicit mark: 0, 1, 2 = negative and 3, 4, 5 = positive. We use the
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relations of opinions extracted by our system to train a SVM binary classifier
(SVMLight, Joachims 1999) in order to classify the reviews as positive or negative. The
experimental setup? consists in 25000 reviews extracted randomly from the initial
corpus to train the SVM classifier, 3500 reviews extracted randomly for validation and
3500 reviews extracted randomly for testing. The SVM features are the relations of
opinion on a given target concept and their values are the frequencies of these relations
within a given review, e.g. OPINION-POSITIVE-on-SERVICE:2, OPINION-NEGATIVE-on-
CUISINE:1 , etc. Using this information, we evaluate the system ability to classify
reviews according to an overall opinion, and we run exactly the same test with the
same data, respectively with and without the integration of our new learned resource of
opinionated patterns. The following table shows the results we obtain on the test set.

Test set positive negative Total
reviews reviews reviews

Number 1750 1750 3500

Accuracy of the classification : system | 81,6% 78.6% 80.1%

without the learned resources (~baseline)

Accuracy of the classification : system | 85.7% 83.1% 84.4%
including the learned resources

TABLE 3 — Results on review classification task

Both results are in line with state of the art results, obtained for similar classification
tasks, cf. (Pang et al. 2002) or (Paroubek et al. 2007), but the patterns, once encoded
into our system, improve the classification task accuracy of about 3.3%, which is a
quite satisfying result.

Conclusion and Perspectives

In this paper, we propose an original hybrid method to cope with the problem of
ambiguous polar vocabulary, by automatically learning contextual patterns and encode
them into an opinion detection system. The learning step consists in syntactic pattern
clustering using frequencies extracted thanks to the ratings given by the user in review’s
comments, and frequencies about co-occurring opinions extracted by an opinion
detection system. This system is then enriched with the new learned patterns. The
evaluation on the task of review classification provides encouraging results. We plan to
pursue this work along three perspectives. This first one will be to investigate other
types of syntactic patterns for example SUBJECT or OBJECT relations between verbs
and nouns or MODIFIER relation between nouns and nouns, in order to enrich the
opinion detection system new opinionated patterns. The second is to apply the
methodology to opinion detection in English. The last perspective is to improve the
clustering step by investigating methods to automatically detect the optimal number of
cluster, as for example proposed in (Pham et al. 2005) or (Arthur 2007).

2 We constrained a 50% repartition of positive and negative reviews on the train, validation and test corpora.
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ABSTRACT

Extracting question-answer pairs from social media discussions has garnered much attention in
recent times. Several methods have been proposed in the past that pose this task as a post or
sentence classification problem, which label each entry as an answer or not. This paper makes
the first attempt at the following two—fold objectives: (a) In all classification based approaches
towards this direction, one of the foremost signals used to identify answers is their similarity
to the question. We study the contribution of content similarity specifically in the context of
technical problem-solving domain. (b) We introduce hitherto unexplored features that aid in
high—precision extraction of answers, and present a thorough study of the contribution of all
features to this task. Our results show that, it is possible to extract answers using these features
with high accuracy, when their similarity to the question is unreliable.

KEYWORDS: Question Answering, Information & Content Extraction, Text Mining.
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1 Introduction
Online discussion forums are internet sites that provide a channel for users to discuss and
share their views on various topics ranging from troubleshooting products to choosing holiday
resorts. Over a period of time, they have accumulated huge amounts of data, thus making
them excellent sources of information for future reference. Mining question-answer knowledge
from these online forums, and social media discussions in general, has garnered much research
and commercial interest of late. Such mined data can be used to provide enhanced access to
the forum content, augment chatbot knowledge (Huang et al., 2007), supplement the data in
Community Question Answering (CQA) sites (Cong et al., 2008) etc.
All answer extraction methods suggested in the past use a multitude of features that include
similarity based and lexical features, structural features constructed from the organization of
the discussion etc. Of these, similarity of the answer candidate to the question post has been a
de facto standard feature, whose contribution to the accuracy of extraction have so far only
been assumed, but never really measured.
The goals and contributions of this paper are as below:
» Study the characteristics of technical discussion forums and their points of difference
from other domains, thus motivating the rest of the contributions of this paper.
Analyze the effectiveness of similarity of candidates to the question, as a feature towards
the task of identifying answers, specifically in the case of technical discussion forums.
Unlike other domains, here, the answers have minimal lexical overlap with the question.
* Propose new features and study the contribution of all features to the overall goal of an-
swer extraction. Particularly, we aim to test if similarity-independent features can act as an
understudy to question similarity for this task, when the latter is unavailable/unreliable.

To the best of the authors’ knowledge, this is the first paper which attempts the above objectives.
2 Related Work

Classification-based approaches . . ~—— .

: : . I'have just noticed that my iPhone will not utilize
proposed in the paSt for detectmg Author: A Wi-Fi even though connected. It will always remain

. . . . I
answers in online discussion on Edge. It shows that it is connected to Wi-Fi but |
forums like (Ding et al., 2008), refuses to use it for email. }
(Hong and Davison, 2009), (Yang f
et al., 2009), (Kim et al., 2010), — i ,
and in email discussions like A(l’lsl}ior' B ! I'seem to be having the same problem. My iPhone }

: | prefers Edge to Wi-Fi. I have tried everything to no avail. ‘
(ShreStha and MCKeOWﬁ: 2004) | The phone continues to show the connection to Wi-Fi, |
use sjmi]arity of the sentence or ‘ but I cannot use it for browsing, email or anything! !
. Thanks in ad f S stions. !
post to the question as one of the | hanks Inadvance forany suggestions. |
main features for identifying an- I
. " e
swers. Other approaCheS like graph i?lst;lozr I } If your “Router” field is empty then the network you are
based methods (Cong et al., 2008) . : connected to is not providing your iPhone with an IP

and (Otterbacher et a]_’ 2005) rely } address, in which case the iPhone will keep using EDGE.

imilari h h ‘ You must either select a different network, ask the
on similarity to construct the graph. } network administrator, or add your iPhone's MAC address.

However, none of these approaches < __ ]
test systematically, the inadequacy {

L 1 . . . R
or lndlspens?bl_htyf which ever is i(l)lst}:lo:"r' A } Thanks! this solved my problem. ‘
the case, of similarity to the task. : L |
The low similarity between ques- Figure 1: Technical Discussion Thread - Example

tions and answers is due to the lexical chasm between them, which some prior works had
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incidentally observed (Cong et al., 2008), (Ding et al., 2008), (Hong and Davison, 2009), and
used external data like Yahoo! Answers! to either expand the content or learn a translation
model. For learning such models, it should be noted that, such data may not always be available
and is required in good amounts to train a decent model. Also, (Hong and Davison, 2009),
while experimenting on technical discussions, reported that a combination of two non-similarity
based features gave better accuracy than a language model. In Section 4.1, we show that, in
addition to these features, with the aid of other non-similarity based features, the accuracy of
the task can be greatly improved.

3 Does Question Similarity Matter for Answer Extraction?

Discussion forums provide an online medium for users to collaboratively solve a problem or
answer a query. Figure 1 shows a typical discussion in an online forum - it starts with the
first post, which we refer to as the question post. The directed edges show the reply-to
relation, where the start node of the edge — child post, was posted in reply to the end node of
the edge — parent post. In this paper, we use the term ‘thread’ interchangeably with ‘discussion’
to refer to a single multi-user conversation of the above form.

Discussions frequently have digressions, where new questions are posted and discussed within
the same thread. We do not attempt to find these questions; question detection is a well
researched area (Cong et al., 2008), and is outside the scope of this paper. We treat the first
post as the main question and find answers to only this question. Answers to other questions
within the same thread are not considered.

3.1 Characteristics of Technical Discussion Forums

Technical discussion forums differ from other forums like travel and shopping in that, they are
characterized by low lexical overlap between the problem statement and the answer.

3.1.1 Lexical Overlap

To verify the above hypothesis about the over-
Solution —+— lap between answer posts and question posts,
Non-Solution we studied about 450 threads which together
have about 2000 reply posts, from Apple Dis-
03 cussions? (details about the dataset is in Sec-
\ tion 4). Figure 2 plots a histogram (counts
02 / normalized) of cosine similarity (bucketized)

0.5 T

0.4

of answers and non-answers to their respec-
tive question posts. The cosine similarity was
S computed on the tf-idf representation of the

o 02 oz 06 08 ! posts, after removing common English stop-
Cosine Similarity to Question words and stemming the words using a Porter
Stemmer (Porter, 1980). It is clear from the
figure that, a large fraction of answers have
very minimal overlap with the question, and the fraction of answers with high overlap is very
minimal. It is interesting to note that, the same trend is exhibited by non-answers too, thereby
making it difficult to separate out the two using question similarity alone. In-depth inspection
showed that, a large fraction of posts whose overlap with the question post is high, are in fact,
other users complaining about facing the same or a similar problem, while the actual answer

Normalized Post Count

0.1

Figure 2: Similarity Histogram

Thttp://answers.yahoo.com
2https://discussions.apple.com/community/iphone
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Forum Avg. Spam %  Avg. Digression %

Apple Discussions (discussions.apple.com) 0 10.9

Ubuntu (ubuntuforums.org) 0 5.9

Photography (photography-on-the.net) 0 8.9 Statistics Training  Test
Avg. for Technical 0 8.5 No. of Threads 451 150
Trip Advisor (wwwiripadvisor.com) 4.1 25.2 No. of Posts 2003 702
Lonely Planet (www.lonelyplanet.com) 0 33.5 Avg. Replies 3.5 3.7
Vogue (forums.vogue.com.au) 0 21.3 Avg. Answers per Thread 16 1.8

Avg. for Non Technical 13 266 Table 2: Statistics of the Training

Table 1: Avg. Spam and Digressions per Thread and Test datasets
uses a different set of words, thus resulting in a low lexical overlap. This is also noticeable in
the sample discussion of Figure 1. Here, similarity with the question post is actually misleading.
3.1.2 Spam and Digressions

When the similarity of answers to questions is low or unreliable, are there other properties of
the post, the thread or its structure that we can rely on for accurate extraction? To explore
such options, we conducted a small study to compare the amount of spam and digressions in
technical forums versus other forums.

A spam is a completely off-topic post, while a digression is a post that is related to, but not
discussing the same exact problem stated in the first post. Spam posts are usually advertisements
generated automatically by spambots® and can be safely ignored without affecting the rest of
the discussion. A digression, however, is still related to the overall discussion; at times, the
result of this seemingly different problem might be useful in solving the main problem, and
hence cannot be ignored completely. Nevertheless, for the purposes of this paper, we do not
attempt to collate any of the sub—problems or their answers discussed within the thread.
Table 1 summarizes our findings on three technical and non-technical forums each. The numbers
give the fraction (percentage) of the number of replies per thread, averaged over 15 randomly
chosen threads from each of the forums. In the table, we note that the former has fewer spam
and digressions, which suggests that it might be possible to find answers to the main question
without regard to the question post or similarity to it, in a technical domain.

3.2 Features for Answer Extraction

The features that we study in this paper for the answer extraction task are detailed in Table
3. All Part-Of-Speech tags were generated using the Open NLP POS Tagger*. The column
Type groups the features and Availability gives the fraction of forums in which each feature is
publicly available, from 12 technical forums that we inspected. For example, the Reply-to
structure of the thread may not always be displayed (Seo et al., 2009), and is usually flattened
to their chronological order. Where the entry is Always, the data is always available, usually
because it is computed from the text of the post.

Out of these, Has_Link, Has_Navigation, Post_Belongs_to_First_N_Posts,
In_Reply_to_Question_Author and Is_Replied_by_Question_Author have not
been proposed before, to the best of our knowledge.

4 Experiments

We crawled about 147,000 threads from Apple Discussions® of which we discarded those that
had only 2 or fewer number of reply posts (88, 565 threads) and those that had more than 30

3http://en.wikipedia.org/wiki/Forum_spam
“http://opennlp.apache.org
Shttps://discussions.apple.com/community/iphone
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Feature Description Type Availability

1 Has Noun True or False depending on whether this post has nouns.

2 Has Proper Noun E(x;::sor False depending on whether this post has proper Lexical Always

3 Has Verb True or False depending on whether this post has verbs.

4 No. of The number of words in the post after discarding common

Non-Stopwords English stopwords.

5 Has Link True if the post has a hyper-link, for example, to another Content Always
thread or an online manual; else False.

6 Has Navigation True if the post gives a navigational instruction like
‘Settings—Sounds—Ringtone’; else False.

7 Author Authority A forum specific value - numerical (e.g. 1000 points) or cate- 100%

gorical (e.g. Beginner) - assigned to the author, and indica- Forum Specific

tive of their level of expertise in the context of the forum.

8 Post Rating Numerical (e.g. 5 votes) or categorical (e.g. Helpful) value 36.3%
assigned by the question author or other users, indicating the
usefulness of the post in answering the question.

9 Relative Post Computed from the ordinal position of the post in the thread,
Position in Thread which is usually chronological. This value is grouped into 3 Structural Always
buckets - Beginning, Middle and End.
10 Post Belongs to True if the ordinal number of the post is less than N, which
First N Posts was set to 5 in our experiments. Else, False.
11 Post Author is Not True if the two authors are different; else False.
Question Author
12 Time Difference to Difference between the time of posting of the question post 100%
Question Post and the reply post, bucketized into hour, day and more.
13 In Reply to True or False depending on whether this post was in reply
Question Author to the Question Author.
14 Is Replied by True or False depending on whether this post was replied Reply-to 75%
Question Author by the Question Author.
15 In Reply to True or False depending on whether this post was in reply
Question Post to the first post.
16 No. of Replies to Number of replies to this post, as a fraction of the total num-
this Post ber of replies in the thread.
17 No. of Replies to Number of replies to the parent post, as a fraction of the total
Parent Post number of replies in the thread.

Table 3: Features generated for a post, their types and availability
reply posts (845 threads), which gave us 58, 356 threads. From this, about 600 threads were
randomly chosen for manual tagging. Posts in these threads were tagged as Answer’ if they
proposed an answer to the question post, and as ‘Other’, otherwise. If there were more than
one answer post, ALL were marked as Answer’s. Answers to other questions within the thread
(digressions) were marked as ‘Other’. Table 2 gives statistics of the training and test datasets.

4.1 Classification Experiments

We trained LibSVM classifiers® (Chang and Lin, 2011) on different sets of features as listed
below, to obtain classifiers that mark each post as an answer or not, the precision-recall plot’
of which is given in Figure 3:

* Question Similarity: uses the cosine similarity of the answer candidate and its
respective question post, after discarding English stopwords and Porter stemming. As
expected, it fails to give good accuracy for the task.

* Word: the features of this classifier are the words of the post after stopword removal and
stemming. This is to test if answer posts use similar terminology which can be leveraged,

OWith default settings (svm-type: C-SVGC, kernel-type: RBF) and no tuning of hyperparameters

7Precision-Recall Plot: To obtain this plot, for each post in the test set, the trained classifier was used to get the
probability of it being an answer. Let t be a threshold where all posts whose predicted probability is greater than t are
labeled as answers. Then, t was varied from O to 1 in steps of 0.05 to get the different precision-recall values.
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but gives an unimpressive performance.

* Hong and Davison (Hong and Davison, 2009): this classifier uses Relative Post
Position in Thread and Author Authority alone, as reported in their paper. As
can be seen from the figure, it gives better performance than the above two classifiers.

* Forum Features: this is the classifier that uses all features listed in Table 3 and is able
to show a significant improvement over Hong and Davison.

* Forum Features and Question Similarity: it uses question similarity in addi-
tion to Forum Features, but overlaps almost completely with it indicating that similar-
ity does not give any value addition.

4.2 Feature Selection Experiments
To study the relative importance of features for the answer extraction task, we performed
two sets of feature selection experiments — a permutation test (Section 4.2.1) and a feature
ablation study (Section 4.2.2), discussed in the below sections. The latter technique gauges the
importance based on the performance of a classifier, while the former uses a statistical measure
and does not depend on an external classifier.

4.2.1 Permutation Test
Permutation test (Good, 2000) 1

is a popular non-parametric

technique for statistical anal-

ysis of data and provides an 08 1 .
empirical estimate for the dis- . W
tribution of the statisticunder = 06 :
the null hypothesis (). Let 2 e
1, m be the number of class 0, 1 % 04

samples respectively. For each ’ N

feature, a test statistic 6 (like Question Sml&‘,ﬁ:g -
information gain, mutual infor- 02 Hong and Davison «# |
mation) indicating similarity Forum Features -
between the two class condi- 0 Forum Features and Question Similarity,

tional densities, is calculated. 0 0.2 0.4 0.6 0.8 1
Next, the data for the feature recall

is randomly permuted and par-
titioned into sets of size [ and
m, on which the test statistic 6, is calculated. This procedure is repeated over all possible such
partitions of the feature into sets of size [ and m. p-value is then estimated as the fraction of
times 6, > 6 and is an indicator of feature importance. Table 4 shows the Mutual Information
scores for all features along with p-value. As a standard practice, any feature with p-value <
0.05 (marked with *) is deemed important and the ones with p-value > 0.05 (marked with **)
are suggestively weak. From Table 4, it can be seen that Question_Similarity ranks very
low on mutual Information. More detailed analysis is in Section 4.2.3.

4.2.2 Feature Ablation Study

The goal of this study is to find the most reliable features that a classifier can use for the answer
extraction task. In the feature ablation analysis (Arguello et al., 2009), at each step, each feature
is individually omitted and the classifier is trained on the rest of the features. The importance
of the feature is then measured as the classifier’s percentage decrease in F-measure; higher the
decrease, higher is the contribution. This process is repeated with the best feature of each step

Figure 3: Precision Recall plots for answer classification
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Feature Mutual Feature Precision  Recall  F measure

Informa-
tion Post Author is Not Question 0.82 0.69 0.75
Author
Relative Post Position in  0.1256" Author Authority 0.81 0.65 0.72
Thread Has Link 0.79 0.64 0.71
Post Author is Not Question  0.0977* In Reply to Question Post 0.77 0.64 0.70
Authqr In Reply to Question Author 0.83 0.59 0.69
Has Link 0.0336™ Relative Post Position in 0.84 0.51 0.63
Post Belongs to First N Posts 0.0299** Thread
Time Difference to Question  0.0265™ Is Replied by Question Au- 0.70 0.46 0.55
Post thor
Author Authority 0.0250"* Post Belongs to First N Posts 0.69 0.43 0.53
Is Replied by Question Au-  0.0223 No. of Non-Stopwords 0.71 0.39 0.50
thor Has Verb 0.69 0.36 0.48
No. of Replies to Parent Post 0.0201** Has Navigation 0.70 0.35 0.46
Has Proper Noun 0.0080" Has Proper Noun 0.71 0.35 0.47
Has Verb 0.0046" Post Rating 0.67 0.37 0.47
No. of Non-Stopwords 0.0041* Has Noun 0.63 0.34 0.44
Post Rating 0.0033 No. of Replies to this Post 0.63 0.34 0.44
Has Noun 0.0027 Time Difference to Question 0.63 0.34 0.44
Has Navigation 0.0019 Post
In Reply to Question Post 0.0013 Question Similarity 0.63 0.34 0.44
Question Similarity 0.0013 No. of Replies to Parent Post 0.58 0.34 0.43
No. of Replies to Parent Post 0.0010*
Table 4: Permutation test results Table 5: Feature Ablation Study

progressively removed until all features are exhausted, to give them in their decreasing order
of importance. For the experiment, we used a LibSVM classifier (Chang and Lin, 2011), and
the results are in Table 5. The table lists the most helpful to the least helpful of features; the
Precision, Recall and F-measure values (Chakrabarti, 2002) shown against each feature gives
the accuracy numbers obtained when that feature and all those below it in the table were used
to train the classifier. Detailed analysis is in Section 4.2.3.

4.2.3 Feature Selection Results Discussion

The results of permutation test in Table 4 and that of feature ablation study in Table 5 differ
slightly because the latter is dependent on the performance of a classification algorithm while
the former uses a statistical measure. However, it can be noted that, the following features
show up as the best in both the tests:

¢ Post Author is Not Question Author * Relative Post Position in Thread
¢ Author Authority ¢ Is Replied by Question Author*
e Has Link* * Post Belongs to First N Posts*

Note that, out of the best 6 features, 3 were newly proposed in this paper (marked with *). Also
note that, Question_Similarity ranks among the lowest in both the tests, thus showing its
insignificance to this task. Another rather surprising observation is that Post _Rating, which
gives the usefulness of the post, also does not contribute highly, which could be because, the
number of posts that can be marked as Helpful is limited in the Apple discussions forum, thus
missing out on useful suggestions that exceed the limit.

4.3 Feature Correlation Study

Correlation® refers to any of the broad class of statistical relationships between two random
variables. In this paper, we use Pearson Product-Moment Correlation Coefficient® (Pearson’s r),
a widely used measure of correlation, defined as V1) £or two variables X and Y, where cov
and o are the covariance and the standard deviation ;espectively.

8http://en.wikipedia.org/wiki/Correlation_and_dependence
http:/ /en.wikipedia.org/wiki/Pearson_product-moment_correlation_coefficient
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Feature Correlation

to Answer Feature A Feature B Correlation
Time Difference to Question  58.92 In Reply to Question Post In Reply to Question Author 86.72
Post X Post Belongs to First N Posts Relative Post Position in 63.68
Author Authority 57.41 Thread
Is Replied by Question Au-  40.92 In Reply to Question Author Post Author is Not Question 58.14
thor . Author
Has Lmk. 39.81 Time Difference to Question  Author Authority 55.41
Post Rating 32.17 Post
Relative Post Position in  30.89 In Reply to Question Post Post Author is Not Question 51.94
Thread Author
In Reply to Question Post 19.08 Time Difference to Question  In Reply to Question Post 43.91
No. of Non-Stopwords 18.16 Post
In Reply to Question Author 12.22 No. of Replies to Parent Post ~ In Reply to Question Post 41.68
Post Belongs to First N Posts 12.06 Post Belongs to First N Posts In Reply to Question Author 40.75
Has Navigation 10.47 Is Replied by Question Au-  Author Authority 38.89
Has Proper Noun 8.73 thor
No. of Replies to Parent Post  8.21 Time Difference to Question  In Reply to Question Author 37.61
Post Author is Not Question  5.47 Post
Author In Reply to Question Author No. of Replies to Parent Post 37.29
Has Noun 4.18 Time Difference to Question  Is Replied by Question Au- 35.40
Has Verb 3.80 Post thor
No. of Replies to this Post 1.44

Table 6: Feature — Answer Correlation Table 7: Feature — Feature Correlation

Table 6 gives the correlation of all the features to the answer label of the post. Higher the score,
higher is the influence of the feature on the label. However, a higher score alone does not imply
that the feature is important. If the feature is also highly correlated to many other features,
it introduces redundancy, thus reducing its significance. The top 12 inter—feature correlation
are listed in Table 7. Though Time_Difference_to_Question_Post shows the highest
correlation to the answer label (Table 6), Table 7 shows that it is also highly correlated to many
other features. Another contradicting result is that, in Section 4.2.3, Post_Rating was not
ranked high. But Tables 6 and 7 show that it is highly correlated to the answer label and at the
same time, not correlated to other features, suggesting that it might still prove to be useful.
Some of the features chosen in Section 4.2.3 from the feature selection experiments show
correlation amongst themselves, as shown in Table 7. However, Has_Link proves to be a high
ranking feature according to both (a) Feature Selection, as well as, (b) Feature Correlation,
since it highly correlates to the answer, but does not overlap with other features.

5 Conclusion

In this paper, we studied the contribution and importance of similarity to question in extracting
answers from technical discussions, and showed that this feature does not contribute signifi-
cantly towards the task of answer extraction, contrary to its perceived significance. We also
presented the characteristics of technical discussion forums that distinguish them from other
domains thus suggesting that it is possible to extract answers with high accuracy using other
non-similarity based features when question similarity is unreliable, which was then demon-
strated through experiments. We also presented a careful study of all features to determine
which ones contributed highly to this task. The results of one set of experiments — Feature
Selection — showed that out of the 6 best features, 3 were the ones newly proposed in this
paper. Further analysis using Feature Correlation tests showed that all but one of the 6 best
features from the former experiments were in fact highly correlated amongst themselves. The
one feature that proved to be highly important in all the tests is Has_Link, proposed for the
first time in this paper.

As part of future work, we aim to test the importance of the features proposed in this paper in
other domains, and the marginal improvement in accuracy that they can provide even in the
presence of high similarity of answers to question posts.
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ABSTRACT

Compared to the amount of research on English coreference resolution, relatively little work has
been done on Chinese coreference resolution. Worse still, it has been difficult to determine the
state of the art in Chinese coreference resolution, owing in part to the lack of a standard evaluation
dataset. The organizers of the CoNLL-2012 shared task, Modeling Unrestricted Multilingual
Coreference in OntoNotes, have recently addressed this issue by providing standard training and
test sets for developing and evaluating Chinese coreference resolvers. We aim to gain insights into
the state of the art via extensive experimentation with our Chinese resolver, which is ranked first
in the shared task on the Chinese test data.
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1 Introduction

Coreference resolution is the task of determining which noun phrases (NPs) in a text refer to the
same real-world entity. Compared to the amount of research on English coreference resolution,
relatively little work has been done on Chinese coreference resolution. Worse still, it has been
difficult to determine the state of the art in Chinese coreference resolution. The reason can be
attributed in part to the lack of a standard evaluation dataset: while recently developed Chinese
resolvers are typically evaluated on the ACE datasets, different researchers have used different
splits of the ACE data for training and testing, making performance comparisons difficult.’ The
organizers of the CoNLL-2012 shared task, Modeling Unrestricted Multilingual Coreference in
OntoNotes, have recently addressed this issue by providing free access to the training and test sets
used in the official evaluation (Pradhan et al., 2012).

Our goal in this paper is to gain a better understanding of the state of the art in Chinese coreference
resolution by providing an extensive empirical analysis of our Chinese resolver, which is ranked first
on the Chinese subtask of the CONLL-2012 shared task. Briefly, our resolver adopts a hybrid rule-
based/machine learning approach to coreference resolution, extending the successful rule-based
multi-pass sieve approach (Raghunathan et al., 2010; Lee et al., 2011) with lexical features that
have proven useful in machine learning approaches (Rahman and Ng, 2011a, 2011b). Our analysis
is focused on four issues.

1. Mention detection. Previous work has shown that the quality of the extracted mentions
(i.e., the NPs participating in a coreference chain) plays an important role in the performance
of a resolver. To what extent is the performance of our resolver limited by the recall and
precision of our mention detector? To improve the precision of our mention detector, we
need to improve its mention pruning strategy, but to what extent is its precision limited by
our current mention pruning strategy? To improve the recall of our mention detector, we
need to improve the extraction of mentions from syntactic parse trees, but to what extent is
its recall limited by the mention extraction strategy versus the quality of the syntactic parses?

2. Preprocessing. After mention detection, we need to compute features based on the extracted
mentions using preprocessing tools such as syntactic parsers and named entity (NE) recog-
nizers. To what extent is the performance of our resolver limited by the correctness of the
output produced by these tools?

3. The coreference algorithm. To better understand our hybrid approach, we focus on three
questions. First, do we really need a hybrid approach? In other words, will our approach
work equally well without the learning component? Second, how much does each sieve in
the multi-pass sieve approach contribute to overall performance? Third, how important is the
ordering of the sieves as far as performance is concerned?

4. Comparison with classifier-based approaches. In the shared task, our resolver outper-
formed those systems that adopted the popularly-used mention-pair (MP) model (Soon et al.,
2001), a classifier trained to determine whether two given NPs are coreferent. However,
we cannot claim that our coreference algorithm is superior to the MP model because we do
not know which component(s) of our resolver (e.g., mention detection, feature computation,
resolution) contributed to the superiority. In fact, much of the previous work focuses on com-
paring systems rather than models/methods. We determine whether our resolution method is
better than the MP model if both are given the same set of mentions and features.

1One may wonder why researchers did not simply follow the same train-test split used in the official ACE evaluations.
The reason is that only the training sets used in the official evaluations are released to the public.
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Docs | Mentions | Chains | Mentions/Chain
Train 1391 102854 28257 3.6
Development 172 3875 14183 3.7
Test 166 3559 12801 3.6

Table 1: Statistics of the training, development and test sets.

2 Datasets and Evaluation Measures

The training, development and test sets that we use in our experiments are the same as those in
the official CONLL-2012 shared task evaluation (see Table 1 for their statistics). As we will see
in the next section, we use the training set for learning probabilities (e.g., how likely is it that two
mentions are coreferent?), the development set for tuning thresholds, and the test set for evaluating
our resolver.

We follow the method adopted by the shared task for evaluating a resolver. Specifically, the score
of a resolver is the unweighted average of the F-measure scores computed by three scoring pro-
grams (MUC, B2, and entity-based CEAF), whose implementation is provided by the shared task
organizers. It is worth mentioning that (1) a resolver is not rewarded for correctly identifying sin-
gleton mentions; and (2) a mention is considered correctly extracted if and only if there is an exact
phrase match between the gold mention and the extracted mention. In addition, elided pronouns,
copulars, and appositive constructions are excluded in this (and the official shared task) evaluation.

3  Our Coreference Resolver

In this section, we give an overview of our two-step resolver as used for the shared task (see Chen
and Ng (2012) for details). Note that linguistic annotations such as word segmentation and syntactic
parses come with the shared task datasets and do not need to be computed separately.

Step 1: Mention Detection. To build a mention detector, we employ a two-step approach. First,
in the extraction step, we extract mentions from all the NP and QP nodes in syntactic parse trees.
Then, in the pruning step, we identify and filter erroneously extracted mentions by employing two
types of pruning. In heuristic pruning, we use simple heuristics to prune erroneous mentions. For
instance, we prune a candidate mention m, if it is an interrogative pronoun or an NE that is a
PERCENT or QUANTITY. In learning-based pruning, we prune m, if the probability that it is a
mention in the training data is less than t., where t is a threshold whose value is determined using
the development set.

Step 2: Sieve-Based Coreference Resolution. A sieve is composed of one or more manually-
designed rules for establishing the coreference relation between two mentions. A sieve-based re-
solver is composed of a set of sieves ordered by their precision, with the most precise sieves ap-
pearing first. When given a text, the resolver makes multiple passes over it: in the i-th pass, it uses
only the rules in the i-th sieve to establish coreference relations.

Our resolver is composed of 10 sieves. The Chinese Head Match (CHM) sieve identifies the
coreference relation between two same-head mentions where one is embedded within the other
in newswire articles. The Discourse Processing (DP) sieve resolves mentions, especially first-
and second-person pronouns, in dialogues. The Exact String Match (ESM) sieve resolves a non-
pronominal mention to a mention with the same string. The Precise Constructs (PC) sieve posits
two mentions as coreferent based on lexical and syntactic information, such as whether one is an
acronym of the other and whether the mentions are in an appositive construction. In addition,
we incorporated Chinese-specific rules for determining whether one mention is an abbreviation of
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the other based on NE information. Strict Head Match A—C (SHMA—C) are three head match
sieves that contain progressively less precise coreference rules based on head matching. The Proper
Head Match (PHM) is a relaxed version of Strict Head Match C applicable only to proper nouns.
The Pronouns (Pro) sieve contains rules for resolving pronouns based on features that we learned
from the training set, such as gender and number. Finally, the Lexical Pair (LP) sieve identifies
coreference relations based on lexical features. For example, one rule specifies that two mentions
are coreferent if the probability that their heads are coreferent according to the training data is
greater than ty;py, Where typy is a threshold determined using the development set.

Note that the usual linguistic constraints on non-coreference are applied before a rule in any of
the sieves posits two mentions as coreferent. These constraints are implemented as a single non-
coreference rule, which specifies that two mentions m; and m; cannot be coreferent if one of the
following five conditions holds: (1) they satisfy the i-within-i constraint (Haghighi and Klein,
2009); (2) they refer to different speakers in a dialogue despite being the same string; (3) they are in
a copular construction; (4) m; is composed of two NPs connected by an "and" and m; is one of the
conjuncts; and (5) the probability that m; and m; are coreferent (as calculated from training data)

falls below a certain threshold.

Step 3: Postprocessing. We postprocess the coreference partition before sending it to the scor-
ing program. Specifically, we remove from it (1) all coreference links between two mentions in
appositive constructions and (2) singleton clusters.

4 Evaluation

In this section, we conduct extensive experimentation with our resolver in an attempt to shed light
on the four issues raised in the introduction.

4.1 Mention Detection and Preprocessing
We begin by describing the experimental setup related to the first two issues.

The first issue concerns how the performance of our resolver is affected by the quality of the men-
tions. Stoyanov et al. (2009) show that for English coreference, results obtained using gold mentions
(i.e., mentions taken directly from gold-standard coreference annotations) are substantially better
than those produced using system mentions (i.e., automatically extracted mentions). While we will
explore gold mentions in our Chinese experiments, we seek to gain a better understanding of this
issue by considering three types of system mentions. The first type, system mentions from system
parses with imperfect pruning, is typically what researchers use to produce end-to-end coreference
results. It is composed of mentions extracted from system parse trees (i.e., automatically gener-
ated parse trees) and pruned using the method described in Step 1 of Section 3. The second type,
system mentions from system parses with perfect pruning, is the same as the first type except that
an oracle is used to prune all the erroneous mentions. The third type, system mentions from gold
parses with imperfect pruning, is the same as the first type except that the mentions are extracted
from gold-standard parse trees. Experiments involving the last two types of mentions will enable
us to determine the role of pruning and syntactic parsing in coreference resolution.

The second issue concerns the impact of preprocessing. In particular, we address two questions.
First, to what extent will the performance of our resolver be affected if the linguistic features used
to create the rules in the sieves are computed based on system rather than gold parse trees? Second,
to what extent will its performance be affected if the features are computed based on system rather

188



Feature Computation MUC B? CEAF, Avg

Mention Type | Parse Type NE Type R P F R P F R P F F
System System NEs | 62.5 67.1 64.7| 712 784 74.6| 53.6 49.1 51.3| 63.5
Mentions System Parses | Gold NEs 622 67.0 64.5| 71.0 78.6 74.6| 53.5 489 51.1| 634
from System No NEs 59.9 64.7 62.2| 69.7 77.8 73.6| 53.4 487 51.0| 62.2
Parses with System NEs | 62.4 672 64.8] 71.0 78.4 74.6] 53.8 49.0 513 63.5
Imperfect Gold Parses Gold NEs 622 672 64.6| 70.8 78.7 74.5| 53.7 48.8 51.1| 634
Pruning No NEs 60.0 65.0 62.4| 69.6 77.9 73.5| 53.5 487 51.0| 623
System System NEs | 65.4 925 76.6| 65.8 924 76.8| 79.1 449 57.3| 703
Mentions System Parses | Gold NEs 654 92.6 76.7| 65.6 92.7 76.8| 79.2 449 57.3| 703
from System No NEs 643 91.6 756| 643 922 758| 788 444 56.8| 69.4
Parses with System NEs | 65.5 92.6 76.7| 65.9 924 769| 79.2 450 574 703
Perfect Gold Parses Gold NEs 65.5 92.7 76.8| 657 92.7 76.9| 793 45.0 57.4| 704
Pruning No NEs 64.5 91.7 757| 644 922 759| 789 445 56.9| 69.5
System System NEs | 73.5 743 73.9| 763 80.5 783| 582 57.3 57.8] 70.0
Mentions System Parses | Gold NEs 733 744 739| 76.1 809 78.4| 583 57.1 57.7| 70.0
from Gold No NEs 70.8 72.1 71.4| 744 799 77.0| 580 56.4 57.2| 68.5
Parses with System NEs | 748 749 749 77.1 80.8 78.9| 58.6 585 58.6]| 70.8
Imperfect Gold Parses Gold NEs 74.6 75.0 74.8| 769 81.2 79.0| 58.6 58.1 58.4| 70.7
Pruning No NEs 72.1 72.8 72.5| 753 80.2 77.7| 584 57.6 58.0| 69.4
System NEs | 78.1 932 85.01 75.0 91.6 82.5] 84.0 59.2 69.4| 79.0
System Parses | Gold NEs 78.1 934 85.0| 748 92.0 82.5| 842 59.1 69.4| 79.0
Gold No NEs 76.6 924 83.8| 73.0 91.4 81.2| 83.6 579 68.4| 77.8
Mentions System NEs | 79.1 93.6 85.7[ 75.8 91.9 83.1| 848 60.4 70.6] 79.8
Gold Parses Gold NEs 79.2 937 858| 75.7 923 83.2| 849 60.5 70.6| 79.9
No NEs 779 929 84.7| 740 91.7 81.9| 843 59.5 69.7| 78.8

Table 2: Impact of the quality of mentions, parse trees and NEs on coreference performance.

than gold NE information, and what if no NE information is used by the resolver?? We hypothesize
that coreference performance will drop when gold parses and NEs are replaced with their system
counterparts, since these two types of linguistic annotations are used extensively by the rules in our
resolver: syntactic parses are used to identify copular and appositive constructions, find speakers in
dialogue, and determine the modifier(s) of a mention, whereas NEs are used in the Chinese-specific
abbreviation rules in the Precise Constructs sieve, the pronoun resolution rules (for computing the
animacy of an NP), and some of the relaxed head matching rules in the Proper Head Match sieve.

Considering both issues together, we have 24 coreference experiments resulting from different com-
binations of four types of mentions (gold mentions and the three types of system mentions), two
types of syntactic parse trees (gold and system), and three types of NE annotations (gold, system,
and none). Table 2 shows the test results of these 24 experiments, which are organized as follows.
There are four blocks of results corresponding to the four types of mentions (column 1); for each
type of mentions, we conduct experiments using two types of parses (column 2) and three types of
NEs (column 3). Hence, each row of the table corresponds to one of these 24 experiments. Results
are reported in terms of the recall (R), precision (P), and F-score provided by three scoring programs
(MUC, B%, CEAF,) as well as the unweighted average of their F-scores (Avg).

Comparing the first two blocks of results, which differ in terms of whether imperfect or perfect
pruning is applied to system mentions extracted from system parses, we see that coreference results
with perfect pruning surpass those with imperfect pruning by an Avg F-score of 6.8—7.2%. Not

2Two points concerning NE annotations deserve mention. First, when "no NE" is used, all the coreference rules that
depend on NE information are removed from the sieves. We consider the "no NE" option because the use of NEs is not
permitted in the official closed track evaluation in the shared task. Second, system NEs are not provided by the shared task
organizers. To obtain system NEs for the development and test sets, we employ a CRF-based NE recognizer trained on the
gold NEs in the training set using 18 lexical, semantic, and gazetteer-based features.
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No Pruning Imperfect Pruning Perfect Pruning
Mention Type R P F R P F R P F
System mentions from system parses 86.1 33.0 47.7| 835 437 574| 8.1 100 92.5
System mentions from gold parses 98.7 36.6 534 963 489 64.8| 987 100 99.3
Gold mentions 100 100 100 | --- -—- --- - --- -—-

Table 3: Mention detection results.

surprisingly, improvements stem primarily from increases in precision according to MUC and B®,
since these pruned mentions will not be (erroneously) resolved.?

A related question is: how well does our pruning method perform at the mention detection level?
To answer this question, we show in Table 3 the results of mention detection when different mention
extraction methods are combined with different mention pruning methods. From row 1, we can see
that our (imperfect) pruning method leaves a lot of room for improvement: currently it only yields
a precision of 43.7%. However, row 1 also shows that our pruning method is somewhat useful:
pruning increases precision by more than 10% with only a 3% drop in recall.

Conclusion 1: Improving the mention pruning algorithm can substantially improve coreference performance.

Comparing the first and third blocks of results, we see that coreference results obtained using men-
tions from gold parse trees surpass those obtained using mentions from system parse trees by an
Avg F-score of 6.3—7.3%. Additional insights can be gained by considering the mention detection
results in Table 3. From row 2, we can see that without pruning, we manage to recall 98.7% of the
mentions from gold parse trees using our simple mention extraction heuristic. We believe that the
high recall can be attributed to the fact that the manual coreference annotations in OntoNotes were
performed on top of gold parse trees.

Conclusion 2: Improving the recall of mention detection can substantially improve coreference performance.

Note, however, that conclusion 2 does not necessarily hold true for other languages: Pradhan et al.
(2012) found in their gold mention boundaries experiments that merely increasing the recall of
mention detection does not lead to improvements in coreference performance for English and Ara-
bic. We hypothesize that this can be attributed to the failure of the resolution algorithm to find
the correct antecedent in these languages despite the increase in the number of correct mentions.
Additional experiments are needed to precisely determine the reason, however.

Comparing the third and fourth blocks of results, we see that coreference results obtained using gold
mentions surpass those obtained using system mentions from gold parse trees by an Avg F-score
of 9.0—9.4%. This improvement is accompanied by a simultaneous rise in recall and precision
for MUC and B®. This should not be surprising: precision increases because erroneous mentions
are pruned and will not be resolved, and recall increases because mentions are more likely to be
correctly resolved due to the reduction in the number of candidate antecedents.

Comparing the first and fourth blocks of results, the improvement is even more dramatic: coref-
erence results obtained using gold mentions surpass those obtained using system mentions from
system parse trees by an Avg F-score of 15.5—16.5%. An interesting question is: how much of
this difference can be attributed to the recall versus the precision of our mention detector? We can
answer this question by comparing the third and fourth blocks of results in Table 2 again. Row 2
of Table 3 says that 96.3% of the gold mentions are used when producing the third block of results

3Note that results obtained from CEAF, do not show the same trend as those from MUC and B® owing to the somewhat
counterintuitive definitions of CEAF, recall and precision, but space limitations preclude further discussion.

4We repeated the experiments in Table 2 on the mentions with gold boundaries and obtained results that are identical to
those of the system mentions obtained from system parses.
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in Table 2. Hence, the difference between the third and fourth blocks of results in Table 2 can be
attributed mostly to the precision of our mention detector. Returning to our question with this as-
sumption, we can attribute approximately 58% of the difference (i.e., 9.0—9.4 of 15.5—16.5) to the
precision of the mention detector and the remaining 42% to its recall.’

Conclusion 3: Improving both the recall and precision of mention detection can yield substantially better
coreference performance than improving one of them.

Next, we examine how coreference performance varies when different types of parse trees and NEs
are used for feature computations.® Regardless of which of the four types of mentions are used, we
can see from Table 2 that (1) replacing gold parses with system parses and/or replacing gold NEs
with system NEs for feature computations has little impact on coreference performance; (2) Avg
F-score drops by 1.0—1.5% when NE information is not used. A closer examination of the results
reveals that (1) NE information is particularly useful in establishing a mention and its abbreviated
form; and (2) the insignificant difference between the results using gold NEs and those using system
NEs can be attributed to the fact that our NE recognizer achieves reasonably good F-scores ( 80%)
for PERSON and GPE, the NE classes that our resolver relies on.”

Conclusion 4: Improving syntactic parsing and NE recognition for the sake of feature computation is unlikely
to improve coreference performance.

4.2 The Coreference Algorithm

Our next set of experiments aims to address three questions concerning our rule-based and learning-
based coreference algorithm. All experiments in this subsection are performed with system men-
tions extracted from system parse trees, with features computed over system parses and NEs.

First, how important is the ordering of the sieves? Raghunathan et al. (2010) implicitly suggest
that ordering matters by noting that the sieves should be arranged in decreasing order of precision,
although they never show how important this particular ordering is to coreference performance. To
answer this question, we randomly order the sieves in our resolver and measure the performance
of the resulting resolver on the test set. Results averaged over five random orderings are shown in
row 2 of Table 4. For convenience, the results of our unperturbed resolver are shown in row 1. As
we can see, Avg F-score decreases significantly by 1.2% when the sieves are ordered randomly.

Conclusion 5: The ordering of the sieves in our resolver is important.

Second, how important is the learning component of our resolver? To answer this question, we
remove all components of our resolver that are learning-based, including (1) the String Pair sieve;
(2) the last condition of the non-coreference rule; and (3) learning-based mention pruning. Test
results of the resulting resolver are shown in row 3 of Table 4. In comparison to row 1, Avg F-score
drops significantly by 0.6%.

Conclusion 6: The learning component plays a significant role in our hybrid approach.

Finally, how much performance gain is provided by each sieve? To answer this question, we start
with only the first sieve and then add the sieves incrementally to our resolver. The Avg F-score
obtained after adding each sieve is shown in Table 5. As we can see, Chinese Head Match and
Exact String Match contribute the most to performance, followed by Discourse Processing.

SNote that this estimation is very rough: it does not take into account the fact that it tends to be harder to get from, say,
80% F-score to 90% F-score than it is to get from 70% F-score to 80% F-score.

“Note that we distinguish between using parse trees for feature computations versus using them for mention extraction.
Hence, we can compute features from system parses while extracting mentions from gold parses.

7 All statistical significance test results in this paper are obtained using the paired t-test, with p < 0.05.
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MUC B CEAF, Avg
System Variation R P F R P F R P F F
Our resolver 625 67.1 647 712 784 746 53.6 49.1 513 63.5
With randomly ordered sieves 60.8 655 63.1[ 69.9 772 733 52.8 482 504 62.3
Without learning 61.6 667 64.1] 704 782 741 532 483 50.6| 629

Table 4: Results on perturbing the components of our resolver.

[Sieve [ CHM [ DP__| ESM | PC__| SHMA| SHMB] SHMC] PHM | Pro | SP
[ AvgF || 32.6 | 390 | 568 | 582 | 589 | 597 | 597 | 598 | 633 | 635 |

Table 5: Avg F-scores of our resolver as sieves are incrementally inserted.

MUC B CEAF, Avg

R P F R P F R P F F
Our resolver 625 67.1 647 71.2 784 746 53.6 49.1 513 63.5
MP (atomic features) 56.7 542 554 712 70.0 70.6| 419 440 429 563
MP (atomic features + non-coreference) 562 553 557|706 71.1 708 | 427 435 43.1]| 56.5
MP (rules as features) 551 62.8 587 664 784 719| 523 452 485 59.7
MP (rules as features + non-coreference) 548 639 590 66.0 794 72.1| 532 448 48.6| 59.9

Table 6: Comparison of our resolver with the mention-pair model.

4.3 Comparison with the Mention-Pair Model

Our final set of experiments aims to compare our resolver with the MP model. To implement the MP
model, we use SVM'€"¢ (Joachims, 1999) for classifier training with the instances created using
Soon et al.'s (2001) method. We then apply the resulting classifier in combination with Soon et al.'s
closest-first clustering algorithm to create a coreference partition for each test document.

For a fairer comparison, both models are given the same set of mentions (i.e., system mentions
extracted from system parse trees). To ensure that they are given the same set of features, we
experiment with two methods of creating features for the MP model from the coreference rules
used by our resolver. In the first method, we create one binary feature from each rule used in the
sieves, setting its value to 1 if and only if the corresponding rule was used to establish a coreference
link between the two mentions in our resolver. In the second method, we create one binary feature
from each distinct rule condition®; employing these atomic features will enable us to determine
whether the difference in performance between our resolver and the MP model can be attributed
to the way the SVM combines features. Recall that our resolver also employs lexical features and
the non-coreference rule. To ensure fairness, we incorporate lexical features into the MP model's
feature set by creating one binary feature from each head, head pair and string pair found in the
training data. In addition, we employ the non-coreference rule as a hard constraint for the closest-
first clustering algorithm: the clustering algorithm cannot posit two mentions as coreferent if they
satisfy the non-coreference rule, even if the classifier posits them as coreferent.

Given two feature generation methods and a choice of whether the non-coreference constraint is
applied in the clustering process, we have four experiments with the MP model. Their results are
shown in rows 2—5 of Table 6, and the results of our resolver are shown in row 1 for convenience.
As we can see, our resolver is significantly better than the MP models that use rules as features,
which in turn are significantly better than those that use atomic features. However, the use of the
non-coreference constraint has an insignificant impact on the performance of the MP model.

Conclusion 7: The SVM used to train the MP model is unable to combine features as well as a human.

8Recall that each rule is of the form A; AA, A ---A,, where each A; is a condition that needs to be satisfied in order for
the rule to posit two mentions as coreferent. If A; appears in multiple rules, only one binary feature will be created.
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ABSTRACT

This paper investigates the problem of distinguishing between original and rewritten text
materials, with focus on the application of plagiarism detection. The hypothesis is that original
texts and rewritten texts exhibit significant and measurable differences, and that these can be
captured through statistical and linguistic indicators. We propose and analyse a number of these
indicators (including language models, syntactic trees, etc.) using machine learning algorithms
in two main settings: (i) the classification of individual text segments as original or rewritten,
and (ii) the ranking of two or more versions of a text segment according to their “originality”,
thus rendering the rewriting direction. Different from standard plagiarism detection approaches,
our settings do not involve comparisons between supposedly rewritten text and (a large number
of) original texts. Instead, our work focuses on the sub-problem of finding segments that
exhibit rewriting traits. Identifying such segments has a number of potential applications,
from a first-stage filtering for standard plagiarism detection approaches, to intrinsic plagiarism
detection and authorship identification. The corpus used in the experiments was extracted from
the PAN-PC-10 plagiarism detection task, with two subsets containing manually and artificially
generated plagiarism cases. The accuracies achieved are well above a by chance baseline across
datasets and settings, with the statistical indicators being particularly effective.

KEYWORDS: Text Reuse, Plagiarism Detection, Plagiarism Direction.
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1 Introduction

Current studies in plagiarism detection are mostly focused on the detection of plagiarised
segments in a collection of documents or within a document. The direction of plagiarism is thus
predetermined. Original documents and plagiarised documents are provided separately and the
task is to determine which segments of plagiarised texts (if any) are copied or rewritten from
which segments of original texts. This is generally done through a large number of pairwise
comparisons: the “suspicious” text is compared against original texts using similarity metrics,
which are mostly based on word overlap.

To date, very superficial metrics such as n-gram matching achieve the state of the art per-
formance on verbatim plagiarism cases. While this is a perfectly reasonable approach for
plagiarism detection, it has some limitations. Firstly, pairwise comparisons in large collections
are computationally very expensive and in practice very simple filtering strategies are used to
rule out most of the original texts. Secondly, for real-world, open data collections such as the
web, pairwise comparisons may be less reliable. It is not uncommon to find multiple versions of
a plagiarised material on the web, and thus the concept of an “original” text becomes less clear.

This study looks at the plagiarism practice from a novel perspective: instead of measuring the
similarity between pairs of texts, the goal is to investigate traits that distinguish original from
rewritten texts based on examples of both types of texts. We make use of machine learning
algorithms and exploit a number of linguistically and statistically-motivated features — e.g.
statistical language models, syntactic trees and features from translationese studies — to (i)
determine whether an individual text segment is original or plagiarised, and (ii) determine the
direction of plagiarism, that is, rank a pair of texts according to their originality. This approach
requires observing patterns of features in individual texts, without any direct comparison
between texts.

2 Related Work

Research on distinguishing original from plagiarised texts is very limited. The only existing
work analyses character 16-grams on artificially generated plagiarised documents from the
PAN-PC-10 corpus (Grozea and Popescu, 2010). These plagiarism cases are generated via
automatic means with various obfuscation levels through the insertion, deletion, replacement of
words, and other simple operations. At document level, overall accuracies reached about 75%.
Tests on highly obfuscated artificial documents reached an accuracy of 69.77%. This analysis
has indicated that there seem to be significant differences between original and plagiarised
texts in the PAN corpus. However, given the way the artificial plagiarism cases were produced,
this finding is somehow trivial. To the best of the authors’ knowledge, no research has been
done on the more challenging cases of manually plagiarised documents, nor at the level of
segments, as opposed to documents.

Considering translation as a process of text rewriting (in a different language), studies on
translationese (i.e. on distinguishing original from translated texts in a given language) and
on detecting translation direction in a bilingual pair of texts are also relevant for this work.
Most work in this area follows the Translation Universals theory (Gellerstam, 1986), which
hypothesises that translated texts tend to exhibit characteristics that are different from non-
translated texts. The theory was further explored by (Baker, 1993, 1996) and based on such a
theory, research has been done for identifying specific properties that reflect these universals
and using them to automatically test these universals. For example, on a corpus of original (non-
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translated) and translated texts in Italian, (Baroni and Bernardini, 2006) finds that features
such as the distribution of function words, personal pronouns and adverbs are very relevant.
(Pastor et al., 2008) explored the existence of the simplification universal — which states that
translated texts are simpler than their source counterpart —, suggesting that this universal
does affect Spanish translated texts. Also focusing on the simplification universal, the studies
by (llisei et al., 2010; Ilisei and Inkpen, 2011) on Romanian and Spanish translationese use
morphological and simplification-based features.

A six-lingual study by (Halteren, 2008) using frequencies of word n-grams shows that it is
possible to distinguish between translated and non-translated texts down to their respective
original languages. This is followed by the work of (Lembersky et al., 2011, 2012) which uses
statistical language models for each language. Furthermore, a study by (Volansky et al., 2012)
explores the differences between original, manually translated and machine translated texts.

The experiments on translation direction identification suggest that translated texts have lower
lexical richness and higher number of frequent words. They point out that simplification-based
features are very helpful, but alone they are not sufficient to distinguish original from translated
texts. Although by nature plagiarised texts are very different from translated texts, we exploit
insights gained from these and other related studies in the features we use, including many of
the simplification-based features.

3 Methodology and Experimental Settings

A supervised machine learning approach is proposed to test the hypothesis that original and
plagiarised texts exhibit significant and measurable differences. We build models based on
various linguistically and statistically-motivated features. The models are tested on manually
simulated and artificially generated plagiarism cases. Each case consists of a segment of text.
Well-known machine learning algorithms are used for two tasks: binary classification and
ranking. These two variations of the approach are evaluated in the same way: computing the
accuracy of each algorithm in categorising segments as original or plagiarised.

3.1 Corpus

This study uses the PAN-PC-10 plagiarism detection task corpus (Potthast et al., 2010), which
comprises books from the Project Gutenberg.! Two datasets were extracted from this corpus,
as shown in Table 1. The segments are extracted according to the annotation provided in the
corpus: pre-defined labels for manually simulated and artificial plagiarism sequences of words.

The Artificial Dataset is composed of a randomly selected subset of plagiarised texts that were
generated automatically by three types of edits: (i) a set of text operations, which include
replacing, shuffling, removing or inserting words at random, (ii) semantic word variations by
replacing words by similar or related words (such as synonyms), and (iii) POS-preserving word
shuffling, which shuffles words at random but keeps the same ordering of part-of-speech tags.
The Simulated Dataset is composed of all the manually simulated plagiarised segments available
in the corpus. The plagiarism cases were manually written using mechanical turks to simulate
plagiarism by paraphrasing the original texts.

Given the way the artificial dataset was created, it is expected that our approach will per-
form significantly better on this dataset, while the simulated dataset represents a much more
challenging, but more realistic, problem.

'http://www.gutenberg. org
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Statistics Simulated Dataset | Artificial Dataset
Number of segments 4067 4000
Original texts Mini.mum length 74 words 46 words
Maximum length 745 words 4506 words
Average length 409.5 words 2276 words
Number of segments 4067 4000
Plagiarised texts Minimum length 21 words 38 words
Maximum length 1190 words 3917 words
Average length 605.5 words 1977.5 words

Table 1: Corpus statistics

3.2 Machine learning algorithms

In the binary classification task the goal is to assign each instance in the collection to one
of the two classes: original or plagiarised. In the ranking task, the goal is to sort two (or
potentially more) versions of a segment according to the order in which they were created, in
other words, to identify the plagiarism direction.

The algorithms applied here are as follow: the rule-based learner Repeated Incremental Pruning
to Produce Error Reduction (RIPPER) for binary classification and Support Vector Machines
(SVM) for ranking. RIPPER? was selected as a good representative of symbolic classifiers: the
rules produced can help identify relevant features for specific cases. SVM is one of the most
robust and best performing algorithms in many language processing tasks. For ranking, the
SVMrank algorithm® (Joachims, 2006) is used with a linear kernel. Both classification and
ranking models are trained and tested using 4-fold cross-validation. In addition, a structured
prediction version of SVM was applied as an alternative binary classifier: SVM-light-TK*
(Moschitti, 2006), wich uses tree kernels with (partial) syntactic trees as features.

3.3 Feature extraction and selection

The datasets are pre-processed with sentence segmentation, tokenisation and lowercasing.
The part-of-speech (POS) tags and lemmas of words and the syntactic trees of sentences are
generated using the Stanford CoreNLP toolkit® (Klein and Manning, 2003). Pre-defined lists of
function words (Koppel and Ordan, 2011) and stopwords® are used.

N-gram language models (with n = 3 & 5) are built using the KenLM toolkit” (Heafield, 2011).
The corpus used to build such models consisted in a random selection of 1.7M segments
extracted from the entire “original” collection of the PAN-PC-10 corpus, excluding all the
documents containing one or more segments present in our two datasets. We then use these
language models to calculate the scores for both plagiarised and original segments.

Features that capture simplification, morphological, statistical and syntactic aspects of texts are
investigated. Based on the simplification universal, we extract the following simplification-
based features:

2We used the Jrip Weka implementation of this algorithm: http://www.cs.waikato.ac.nz/ml/weka/
Shttp://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html

4ht:t’.p ://disi.unitn.it/moschitti/Tree-Kernel.htm
Shttp://nlp.stanford.edu/software/corenlp.shtml

6htt:p ://nltk.org/

7http://kheafield.com/code/kenlm/
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1. Average token length: number of characters normalised by the number of tokens.

2. Average sentence length: average number of tokens in all sentences of the segment.

3. Information load: proportion of lexical words to tokens. Lexical words refer to nouns,

verbs, adjectives, adverbs and numerals.

. Lexical variety: type/token ratio obtained by normalising the word types over all words.

. Lexical richness: proportion of type lemmas per tokens. Different from lexical variety,

lexical richness considers the lemmatised word types normalised by all words.

. Proportion of sentences without finite verbs.

7. Proportion of simple sentences: sentences that contain only one finite verb.

8. Proportion of complex sentences: sentences that contain more than one finite verb.

To capture plagiarism traits that may occur at the morphological level, the following features
are extracted:

9.
10.
11.
12.
13.
14.

15.

16.

Proportion of nouns over tokens.
Proportion of prepositions over tokens.
Proportion of pronouns over tokens.
Proportion of stopwords over tokens.
Proportion of finite verbs over tokens.

Grammatical cohesion rate: proportion of grammatical words over lexical words. Gram-
matical words are determiners, articles, prepositions, auxiliary verbs, pronouns, conjunc-
tions and interjections.

Individual function words: each function word in the pre-defined list is extracted as an
individual feature, such as "the", "of", "and", "to", "be", "someone", "self" etc.

Proportion of function words in texts: number of function words over word tokens.

The following shallow statistical features are proposed:

17.
18.
19.
20.
21.
22.
23.
24.
25.

Number of sentences in the segment.

Number of tokens in the segment.

Number of characters in the segment.

Language model 3-gram log probability.

Language model 3-gram perplexity (all tokens).

Language model 3-gram perplexity (without end of sentence tags).
Language model 5-gram log probability.

Language model 5-gram perplexity (all tokens).

Language model 5-gram perplexity (without end of sentence tags).

Finally, from a more linguistically motivated perspective, (partial) syntactic trees are used with
the tree-kernel algorithm (the other algorithms do not allow structured features):

26.

Syntactic trees: dependency-based parse trees for all sentences in the segments.

199



4 Results and Discussion

The baseline results are defined according to the distribution of the two classes in the datasets,
which is 50:50. Therefore, the baseline accuracy is 50%. The machine learning algorithms
described in Section 3.2 are used with different feature sets as shown in Table 2, along with the
results for each combination of algorithm and feature set.

With respect to the algorithms, the comparison shows that the rule-based classification (RIPPER)
and the ranking (SVM-rank) algorithms using pre-selected features perform very similarly, and
well above the by chance classifier, with the rule-based algorithm doing slightly better. The
precision, recall and f-score of the feature sets with RIPPER are given in Table 3.

The pre-selected feature set contains the top 12 features ranked according to their Information
Gain computed on the training set: F2, F3, F6, F13, F14, F19, F20, F21, F22, F23, F24, F25.
These features include some morphological, statistical and simplification indicators, showing
that these feature families are complementary. The improvement using these features over the
set of all features is not consistent across datasets.

Algorithm Feature set Simulated | Artificial
Baseline: by chance | - 50% 50%
RIPPER All 74.67% 98.15%
RIPPER Pre-selected 75.66% 97.94%
RIPPER Simplification-based 59.81% 70.24%
RIPPER Morphological 59.53% 68.08%
RIPPER Statistical 74.17% 97.78%
SVM-rank Pre-selected 74% 95%
SVM-tree kernels Syntactic 56.17% 79.9%

Table 2: Accuracy of algorithms and feature sets in classifying cases as “original” or “plagiarised”

Dataset Class Feature set Precision | Recall | F-score
Pre-selected 75.8% 75.4% | 75.6%
.. Statistical 73.6% 75.5% | 74.5%

Original e
Simplification-based 59.9% 59.4% | 59.7%
. Morphological 59.8% 58.2% 59%
Simulated Pre-selocted 75.5% | 75.9% | 75.7%
Plagiarised Statistical 74.8% 72.9% | 73.8%
Simplification-based 59.7% 60.2% 60%
Morphological 59.3% 60.8% 60%
Pre-selected 98.4% 97.5% | 97.9%
Original Statistical 97.8% 97.7% | 97.8%
Simplification-bases 67.8% 72.2% | 72.2%
s Morphological 66.1% 74.1% | 69.9%
Artificial Pre-selected 97.5% | 98.4% | 97.9%
Plagiarised Statistical 97.7% 97.8% | 97.8%
Simplification-based 73.5% 63.3% 68%
Morphological 70.5% 62.1% 66%

Table 3: Precision, recall and f-score of various feature sets using RIPPER

On the comparison between the features sets, it was observed that using statistical features
alone yields nearly the same performance as using all features. Features involving language
models are amongst the best performing. Statistical features performed significantly better
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in the Artificial Dataset. The relative improvement of these features in the Simulated Dataset
over simplification or morphological features is 14%. In the Artificial Dataset, the relative
improvement over the other features is 27%. Morphological, simplification and syntactic
features are not as discriminative on their own, but their performance is well above the baseline.
Interestingly, tree kernels on the Artificial Dataset performs significantly better than tree kernels
on the Simulated Dataset with respect to the baseline. This may be a consequence of the fact
that artificial cases consistently exhibit malformed syntax, which makes it easier for syntactic
features to capture relevant distinctions.

4.1 Discussion and examples

Across all experiments with different algorithms and feature sets, the problem of identifying
artificially generated plagiarism cases proved significantly easier than that of identifying manu-
ally plagiarised cases. Given the nature of the operations applied to generate artificial cases,
this result is not surprising. Nevertheless, the near-100% performance for these cases is a very
positive result. It shows that this approach can be used for the filtering of candidates in a real
plagiarism detection system, one of the applications suggested in this paper.

It is arguable that the experiments above show only a marginal gain from using a combination
of simplification, morphological and statistical methods with respect using simple statistical
features. Although previous studies have also pointed out that statistical features are generally
relevant for related problems, confirming this finding for the specific problem we address is an
interesting contribution of this study.

With respect to the novel, linguistically motivated features suggested here, they perform well
on artificially generated texts, which exhibit a considerable proportion of ungrammatical
constructions. Along with statistical features, these may help future work in identifying not
only the existence and direction of plagiarism, but also several types or levels of plagiarism.

We found no strong evidence that the simplification universal applies to plagiarism. Although
some simplification-based features do seem relevant, they could be interpreted from different
perspectives, which are not necessarily related to simplification.

A closer inspection on some examples of pairs of segments is given below.

Example 1: Correctly classified pair of cases by SVM-rank and SVM-tree kernels from the
Simulated Dataset

Original: But a better idea of the journal can perhaps be given, by stating what it lacked than
what it then contained. It had no leaders, no parliamentary reports, and very little indeed, in
any shape, that could be termed political news.

Plagiarised: The journal could better be described by what was missing than what it contained.
It lacked leaders, had no parliamentary reports and in no way could be described as political
news.

In this example, we speculate that in addition to the strong features throughout all instances
(the language model features), others contributed to classify this pair. They include the average
sentence length, number of characters, and independent clause rate. For example, the average
sentence length for the plagiarised text is lower than the original text. Also, the proportion
of nouns is higher in the original text and the lexical richness is lower in the plagiarised text.
These clues suggest that the simplification traits were good indicators in this particular case.
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Example 2: Incorrectly classified pair of cases by SVM-rank and SVM-tree kernels from the
Simulated Dataset

Original: There is a great gain in time of acceleration and for stopping, and for the Boston
terminal it was estimated that with electricity 50 per cent, more traffic could be handled, as the
headway could be reduced from three to two minutes.

Plagiarised: There is a huge profit in time of speeding up and for slowing down, and for the
Boston extremity it was guessed that with current 50 percent, more movement could be lifted,
as the headway could be minimised from three to two minutes.

Example 2 does not contain any simplification traits but only synonym substitution. The shallow
statistical features failed to identify any differences between the two segments. The length of
both texts is virtually the same and they are both equally fluent. Morphological and syntactic
features did not perform well either. The proportion of grammatical and lexical words remains
the same, and the word order and syntactic structure in both texts is the same.

Example 3: Incorrectly classified pair of cases by SVM-rank, but correctly classified by SVM-
tree kernels from the Artificial Dataset

Original: "Giulietta," at last said the young man, earnestly, when he found her accidentally
standing alone by the parapet, "I must be going to-morrow." "Well, what is that to me?" said
Giulietta, looking wickedly from under her eyelashes.

Plagiarised: "well, what is that to me?" said Giulietta, standing alone under the parapet,
earnestly, when he found her were accidentally looking wickedly from by her eyelashes. "Giuli-
etta," at last young the man, "I must be going to-morrow.

Example 3 involves shuffling of sequences of words. As both texts kept the same words and
length, none of the statistical, morphological and simplification features were able to distinguish
the two. On the other hand, SVM-tree kernels correctly classified these cases according to their
subtrees structure. This suggests that syntactic clues should be considered especially when all
other features fail.

Conclusions

This paper presented a study on the underexplored area of distinguishing original from reused
text segments, with application to plagiarism detection. A number of statistical and linguistic
indicators were explored using a supervised machine learning approach to distinguish between
original and plagiarised texts, as well as to rank pairs of original-plagiarised texts according to
the order in which they were created. Overall, the study showed that original and reused texts
exhibit distinguishable traits. It thus confirms our hypothesis that original texts and plagiarised
texts exhibit significant differences and that these are measurable via computational means.

The findings of this study can be directly used to improve the filtering performed prior to
more complex comparisons in plagiarism detection approaches. It can also be used to improve
intrinsic plagiarism detection and authorship attribution. In addition, this study lays the
foundation for further research on text reuse, as it can be expanded to cover multiple versions
of the same text, as well as cross-lingual text reuse.

We plan to further investigate this problem in a number of directions, including the use of other
types of rewritten texts, such as news, with potentially more than one version for each original
text, as well as different levels of text reuse (as in (Clough et al., 2002)).
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Abstract

Like in other NLP tasks, it has been claimed that advances of machine learning (ML) based
approaches to relation extraction (RE) are hampered by the imbalanced distribution of positive and
negative instances in the annotated training data. Usually, the number of negative instances is much
larger than that of the positive ones and such skewness also exists in the test data. In this paper, we
aim at addressing the problem of imbalanced distribution by automatically curbing less informative
negative instances. We propose some criteria for identifying such instances and incorporate them
in an existing state-of-the-art RE approach. Empirical results on 5 benchmark biomedical corpora
show that our proposed approach improves both recall and F; scores. At the same time, there is a
large drop in the number of negative instances and in execution runtime as well.

Title and Abstract in Italian

L’Impatto di Distribuzioni Meno Squilibrate sull’Efficienza e
I’Efficacia dell’Estrazione di Relazioni Biomediche

Come per altri compiti di Trattamento Automatico del Linguaggio, si & sostenuto che i progressi
degli approcci all’estrazione di relazioni basati su apprendimento automatico sono ostacolati dalla
distribuzione squilibrata dei casi positivi e negativi nei dati di addestramento annotati. Generalmente,
il numero di istanze negative ¢ molto piul grande del numero di quelli positivi e tale squilibrio esiste
anche nei dati di test. In questo articolo, ci si propone di affrontare il problema della distribuzione
squilibrata eliminando automaticamente le istanze negative meno informative. Proponiamo alcuni
criteri per individuare tali casi e inserirli in un approccio all’estrazione di relazioni con prestazioni
allo stato dell’arte. I risultati empirici su 5 corpora biomedici di riferimento mostrano che 1’approccio
proposto migliora sia la recall sia il punteggio di F7. Allo stesso tempo, ¢’¢ una diminuzione nel
numero di istanze negative e anche nel tempo di esecuzione.

Keywords: Relation Extraction, Imbalanced Distribution, Skewed Distribution, Machine Learning,
Biomedical Text Mining, Protein-Protein Interaction.

Keywords in Italian: Estrazione di Relazioni, Distribuzione non Equilibrata, Distribuzione
Asimmetrica, Apprendimento Automatico, Text Mining Biomedico, Interazioni proteina-proteina.

Proceedings of COLING 2012: Posters, pages 205-216,
COLING 2012, Mumbai, December 2012.
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1 Introduction

The imbalance between negative and positive annotated training instances in machine learning
(ML) based approaches is a known issue. Previous studies have empirically shown that unbalanced
datasets lead to poor performance for the minority class (Weiss and Provost, 2001). Apart from some
exceptions, the number of negative instances is usually higher than that of the positive instances. As
Gliozzo et al. (2005) argued, in most cases the error rate of a classifier trained on a skewed dataset is
typically very low for the majority class and this results in biased estimation (Kotsiantis and Pintelas,
2003) and suboptimal classification performance (Chawla et al., 2004).

Some ML techniques have built-in mechanisms to deal with the skewness in somewhat limited
scope'. But, according to the empirical results (obtained using SVM) presented in this paper, this
might not guarantee to overcome completely the impact of skewness. Some ML algorithms (e.g.
kNN) do instance pruning during training while maintaining the generalization accuracy. However,
the main drawback of such techniques is the increased time complexity, which is generally quadratic
in the data set size, without any guarantee of performance improvement (Gliozzo et al., 2005).

There exist some works in NLP that deal with the problem of skewed data distribution. For
example, in the context of named entity recognition (NER), stopword filtering is used to reduce the
number of candidate tokens to be considered as target entities (Gliozzo et al., 2005; Giuliano et al.,
2006b). In the context of relation extraction (RE), recently Sun et al. (2011) adopted the strategy
of discarding any pair of mentions proposed as candidate instance if they were separated by more
than two other mentions. They conducted their experiments on news domain texts. However, the
increment/decrement of performance due to such filtering was not reported.

In this paper to improve RE system’s performance we have tried to reduce skewness in data by
automatically identifying and removing what we call “less informative” instances?. In particular,
we aim at explicitly addressing the following questions through empirical investigation:

1. Would reducing skewness in data distribution through negative instance reduction really lead
to better RE results?

2. If the answer is ‘yes’, then can we achieve such goal by randomly discarding negative
instances? Or, do we need to define an automatic methodology for singling out less informative
instances?

3. To what extent could the data skewness and the efficiency (i.e. runtime) be reduced? Would
the reduction of skewness help to train a better ML model/classifier?

The task chosen for our experiments is Protein—Protein Interaction (PPI) extraction from scientific
papers, a widely investigated topic in biomedical RE. We adopt a state-of-the-art PPI extraction
approach as a baseline system for our experiments and apply various techniques to reduce the
number of negative instances being considered. We show that, by discarding less informative
instances, it is possible to improve both efficiency and effectiveness of the system.

The remaining of this paper is organized as follows. First, Section 2 includes a brief discussion
of the related work. Then in Section 3, we describe the data used in our experiments. Section 4
provides details about the baseline RE method used for the experiments. Following that, in Sections
5 and 6, we discuss our proposed approach. Empirical results are presented in Section 7. Finally, we
summarize our work and discuss future directions.

1E.g., SVM allows to provide a cost-factor by which training errors on positive instances outweigh errors on the negatives.
2These are groups of instances that share some common characteristics and whose exclusion results in better performance.
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2 Background

In Section 1, we have briefly discussed the problem of skewness of positive and negative instances in
annotated data and mentioned some of the works in NLP on reducing such skewness. Due to space
limitation, we cannot discuss other related NLP works not focussed on RE.? Previous studies (e. g.
Sun et al. (2011)) hypothesized (without providing empirical evidence) that unbalanced distribution
of instances is an obstacle for further improving the performance of RE.

Ideally, before reducing skewness of instances, informativeness of both positive and negative
instances should be taken on account. In their seminal work regarding selection of features and
instances Blum and Langley (1997) pointed out that as learning progresses and the learner’s
knowledge about certain parts of the training data increases, the remaining data which are similar to
the already “well-understood” portion become less useful.

Our goal is to get rid of such instances from the training data prior to training the ML classifier
to reduce imbalance in instance distribution and obtain a more accurately learned model/classifier.
Ideally, a well trained classifier is expected to successfully identify all negative test instances. But, in
practice, sometimes it would mistakenly label some of the negative instances as (false) positives. So,
we also want to automatically get rid of as many (true) negative instances as possible from the test
data (before applying the learned classifier) using the same knowledge used to reduce skewness in
training data. Hopefully this would reduce the number of false positives produced by the classifier.

Different techniques are employed in open domain IE* for filtering irrelevant data to construct
datasets. For example, whether the semantic type of the retrieved entity mentions and that of the
target mentions are the same®, or the number of words between the candidate mentions is greater
than a certain limit, etc (Banko et al., 2007; Wu and Weld, 2010; Wang et al., 2011). However, such
filtering is applied in a setting substantially different from ours.

Regarding the previous work on PPI extraction, several RE approaches have been reported to date.
Most of them are based on kernel methods (Bunescu and Mooney, 2006; Giuliano et al., 2006a;
Airola et al., 2008; Miwa et al., 2009a,b; Kim et al., 2010; Tikk et al., 2010; Chowdhury and
Lavelli, 2012b). Among the state-of-the-art systems, Miwa et al. (2009a) proposed a hybrid kernel
by combining graph, tree and bag-of-words kernel. They further boosted system performance by
training on multiple PPI corpora and adopting a corpus weighting concept with SVM (Miwa et al.,
2009b). Chowdhury and Lavelli (2012b) proposed an approach in which they combined different
types of information and their different representations into a hybrid kernel and showed that they
can complement each other to obtain state-of-the-art results.

3 Data

There are 5 frequently used benchmark PPI corpora: IEPA (Ding et al., 2002), LLL (Nédellec,
2005), AIMed (Bunescu et al., 2005), HPRDS50 (Fundel et al., 2007) and Biolnfer (Pyysalo et al.,
2007). We use the common annotation format of these corpora provided by Pyysalo et al. (2008).

Although all these corpora are annotated for PPI extraction, the differences in performance of the
same system on these corpora reported by previous studies are quite dramatic. This is due to the
fact that there is no general consensus regarding PPI annotation. Furthermore, there are differences

3There exist many related ML studies (e.g. He and Garcia (2009)), apart from the ones discussed in this paper.

#Open domain IE has substantial differences with traditional RE some of which are discussed in Wang et al. (2011).

5n traditional RE, any pair of mentions to be considered as an instance must satisfy the already known argument types of
the target relation. Hence, this technique does not qualify as a criterion for negative instance filtering in traditional RE.
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in the entity types, too (i.e. the PPI annotations are not just restricted to proteins). Pyysalo et al.
(2008) reported their findings of quantitative and qualitative analyses of the annotations and their
differences. In a different study, Chowdhury and Lavelli (2012a) reported statistics of various
characteristics of these five corpora and this study pointed out that they are quite distinct datasets.

4 Baseline RE System

As a starting point, we use the state-of-the-art system proposed by Chowdhury and Lavelli (2012b)
(where more details about the system can be found). We made few minor changes in data pre-
processing of the system. The main change concerns entity blinding. Originally, entity mentions
were replaced by placeholders such as Entity0, Entityl, ... where the digits represent corresponding
entity mention indices inside the given sentence. Such replacement did not include a co-reference
mechanism when a particular entity is mentioned multiple times inside a given sentence (using
exactly the same string). For the experiments in this paper, if it appears that two (or more) mentions
consist of the same string, then we replace them with the same placeholder. In the remaining of the
paper, we will refer to this system as the primary baseline system.

5 Anti-positive Governors

The semantic roles of the entity mentions somehow contribute either to relate or not to relate them in
a particular relation type (e.g. PPI) in the corresponding context. In other words, the semantic roles
of two mentions in the same context could provide an indication whether the relation of interest does
not hold between them. Interestingly, the word on which a certain entity mention is (syntactically)
dependent (along with the dependency type) could often provide a clue of the semantic role of such
mention in the corresponding sentence.

Our goal is to automatically identify the words (if there any) that tend to prevent mentions, which
are directly dependent on those words, from participating in a certain relation of interest with any
other mention in the same sentence. We call such words as anti-positive governors and assume that
they could be exploited to identify negative instances (i.e. negative entity mention pairs) in advance.
Below we describe our approach for the automatic identification of such words.

Let EN be the set of entity mentions such that if e?, € EN (where s indicates the corresponding
training sentence and ¢ indicates the corresponding entity mention index inside such sentence), then
e’ does not have any relation of interest (i.e. PPI) with any other mention inside the same sentence.

Let EP be the set of entity mentions such that if e¥, € EP (where s indicates the corresponding
training sentence and & indicates the corresponding entity mention index inside such sentence), then
ek has at least one relation of interest with one of the mentions inside the same sentence.

For example, consider the following sentence (taken from the IEPA corpus) where there are three
entity mention annotations — oxytocin®, oxytocin? and IP33.

These results indicate that oTP-1 may prevent luteolysis by inhibiting development of endometrial responsive-
ness to oxytocin' and, therefore, reduce oxytocin®-induced synthesis of IP3* and PGF2 alpha.

Here, the mention oxytocin' does not participate in any PPI relation in this sentence. So, it would be
included in EN. The other two mentions would be added to EP, because they are in PPI relation
with each other. Note that, the two mentions of the entity oxytocin are treated separately.

Now, let GV be the set of governor words where for each w € GV, (i) there is at least one mention
e's € EN which is syntactically dependent on w in the corresponding training sentence s, and (i)
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there is no mention e, € EP which is syntactically dependent on w in the corresponding training
sentence s. We call this set GV as the list of anti-positive governors.

6 Detection and Removal of Less Informative Negative Instances

We exploit static (i.e. already known, heuristically motivated) and dynamic (i.e. automatically
collected from the data) knowledge for identifying less informative negative instances as described
by the following criteria:

e C1: If two entity mentions in a sentence refer to the same entity, then it is unlikely that they
would have a relation (for our experiments, PPI relation) between themselves.

e C2: If each of the two entity mentions (of a candidate pair) have anti-positive governors with
respect to the type of the relation, then they are not likely to be in a given relation.

e C3: If a mention is the abbreviation of another mention (i.e. they refer to the same entity),
then they are unlikely to be in a relation.

Criteria C1 and C3 (static knowledge) are quite intuitive. Criterion C2 is motivated by our analyses
of some randomly selected sentences from the PPI corpora (and also by what we described at the
beginning of Section 5). For criterion C1, we simply check whether two mentions have the same
name and there is more than one character between them®. As for criterion C2, we construct a list
of anti-positive governors (dynamic knowledge) from the training data on the fly and use them for
detecting pairs that are unlikely to be in relation. For criterion C3, we look for any expression of the
form “Proteinl (Protein2)” and consider “Protein2” as an abbreviation or alias of “Proteinl”.

7 Results and Discussion

All experiments are conducted (on a computer having Intel(R) Xeon(R) CPU W3520 @ 2.67GHz
processor and 4GB RAM) by doing 10-fold cross validation using exactly the same procedures and
folds used by Tikk et al. (2010) and Chowdhury and Lavelli (2012b). SVM hyperparameters are
tuned separately on 25% data of each dataset during each experiment. The ratio of negative and
positive examples is used as value of the SVM parameter known as cost-factor.

7.1 Experiments using the Three Criteria Incrementally

In these experiments, we created another baseline system (henceforth, 2nd baseline system) by
applying the strategy of Sun et al. (2011) for limiting negative instances (see Section 1) in the
primary baseline system. Also, we created three new different systems (henceforth, new systems)
by incrementally incorporating the three criteria (see Section 6) into the primary baseline system.

The 2nd baseline system and the three new systems use a less skewed distribution and a smaller
number of training instances than the primary baseline system. They also consider a smaller number
of candidate test instances since some of them are automatically discarded by their corresponding
criteria for the exclusion of (possible) negative (candidate) instances.

To make sure that results of the 2nd baseline system and the new systems are directly comparable
with the primary baseline system, we simply consider all the discarded candidate test instances
by these four systems as negatives. If the actual label of a discarded test instance is true, then we
consider it as a false negative (FN) during the calculation of precision, recall and F; scores.

In biomedical literature sometimes expressions such as “Proteinl-Proteinl ” refer to PPI. We wanted to keep mention
pairs of such expressions even if the mentions have the same name.
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As Table 1 shows, the 2nd baseline system performs almost similarly as the primary baseline system,
except that it obtains quite lower F; score on Biolnfer. On the contrary, all the new systems perform
better than (or as effectively as) both the primary baseline and 2nd baseline systems.

The improvement of F; scores for the new system v3, which integrates all the three criteria, with
respect to the primary baseline system is as follows — LLL: +1.3, HPRD50: +6.3, IEPA: +1.8,
AlMed: +1.1. The F; score for Biolnfer remained the same (more on this in Section 7.4). The
differences in F; scores (except on Biolnfer) are statistically significant (verified using Approximate
Randomization Procedure (Noreen, 1989); number of iterations = 1,000, confidence level = 0.05).

The improvement of F; scores for the new system v3 with respect to the 2nd baseline system is as
follows — LLL: +1.2, HPRD50: +5.5, IEPA: +1.8, AIMed: +1.6, Biolnfer: +2.2. These differences
are statistically significant, too.

A noticeable observation is that the new system v3 obtains better recall than the primary baseline
system on each of the corpora except LLL. For LLL, the recall remains the same but precision
increases by 7.9 points. Similarly, the new system v3 obtains better recall than the 2nd baseline
system on each of the corpora except AIMed. Although the recall decreases on AIMed, the F; scores
improves by /.6 points due to a significant improvement in precision.

Table 1 also reports the AUC scores computed following the same way as Airola et al. (2008) did. It
is hard to draw any conclusion from these AUC scores. It should be noted that the practical value of
AUC has been called into question by some recent ML studies (Lobo et al., 2008; Hand, 2009).

LLL HPRD50 IEPA AIMed Biolnfer
AUC/P/R/Fy AUC/P/R/Fy AUC/P/R/Fy AUC/P/R/Fy AUC/P/R/Fy
Primary baseline system: Using all the instances
88.1/69.6/96.3/80.8 [ 71.2/55.7/81.0/66.0 [ 86.0/76.1/75.8/75.9 [ 88.1/63.3/58.0/60.5 [ 929/78.0/74.7176.3
2nd baseline system: Adding the approach proposed by Sun et al. (2011) in the primary baseline system
88.0/72.5/91.5/80.9 [ 77.8/57.5/79.8/66.8 [ 85.9/76.1/75.8/759 [ 87.2/552/65.6/60.0 [ 93.2/79.0/69.8/74.1

New system v1: Adding criterion C1 in the primary baseline system

88.4/70.0/98.2/81.7 [ 79.0/60.3/82.8/69.8 [ 852/78.2/76.1/77.2 [ 87.4/64.0/58.7/61.2 [ 93.1/715/752/76.3

New system v2: Adding criterion C2 in the new system vl
88.4/71.5/96.3/82.1 [ 80.8/65.0/81.0/72.1 [ 853/78.0/77.3171.7 [ 87.3/63.6/58.9/61.2 [ 93.1/715/752176.3
New system v3: Adding criterion C3 in the new system v2

88.4/71.5/96.3/82.1 [ 80.1/64.9/81.6/72.3 [ 85.3/78.0/77.3/71.7 [ 86.7/63.3/59.9/61.6 [ 93.1/712/1754/176.3

Table 1: Results on the five corpora for the primary baseline, 2nd baseline and new systems.
Note that discarded positive and negative test instances (for the 2nd baseline and new systems) are
automatically considered as false negatives and true negatives during the calculation of the scores.

As we can see, the improvement of F; scores (mentioned above) varies from corpus to corpus.
One of the major differences among these corpora concerns their size. But since they also have
other differences, e.g. different annotation guidelines regarding entity mentions and relations, these
variations of F; scores cannot be exclusively attributed to the disparity of corpus size. To test the
influence of data size on performance, we carried out a set of experiments on a single corpus using
different proportions of training data. These experiments are done on AIMed, the largest corpus
among the 5 corpora considered, having 1,955 sentences collected from 225 PubMed abstracts. The
learning curve for the primary baseline system and the new system v3 (not reported because of lack
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of space) using 25, 40, 50, 60, 75 and 100% data shows that our approach for reducing skewness
obtains slightly better results when the size of the corpus gets bigger.

7.2 Random Removal of Negative Instances

We wanted to investigate what happens if one decides to reduce the skewed distribution by randomly
removing instances of the majority class (i.e. negative instances). This would help to better
understand the effectiveness of our idea of singling out less informative instances.

For each corpus, the number of randomly discarded negative instances from the training data was
kept equal to that discarded by the new system v3. To put it differently, the ratio of positive and
negative training instances of this 3rd baseline system (which uses random sampling) is equal to
that of the new system v3.

As shown in Table 2, in 3 out of the 5 corpora there was a slight increase of F; scores for the 3rd
baseline system with respect to those for the primary baseline system. There was no change on
Biolnfer but deteriorating F; score on LLL. Overall, the results of the new system v3 are better than
that obtained by exploiting random sampling.

7.3 Impact on Efficiency Improvement and Skewness Reduction

Table 3 shows how much the runtime and the distribution of positive and negative instances were
reduced in the new systems with respect to those of the primary baseline system. All these systems
are much faster than their original primary baseline system. The reduction of runtime for the final
version (new system v3) ranges from 15% to 33% depending on the corpora.

As for the reduction of skewness in the instance distribution, the number of negative instances
decreased quite sharply (>= 20%) for all the corpora except Biolnfer. While positive instances
also decreased, the percentage of such reduction is negligible with respect to that of the negative
instances.

It is evident from the numbers in Table 3 that for LLL and IEPA the greater number of negative
instances were discarded in new systems vl and v2. For HPRD50 and AIMed, a considerable
decrease in negative instances can be observed in each of the new systems.

The decrease of negative instances for the 2nd baseline system (see Table 3) is negligible, while
the decrease of positive instances is worrying. This suggests that merely considering the number of
entity mentions in between the target mentions (as in Sun et al. (2011)) is not an effective strategy.

7.4 Peculiarities of the Biolnfer Corpus

Since the F; score on the Biolnfer corpus did not change (Table 1), we wanted to understand why it is
so. The first peculiarity that we observed in the Biolnfer corpus is that 2.19% of its PPIs are between
entity mentions having the same name. The only other corpus which has such annotations is AIMed,
but only 0.20%. So, although the criterion C/ discarded 6.69% negative instances in Biolnfer (Table
3), that was perhaps not enough to counter the loss of information due to the discarded PPIs.

The second peculiarity is that the usage of anti-positive governors (criterion C2) actually discarded
positive instances in Biolnfer and failed to filter any negative instance. To check why it is so, we
extracted the list of anti-positive governors from the whole Biolnfer corpus (total 1,100 sentences)
and found there are only 10 such words. By comparison, the number of anti-positive governors in
AlMed (total 1,955 sentences) and IEPA (total 486 sentences) are 300 and 161 respectively. Further
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investigation revealed that there are startling differences for the concentration of PPIs/sentence
between Biolnfer and the other corpora. For Biolnfer, it is 2.30 PPIs/sentence. If we compare this
with AIMed and IEPA then the respective numbers are 0.51 PPIs/sentence and 0.70 PPIs/sentence.
As aresult, it is quite difficult to spot a word which is not governing any mention that participate in
PPI, but only governing those mentions that are not in any PPI in the corresponding sentence.

l LLL HPRD50 IEPA AlMed Biolnfer
P R F1 P R F P R F P R Fy P R F

3rd baseline system (using random selection)
660 982 789 [ 578 773 660 | 755 713 764 | 603 617 610 | 765 762 763

New system v3: Implementing criteria C1, C2, and C3 in the primary baseline system

715 963 821 [ 649 816 723 [ 78.0 713 717 [ 633 599 616 [ 712 754 763

Table 2: Comparison between the results of the 3rd baseline system (that randomly discards negative
training instances) and the new system v3.

LLL HPRD50 | IEPA AlMed | BioInfer
2nd baseline system Reduction of runtime 5.77% 4.84% 1.04% 6.05% 5.83%
Reduction of positive instances 4.88% 2.45% 0.00% 4.20% 11.37%
Reduction of negative instances 1.81% 0.37% 0.00% 1.67% 321%

New system v1 Reduction of runtime 7.69% 19.35% 19.69% | 28.13% 10.80%
(criterion C1) Reduction of positive instances 0.00% 0.00% 0.00% 0.20% 2.19%
Reduction of negative instances 6.63% 12.59% 19.71% | 12.83% 6.69%

New system v2 Reduction of runtime 17.31% 20.97% 23.32% | 31.61% 13.23%

(criteria C1, C2) Reduction of positive instances 1.83% 0.61% 0.60% 0.40% 2.19%
Reduction of negative instances | 19.88% 21.48% 24.07% | 15.34% 6.69%

New system v3 Reduction of runtime 15.38% 20.97% 23.32% | 33.24% 15.93%
(criteria C1, C2, C3) | Reduction of positive instances 1.83% 0.61% 0.60% 0.60% 2.46%
Reduction of negative instances | 19.88% 26.30% 24.07% | 20.18% 9.22%

Table 3: Percentage of the decrease in runtime and number of instances for the 2nd baseline system
and for each of the new systems (shown in Table 1) with respect to the primary baseline system.

7.5 Effect of Excluding Negative Instances during Learning

An obvious question would be whether the exclusion of less informative negative instances provides
any gain in learning, i.e. whether less skewed data provide a better trained model. To answer this,
we performed two different sets of experiments. At first, we applied the primary baseline system
and New system v3 on the filtered (using the three criteria) test data. These results are reported in
Table 4 which shows the recall of New system v3 is always considerably higher than that of the
primary baseline system for any of the corpora. As for the F; scores, New system v3 obtains slightly
better scores on all corpora apart from LLL (the smallest PPI corpus considered), even for Biolnfer.

In a second set of experiments, we applied these two systems on the unfiltered test data. It is not
possible to include details on these results in this paper for space limitation. Nevertheless, we found
similar trend of better recall and slightly better F; scores for New system v3 in these results. However,
F; scores for both the systems degrades with respect to those of the previous set of experiments.
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Some of the F; score differences in the above experiments are statistically significant, while others
are not. So, the answer to the question posed above is inconclusive.

[ LLL HPRDS0 IEPA AlMed Biolnfer |
P R F | P R F | P R F | P R F|P R F

Primary baseline system: Training using all the instances and testing only on the instances not filtered by the three criteria

738 963 836 | 636 809 712 [ 783 757 770 | 641 83 610 | 88 758 712

New system v3

71.5 981 82.7 [ 649 821 72.5 [ 780 77.8 779 [ 633 603 618 [ 772 718 715

Table 4: Results obtained discarding the less informative test instances for the primary baseline
system t0o0.

LLL HPRD50 IEPA AlMed Biolnfer

P/R/F; P/R/Fy P/R/Fy P/R/Fy P/R/Fy
Miwa et al. (2009a) 77.6186.0/80.1 68.5/76.1/70.9  67.5/78.6/71.7 55.0/68.8/60.8  65.7/71.1/68.1

Miwa et al. (2009b) —/-1/80.5 -/-169.7 -/-1744 -/-/64.2 -/-1676
Chowdhury and Lavelli (2012b) ~ 70.4/95.7/81.1 729/59.5/65.5 81.1/69.3/747 642/58.2/61.1 80.0/71.4/75.5
Our proposed approach 71.5/96.3/82.1 649/81.6/72.3 78.0/77.3/717  63.3/599/61.6 71.2/754/76.3

Table 5: Comparison of our results with other state-of-the-art approaches.
8 Conclusion

In this paper, we have addressed the well known issue of skewed distribution, which has been
hypothesized as one of the stumbling blocks for the advancement of ML based RE approaches (Sun
etal., 2011). To the best of our knowledge, there are no existing studies showing that the reduction
of skewed distribution could lead to better RE results. Since negative instances play important role
for accurate ML training, only the less informative negative instances should be discarded.

To meet this challenge, we proposed three criteria for identifying less informative instances. We
applied them on a state-of-the-art RE system and evaluated our approach on 5 different benchmark
PPI corpora. Empirical outcome shows that our proposed approach performs better than 3 different
baseline systems (which were created from an existing state-of-the-art RE approach) on 4 out of 5
corpora. Although the F; score remains the same on the 5th corpus, i.e. Biolnfer, recall improves. In
fact, the proposed approach boosts recall in 4 corpora (in LLL recall remains the same but precision
increases) which is a desirable characteristic for biomedical RE. However, it is inconclusive whether
less skewed distribution leads to a better trained model. Nonetheless, our approach significantly
reduces the number of negatives instances and runtime. Comparison with previous studies shows
that our approach provides state-of-the-art results for PPI extraction (see Table 5).

As for future work, we plan to investigate whether the proposed approach can also improve perfor-
mance of RE from other genres of text such as news domain, since none of the criteria proposed for
discarding less informative instances is domain specific.
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ABSTRACT

In this paper, we suggest a lattice rescoring architecture that has featur@sieofDB basel
language model (LM) server aralnaive parameter estimation (NPE) to integrate distribute
language models. The Trie DBVl server supports an efficient computation of LM score to r
rank the n-best sentences extracted from the lattice. In the case ofitNRE, a role of an
integration of heterogeneous LM resources. Our approach distributes LMitztiops not only
to distribute LM resources. This is simple and easy to implemenmanatain the distributed
lattice rescoring architecture. The experimental results show that the performaheelaifice
rescoring has improved with the NPE algorithm that can find the optimights of the LM
interpolation. In addition, we show that it is available to integrate n-gramndvDIMI LM.

KEYWORDS: lattice rescoring, distributed language model, large scale language model
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1 Introduction

The speech dictation with over multi-million words requires the large-tmaguage model. This
need has a few problems suchadsigh computation time and memory limitation. Automatic
speech recognition for the multiple simultaneous aesesescupies the memory as multi-
processes and uses multi-core capability of the CPU to guarantee higtmpece service.
Hence, the limitation of the system resource requires the distributecaapgdor the large-scale
language model. Previous researches have shown that the distributed gnegglinach is
available to avoid these problems.

In the case of language model researches, the distribution approach fattisesclient/server
paradigm with splittinga training corpus as a technique of suffix array (Zhang, 2066Eamami,
2007). These approaches depend on the distributed n-gram cours;semiie other hand, there
is a more sophisticated technique to alleviate the burden of network communitatises
MapReduce programming model to save and serve the smoothed prypludbiligram (Brants,
2007). These researches have presented the distributed architecture for the n-gram
language model. In the case of composite language model, there is a resdsdoth,
simultaneously accounts for lexical information, syntactic structure amdrdie content under a
directed Markov random field paradigm (Tan, 2011). In additionctimeposite language model
approach showed the limitation in the training time, which takesi®fu6s for the EM algorithm
to build model of 230M corpus in the cloud environment.

In this paper, we suggest a lattice rescoring architecture that has featarésiefDB based
language model (LM) server and naive parameter estimation (NPE) to intdigtatieuted
language models. We use this architecture for speech recognition. Téeta®multi-stage
lattice rescoring approach is prerequisite. The Trie DB language model servarroies of
efficient computation of LM score to re-rank the n-best sentences extfemtedhe lattice. In
the case of NPE, it has a roleasfintegration of heterogeneous LM resources.

2 Latticerescoring architecture

21 Latticerescoring flow

The process of lattice rescoring begins with the automatic speech recog#itdR) that
recognizes the input speech and generates the lattice that is a weightestl diogclic graph
where represents the ASR results. With the lattice input, the am/Im decosfimgsplits
acoustic modelAM) and language modeli1) scores of the lattice for the lattice rescoring sinc
in the LM rescoring stage, we only use AM scores of the input lattice. Afterittlextracts the
N-best list from the lattice. The rescoring step rescores the sentence scores-be#tdist with
large scaled LM resources. Finally, it reorders the n-best list accordingrtewthecores.

The rescoring step uses the AM scores of n-best sentences and new LM sogreteddn
distributed LM servers. The LM server and rescoring module communicategylthstream
sockets. The LM servers return each LM scores when it receives n-best sefteagescoring
module re-ranks the n-best sentences after interpolating new LM sewmeised from the
distributed LM servers.
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The rescoring flow depends on two approaches, one is the LM interpolatimeter estimation
and the other is the LM Trie DB. The step of the LM interpolation paramstenation
computes the interpolation weights in the back-end step with the coi®&ttrésult scripts. We
propose Naive parameter estimation algorithm to estimate the LM interpolatightsv In the
case of LM Trie DB, we build LM as a Trie DB that guarantees high perfarenand light
footprint. Figure 1 describes the flow of lattice rescoring.

Speech

| ASR

\L local LM DB1
Lattice LM DB ~NY
am/Im
decoupling
; i
Network /
Nbest - LM DB2
{AM score, Rescoring
Sentence}
/ o
f : {id, sentence}
; 777777777777777777 id] score}
_______ =3
: LM int. 1
weight | Linguistic
! Estimation ! rescored Feature
e Nbest DBs
F {AM+LMs score,
Sentence}
Correct
ASR result
Script

FIGURE 1 — System architecture for a lattice rescoring

2.2 Lattice Generation and AM/LM Decoupling

We implement the unit of generating lattices considering high performahedattice is built at
the ASR decoding step without the increase of memory and computat®ulethder generates
the lattice using the recognized word path at the backtracking step. lteatmmpleted word
paths to the 1-best recognized word at the specific time according to the accuikeéterbd
score.

The lattice link has the likelihood score thataisummation of AM and LM scores witheh
proportion determined empirically. We decouple the likelihood scorethétioriginal LM of the
ASR decoder since we cannot improve the result of lattice rescoring whenaim&in the
original LM scores Therefore, the basic step of the lattice rescoring is the replacement of
lattice LM score with other LM resources.

23 LM TrieDB Server

We propose LM Trie DB server. It consists of two components; ®tigei LM Trie DB and the
other is the service function. The LM Trie DB is built by converting the®P ARormat for
language model representation into a Trie structimethe case of the server function, it
computes the LM scores for the n-best sentences in a style of dynagiaming.In runtime,
the DB is loaded in the memory space to deal with the requests of LM vahpeitzdion for the
N-best sentence list. As a DB structure, we use a double-array Trie ap@koaci992).

The basic schema of LM Trie DB is a pair of key string and data sffimg.1-gram entry has
“word” as a key and “prob_backoff winx” as a data; “word” is a unigram word string, “prob” is a
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LM probability, “backoff” is a value of backoff anwinx” is the index of this entry which is
used in n-gram entries. In the case of 2-geamy, the key string is “winx_winx”. It means that
the key string is composed of two 1-gram word indexes. Ai$@as“winx2” for a 2-gram index
used in 3-gram entries. Table 1 shows the schema of LM Trie DB.

word prob backoff winx
Winx winx prob backoff winx2
Winx2 winx prob backoff winx3
winx3 winx prob backoff winx4
winxd winx prob backoff winx5
winx5 winx prob backoff

TABLE 1— Schema of LM Trie DB

The dynamic chart for the computation of LM score is described in Figlieifigure shows to
compute LM score for the input string with 4-gram LM. First line showesit string. The LM
values are presented frorff 2ayer to &' layer. The cell filled with backoff;tand probability p
The arrow shows the computation with previous layer scores whenigheoen-gram entry in
LM DB. We denote a probability of a dynamic chart as a DC(n-gragram a backoff value as

a DC(n-gramhb,).
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FIGURE 2 — Dynamic chart for the computation of LM score

When the LM Trie DB server receives the request of the computation of dlive Vvfirst, it
searches 1-gram data in the LM Trie DB with input sentence $sw W, .. W, </s>. Then, it
searches 2-gram data. When it cannot find the 2-gram data, it éillsldhof the dynamic chart
with the backoff and probability of each composed 1-gram; R&(wp,) € DC(wy, p) +
DC(wo, by). If there is no backoff value, the previous probability trangferthe current slot
DC(WowqW,, ps) € DC(wiw,, p). Finally, the summation of last slots is the LM value of th
input sentencey DC(-, py). This procedure is same witmormal procedure for backoff in LM.
The difference is that the DC computation depends on the scherh& Dfie. DB. The higher n-
gram DB search uses theinx” of the lower n-grams.

24 Distributed LM interpolation

We propose naive parameter estimation (NPE) algorithm for the integratitistrifuted LMs.
The goal of NPE estimates the optimal interpolation weights of the distributedtdNtee
evaluation set. Simply, NPE uses the accuracy of the ASR to the evaluativithseach LM.
The idea is that the update of the weight of the LM is multiplicative (highgehamhen the
accuracy of ASR decreases and the other is additive (small change) wrasttinacy of ASR
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increases. Although we adopt simple approach to estimate LM interpolation syéfgfatn find
the optimal weights of all LMs in a few iterations.

In addition, we can process the NPE in distributed environment #iecéASR evaluation
function only uses the network procedures. The evaluation funationeval(), sends the
message of LM score computation and receives the message of LM scoeaftoioM server.

Although the NPE sends the network calls iteratively to the LM servesa iefficiently process
the task since the NPE uses not only the distributed LM resources duhealdistributed LM

computation.

0: E := {ei..en}

1: W € initialize() # W := {wi..w,}
2: AW € W * ¢ #0<c<1
3: acc old € do eval (W, E)

4: for itr = 0 to max_iteration do
5: W& w

6: for i = 0 to number of LMs do
7 w'; € wit+ Aw;

8: acc_new € do_eval (W', E)
9: if (acc_old-acc_new > 0) then
10: Aw; € -Aw; * random ()
11: else

12: Aw; € Aw: + random ()

13: end if

14: end for

15: W€ W+ AW

16: acc_old € do_eval (W, E)

17: if (acc_old is max) then

18: Weax € W

19: end if

20: end for

21: return W,..

FIGURE 3 — Naive parameter estimation algorithm.

The NPE algorithm is described in Figure 3. Firstlynitializes the interpolation weight#/ as
many as the number of LMs (linel). In addition, it initializ&¥ which compute by multiplying
constant valuec (0 < ¢ < 1) to the interpolation weighw (line2). The last stage of the
initialization is to get the first accuracy with the initialized (line3). At this time, do_eval()
evaluates the evaluation $ethat is the set of the lattice and correct script pairs.

The evaluation step, do_eval(), extracts n-best from the input lattice ancetitenes the n-best
with the distributed LMs. It sends the n-best sentences to the distribMtedricers and receives
each LM scores computed by the LM servers. Then, it computes the sddveiterpolation
with W to re-rank the n-bests. Finally, it can compare the correct scriptsitthéraccuracy.

The weight estimation step processes iteratively. It try to evaluate with the updstgd in
each LMs (line7 ~ line8). If new updated weight cannot shovb#tier accuracy, it processes &
multiplicative decreasef the weight (line10). On the other hand, if new weight shows ¢kterb
result, it processes an additive increase of the weight (line12). Weeussnttom scale to change
the weight value in order to avoid the stalled state, which is a repetition efdight values.

After deciding all LM weights, NPE gets new evaluation value (linel5 ~ linex&n,Tif the
value is the maximum, it saves the value as,Yiinel8). Let the rescoring function for a
sentence beregs). We define:
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res(S) = am(S) + Zn Wnpe (1) * Im; (S)
i=1

Where,w,,{i) is the NPE determined' weight of the distributed LM anidn(s) is the result of't
distributed LM to the sentensean(s) is the decoupled AM score to the sentencEhese values
are in the log domain so that we can add them as shown in the aquatio

3  Evaluation

3.1 Evaluation Set and LMs

The evaluation set also consists of four domains such as emad, @&A and twitter. It has
2,000 clean Korean speeadindependent of LM training corpus. We converts the speeches i
HTK standard lattice format (SLF) files with wFST-based Korean speech recognimehr,ushs
small LM. We prepare two evaluation sets as described in Table 2. EVAL1 uses all sentence
EVAL2 divides the evaluation set into a train/development sehaest set.

# of speech email news | Q&A | twitter | All
EVALL 200 400 400 1000 2000
train 150 300 300 750 1500
EVAL2
Test 50 100 100 250 500

TABLE 2 - Preparation of two evaluation sets.

We selecia vocabulary set for building language models. The vocabulary hasillichrantries
which extracts from the corpus of 3.3 billion words with a cagerof 99.84% of the corpus. We
use the 3.3 billion words corpus as a training set for language mod#is ievaluation. The
domain of the corpus consists of twitter, news, community and.Q&e training corpus is built
by crawling from the web sites

We builds two n-gram language models for the evaluation; one is Skiall.3m 1gram, 4.5m
2gram, 2.3 3gram), and the other igBM (1.3m 1gram, 42.1m 2gram, 45.8m 3gram). Ir
addition, we build the distance independent mutual informaditign (DIMI LM) (GuoDong,
2004), which has 121 million pairs extracted from the training daténwhe 6 words distance.

3.2 Lattice Rescoring

We use EVALL to evaluate our distributed LM architecture. In this experimerALENs a
training set of the NPE algorithm to estimate interpolation weights fdrNfse Also, EVALL is
a test set of this experiment. Table 3 shows the result of the lattice rggestn

type email | news | Q&A | twitter | All

1 AM 85.13 | 80.34 | 83.59 | 856 84.32
2 AM+Small LM 86.93 | 83.17 | 8649 | 87.16 | 86.35
3 AM+Big LM 88.3 84.67 | 874 88.15 87.41
4 AM+Big LM+DIMI LM 8841 | 8581 | 87.59 | 88.28 | 87.73
5 Big LM+DIMI LM (no AM) 85.1 83.75 | 85.7 85.28 85.13

TABLE 3— Evaluation with EVAL1 (accuracy %, topl)
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The result of typel is the ASR accuracy with only AM scores.rébelt of type2 is the baseline
accuracy since it is the performance of ASR with small LM. We useNBPE algorithm from
type3 to type5The gain of the accuracy is 1.06% when we apply the Bigtalveplace small
LM in type3. The test type4, the accuracy of the all test sentences inénesrsedl. However, in
news domain, the gain of the accuracy is 1.14%. The result of $jyjmets the importance of AM
scores. The test cannot improve the result of lattice rescoring when we #gdoscores in the
input lattice.

R e R NN R R ARSI N RAC I RRERINB S F 5SS

FIGURE 4 — Naive parameter estimation algorithm.

Figure 4 shows the oscillation of the accuracy when NPE estimategehgolation weights to
the big LM and DIMILM (type4). The NPE finds the optimal weights in the 43th iteration a
the duration time is not over 20 minutes. Although the NPE cannatairathe optimal accuracy,
the result shows that it is available to find the appropriate interpolation weights $hort-term.
This evaluation shows that the NPE can integrate a long-distance LM that isrdifféth n-
gram based LMs. In addition, the algorithm can estimate the interpolatightsvéo the multiple
LM resources.

type email | news | Q&A | twitter | All

Train | 86.15 | 83.71 | 86.26 | 87.23 86.29
Test 87.84 | 82.01 | 85.57 | 86.48 85.97
Lattice AM+Big LM Train | 87.65 | 86.28 | 87.83 | 88.23 87.63
Rescoring | +DIMI LM Test 88.87 | 83.61 | 86.21 | 88.18 87.37

Baseline AM+Small LM

TABLE 4 — Evaluation with EVAL2 (accuracy %, top1), NPE with Train Set

The evaluation with EVAL2 described in Table 4. In this experiment, we &Pk only to the
train set. The result shows that the gain of accuracy of test se¥isnhdn the gain of accuracy
of train set is 1.34%. From this test, we find that the NPE cannot guaraategtithal weight of
test set with only train set because of the over-fitting problem; theeaagcof all test is 87.47
when we apply NPE to test seétowever, the result shows consistency in the gain of accuracy
all domains.

Distributed LM Non-distributed LM

Acc. % Time(sec) | Acc. % Time(sec)
1=t 88.44 180 88.44 206
2nd 8833 164 88.47 249
3 88.36 184 88.36 193
Avg. 88.37 176 88.42 216

TABLE 5- Distributed LM vs. Non-distributed LM
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In addition we test the email set of EVALL considering the comparison of distributedridv
non-distributed LM. We test it 3 times of NPE wa&h iterations. The total number of LM score
computation is 394,581 in one NPE process. The type of expélisr&ame with type 4 in Table
4. From the Table 5, we find that the reduction of the time is 18%eleabe of accuracy, there
is only marginal difference between two tests.

If the Non-distributed LM is %pass big LM based ASR, then the result of this test, EVAL
email set, is 89.16% accuracy; EVALL all set is 88.20%. The two-pasea@ppsuch as the
lattice rescoring cannot overcomégdass approachf the big LM since the small LM based ASR
cannot show the coverage of n-gram path of big LM. However, irp#per, our assumption is
the case that it is not possible to use the approachpss big LM ASR.

The main feature of our approach is to distribute LM computations mgtto distribute LM

resources. The rescoring client sendskiimeimbers of n-best sentences to kheumbers of LM

servers. The LM servers return LM scotdéghe n-best sentences to the clifiiite computation
of a LM scoring is only occurred in the servers in parallel with eacdbr.offhis is simple and
easy to implement and maintain the distributed lattice rescoring architecture.

Conclusion and per spectives

In this paper, we proposed the lattice rescoring architecture for applyintartie scale
distributed language model to the speech recognition. AM/LM decouplingagipof a lattice is
required to replace large scale LMs with first-pass small LM. In the distrituMederver, we
adopted socket-streaming approach and the Trie-based memory DBMforFibally, we
suggested the naive parameter estimation algorithm for the interpolationltgfle LMs. The
evaluation showed the appropriate gain using NPE algorithm that can fiodtimal weights of
the LM interpolation. Also, we showed the integration between n-gram LNDEAHLM. In the
future, we will improve the NPE algorithin various domains. Domain adaptation technique cz
be one of them.
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ABSTRACT

In this paper we describe and evaluate a Finite State Machine (FSM) based Morpholc
Analyzer (MA) for Marathi, a highly inflectional language with agglutinativdfiges. Marathi
belongs to the Indo-European family aisdconsiderably influencetty Dravidian languages
Adroit handling of participial constructions and other derived forkiadantas andTaddhites)

in addition to inflected forms is crucial to NLP and MT of Marathi. Wet filsscribe Marathi
morphological phenomenadetailing the complexities of inflectional and derivationa
morphology, and then go into the construction and workinthefMA. The MA produces the
root word and the featureé\ thorough evaluation against gold standard data establtble
efficacy of this MA. To the best of our knowledge, this work tie first ofits kind on a
systematic and exhaustive study of the Morphotactics of a suffikistatanguage, leading to
high quality morph analyzer. The system forms part of a MakHitidi transfer based machine
translation system. The methodology delineated in the paper can be replicatiheifdanguages
showing similar suffix stacking behaviour as Marathi.

KEYWORDS: Marathi, Morphology, Derivational, Inflectional, Architecture, Finite Stai
Transducer, Two-Level, Indian Language Technology.
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1. Introduction

The number of Marathi speakers all over the world is clos&2tanillion®. Marathi uses
agglutinative, inflectional and analytic forms. It displays abundamuatmof both derivational
(wherein attachment of suffixes to a word form changes its grammatitaebory and
inflectional morphology. Aboutl5% of the word forms are participial forms known as
Krudantes, which result from the influence of Dravidian languages. Traditionaigrars of
Marathi classify the derived forms in Marathi into two categorksidantss andTaddhites.
Krudantes are the adjectives, adverbs and nouns derived from verbs, Tahidites are nouns,
adjectives and adverbs derived from words of any category other @rén This is also
accompanied by inflectional processes which help lend the words featugesdsr, number,
person, case, tense, aspect and modality (the latter 3 for verbs only).

1.1.Related work

The first MA for Marathi used a very naive suffix stripping apphopmpounded b¥ryigit and
Adali, (2004). This neither had the ability to handle the stacking of suffixes whight involve
orthographic changes at morpheme boundaries, nor could it indicate spaliagies and thus
was discarded. The need for a mechanism to handle both inflectionabexndtional
morphology was felt, aneve adopted the Finite State Transducer (FST) based approach
allows specification of legal morpheme sequences of both inflectional andtderal kind We
thus used two level morphological analysis model (Oflazer, 1993; Kinal, 1994), including
Morphological Parser (Antworth, 1991). Dixt al (2006) implemented a Marathi spell-checker
which is an inherent part of our MA. Bapettal. (2010) had developed a FST based MA whic
handled the derivational morphology of verbs, and Bhosalal (2011) showed that the
inclusion of this MA helps improve the translation quality. We extendedtinke of Bapatet al.
to other grammatical categories, thereby increasing the coverage of Marabtoiogical
phenomena.

2. Morphological phenomenain Mar athi

We first describe inflectional morphology. Nouns in Marathi are inflected doder, number
and case; adjectives are inflected for gender and nymtmerouns for gender, number, case an
person. The nouBiTaT {aambak {mangd is masculine. Its direct singular and plural forms are
37ET and 319 {aamte} {mangoe} respectively. Its oblique singular and plural forms are
37saT {aamlyaa} and 37ea {aamlyaan} respectively Verbs in Marathi are inflected for
person, number and gender of the subject alone or that of bothbjbetgtie object of the verb
and also for tense, aspect and mood. Marathi has three gemdstailine feminine andneutel),
two numbers gingular and plural), eight casesnpminative, accusative, instrumental, dative
ablative, genitive, locativeand vocative and three persondirét, secondand third). Different
linguists give different typologies for the tenses, aspects and mood4aiathi. We have
followed the typology given by Damle, M.K1970. We have also followed the linguistic
analyses in the book of Dhongde and Wali (2009).

http://en.wikipedia.org/wiki/List of Indian languages by total speakers
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2.1.Derivational Morphology:

In the derivational process, a derivational morpheme is affixed to theestem (the form a root
takes when a derivational morpheme is attached to it), in order to add meaitingddhereby
derive a new word. The resulting word may or may not be ofaime grammatical category. For

example, Marathi has a derivational morphefff&1” { panag, which is attached to adjectives

like “HE™ {moork} {foolish}, in order to derive nouns like FEIUT” {moorkhapanah
{foolishnes}. Marathi has many such derivational morphemes.

Another important feature of Marathi is its set of participles, which areetkly attaching
derivational morphemes t@rbs. These participles indicate tense, aspect, voice, mood in addi
to gender and number features. For &XPTRT {yenaarah{ coming is a masculine, singular
present participle form, whileédeie™ {gelelag {has gong is a masculine, singular past
participle. Most of these participles, in addititminfinitive forms are currently handled by our
MA. It also handles the extractiaf most of the derivational morphemes that attackerbs and
a few that attach to nouns, adjectives and adverbs. Handling Derivational Magpphe
important as it requires only base forms to be stored thereby redheimgxicon size. We now
describe some of the morphological complexities and methods of hart#img t

2.2.Complexitiesin handling I nflectional M or phology

1. When a genitive case marker is attached to a noun or a pronoun, ttiagdéstm holds the
gender and number information of both the base noun and tlittvgqerase marker. For

example,in the word “Felar {muleenchah{ of the girlg, the stem “Fell” {muleer} has

the features feminine, plural, while the suffix “dr” {chag has the features masculine,
singular. Thus, the morphological analysis of this form shaddsist of two feature
structures- one for the stem and the other for the genitive sdftirently, we obtain a
selective combination of both.

2. Pronouns take all cases except the vocative. However in case of praboasgs are not
overtly marked. For example, the instrumental case is not overtlyetharlcase of first and
second person pronounsH” {meg {I/me} and “q” {tu} {you}). Marathi also has
demonstrative pronouns which are same as third person prortdowever, when these
pronouns occur as demonstrative pronouns, they do not take pastpositions.
Distinguishing between pronouns and demonstratives becomesiltiiffigoroperty of almost
all Indo-Aryan languages). For instance&adr :g?ﬂﬁ" {tyaa mulaang {that boy (did):
ergative form}. We handle these by special entries in the repository of inflémted
(REPO) (see next section).

3. Spatial and temporal adverhige “31TdT” {aatg { now}, which actasnouns, can take some

case markersike “dr”{chag { of} to give “HTdAT" {aataa-chag{ now-of} for which the
Marathi MA uses the type NST (Noun of Space and Tirndég create special paradigms
(Bapatet al, 2010) for NSTs.

4. There are morphemes that indicate a few features of the agent of ttendeatfew features
of the object of the verb. For exampiks morpheme “eli&™ {lees} in “@reel @™ {khalleed
{eater} in addition to indicating the perfective aspect, indicates that the agere @eth is
in singular and second person, while the object of the verb isifemisingular and third
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person. In such cases, the morphological output should ideallytivaveeparate feature
structures- one for the agent and the other for the object.

Stacking of two or more suffixes is very common. Consideretaenple, “STOT-ATHAIET

S

{jaanaaryanesuddhhéthe one going als€instrumenta)} { ST + UIRT + o + geT}. The
root is the verb “SI” {jaa} { go} attached with three suffixes “OT=aT” {naaryd, = {ne} and
“ger” {suddhg { alsg respectively. Hre “OT-aT” has“s as suffix which in turn has

“Hger” as suffix. The finite state approach (next section) for morphological analysis irelp
solving this.

There are a few pairs of morphemes that have similar orthographégs,sand the stems to
which these morphemes are attached are orthographically similar too. Thussutimg
inflected/derived forms are orthographically similar, but have two diffemeanings. For
example, there are two morphentesresented by the letter “d” {ta}, one of which denotes
habitual past and the other, imperfectigpect. Thus, attached to a verbal root like “fRy
{fir} {to wande}, these two suffixes produce two similar form$¥ {phira$ {( they)
used to wander and “fR¥a™ {phirag {wandering. In such cases, the Morphological
Analyzer should be able to produce both the analyses. Once again, thetdigitepproach
helps.

2.3.Complexitiesin handling Derivational M orphology

1.

3.

Base roots may have multiple forms (called stems) depending on wleighational
morphemes attacled to them.For example, the cardinal “Je=ITd" {pannaa}{ fitty}, when
attached with thederivational morpheme “aT”, takesthe stem “YeolIAT” {pannaasaja
However, when attached with the derivational morpheme “@I” {da}, the same cardinal takes
the stem “Ye=id” {pannaal In such cases, we need separate Suffix Replacemens Rt
(SRRs) (Bapatt al, 2010) for each derivational morpheme.

Some of the derivational morphemes like “9uIT” {panag, “ar’ {daa are highly productive,
as they are attached to all members of a particular grammatical category like nc
However, some derivational morphemes are attached to only some parseniantic
classes within a grammatical category. For instance “#X” {bhat} is attached to only nouns
and to only those nouns which indicate places or contairfg®s? {desh { country-a
placg, “aer’ {vaat} {bowl - a containe}. The resultant form for'¢er is “GeraR”
{deshbha} { throughout the countdy For such nouns, we need to create special paradigm

Architecture and Working of the M orphological Analyzer

The Marathi Morphological Analyzer is fully rule-based and thus relies orgstnanipulation
and file lookup. It requires two main resources, namely, a FST (RBtéte Transducer) and a
REPO (Repository of Inflected Forms), generated using an InflectoBBS® (Stuttgart Finite
State Transducer) compiler, which are explained below. These are in turn gebgrétedasic
resources; namely, the monolingual lexicon, the suffix replacement 1BRRs], the special
word forms repository, the verb suffix (f&rudantss) list (Bapatet al, 2010) and morphology
rules (Morphotactics).

2http://www.ims.uni-stuttgart.de/projekte/gramotron/SOFTWARE /SFST.html
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3.1. Tools and Resour ces

3.1.1. FST (Finite State Transducer)

STEM_WA DACL

\Q— STEM_WA_DA O

Figure 1 - FST for deriving Adverbs from Cardinal

The rules which specify the legal sequences of word-formiogphemes in Marathi are called
Morphotactics. These rules constitute a Finite State TransdTigisr helps identify incorrectly
written words efficiently and allow for easy word segmentationeRample of a rule would be:
“$ADJI$ = $ADJI_OF$ $SSY$?This means that an adjective (ADJ) can be formed by a sequence
of oblique form adjective (ADJ_OF) and an optional suffix (SSY). The qrestiark indicates
optionality. This is a FSM rule. We thus work with parts instead aflegh Here ADJ_OF and
SSY are inflectional typeJ o understand this better consider B&T in figure 1 above.

The FST describes the derivation of adverbs from cardinals. The adiierl ™{veesdah
{twenty time$ is derived by suffixing &T "{da} { time(s)} (which comes under DA_CL) to the
cardinal ‘81T "{veeg { twenty} (which comes under STEM_DA), while the advef@@rezier "
{visaavyaandal { twentieth timé is derived by suffixing &T "{da} {time(s)}to the stem
“faaredr {visaavyaah of the ordinal fa@mar {visaavaa {twentiet} where “ar™ {vaa}
becomes “EAT” {wyaar} (which comes under STEM_WA_DA). Here the ordin&&amar"
{visaavad { twentietl} is derived by suffixing &T "to the cardinal & "{veeg { twenty} (which
comes under STEM_WA)DA CL represents the derivational suffix “GI” which cannot be
followed by any other suffix. STEM_DA is the cardinal stem and STEM_D/Ais the ordinal
stem deriving suffix@ar’ to which the suffix “g” is attached. STEM_WA is the cardinal sterr
to which the suffix “@l” is attached. There are close to a 100 rules. We add more rules to he
more complex forms.

We use Stuttgart University’s SFST (Stuttgart Finite State Transducer) compiler which takes th
categorised inflected forms (in files) and the Morphotactics to give thedueer file an
augmented Finite Automaton (FA) transition table, called the Morphotact file. We $R&3&as

it enjoys the ease of specifying Morphotactics. Alternatives like HFST (Helsinke Fatate
Transducer) and FOMA also exist.

3.1.2. Repository of Inflected Forms (REPO)

After undergoing inflection, using an Inflector, which appB&R’s to the words in the lexicon,
all inflectional forms with their root words and features (gender, euandic.) are stored in a
single flat file called as the REPO file. Separate files for each inflectional type contaieing
inflected morphemes of that type are also created which are used for ¢natigenof the FST.
The format of this file is: <inflectional type <inflected word>; <root word-1, feature lit
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root word-2, feature list-2#...# root word-n, feature list-sn example for"mﬁﬂ'”
{mahabaleshwgr {the god of great strendgth is <DF>; WQET>;
<HAFEDAAT,N,N,S7,,,,, 0FFEIBAAT, N, m,Sg,,,, IFETTSAGT,n,m,pl,,,,, 0>

3.2.Morphological Processing

. Repository of
Finite State Inflected forms

T
Morphotacti

(Morphotactics) =
Interpreter/
Stemmer

Stemmed
Results

Lookup Engine

t_;r\}:& Post ing ———

Figure 2 - Morphological Processing Flow

orphological
Analysis of
word

The flow of processing is in figure 2 above. There are 3 maimpooents: the FST
interpreter/Stemmer (levdl), a lookup engine and a post processing unit (level 2). An ayxilie
support list of suffixes is also used.

3.2.1. FST interpreter / Stemmer / Segmenter

The interpreter (our Java equivalent of SFST interpreter) takes the inputawdrdives the
morphemes it contains. As such this is a Stenon&egmenterit uses the transition table of the
FST and gives the output in the form: <input word>: morpheme-1 <catdgomorpheme2
<category2> ..... morpheme-n<category-n>. The first morpheme is the Stem. There is
possibility that a word may be stemmed in more than one way beitaased be a direct form
of a word or a morphologically complex word with a root andixi€s. An example fof‘geldr”
{halawag:

1. @dodr: An inflected form withthe imperative suffix “&T” is attached to the verbal root “geld”
{halaw} { to shaké .
2. geldr: A direct form of a noun referring to a dessert.

3.2.2. Lookup engine/ Parsing

This unit accepts stemmed results to give intermediate morphological analyiseand the next
stage constitute Morphological Parsing (MP)e\&urrently perform MP for all inflectional
morphemes and for the derivational morphemes that attach to verbsa FRiash table of the
REPO file, by using the inflected form and the word form categm the joint index, is
constructed. The first morpheme and its category are then ugbi$ dlash structure to obtain its
root form and its features. This is followed by the most cruéfalrdanta processing. If the
stemmer detects Krudanta suffix, the lookup gets it from the hash table and modifies tl
featuresof the feature list using those of teudantasuffix. Otherwise the following suffixes (if
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any) are either case markers or postpositions oKnodantaderivational morphemes which we
append to the feature list.

Verbs have additional features namely “Krudanta Type” and “Krudanta Case Marker/Suffix”.
An examplefor “€TaOTRT” {dhaavnar¥ runrer}, an adjective, would be&ITqoTRI<fs af (feature
structure abbreviated fonm'8ITd,v,m,sg,,d9TIRT,OTRT' tense="' aspect="" mood=""
kridanta_type="nara' kridanta_cn¥RT>.

3.2.3. Post Processing

A word can be stemmed in multiple ways and hence the resultplcation of features that
happens is eliminated in this urfome Marathi specific cases which cannot be handled by ru
are also handled here. The final part of this is handling unrecognised.woword will not be
stemmed if either it was not entered in the lexicon or there is a spelling enestalkere are no
rules to handle it. It is important to identify the suffix as it shows relatetseen words and
must be translated even if the word it is attached to is unknownidentifiable. This is mostly
for foreign words. The word is matched against the list of sfiand the one identified is
extracted. There will be no linguistic features associated with it.

Builders of Morphological Analyzers, especially, for Indian (and otimeitar) languages can use
our framework effectivelyOur Java based stemmean completely stem/segment and pars:
around 50000 tokens in 8-10 seconds. The end result of all ibéggsing is the minimally

sufficient morphological analysis of the input word. In the next seatie present the methods
for evaluation of our MA and the results.

4, Evaluation

We have two measures of quality, namely, accuracy and usability.r&arpd Gold Standard
Data of 101 sentences with a total of 1341 tokens/words. We comip@reditputs of our MA
with the gold standard data. For analysis, each word is put mgoob6 different categories.
Tablel below describes these categories and also gives the results of our evaluation.

ﬁﬂizis Analysis category N%?gsof Per centage

1 Same analysis: Identical to gold 968 72.18
2 Spurious analysis: Extra analyses along with gqg 161 12.00
3 Missing analysis: Missing analyses from gold 66 4.92
4 Missing and sggg@gz:;}il%s?&sdsmg and extra 20 521

Completely spurious analysis: Totally incorrect 2 0.14
6 No output: No analysis given 74 5.51

Total 1341

Table 1- Distribution of Analysis types
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Our formula for accuracy is:
Accuracy = (Number of type 1 analyses)/(Total number of words)

This gives us an accuracy of 72.18%. This proportion of svisrgperfectly analyzed and their
analyses were correct, complete and useful in terms ofottteand featuresnformation. The
analyses of words under type 2, 3 and 4 give at least one usabldésatiaftsire list including
root and suffix), whichis mostly sufficient for NLP applications. Analysis belonging tc
categories 5 and 6 are totally useless.

The formula for usability is:
Usability = Number of type 1,2,3 and 4 analyses/Total number of words

This brings our usability score to 94.33%. Out of 273 derivationaphemes, 265 (97.06%)
were correctly segmented and 237 (86.81%) of them were correctigdpa@air parsing of
derivational morphemes needs more work, as only 237 (89.43%)fd285 recognised are
correctly parsed.

4.1.Error Analysis

Errors found in the MA output are of two types- errorsahmission (false positives) and errors
of omission (false negatives). Errors of commission whicluockie to wrong entries and
overgenerating rules in the lexicon grammatical rules list, respectively, aesl spivmodifying
the entries and rules. Errors of omission which occur whenssageentries and rules are not
made in the lexicon and grammatical rules list, respectively, are solved by abdimissing
entries and rules.

Conclusions and Futurework

We described the construction @morphology analyzer for Marathi, which can be adapted f
other languages that do suffix stackifidhe Morphotactics have to be carefully captured- a
generalities and exceptions included, after which standard FSM typectooige harnessed to
perform the analysis. The lexicon needs to be exhaustive and richoiphosyntactic
information. Our MA for Marathi has the ability to handle inflectional and derinatio
morphology for almost all of the grammatical categories. In futurek,wtire parsing of
derivational morphemes for categories other than verbs needs to be havdladso need to
adopt the suffix stripping approach where the FST approach fails, yhiersdting to a hybrid
MA. In the context of translation, the influence of derivational morphologgds to be
investigated. Multiword and compounds form another area oftigegisn.
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ABSTRACT

In this paper we try to present psycholinguistically motivated computational model for the
access and representation of Bangla polymorphemic words in the Mental Lexicon. We first
conduct a series of masked priming experiment on a set of Bangla polymorphemic words. Our
analysis indicates a significant number of words shows morphological decomposition during
the processing stage. We further developed a computational model for the processing of Bangla
polymorphemic words. The novelty of the new model over the existing ones are, the proposed
model not only considers the frequency of the derived word but also considers the role of its
constituent stem, suffix and the degree of affixation between the stem and the suffix. We have
evaluated the new model with the results obtained from the priming experiment and then
compare it with the state of the art. The proposed model has been found to perform better than
the existing models.

KEYWORDS: Mental Lexicon, Morphology, Decomposition, Psycholinguistics, Masked Priming.
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1 Introduction

The mental lexicon refers to the organization of words in the human mind and their interactions
that facilitates fast retrieval and comprehension of a word in a context. One important goal of
cognitive science is to understand the organization of mental lexicon as it will help to model
how brain processes language. This knowledge will benefit the development various NLP
applications that includes text comprehension, lexicon development, information retrieval, text
summarization and question answering.

One of the key investigation areas in psycholinguistics is the representation and processing of
morphologically complex words in the mental lexicon. That is, for a native speaker, whether
a polymorphemic word like “unpreventable” will be processed as a whole (Bradley, 1980;
Butterworth, 1983) or will it be decomposed into its individual morphemes “un”, “prevent”,
and “able” and finally recognised by the representation of its stem (morphemic model) (Taft
and Forster, 1975; MacKay, 1978). It has been argued that people do have the capability
of such decomposition as they can understand novel words like “unsupportable”. However,
there has been a long standing debate whether such decomposition are obligatory or are they
applicable to only those situations where the whole word access fails (Taft, 2004) (partial
decomposition model) (Caramazza et al., 1988; Baayen et al., 1997; Baayen, 2000). An
alternative to the morphemic and partial decomposition model is the full listing model that
assumes decomposition is not at all an obligatory process and the initial processing of words
are performed in terms of the whole word representation in the mental lexicon (Burani and
Caramazza, 1987; Burani and Laudanna, 1992; Caramazza et al., 1988). Several computational
models have been developed to predict the processing of polymorphemic words. The obligatory
decomposition model (Taft, 2004) accounts for the fact that decomposition of a polymorphemic
word depends on the frequency of its constituent stem (or the base word). Therefore, higher
the stem frequency, easier is the decomposition. On the other hand, the full listing model
(Burani and Laudanna, 1992) states that the whole word frequency facilitates the recognition
of a polymorphemic word. The dual route access model (Baayen et al., 1997) argues that
the decomposition of a polymorphemic word into its constituent morphemes depends on the
surface frequency of that word; if the frequency crosses a threshold then the word is accessed
as a whole otherwise it is accessed via its parts.

In spite of the plethora of work that has been done to understand the representation and
processing of polymorphemic words in the mental lexicon, a coherent picture is yet to be
emerged. Further, most of the existing studies have conducted experiments mainly in English;
Hebrew, Italian, French, Dutch, and few other languages (Frost et al., 1997), (Forster and Davis,
1984; Grainger et al., 1991; Drews and Zwitserlood, 1995; Taft and Forster, 1975; Taft, 2004)
have also been considered. Any such investigation for Indian languages has not been reported so
far, though they are considered to be morphologically richer than many of their Indo-European
cousins. On the other hand, several cross-linguistic experiments have indicated that mental
representation and processing of polymorphemic words are not language independent (Taft,
2004). The conclusion drawn in one language cannot be generalized to the others without
repeating the experiments on them. Bangla, in particular, supports stacking of inflectional
suffixes and it has a rich derivational morphology inherited from Sanskrit and some borrowed
from Persian, and Arabic, and shows abundance of compounding.

The objective of this paper is to understand the organization and processing of Bangla deriva-
tionally suffixed words in the mental lexicon. Our aim is to determine whether the mental
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lexicon decomposes morphologically complex words into its constituent morphemes or it repre-
sents the intact surface form of a word and subsequently develop a robust computational model.
To achieve this, first we have conducted the masked priming experiment and gathered reaction
time data for next level analysis. The experimental results show that priming occurs only for
those cases where the prime is the derived form of the target and have a recognizable suffix
(like, sonA-sonAli (GOLD-GOLDEN), and bayasa-bayaska(AGE-AGED). Weak or no priming is
observed for cases where the prime is a derived form of the target but do not have a recognizable
suffix or when the prime and the target is not morphologically related at all. These observations
instigate the basic assumptions of the obligatory decomposition model (Taft and Forster, 1975;
Taft, 2004) that polymorphemic words are always processed via decomposition. Deeper analysis
of the experimental data reveals that processing of Bangla polymorphemic words may be
explained by the dual route decomposition model proposed by (Baayen, 2000). However, unlike
the dual route model, our proposed model not only considers the frequency of the derived word
but also the role of its constituent stem, suffix and the degree of affixation between them. Our
proposed model is the first ever attempt to computationally predict the processing mechanism
of a polymorphemic word in any Indian language. We have evaluated our proposed model
against the priming experiment results and also compared our performance with that of the
existing models in other languages. We have found that our proposed model provides good
accuracy for Bangla polymorphemic words which reinforces the language dependent nature of
word processing phenomena.

The rest of the paper is organized as follows: section 2 presents related works; section 3
describes the masked priming experiment performed over a set of Bangla morphologically
complex words; section 4 compares the performance of different frequency based models in
predicting the processing mechanisms of Bangla polymorphemic words; section 5 describes
the proposed models of word recognition in Bangla; the last concluding section contains the
summary of the observations and discusses the findings.

2 Related Works

Their is a rich literature on representation, organization and accessing of polymorphemic
words in the mental lexicon. Typically, priming experiments, and frequency models are used
to address such issues. Priming is a process that results in increase in speed or accuracy of
response to a stimulus, called the target, based on the occurrence of a prior exposure of another
stimulus, called the prime. For details please refer to the literature (Caramazza et al., 1988;
Bodner and Masson, 1997; Tulving et al., 1982). These experiments demonstrate that across
the languages, recognition of a target word (say happy) is facilitated by a prior exposure
of a morphologically related prime word (e.g., happiness). Since morphological relatedness
often implies orthographic, phonological and semantic similarities between two words, several
attempts have been made to factor out other priming effects from morphological priming
(Bentin and Feldman, 1990; Drews and Zwitserlood, 1995) (Bodner and Masson, 1997) (Davis
and Rastle, 2010) (Forster and Davis, 1984) (Frost et al., 1997)(Crepaldi et al., 2010) (Grainger
et al., 1991) (Drews and Zwitserlood, 1995). A cross modal priming experiment has been
conducted for Bangla derivationally suffixes words by (Dasgupta et al., 2010) where strong
priming effects have been observed for morphologically and phonologically related prime-target
pairs; weak priming is observed for morphologically related but phonologically opaque pairs
and no priming is observed for morphologically unrelated pairs. Apart from this, we do not
know of any other cognitive experiments on morphological priming in Bangla or other Indian
languages.
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Class Examples
M+S+0+ nibAsa (residence)-nibAsi (resident)

M+S+0- mitra (friend) - maitri (friendship)
M’+S-0+ Ama (Mango)- AmadAni (import)
M-S+0- jantu (Animal)- bAgha (Tiger)

M-S-O+ ghaDi (watch)- ghaDiYAla (crocodile)

Table 1: Dataset for the Experiment. M=Morphology, S=Semantics, O=Orthography. + implies
related, - implies unrelated.

In the frequency model analysis, (Taft and Forster, 1975) with his experiment on English
inflected words, argued that lexical decision responses of polymorphemic words depends
upon the base word frequency. In other words, higher the frequency of the stem is (called,
base frequency), the shorter is the time to recognize the word (called, Reaction Time or RT).
Previous experiments have shown such base frequency effects in most of the cases but not for
all (Baayen et al., 1997; Bertram et al., 2000; Bradley, 1980; Burani and Caramazza, 1987;
Burani et al., 1984; Colé et al., 1989; Schreuder and Baayen, 1997; Taft and Forster, 1975; Taft,
2004). (Baayen, 2000) proposed the dual processing race model where both the full-listing and
morphemic path compete among each other and depending upon the frequency of base and the
surface word any one of the paths are chosen.

3 Psycholinguistic Study of Bangla Polymorphemic Words through
Masked Priming Experiments

We apply the masked priming experiment discussed in (Forster and Davis, 1984; Rastle et al.,
2000) (Marslen-Wilson et al., 2008) for Bangla morphologically complex words. Here, the
prime is placed between a forward pattern mask and the target stimulus, which acts as a
backward mask. This is illustrated below.

mask(500ms) ##### — prime(50ms) sonA(GOLD) — target(500ms) sonAli(GOLDEN)
After presenting the target probe, the subjects were asked to make a lexical decision whether
the given target is a valid word in that language. The same target word is again probed but
with a different visual probe called the control word. The control shows no relationship with
the target. For example, baYaska (aged) and baYasa (age) is a prime-target pair, for which the
corresponding control-target pair could be naYana (eye) and baYasa (age).

There were 171 prime-target and control-target pairs classified into five different classes.
The prime is related to the target either in terms of morphology, semantics and orthography
depending upon the class in which they belong. For example, class-I primes are morphologically,
semantically as well as orthographically related where as class-V primes are related only in
terms of semantics. The five different class along with their examples are discussed in Table 1.

The experiments were conducted on 14 highly educated native Bangla speakers. Nine of them
have a graduate degree and five hold a post graduate degree. The age of the subjects varies
between 22 to 35 years.

Results:

The RTs with extreme values and those for incorrect lexical decisions (about 3.2%) were
excluded from the data!. Table 2 summarizes the average RTs for the prime and control sets for
the five classes. The p-values for two-sample t-test and paired t-test are also indicated, where

Any RT value that falls outside the range of Average RT & 500ms is considered as extreme
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the prime and corresponding control RTs have been considered as the two samples or items
within a pair. We observe that, strong priming effects are observed when the target word is
morphologically derived and has a recognizable suffix, semantically and orthographically related
with respect to the prime; no priming effects are observed when the prime and target words
are orthographically related but share no morphological or semantic relationship; although
not statistically significant, but weak priming is observed for prime target pairs that are
only semantically related. The results for [M+S+0+] and [M-S-O+] classes are statistically
significant according to the t-statistics. However, we see no significant difference between the
prime and control RTs for other classes.

Class Avg RT p values Sign Score Range
(in ms)
P C S Pair -14to-4 -3to+3 +4to+14
[M+S+0+] 623 689 <0.00 <0.01 24 4 18
[M+S+0-] 658 660 <0.09 <0.06 6 14 19
[M'+S—0+] 545 549 <0.10 >0.20 5 7 19
[M—S+0-] 602 597 >0.20 <0.10 3 6 22
[M—S—0+] 590 569 <0.05 <0.08 2 5 21

Table 2: Average RT for the word classes, the p-values and the sign score ranges.

Analysis of RTs for Lexical Items:

We also looked at the RTs for each of the 171 target words. Since we had only 14 observations,
one from each participant, we decided to conduct a sign test instead of the usual parametric
tests of significance (e.g., t-test). The null hypothesis here is that the average or sum is O (i.e.,
there are equal number of cases where control RT is greater than prime RT and vice versa).
The results are summarized in Table 2. Since, we subtracted the control RT from the prime
RT, a negative sign indicates priming. Therefore, the smaller the value of the sum for a target
word, the more significant is the priming effect. We consider a value less than or equal to -4 as
significant. In other words, a target is considered to be significantly primed by the prime word
if, out of 14 responses, RT for the prime-target was smaller than the RT for the corresponding
control-target in at least 9 cases.

As explained earlier, the effect of priming with a morphologically derived word instigates
decomposition, leading to reduced RT of the target. However, it is apparent from the above
results that not all polymorphemic words tend to decompose during processing. This contradicts
the obligatory decomposition model of (Taft and Forster, 1975; Taft, 2004). Naturally, the
question that arises is, what are the other factors that are responsible for the decomposition
of Bangla polymorphemic words. In order to answer this we need to further investigate the
processing phenomena of Bangla derived words. One notable means is to identify whether the
stem or suffix frequency of a polymorphemic word is involved in the processing stage of that
word. For this, we apply the existing frequency based models to the Bangla polymorphemic
words and try to evaluate their performance by comparing their predicted results with the result
obtained through the priming experiment.

4 Applying Base Word and Derived Word Frequency Models

The base word frequency model (or, Model-1) states that a polymorphemic word that constitute
a high frequency stem will be decomposed faster than a word having low stem frequency. In
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order to compare the results with respect to that of the masked priming experiment discussed
in the previous section, we made a slight change to the original model. We propose that if the
stem frequency of a polymorphemic word crosses a given threshold value 7, then the word will
decomposed into its constituent morpheme. The model is formally represented as:

TRUE, if log,o(frequency(Wen)) =7

1
FALSE, if log,o(frequency(W;en)) <7 @

Decomposability(W;) = {

The derived word frequency model (or, Model-2) claims that, if a specific morphologically complex
form is above a certain threshold of frequency, then the whole word access will be preferred
and thus no priming effect will be observed in this case. On the other hand if the derived word
frequency is below that same threshold of frequency, the parsing route will be preferred, and the
word will be accessed via its parts. Here, the threshold value is computed as the log of average
corpus frequency of words® which comes out to be 3 in our case. We apply model-1 and Model-2
to a set of 171 morphologically derived words. The predicted values of both the models are
evaluated with respect to the results obtained from the priming experiment discussed in section.
performances of the models are computed in terms of Precision, Recall, F-Measure and Accuracy.
matrix along with the computed results is depicted in Table 4. We observed that Model-1 posses
an accuracy of 62% where as Model-2 has an accuracy of 49%. Table 4 also shows that the false
positive and false negative values to be around 11% and 26% respectively. This indicates for
these 11% of the words, Model-1 predicts no morphological decomposition due to extremely
low base word frequency (ranges between 1 to 7 out of 4 million) but the priming experiment
shows high degree of morphological decomposition. On the other hand, model fails to explain
why around 27% words (like, ekShatama, juYADi and rAjakiYa) having extremely low base word
frequency (ranges between 1 to 7) shows high degree of priming. Moreover, the model also
fails to explain the negative decomposability of 11% words (like, laThiYAla, dAktArakhAnA, and
Alokita) despite having high root word frequencies (ranges between 100 to 1100). We observe
that Model-2 can be used to explain the possible decomposition of low frequency derived words
which the base word frequency model fails to explain. Thus, the false positive value for the
present model is lower than that of the earlier one (21%). However, the present model performs
poorly due to the high false negative value (28%). This implies the model fails to recognise the
potentially decomposable words (like, meghalA, pAkAmo and AkAShamandala) properly.

From the above results we observed that, Model-1 predicts that the priming/decomposition will
take place if the base word frequency is high, irrespective of the frequency of the prime. However,
the prediction of the model was not validated when the prime as well as the target words are
both having high frequency. On the other hand, Model-2 predicts that priming/decomposition
will take place if the prime is of low frequency. However, the model was not validated from the
experimental results for low frequency prime and low frequent target pairs. Hence, the two
extremes of paring call for a newer model.

5 Combining the Base and the Derived Word Frequencies with Suffix Fre-
quencies

In a pursuit towards an extended model, we combine the model 1 and 2 together to observe if
and how their combination can predict the parsing phenomena. We further tried to analyse

2Computed by combining the CIIL, and Anandabazar corpus and literary works of Rabindranath Tagore, and Bankim
Chandra available from (www.ciil.org, iitkgp.ernet.in and nltr.org)
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the role of suffixes in determining the decomposability of Bangla derivationally suffixed words.
Accordingly, we followed the same regression based technique discussed in (Hay and Baayen,
2001) to derive relationship between the base and surface word frequencies. We took the log of
frequency of both the base and the derived words and plotted their values in a log-log scale. In
order to get the best-fit curve over the given dataset we have used the least square fit regression
method, the equation of the straight line being:

Logio(Base Frequency) = 0.264 x Log,o(Surf ace Frequency)+ 1.822 2)

We propose that any point that falls above the regression line will be parsed into its constituent
morphemes during processing. On the other hand, points situated below the regression line
will be accessed as a whole. In other words, given the surface frequency of a derived word W,
the equation above can predict the frequency of the corresponding base word. If the predicted
frequency of the base word is greater than the actual frequency then the point lies above the
regression line and thus, during processing these words will be accessed via the decomposition
model. This is depicted in Figure 1 which illustrates the surface and base word frequency
distribution of 171 Bangla polymorphemic words. The model predicts that those points that
lie on or above the regression line will be parsed during processing where as points lying
below the regression line will be accessed as a whole. Next, we compute the type and token

* *
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Figure 1: The relation between log derived frequency and log base frequency for 171 different
Bangla polymorphemic words.

frequencies of the individual suffixes. The type frequency is defined as the total number of
distinct words associated with an affix. On the other hand, token frequency of a suffix is the
total number of times a suffix is attached with a word. The hypothesis can be given as, for a
given Bangla polymorphemic word if the type/token ratio exceeds a predefined threshold 7,
then the word will be accessed as a whole otherwise the derived word will be decomposed into
the corresponding stem and suffix. In order to compute the threshold ratio, we follow the same
approach as discussed above. Therefore, we draw a parsing line which is the linear regression
line passing from the origin. The slope of the line thus computed is the value of the threshold
frequency 7. Thus, the proposed model can be viewed as:

Type Frequency(S;) = 0.09 x Token Frequency(S;) 3)

Finally, we combine equation 2 (E2) and equation 3 (E43) together to get a new enhanced
model. The combination of the models were done by performing a logical OR operation on the
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False True True False P R F A
Positive | Negative | Positive | Negative | (%) | (%) | (%) | (%)

BF 46 38 68 19 40 54 46 62
SF 38 30 53 49 41 55 47 49
Combined 20 39 51 17 72 75 73 71

Table 3: Summarising the comparative results of the frequency based models. BF= Base
frequency model, SF= Surface frequency model, Combine= Combining all the models together.
P= Precision, R=Recall, F=F-Measure, A=Accuracy

outputs of E2 and E3. This is represented as:

D bility(W) TRUE, if(E3VE4)=1 @
ecomposabili =
P Y FALSE, Otherwise

The enhanced model is evaluated over a set of 136 Bangla polymorphemic words where the
stem and the suffixes are transparent (i.e the suffix is fully or partly recognizable). This is
because, as automatic identification of opaque Bangla suffixes and computing the frequency
is difficult. Thus, for the present model we have not considered the 39 Bangla derived words
(belonging to the class [M+S+0-]) for which the stem and suffix is opaque. The results are
depicted in Table 4. The performance of our final model shows an accuracy of 71% with a
precision of 72% and a recall of 75%. This suppresses the performance of the other models
discussed earlier. However, around 29% of the test words that includes words like, rAShTrlya,
nAchuni, nishThAbAna, and juyADi, were wrongly classified which the model fails to justify.

Conclusion

In this paper we try to model the processing of Bangla words in the mental lexicon. Our aim
is to determine whether such words are accessed as a whole or does it is decomposed into
its constituent morphemes during recognition. We tried to answer this question through two
different angles. First, we conduct a series of masked priming experiments. The reaction time
of the subjects for recognizing various lexical items under appropriate conditioning reveals
important facts about their organization and processing of words in the brain which are
discussed in the paper. Next, we try to develop computational models that can predict the
recognition process of Bangla words and validated the prediction through the results of priming
experiment. We observed that appart from the surface and base word frequency, decomposition
of a Bangla polymorphemic word depends upon the suffix with which the base is attached. The
performance of our proposed model shows an improvement of 9% compared to the existing
ones. However, further study is needed in order to concretize our claim. To the best of our
knowledge there is no other work on computational modelling of Bangla polymorphemic words
against which we could benchmark our results.
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ABSTRACT

In this paper we describe a novel way of generating an optimal clustering for coreference
resolution. Where usually heuristics are used to generate a document-level clustering, based on
the output of local pairwise classifiers, we propose a method that calculates an exact solution.
We cast the clustering problem as an Integer Linear Programming (ILP) problem, and solve this
by using a column generation approach. Column generation is very suitable for ILP problems
with a large amount of variables and few constraints, by exploiting structural information.
Building on a state of the art framework for coreference resolution, we implement several
strategies for clustering. We demonstrate a significant speedup in time compared to state-of-
the-art approaches of solving the clustering problem with ILE while maintaining transitivity of
the coreference relation. Empirical evidence suggests a linear time complexity, compared to a
cubic complexity of other methods.

KEYWORDS: Coreference Resolution, Linear Programming, Column Generation.
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1 Introduction

Coreference resolution is a well-studied problem in Natural Language Processing, and can be
defined as the task of grouping mentions in a text based on which entities they correspond to.
The goal is to have all mentions which refer to the same entity in the same group or cluster.

Generalizing research in this area, we can see there are two key aspects to coreference resolution.
First, there is the identification of which mentions in a document are likely to be coreferent.
For each two mentions a decision is made by a local pairwise classifier whether or not they are
compatible. More generally, the classifier outputs a probability that reflects the degree to which
the two mentions are coreferent. Second, the coreferent mentions need to be clustered to form
coreference chains. Transitivity is an important aspect, since two coreferent pairs (m;, m,) and
(m,, m3) entail that m; and mj are coreferent as well. In the beginning of the previous decade
(Soon et al., 2001; Ng and Cardie, 2002), these two steps were done separately, and the latter
rather naively. Later, more advanced Machine Learning approaches were proposed to solve the
two tasks simultaneously (Daume III and Marcu, 2005; Haghighi and Klein, 2007; Poon and
Domingos, 2008). Recently there has been a movement towards more conservative models,
that employ very rich and accurate feature spaces (Raghunathan et al., 2010), but still the
clustering method is understudied, and taking the transitive closure of the individual pairwise
decision is still common (Haghighi and Klein, 2009).

In this paper we focus on the clustering aspect of coreference resolution. Previous work has
solved this using heuristic approaches, most notable (Soon et al., 2001), who use the link-first
decision, which links a mention to its closest candidate referent. (Ng and Cardie, 2002) consider
instead the link-best decision, which links a mention to its most confident candidate referent.
Both these clustering decisions are locally optimized. Several researchers have worked on
generating a globally optimized clustering, but these suffer from a very large search space, and
need to resort to heuristics to find an approximate solution. E.g. (Luo et al., 2004) uses a
Bell tree representation to construct the space of all possible clusterings, although a complete
search in it is intractable and partial and heuristic search strategies have to be employed.
Other approaches are based on graph partitioning (Cai and Strube, 2010; Nicolae and Nicolae,
2006), to divide the fully-connected pairwise graph into smaller graphs that represent entities.
Few have attempted to calculate an exact solution to the clustering problem. (Denis and
Baldridge, 2009; Finkel and Manning, 2008; Chang et al., 2011) solve this with an Integer
Linear Programming approach, but when enforcing transitivity on the pairwise decisions, they
are faced with a cubic number of constraints, and solving large instances takes too long. Linear
Programming techniques have many benefits (Roth and Yih, 2004), but efficiency is still an
issue (Martins et al., 2009; Rush et al., 2010).

We also use Integer Linear Programming (ILP) to formulate the clustering problem, and to solve
this exactly. Although previous approaches decide for every pair of mentions if they are in the
same cluster, we instead decide on which clusters are in the optimal clustering. This leads to
an ILP problem with an exponential amount of variables (i.e. one for every possible cluster
of mentions), but few constraints. However, by using column generation, and exploiting the
special structure of the clustering problem, we can efficiently find a solution. We show that we
obtain a drastic decrease in time complexity by using this approach.

Column generation is well known for its application to the cutting stock problem (Gilmore and
Gomory, 1961), but also other problems in operations research benefit from this technique, e.g.
vehicle routing and crew scheduling (Desrosiers and Lubbecke, 2005).
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In the next section we will provide a formal definition of the clustering problem in the context
of coreference resolution, and cast it as an ILP problem. In section 3, we will show how to
solve this problem using column generation. Related formulations are given in section 4, which
we will also use as a baseline. The experimental setup is given in section 5, and the results in
section 6. We end with our conclusions and directions for future work.

2 The clustering problem

2.1 Basic concepts

Suppose we are given a document with n mentions, m;..m,,. As in most work on coreference
resolution, we assume a mention can be a proper noun, a common noun, or a pronoun. The
goal is to produce a single clustering, that consists of multiple clusters. Each cluster contains
one or more mentions, that refer to the same real-world entity. A cluster containing exactly one
mention is called a singleton cluster.

In the example in table 1 we can see six mentions. The first four form one cluster, and mentions
5 and 6 form two separate (singleton) clusters. The optimal clustering thus consists of three
clusters: {cl; = {m;,my, mg,my}, cly, = {ms},cly = {mg}}.

As a first and most import step in many methods, a pairwise classification is performed. With a
trained model, the probability that m; and m; are coreferent is calculated. We call this classifier
a pairwise classifier (PC). In general, the output is a value p;; € [0,1], and can be easily
obtained, e.g. by training a Maximum Entropy model on pairs of mentions.

It is not a secret that Sony Corp.; is looking at 8mm as an all-purpose format. More
important to the future of 8mm is Sony,’s success in the $2.3 billion camcorder market.
The Japanese company; already has 12% of the total camcorder market, ranking it,
third behind the RCA; and Panasonicy brands.

Table 1: Example
For a document with n mentions, there are 2" possible clusters: we can choose n times whether
or not a mention is in the cluster. There are even more possible clusterings: having a subset of
the mentions assigned in one cluster, we can still divide the remaining mentions in clusters in
an exponential amount of ways. Clearly, clustering is a difficult problem, with an enormous
search space of possible solutions.

2.2 Integer Linear Programming

The approach we take is based on an Integer Linear Programming (ILP) formulation. The goal of
Linear Programming is to find values for a set of variables, so that the objective function (linear
in these variables) is maximized (or, without loss of generality, minimized). The variables are
further constrained: linear functions in the variables determine lower bounds, upper bounds,
or exact values for linear combinations of the variables. Integer Linear Programming is an
extension of Linear Programming. In the latter, the variables can take on any numerical value;
in ILB they are required to be integers.

In general, we can write a Linear Programming problem as follows:

maximize: z = cx (@)
subject to: Ax=b, x>0
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in which x is a vector with values we are trying to determine, cx is the objective function. ¢
is called the cost vector, and c; is the cost for x;, for j = 1..n. A is the constraint matrix or
coefficient matrix. Given that there are m constraints, its size will be m x n. b is a column
vector, containing m elements (the right-hand side vector). Furthermore, we define a; to be the
column of matrix A that corresponds to variable x;.

2.3 Clustering as an ILP

Given that there are n mentions, we can enumerate all possible clusters, using the integers
from O to 2"-1. 0 is the cluster without any mentions, 2"-1 is that containing all mentions.
Every integer is at most n bits long, and we can easily map integer i with binary value b(i) to
the cluster with the mentions for which their corresponding bit is set to 1. Let us define b;(i)
to be the j-th order bit in cluster i, indicating whether or not mention j is in cluster x;. For
example, cluster x4, with binary representation 10011, corresponds with the cluster containing
mentions 4, 1 and 0, because b,(19) =1, b;(19) =1 and b,(19) = 1. Finding a clustering thus
entails finding a set of x; ..x;,, with k < n the number of clusters.

To convert this to an ILP form, we require two more elements. First, not every cluster is equally
good. Clusters which group mentions “he” and “she” together, obviously need a low score.
For now, we will assume the score of cluster x; to be ¢;. Second, only valid clusterings must
be generated. Every mention must be in exactly one cluster. We can enforce this by using
constraints. For every j-th order bit, the sum across all clusters must be equal to 1. This leads
to the ILP formulation in equation 2. The number of constraints is linear in n, but the number
variables is exponential in n. In the section 3, we will show how to solve this efficiently.

on
maximize: z= ) ¢;X; )
i=1
o
subject to: Z bi(i)x; =1 1<j<n
i=1

x; =0, x; binary

2.4 Defining a cost for the clusters

Several options are possible for determining a cost, or score, for a cluster. Important is that
clusters with mentions that do not belong together receive a low score, since we are trying to
maximize the value of the objective function. A simple but effective strategy is to take the sum
of the pairwise similarities of all mentions in a cluster. Formally we can write this as:

= Z Z PC(mj,my) 3)

Jibj(D)=1k:by(i)=1

Note that we do not require the output of the pairwise classifier PC to be a probability, so it can
take on negative values as well. We can also write it in terms of feature vectors ¢ (m;, m,) and
a learned weight vector w:

= Y. > weglm,my) &)
jibj (D=1 k:b(D)=1
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2.4.1 Training

With the formulation given above, learning encompasses learning the pairwise classifier PC.
For mentions that are possibly coreferent, this function should output a positive value, and for
mentions that are not coreferent it should output a negative value. Simply using probabilities
in the range of [0, 1] would generate a single cluster with every mention in it.

There are several ways to estimate this pairwise classifier PC, and this is inherently related with
the coreference resolution task. A straightforward approach is to generate training samples of
the form (m;, m;), with a positive label if they are in the same cluster, and a negative label if
they are in a different cluster. Using the perceptron algorithm it is possible to learn a vector w
for eq. 4. An approach that exploits more structural information can also be used, for example
with a modified version of the Margin Infused Relaxed Algorithm (Crammer and Singer, 2003).

3 Solving the ILP using Column Generation

3.1 Solving ILPs

Before going into the details of solving the problem in equation 2, we will briefly discuss how
generic (I)LPs are solved. There are several algorithms to solve Linear Programming problems.
Broadly, they can be separated in two classes. The simplex algorithm and its variants find
an optimal solution by moving along the edges of the n-dimensional polytope created by the
constraints, until no better value is found. Because the objective function is linear, a local
optimum is also a global optimum, so the solution is guaranteed to be exact (Wayne, 1994). A
different class of algorithms are interior point algorithms. These move inside the polygon, but
never on the edge. The latter class of methods has a guaranteed polynomial runtime, whereas
the simplex method has a worst case exponential complexity, although the expected runtime
is polynomial. In practice, the simplex algorithm is able to find a solution equally fast, if not
faster, for most LP problems.

An often used extension for many Natural Language Processing applications is obtained by
limiting the variables x to take only integer values. This is called Integer Linear Programming
(ILP). ILP problems are harder to solve. A typical approach is to relax the integer requirement
and solve the relaxed LP problem. If there is a variable in the optimal solution that is not
integer, but required to be one in the original problem, several approaches are possible, such as
a branch-and-bound method, or a cutting plane approach.

A special case arises when the constraint matrix A is completely unimodular, i.e. all submatrices
of A have determinant —1,0, or 1. In this case, the optimal solution of the relaxed LP problem
is always an integer solution. The clustering formulation in equation 2 has such a unimodular
structure. This means that we can solve the problem with a standard LP approach, and the
solution will be integer.

As mentioned before, the simplex algorithm operates by moving along the edges of the polytope.
In each iteration of the algorithm, a new improving direction is to be chosen. When no
such direction exists, the optimal solution is found, and the algorithm terminates. During
the execution of the algorithm, a certain set of variables are “active”. These are called basic
variables, and are the only variables that have a value # 0. All non-basic variables have value 0.
There are always m basic variables, as many as the number of constraints. To find the direction
that maximally improves the objective function, we need to calculate the reduced cost for each
non-basic variable. This maximally improving variable will then enter the basis, and another
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variable has to leave the basis. The reduced cost c; for a non-basic variable x; is defined as

¢j=—c;+ ma; 5)

in which c; is the cost for variable j, and a; is the column in the constraint matrix A for variable
j. m is the vector of shadow prices, and is dependent on the current set of basic variables.! The
size of 7t is 1 x m. The goal is to find the j for which ¢; is minimal.

3.2 Finding the column with the highest reduced cost

The bottleneck for our ILP formulation of the clustering problem lies in finding the new variable
with the lowest reduced cost. We have 2" variables, which becomes quickly intractable for
realistic values of n. However, like some other problems, the problem of finding the column with
the highest reduced cost can be solved differently. For example, in the cutting stock problem
(Gilmore and Gomory, 1961), there are also an exponential amount of variables. However, the
problem of finding the column with the highest reduced cost can be rewritten, and a maximally
improving column can be found by solving a knapsack problem.

In the remainder of this section we will define an efficient method for finding the column
with the highest reduced cost. We start by rewriting the problem in equation 5 in function of
the binary representation of j. Let us write j as b,_;b,_,..b; by, from which we can see the
inclusion of mentions in the clustering.

mlnj - Cj + Tfaj

n—1
=minj_p b~ Ch by T Z 7;b; (6)
=

Instead of trying all possible combinations, we can find optimal values for variables b;, by
solving equation 6 as an Integer Linear Programming problem, in which the variables b; are
the decision variables. A more complex aspect is generating the cluster score for a certain
assignment to the b;s. For this we introduce binary variables p,;, which have value 1 if both
b, and b, are in the cluster, and 0 otherwise. With these variables we can model the pairwise
scores as in equation 3, and rewrite equation 6 as:

n—1n—1 n—1
minj_y | b, *Z PuPC(my, m) + Zﬂfibi &)
k=0 1=0 =0

with py; & b A b;

This is again an Integer Linear Programming problem, this time with &(n?) variables and @(n?)
constraints. To model p; < by A b;, we use the following three constraints:

—Pu+bi=0, —py+b =0, pu—bi—b=-1

These ensure that the value of py; equals 1 if and only if b, and b; have value 1. The constraint
matrix is totally unimodular, so solving the relaxed ILP problem yields an integer solution.

Hntuitively, the shadow prices reflect how much the objective value will change due to the increased value of the
new Xx;, because the constraints may prohibit some variables in the basis to keep their old value. Formally, &= = cgB7Y,
with c the cost for the basic variables, and B~! the matrix that holds the transformations done on the original system.
Details regarding the (revised) simplex algorithm can be found in many textbooks, e.g. (Shapiro, 1979).
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4 Alternative formulation

An alternative way of formulating the clustering problem, is by deciding for every two mentions
whether or not they are in the same cluster. We can do so by defining a decision variable x;; for
every two mentions m; and m;. The score c;; for these two mentions being in the same cluster
can be defined as PC(m;, m;). This is the approach taken in (Chang et al., 2011). The complete

formulation is given in equation 8.

maximize: z = Z CijXij ®
ij
subject to: x;; =Xy +x;—1 Vi, j,k
x;; = 0, x;; binary

This formulation has @(n?) variables, and @(n®) constraints that enforce a transitive closure of
the clustering. For large documents, this number of constraints becomes problematic.

5 Experimental Setup

As a baseline method, we use the ILP clustering formulation described in section 4. In essence,
the method described in this paper calculates the same solution as that presented in (Chang
et al., 2011). Therefore, and due to spatial constraints, we will focus on the speed of the
methods, rather than the results of the clustering, which are the same.

As an evaluation measure, we use the time taken by the different ILP formulations to solve
the clustering problem. Computationally, we use the time taken by the LP solver (Ip_solve?),
excluding file I0%, including the time to start the process. For the baseline this entails a single
call; for our algorithm several calls to the LP solver are made. The overhead associated with
keeping track of the current basis is negligible. We group the documents by the number of
mentions they contain, and put these in bins of 10 wide. So we have a set of documents with
11 to 20 mentions, a set with 21 to 30 mentions, etc. We take the average runtime of each bin.

In the experiments we used the CoNLL 2011 data, which contains documents with over one
hundred mentions. We trained the pairwise classifier on the training set, and evaluated on the
development set. In our implementation we use the RECONCILE framework (Stoyanov et al.,
2010) to learn a pairwise classifier, using 76 state of the art features. We use default values for
the classifier and training sample generation, and train a model to obtain pairwise similarity
measures in the [0, 1] range, and subtract 0.5. This is then used as the pairwise similarity.

6 Results

The results are in figure 1. The graphs shows the average runtime of the two methods in function
of the number of mentions in the document. The baseline method, indicated with all-link,
appears to have a cubic complexity. The method proposed in this paper, named all-link-colgen,
appears to have a lower complexity, despite the exponential worst-case complexity.

At every step of the simplex algorithm an ILP with @(n?) variables and @(n?) constraints is
solved. An interesting observation is the number of steps the simplex algorithm takes before the
final solution is reached. Empirical evidence suggests that this is roughly linear in the number

2http:/ /sourceforge.net/projects/Ipsolve/
3In our implementation we write the LP problem to a file, but this could be optimized by using the API.
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of mentions. Since the two approaches optimize the same objective function, and the generated
clusters are identical, we will not report on the results of the coreference task itself.
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Figure 1: Comparison of the runtime for the two strategies for solving the coreference resolution
clustering problem. In red is the baseline approach. In blue is our approach using column
generation, that achieves a much more favourable runtime.

Conclusion and Perspectives

In this paper we have presented a new approach to solve the clustering problem for coreference
resolution. Previous approaches for clustering are heuristic in nature or become intractable for
large documents. By writing the clustering problem as an Integer Linear Programming problem,
we obtain an exact solution. To overcome the bottleneck posed by transitivity constraints, we
formulate the problem in terms of clusters, which leads to an ILP problem with an exponential
amount of variables, but with few constraints. The key aspect of our approach is that this
formulation has a special structure, and we can use column generation to solve it. Column
generation is a technique from operations research, that has allowed solving combinatorially
complex problems in an efficient way, by exploiting the structure of these problems. Using
column generation circumvents dealing with the exponential amount of variables; instead we
solve multiple subproblems, that corresponds to solving multiple smaller ILP problems.

Our results show that we achieve a drastic decrease in runtime, compared to an ILP formulation
that calculates the same solutions, but with a quadratic number of variables, and a cubic number
of constraints.

Next we will focus on ways of learning the pairwise classification function using more structured
information. One direction of research is to learn this function in such a way that the most
confident clusters are generated first, which could lead to additional increases in speed. We
will also continue our research with finding different ways of defining scores for clusters, which
might lead to different subproblems to be solved.
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Abstract

In many domain adaption formulations, it is assumed to have large amount of unlabeled data from
the domain of interest (target domain), some portion of it may be labeled, and large amount of
labeled data from other domains, also known as source domain(s). Motivated by the fact that labeled
data is hard to obtain in any domain, we design algorithms for the settings in which there exists
large amount of unlabeled data from all domains, small portion of which may be labeled.

‘We build on recent advances in graph-based semi-supervised learning and supervised metric learning.
Given all instances, labeled and unlabeled, from all domains, we build a large similarity graph
between them, where an edge exists between two instances if they are close according to some
metric. Instead of using predefined metric, as commonly performed, we feed the labeled instances
into metric-learning algorithms and (re)construct a data-dependent metric, which is used to construct
the graph. We employ different types of edges depending on the domain-identity of the two vertices
touching it, and learn the weights of each edge.

Experimental results show that our approach leads to significant reduction in classification error
across domains, and performs better than two state-of-the-art models on the task of sentiment
classification.

Keywords: Machine Learning, Domain Adaptation, Graph-based Semi-Supervised Learning,
Sentiment Analysis.
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1 Introduction

Domain adaptation is an important machine learning subtask where the goal is to perform well
on a particular classification task on a target domain, especially when most of the resources are
available from other different domains, called source(s) domain(s) (Pan and Yang, 2009), and only
limited amount of supervision is available to the target domain. In the standard setting, most domain
adaptation algorithms assume the availability of large amounts of labeled data for the source domain,
with little or no labeled data from the target domain (Arnold et al., 2008; Dai et al., 2007; Wang
et al., 2009). However, in many practical situations, obtaining labeled data from any domain is
expensive and time consuming, while unlabeled data is easily available. This setting of domain
adaptation, where there is only limited amount of labeled data and large amounts of unlabeled data,
both from all domains, is relatively unexplored.

To address the issue of labeled data sparsity even within a single domain, recent research has focused
on Semi-Supervised Learning (SSL) algorithms, which learn from limited amounts of labeled data
combined with widely available unlabeled data. Examples of a few graph-based SSL algorithms
include Gaussian Random Fields (GRF) (Zhu et al., 2003), Quadratic Criteria (QR) (Bengio et al.,
2006), and Modified Adsorption (MAD) (Talukdar and Crammer, 2009). Given a set of instances
that contain small amount of labeled instances and a majority that is unlabeled, most graph based
SSL algorithms first construct a graph where each node corresponds to an instance. Similar nodes
are connected by an edge, with edge weight encoding the degree of similarity. Once the graph is
constructed, the nodes corresponding to labeled instances are injected with the corresponding label.
Using this initial label information along with the graph structure, graph based SSL algorithms
assign labels to all unlabeled nodes in the graph. Most of the graph based SSL algorithms are
iterative and also parallelizable, making them suitable for large scale SSL setting where vast amounts
of unlabeled data is usually available.

Most of the graph based SSL algorithms mentioned above concentrate primarily on the label
inference part, i.e., assigning labels to nodes once the graph has already been constructed, with very
little emphasis on construction of the graph itself. Only recently, the issue of graph construction
has begun to receive attention (Wang and Zhang, 2006; Jebara et al., 2009; Daitch et al., 2009;
Talukdar, 2009). Most of these methods emphasize on constructing graphs which satisfy certain
structural properties (e.g., degree constraints on each node). Since our focus is on SSL, a certain
number of labeled instances are available at our disposal. However, the graph construction methods
mentioned above are all unsupervised in nature, i.e., they do not utilize available label information
during the graph construction process. As recently proposed by (Dhillon et al., 2010), the available
label information can be used to learn a distance metric, which can then be used to set the edge
weights in the constructed graph.

In this paper, we bring together these three lines of work: domain adaptation, graph-based SSL, and
metric learning for graph construction, and make the following contributions:

1. We consider an important setting for domain adaptation: one where most of the data is

unlabeled and only limited amount of instances are labeled. This holds across all domains.
This setting is relatively unexplored.

2. To the best of our knowledge, we are the first to employ graph-based non-parametric methods
for domain adaptation.
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2 Related Work

Several methods for domain adaptation have recently been proposed (Arnold et al., 2008; Blitzer
et al., 2006; Dai et al., 2007; Pan and Yang, 2009; Eaton et al., 2008; Wang et al., 2009). In (Arnold
et al., 2008), the labeled data comes entirely from the source domain, while certain amount of
unlabeled target data is also used during transduction. Similar setting is also explored in (Dai et al.,
2007; Wang et al., 2009). In contrast to these methods, we assume that limited amount of labeled
data and large amounts of unlabeled data from both source and target domains are available. This
is motivated by the fact that obtaining large amount of labeled data from any domain is expensive
to prepare. The method presented by (Blitzer et al., 2006) also explores a similar setting, but our
method is easier to implement and it does not make use of the high domain specific prior knowledge
(i.e., for pivot selection) performed by (Blitzer et al., 2006).

All previously proposed methods mentioned above are parametric in nature. The graph-based
adaptation method presented in this paper is non-parametric. To the best of our knowledge, it is
novel in the context of domain adaptation.The method of (Wang et al., 2009) is similar in spirit as
both employ graphs, yet they use a hybrid graph structure involving both instances and features for
transfer learning, while we focus on domain adaptation and use homogeneous graph consisting of
instance nodes only. Another important difference is that the graphs their algorithms build do not
take available label information into account, while our algorithms do take such information into
account. We will see below in Section 8, that this leads to significant improvement in performance.
Another work similar in spirit to ours is of (Eaton et al., 2008). They build a graph over tasks (i.e.,
a node in such a graph is a task) to decide on the transferability among different tasks for transfer
learning. In contrast, we focus on domain adaptation and build a graph over data instances, i.e., a
node in our graph corresponds to a data instance.

3 Notation

We denote by n; and n;, the number of labeled and unlabeled instances (respectively) from the
source domain. Similarly, nlf and nfl are the number of labeled and unlabeled instances from
the target domain. Denote by n the total number of instances. Let X be the d x n matrix of n
d-dimensional column instances (from source and target domains combined). We define the n x n
diagonal label-indicator matrix S to be S;; = 1 iff instance x; is labeled, and zero otherwise. We
denote by £ the set of all possible labels of size m = |.£|. We define the n x m instance-label
matrix by Y, where Y; ; = 1iff the ith instance is labeled by the jth label. Note, that the ith column
of Y is undefined if S; ; = 0, i.e., the data instance is not labeled. Similarly, we denote by Y the
n x m matrix of estimated label information, i.e., output of a inference algorithm (e.g., see Section
5). Such algorithms assign a labeling score to all instances, including labeled and unlabeled.

4 Domain Adaptation

Formally, we consider the following problem. Given, a total of nj + n; labeled instances from
the source(s) and target domains combined, and in addition i, + n unlabeled instances from the
same domains. Our goal is to label these n|, unlabeled instances from the target domain (domain
of interest). The task is challenging and non-trivial since we assume that nj < n, and similarly
n; < n!. Our setting is different from previous approaches in two ways: First, we assume small
amount of labeled data from all domains, as opposed to most previous work in domain adaption
which have focused in the “asymmetric” case where there is large amount of labeled source instances,
and only very few, if any, labeled target instances. Second, we compensate, this lack in labeled data
by considering unlabeled data from all domains, source and target, as opposed to previous settings
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which assumed unlabeled data only from the target domain. We believe that our “symmetric” setting
is very realistic, since labeled data is expensive in any domain.

In Section 8, we report the results of experiments using a sentiment dataset, which contains reviews
on products from a few categories. We assume that only a few instances are hand-labeled with the
correct sentiment for every category, and our goal is to exploit the labeled and unlabeled instances
from all domains to perform well on a single pre-defined target domain. Our task is harder, since we
have only few labeled examples from each domain, however, we exploit additional cheap resource,
namely unlabeled data from all the domains.

5 Graph Construction & Inference

Given a set X of n instances, both from the source and target domains, we construct a graph where
each instance is associated with a node. We add an edge between two nodes if the two nodes
are similar and the edge’s weight represents the degree of similarity between the corresponding
instances. Denote the resulting graph by G = (V, E, W) be this graph, where V = VUV, UV, UV is
the set of vertices with |[V| = n, [V| = nj, [V;| = n}, [V/'| = nj, [V{| = n; E is the set of edges, and
W is the symmetric n x n matrix of edge weights. W;; is the weight of edge (i, j) which is monotonic
in the similarity between instances x; and x;. Additionally, V* =V UV, and V' =V UV are the
set of vertices associated with sources and target domain instances, respectively. Gaussian kernel
(Zhu et al., 2003) is a widely used measure of similarity between data instances, which can be used
to compute edge weights as shown in Eq. (1).

Wi =ay; x exp(—dA(xi’xj)/(zaz)) @

where dy(x;, x;) is the distance measure between instances x; and x; and A is a positive definite
matrix of size d x d, which parameterizes the (squared) Mahalanobis distance (Eq. (3)). Furthermore,
o is the kernel bandwidth parameter, and @;; = a (0 < a < 1) if the edge connects instances from
two different domains, and a; ;= 1, otherwise. In other words, the hyperparameter, a, controls the
importance of cross domain edges. Setting edge weights directly using Eq. (1) results in a complete
graph, where any two pair of nodes are connected, since the Gaussian kernel always attains strictly
positive values by definition. This is undesirable as the graph is dense (and in fact complete) and
thus all computation times are at least quadratic in the number of instances, which may be very
large. We thus generate a sparse graph by retaining only edges to k nearest neighbors of each node,
and dropping all other edges (i.e., setting corresponding edge weights to 0), a commonly used
graph sparsification strategy. The number of edges in the resulting graph is linear in the number of
instances.

With the graph G = (V, E, W) constructed, we perform inference over this graph to assign labels to
all n, unlabeled nodes. This is done by propagating the label information from the labeled nodes to
the unlabeled nodes. Any of the several graph based SSL algorithms mentioned in Section 1 may be
used for this task. For the experiments in this paper, we use the GRF algorithm (Zhu et al., 2003)
which minimizes the optimization problem shown in (2).

min YW (Y;— V)%, st SY =S¥ @
Y % lew
As outlined in (Zhu et al., 2003), this optimization can be efficiently and exactly solved to obtain Y.

The result, is a labeling of all instances, including the n_, unlabeled instances from the target domain.

In most previous graph-based SSL methods (e.g., (Zhu et al., 2003)), the matrix A is predefined
to the identity A = I, in Eq. (1), resulting in the standard Euclidean distance in input space. This
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Algorithm 1 Supervised Graph Construction (SGC) Input: instances X, training labels Y, training
instance indicator S, neighborhood size k Output: Graph edge weight matrix, W

1: A« MetricLearner(X,S,Y)

2: W « ConstructKnnGraph(X, A, k)

3: return W

Algorithm 2 Iterative Graph Construction (IGC) Input: instances X, training labels Y, training
instance indicator S, label entropy threshold 3, neighborhood size k Output: Graph edge weight
matrix, W

1 Y«<Y,8§<S

2: repeat

3 W SGC(X,Y,k)
4 Y « GraphLabellnference(W, 3,
s ;
6
7

U « SelectLowEntInstances(Y ,
Vv +uy
. S&S+U
8: until convergence (i.e., U;; =0, Vi)
9: return W

)
S,B)

method of unsupervised graph construction is not task dependent. Instead, we also learn the matrix
A using the (small) set of labeled instances using metric learning algorithms. We add more detail
below in Section 7. In a nutshell, we construct a similarity metric tailored to the current specific
adaptation task.

6 Metric Learning Review
‘We now review a recently proposed supervised method for learning Mahalanobis distance between
instance pairs. We shall concentrate on learning the PSD matrix A > 0 which parametrizes the
distance, d4(x;, x;), between instances x; and Xx;.

da(x;, ;) = (x; = x;) TACx; — x;) 3)

This is equivalent to finding a linear transformation P of the input space, and then applying Euclidean
distance on the transformed instances Px;.

Information-Theoretic Metric Learning (ITML) (Davis et al., 2007) assumes the availability
of prior knowledge about inter-instance distances. In this scheme, similar instances should have
low Mahalanobis distance between them, i.e., d4(x;, x;) < u, for some non-trivial upper bound u.
Similarly, dissimilar instances should have a large distance between them, that is, d,(x;, x;) = I for
some [. Given a set of similar instances S and dissimilar instances D, the ITML algorithm chooses
the matrix A that minimizes the following optimization problem:

/{1;1(1);15 Dy(A,Ag) + v -Di(E,&p) @

s.t. tr{A(x; — x;)(x; — xj)T} <& VE,)ES
tr{ACx; — x)0¢ — x;) "} > £y, VA, ) €D

where v is a hyperparameter which determines the importance of violated constraints and A is a
Mahalanobis matrix provided using prior knowledge. To solve the optimization problem in (4), an
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algorithm involving repeated Bregman projections is presented in (Davis et al., 2007), which we use
for the experiments reported in this paper.

7 Using Labeled Data for Graph Construction

‘We now describe how to incorporate labeled and unlabeled data during graph construction. We start
with a review of a new graph construction framework (Dhillon et al., 2010) which combines existing
supervised metric learning algorithms (such as ITML) with transductive graph-based label inference
to learn a new distance metric from labeled as well as unlabeled data combined. In self-training
styled iterations, IGC alternates between graph construction and label inference; with output of label
inference used during next round of graph construction, and so on.

7.1 [Iterative Graph Construction (IGC)

IGC builds on the assumption that supervised (metric) learning improves with more labeled data.
Since we are focusing on the SSL setting with n; labeled and n, unlabeled instances, the algorithm
automatically labels the unlabeled instances using some existing graph based SSL algorithm, and
then includes a subset of the labeled instances in the training set for the next round of metric learning.
Naturally, only examples with low assigned label entropy (i.e., high confidence label assignments)
are used. Specifically, we use a threshold parameter 8 > 0 to determine which examples will be
used for the next round. (In practice we set § = 0.05 and observed that indeed most of the low
entropy instances which are selected for inclusion in next iteration of metric learning, are classified
correctly.) This iterative process continues until no new instances are set of labeled instances. This
occurs when either all the instances are already exhausted, or when none of the remaining unlabeled
instances can be assigned labels with high confidence.

The IGC framework is presented in Algorithm 2. The algorithm iterates between the two main
steps as follows. In Line 1, any supervised metric learner, such as ITML, may be used as the
MetricLearner. Using the distance metric learned in Line 1, a new k-NN graph is constructed in
Line 2, whose edge weight matrix is stored in W. In Line 4, GraphLabellnference optimizes over
the newly constructed graph the GRF objective (Zhu et al., 2003) shown in Eq. (5).

min tr{VYTLY'}, st SY =87 5)
¥

where L = D — W is the (unnormalized) Laplacian, and D is a diagonal matrix with D;; = Zj Wi;.
The constraint, §¥ = $7’, in (5) makes sure that labels on training instances are not changed during

inference. In Line 5, a currently unlabeled instance x; (i.e., S;; = 0) is considered a new labeled
training instance, i.e., U; = 1, for next round of metric learning if the instance has been assigned
labels with high confidence in the current iteration, i.e., if its label distribution has low entropy (i.e.,
Entropy(?i/:) < f3). Finally in Line 6, training instance label information is updated. This iterative
process is continued till no new labeled instance can be added, i.e., when U;; = 0 Vi. IGC returns
the learned matrix A which can be used to compute Mahalanobis distance using Eq. (3). The number
of parameters estimated by IGC (i.e., dimensions of W) increases as the number data instances
increase. Hence, we note that that IGC is non-parametric, just as other graph-based methods.

8 Experiments

Data: We use data from 12 domain pairs obtained from (Crammer et al., 2009), and preprocessed
to keep only those features which occurred more than 20 times. The classification task is the
following: given a product review, predict user’s sentiment, i.e., whether it is positive or negative.
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DomainPairs | SVM [ PCA [ IGC |

Electronics-DVDs | 43.1+0.3 | 41.4+0.2 | 38.3+0.3
DVDs-Electronics | 37.1+0.2 | 36.5+0.3 | 27.9+0.3
DVDs-Books 41.0+0.3 | 40.3+0.4 | 31.9+04
Books-DVDs 43.9+0.2 | 43.1+0.3 | 40.3+0.2
Music-Books 41.0+0.3 | 39.9+0.3 | 30.1+0.3
Books-Music 36.7£0.3 | 36.4+0.2 | 31.8+0.5
Video-Electronics | 35.9+0.2 | 35.5+0.3 | 28.4+0.3
Electronics-Video | 37.4+£0.3 | 36.6+0.4 | 329+ 0.4
Video-DVDs 43.0+0.2 | 42.0+0.3 | 40.1+0.3
DVDs-Video 38.1+£0.3 | 36.8+0.2 | 33.0+0.2
Kitchen-Apparel | 35.0£0.2 | 33.8+0.3 | 329+ 0.5
Apparel-Kitchen | 38.2+0.3 | 37.0+0.4 | 27.5+ 0.4

Table 1: Classification errors (lower is better, lowest marked in bold) comparing SVM, GRF (see Section 5) in
PCA space, and GRF in IGC space. Total n = 3000 instances, with total 300 labeled instances (nf =200 and
n{ = 100). The reported errors are on n!, = 1400 instances, with results averaged over 4 trials.

Hence, this is a binary classification problem with number of classes m = 2. A total of 1,500
instances from each domain were sampled, i.e., n = 3000 . We note that the goal is to label
unlabeled target data (n!), so in all experiments reported below we have at least 1,300 instances to
be labeled.

Experimental Setup: We used cosine similarity' (using appropriate A) to set edge weights,
followed by k-NN graph sparsification, as described in Section 5. The hyperparameters
k € {2,5,10,50,100,200,500,1000} and the Gaussian kernel bandwidth multiplier>, p €
{1,2,5,10,50, 100}, are tuned on a separate development set. The hyperparameter, a (see Eq. (1))
was tuned over the range [0.1, 1], with step size 0.1. The a value which gave the best GRF objective
(Eq. (2)) was selected. Please note that this is an automatic parameter selection mechanism requiring
no additional held out data. For all graph-based experiments, GRF (see Section 5) is used as the
inference algorithm.

Setting The Mahalanobis Matrix A: We consider two methods to set the value of the matrix A.
First, instances are projected into a lower dimensional space using Principal Components Analysis
(PCA). For all experiments, dimensionality of the projected space was set at 250. We set A= PP,
where P is the projection matrix generated by PCA. We found the baseline algorithms to perform
better in this space than the input d-dimensional space, and hence this is used as the original space.
Second, the matrix A is learned by applying IGC (Algorithm 2) (see Section 7) on the PCA projected
space (above); with ITML used as MetricLearner in IGC. We use standard implementations of
ITML and IGC made available by respective authors.

8.1 Domain Adaptation Results

We experimented with a variety of settings in which we varied the amount of source and target
labeled and unlabeled data (ranging from O labeled instances to 200 labeled instances). Due to

We experimented with both Gaussian kernels and cosine similarity, and cosine similarity lead to better performance, and
we use it in all experiments.
20 = p 0, where p is the tuned multiplier, and o is set to average distance.
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Domain Pairs [ TSVM [ EasyAdapt [ 1GC ]

Electronics-DVDS | 40.1+0.2 | 41.0£0.4 | 38.3+0.3
Books-Music 32.7£0.3 | 33.4+0.3 | 31.8+0.5
DVDs-Videos 33.84+04 | 349+0.4 | 33.0+0.2

Videos-Electronics | 29.7+ 0.2 | 30.1+£0.4 | 28.4+0.3

Kitchen-Apparel | 33.9+0.3 | 33.7+0.1 | 329+ 0.5

Table 2: Classification errors for IGC comparison with TSVM and EasyAdapt. In all cases, we use n} = 200
and n; = 100 labeled instances. The reported errors are on n!, = 1400 instances, results averaged over four
trials. Lowest errors are marked in bold.

paucity of space we can not describe the details of those experiments here; the interested reader
is encouraged to refer to the longer version of this paper (Dhillon et al., 2012). The setting that
performed the best was the one which used source unlabeled data, 200 source labeled instances,
and 100 target labeled instances. So, for this setting, we compared the performance of GRF in IGC
space to GRF in PCA space and a Support Vector Machine (SVM) classifier trained over the 300
training instances (200 from the source domain, and 100 from the target domain) using a polynomial
kernel whose degree is tuned on a development set.

The results are summarized in Table 1. Clearly, for all domain pairs, GRF in PCA space is either
comparable or better than SVM. This may not be surprising since SVM did not use the additional
1,300 source unlabeled data. Also, as already seen above, GRF in IGC space outperforms both
SVM baseline and GRF in PCA space. This demonstrates the benefit of using a learned metric (in
this case using IGC) during graph construction for graph-based domain adaptation.

8.2 Comparison with Other Methods

In previous sections, we have shown the superior performance of IGC over projections learnt using
PCA and standard SVM (a state-of-the-art baseline which is also the top performing algorithm
in the seminal sentiment classification work of (Pang et al., 2002)). However, a comparison with
state-of-the-art semi-supervised learning and domain adaptation approaches was pending. So, in
this section we compare the performance of IGC with TSVM (Transductive SVM) — a widely
used large margin transductive model which has shown state-of-the-art performance on many text
classification tasks (Joachims, 1999) and EasyAdapt (Daume III, 2007) which is a state-of-the-
art domain adaptation algorithm. The results are shown in Table 2, where we observe that IGC
outperforms TSVM and EasyAdapt.

9 Conclusion

‘We brought together three active directions of research: domain adaptation, graph-based learning,
and metric learning, and made the following contributions: (1) investigated usage of unlabeled
data from all domains and limited labeled data from all domains; and (2) employed graph-based
non-parametric methods for domain adaptation. We plan to further investigate improved usage of
graph-based techniques to adaptation. Here, we considered only two domains at once. We plan to
extend these methods for multiple source domains.
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ABSTRACT

Microblogging services continue to grow in popularity, users publish massive instant messages
every day through them. Many tweets are marked with hashtags, which usually represent
groups or topics of tweets. Hashtags may provide valuable information for lots of applications,
such as retrieval, opinion mining, classification, and so on. However, since hashtags should be
manually annotated, only 14.6% tweets contain them (Wang et al., 2011). In this paper, we
adopt topic-specific translation model(TSTM) to suggest hashtags for microblogs. It combines
the advantages of both topic model and translation model. Experimental result on dataset
crawled from real world microblogging service demonstrates that the proposed method can
outperform some state-of-the-art methods.
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1 Introduction

Hashtags, which are usually prefixed with the symbol # in microblogging services, represent
the relevance of a tweet to a particular group, or a particular topic (Kwak et al., 2010). Pop-
ularity of hashtags grows concurrently with the rise and popularity of microblogging services.
Many microblog posts contain a wide variety of user-defined hashtags. It has been proven
to be useful for many applications, including microblog retrieval (Efron, 2010), query expan-
sion (A.Bandyopadhyay et al., 2011), sentiment analysis (Davidov et al., 2010; Wang et al.,
2011), and many other applications. However, not all posts are marked with hashtags. How
to automatically generate or recommend hashtags has become an important research topic.

The task of hashtag recommendation is to automatically generate hashtags for a given tweet.
It is similar to the task of keyphrase extraction, but it has several different aspects. Keyphrases
are defined as a short list of phrases to capture the main topics of a given document (Turney,
2000). Keyphrases are usually extracted from the given document. However, hashtags indicate
where a tweet is about a particular topic or belong to a particular group. So words and hashtags
of a tweet are usually diverse vocabularies, or even hashtags may not occur in the tweet. Take
the tweet in Table 1 for instance, the word “Lion” is used in the tweet, while users annotate
with the hashtag “Mac OS Lion”. That is usually refered to as a vocabulary gap problem.

Tweet
. .| At the WWDC conference 2012, Apple introduces
At the WWDC conference 2012, Apple introduces Tweet: newﬁo rating systor W
its new operating system release-Lion.
Annotated tags """"‘1["““’“9"' /

Apple Inc, WWDC, MAC OS Lion

v
Apple Inc, WWDC, MAC OS Lion

Tags:

Table 1: An example of a tweet with Figure 1: The basic idea of word align-
annotated hashtags. ment method for suggesting hashtags.

To solve the vocabulary gap problem, most researchers applied a statistic machine translation
model to learn the word alignment probabilities(Zhou et al., 2011; Bernhard and Gurevych,
2009). Liu et al. (2011) proposed a simple word alignment method to suggest tags for book
reviews and online bibliographies. In this work, tags are trigged by the important words of the
resource. Figure 1 shows the basic idea of using word alignment method for tag suggestion.

Due to the open access in microblogs, topics tend to be more diverse in microblogs than in
formal documents. However, all the existing models did not take into account any contextual
information in modeling word translation probabilities. Beyond word-level, contextual-level
topical information can help word-alignment choice because sometimes translation model is
vague due to their reliance solely on word-pair co-occurrence statistics. For example, the word
“apple” should be translated into ‘Apple Inc” in the topic of technology, or “juice” in the topic
of drink. Thus the idea is using topic information to facilitate word alignment choice.

Based on this perspective, in this paper, we propose a topic-specific translation model(TSTM)
to recommend hashtags for microblogs. This method regards hashtags and tweets as parallel
description of a resource. We first investigate to combine topic model and word alignment
model to estimate the topic-specific word alignment probabilities between the words and hash-
tags. After that, when given an unlabeled dataset, we first identify topics for each tweet and
then compute importance scores for candidate tags based on the learned topic-specific word-
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Apple —> Apple Inc
Apple —> WWDC
Apple  —> e Topicl |Topic2|
WWDC —> WWDC

Topic distribution’

At the WWDC Lion ~—> MACOS Lion
conference 2012, Apple Topic 1 1. Apple Inc
introduces its new —> 2. WWDC )
operating system - A4 3. MAC OS Lion
> Apple —> fruit
release-Lion. X
Apple —> drink
Apple —> juice
Tweet Apple  —> sppiene Hashtags
Apple  —> ighone
Topic 2

Topic-specific word-tag alignment

Figure 2: The basic idea of topic-specific word alignment for tag recommendation.

tag alignment probabilities and topic distribution. Figure 2 illustrates the basic idea of our
model. In Figure 2, for simplicity, we suppose there are totally two topics, topic 1(information
technology) and topic 2(food). We use the font size of tags to indicate the word-tag align-
ment probability for each specific topic. With the topic distribution and word-tag alignment
probabilities for each topic, we can compute the importance score for each candidate tag.

The remainder of this paper is organized as follows: related work and state-of-the-art ap-
proaches are reviewed in Section 2. The proposed approach is detailed in Section 3. Experi-
mental results and analysis are described and discussed in Section 4. The last section concludes
the paper.

2 Related work

Our approach relates to two research areas: tag suggestion and keyphrase extraction. In this
section, we discuss them in detail.

2.1 Tag suggestion

Previous work on tag suggestion can be roughly divided into three directions, including
collaborative filtering(CF) (Rendle et al., 2009; Herlocker et al., 2004), discriminative mod-
els (Ohkura et al., 2006; Heymann et al., 2008), and generative models(Krestel et al., 2009;
Iwata et al., 2009). Our proposal is complementary to these efforts, because microblogs differ
from other media in some ways: (1) microblog posts are much shorter than traditional docu-
ments. (2) topics tend to be more diverse than in formal documents. So these methods cannot
be directly applied to hashtag recommendation in microblogs.

2.2 Keyphrase extraction

Keyphrase extraction from documents is the most similar task to this research. Existing
methods can be categorized into supervised and unsupervised approaches. Unsupervised ap-
proaches usually selected general sets of candidates and used a ranking step to select the
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Symbol Description

D number of annotated tweets

w number of unique words

T number of unique hashtags

K number of topics

Ny number of words in the dth tweet
M, number of hashtags in the dth tweet
wq={wg,}¢,  words in the dth tweet

24 = {Z4n 2121 topic of each word in the dth tweet

tg= {tdm}gd:l hashtags in the dth tweet
¢g ={Cqm}mey  topic of each hashtag in the dth tweet

Figure 3: Graphical model representa-
Table 2: Notations of our model. tion of our model.

most important candidates (Mihalcea and Tarau, 2004; Wan and Xiao, 2008). Supervised ap-
proaches used a corpus of training data to learn a keyphrase extraction model that is able to
classify candidates as keyphrases (Turney, 2003; Hulth., 2003).

3 Proposed method

3.1 Preliminaries

We assume an annotated corpus consisting of D tweets with a word vocabulary of size W and
a hashtag vocabulary of size T. Suppose there are K topics embedded in the corpus. The
dth tweet consists of a pair of words and assigned hashtags (wy, t;), where wy = {wdn}fl’d:1
are N; words in the tweet that represent the content, and t; = {tdm}xi1 are M, assigned
hashtags. Our notation is summarized in Table 2. Given an unlabeled data set, the task of
hashtag recommendation is to discover a list of hashtags for each tweet.

The proposed topic-specific translation model is based on the following assumptions. When a
user wants to write a tweet, he first generates the content, and then generates the hashtags.
When starting the content, he first chooses some topics based on the topic distribution. Then
he chooses a bag of words one by one based on the word distribution for each chosen topic.
During the generative process for hashtags, a topic is first chosen from topics that have pre-
viously generated the content. And hashtags are chosen according to the chosen topic and
important words in the content.

Formally, let 6 denotes the topic distribution and ¢, denotes the word distribution for topic
k. Let nyg denote the distribution of topic choice when assigning hashtags for the dth tweet
and the ddloice probability of topic k is sampled randomly from topics of content, as follows,
Nak = %,
tweet. And then each hashtag tg4,, is annotated according to topic-specific translation pos-
Slblhty P(tdmlwd’cdmaB)a where P(tdmlwd’cdm’B) = Zi’il P(tdmlcdmawdn:B)P(delwd) and
B presents the topic-specific word alignment table between a word and a hashtag, where
B;jx = P(t = tjlw = w;,z = k) is the word alignment probability between the word w; and
the hashtag t; for topic k, P(w4,|w4) indicates the importance of the word in the dth tweet,
which will be described in detail in section 3.4.2 .

where de is the number of words that are assigned to topic k in the dth

In summary, the generation process of annotated tweets is described as follows:
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1. Draw topic probability 6 ~ Dirichlet (a);
2. Draw topic probability 1) ~ Dirichlet (y);
3. For each topic k = 1,...,K
Draw word probability ¢, ~ Dirichlet ()
4. For each tweetd =1,...,D
(a) Foreachword n=1,...,Ny
Draw topic 24, ~ Multinomial (6,)
Draw word wy, ~ Multinomial ($z,,)
(b) For each hashtag m =1,..., My
Draw topic cg,,, ~ Multinomial (14)
Draw hashtag tg,, ~ P(tgm|Wa>Cim»B)

where a, § and y are Dirichlet distribution parameters.

Figure 3 shows a graphical model representation of the proposed model.

3.2 Learning and inference

We use collapsed Gibbs sampling(Griffiths and Steyvers, 2004) to find latent variables. The
sampling probability of a latent topic for each word and hashtag in the tweet is sampled
respectively. Due to the space limit, we leave out the derivation details and the sampling
formulas.

After the topics of each word and hashtag become stable, we can estimate topic-specific word
. N/ . .
alignment table B by: B, ,, . = N% where ch)w is a count of the hashtag t that co-occurs with

the word w for topic ¢ in tweet-Hashtag pairs.

The possibility table B, ,, . have a potential size of WTK, assuming the vocabulary sizes for
words, hashtags and topics are W, T and K. The data sparsity poses a more serious problem in
estimating B, ,, . than the topic-free word alignment case. To reduce the data sparsity problem,
we introduce the remedy in our model. We can employ a linear interpolation with topic-free
word alignment probability to avoid data sparseness: Bt*,m . = AB; . + (1= A)P(t|w), where
P(t|w) is topic-free word alignment probability from the word w and the hashtag ¢, A is trade-
off of two probabilities. Here we explore IBM model-1 (Brown et al., 1993), which is a widely
used word alignment model, to obtain P(t|w).

3.3 Tag recommendation using Topic-specific translation probabilities
3.3.1 Topic identification

Suppose given an unlabeled dataset W* = {wj}é’:1 with U tweets, where the dth tweet w}; =

{wgn}i“zl consists of Ly words. z; = {zjn}ﬁil denotes topics of words in dth tweet and Z* =

{ZZ}L‘{:I. we first identify topics for each tweet using the standard LDA model. The collapsed

Gibbs sampling is also applied for inference. After the topics of each word become stable, we

can estimate the distribution of topic choice for hashtags of the dth tweet in unlabeled data
d

by: 0%, = 1\2;:%:1(’ where de is a count of words that are assigned topic k in the dth tweet of

unlabeled dataset.
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3.3.2 Tag recommendation

With topic distribution n* and topic-specific word alignment table B*, we can rank hashtags
for the dth tweet in unlabeled data by computing the scores:

K Ly
(6, W53 B = DD P(6 |0 Wi BIP(C[15)P (w5, [W5)
Cn=1n=1
Where P(w},|w}) indicates the importance of the words in the tweet. Here, we used IDF to
compute this importance score. According to the ranking scores, we can suggest the top-ranked
hashtags for each tweet to users.

4 Experiments
4.1 Data collection and analysis

In our experiments, we use a Microblog dataset collected from Sina-Weibo! for evaluation.
Sina-Weibo is a Twitter-like microblogging system in China provided by Sina, one of the largest
Chinese Internet content providers. It was launched in August, 2009 and quickly become the
most popular microblogging service in China. We collected a dataset with totally 10,320,768
tweets. Among them, there are 551,479 tweets including hashtags annotated by users. We
extracted these annotated tweets for training and evaluation. Some detailed statistical infor-
mation is shown in Table 3. We divided them into a training set of 446,909 tweets and a test
set of 104,570 tweets. The training set is applied for building topic-specific translation model,
while the test set is for evaluation. We use hashtags annotated by users as the golden set.

#tweet w T N,, N,
551,479 | 244,027 | 116,958 | 19.97 | 1.24

Table 3: Statistical information of dataset. W, T, N,, and N, are the vocabulary of words, the
vocabulary of hashtags, the average number of words in each tweet and the average number
of hashtags in each tweet respectively.

4.2 Evaluation metrics and settings

We use Precision(P), Recall(R), and F-value(F) to evaluate the performance of hashtag rec-
ommendation methods. We ran topic-specific translation model with 1000 iterations of Gibbs
sampling. After trying a few different numbers of topics, we empirically set the number of
topics to 100. We use a = 50.0/K and f§ = 0.1 as (Griffiths and Steyvers, 2004) suggested.
Parameter y is also set to 0.1. We use IDF to indicate the importance of a word and set smooth-
ing parameter A to 0.8 which gives the best performance. The influence of smoothing to our
model can be found in Section 4.5.

4.3 Comparison with other methods

In this subsection, we implement several methods for comparison, where Naive Bayes(NB) is
a representative classification method, while LDA (Krestel et al., 2009) is selected to represent
generative model for tag suggestion, IBM model-1 (Liu et al., 2011) is a novel translation-
based model.

Thttp://weibo.com/
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3 03 Method | Precision Recall F-measure
o NB 0217 0197  0.203
0.2 —o—TSTM
o e LDA 0.064  0.060 0.062
o e IBM1 0271  0.241  0.249
——LDA
0.05 TSTM 0.358 0.324 0.334
0 005 01 015 Pregigiano.zs 03 035 04
Table 4: Comparison results of NB, LDA-
Figure 4: Performance comparison between based, IBM1 and TSTM when suggesting
NB, LDA-based, IBM1 and TSTM. top-1 hashtag.

In Figure 4, we show the Precision-Recall curves of NB, LDA, IBM1 and TSTM on the data set.
Each point of a Precision-Recall curve represents different numbers of suggested hashtags from
M = 1(bottom right, with higher Precision and lower Recall) to M = 5(upper left, with higher
Recall but lower Precision) respectively. The closer the curve to the upper right, the better
the overall performance of the method. From the Figure, we have the following observations:
(1)TSTM outperforms all the baselines. This indicates the robustness and effectiveness of our
approach for hashtag recommendation. (2)IBM1 underperforms TSTM, because IBM1 relies
solely on word-tag co-occurrence statistics. And contextual topical information can help to
disambiguate word-alignment choices in TSTM. (3)LDA performs so poor, because it ranks the
candidate hashtags by the hashtag distribution for each topic. So it can only suggest general
hashtags.

To further demonstrate the performance of TSTM and other baseline methods, in Table 4,
we show the Precision, Recall and F-measure of NB, LDA, IBM1 and TSTM suggesting top-1
hashtag, because the number is near the average number of hashtags in dataset. We find that
the F-measure of TSTM comes to 0.334, outperforming all the baselines more than 8%.

4.4 Example

In Table 5, we show top-8 hashtags suggested by NB, LDA, IBM1 and TSTM for the tweet in
Table 12. The number in brackets after the name of each method is the count of correctly
suggested hashtags. The correctly suggested hashtags are marked in bold face.

From Table 5, we observe that classification model NB suggests some unrelated hashtags.
While LDA, as generative models, tends to suggest general hashtags, such as “Information
News”, “mobile phone” and “Technology leaders”, and fail to generate the specific hashtags
“WWDC”, “MAC OS Lion”. IBM1 method will suggest some topic-unrelated hashtags. For in-
stance, “2012 Jinshan Inc cloud computing” and “2012 spring and summer men’s week” are
triggered by the word “2012”. On the contrary, TSTM succeeds to suggest specific hashtags,

and most of them are topic-related to the tweet.

4.5 Influences of smoothing

To validate the power of smoothing in TSTM on different sizes of datasets, the experiments
were conducted on two datasets, including a small dataset(a training set of 100,000 tweets

2Hashtags are translated from Chinese
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NB(+1): MAC OS Lion, 2012 wishes, OS, Smiles to the world, 2012 salary report,
2012 Jinshan Inc cloud computing, Lion, Noah’s ark 2012

LDA(+1): Android, Information news, Japan earthquake, mobile phone, Apple Inc,
Cloud computing, Tablet PC, Technology leaders

IBM1(+2): WWDC, Android, 2012 Jinshan Inc cloud computing, Apple Inc,

2012 spring and summer men’s week, 2012, mobile phone OS, Information news
TSTM(+3): Mac OS Lion, WWDC, MAC, Apple Inc, Baidu union conference,
Microsoft, Android, iphone

Table 5: Top-8 hashtags suggested by NB, LDA, IBM1 and TSTM.

and a test set of 10,000 tweets) and a large dataset(100% training set and 100% test set).
Figure 5 and Figure 6 show the performance on both of the datasets when A ranges from 0.0
to 1.0. We find that TSTM achieves the best performance when A = 0.8 in both of the two
Figures. Furthermore, the model cannot perform well without smoothing (when A = 1) on
the small data set. That indicates smoothing is more powerful on the small data set. While
the model can still perform well without smoothing on the large data set. This is reasonable
because large data set can help to solve the problem of data sparsity to some extent.

F-measure
F-measure

Number of suggested tags Number of suggested tags

Figure 5: F-measure of TSTM on the small Figure 6: F-measure of TSTM on the large
data set when smoothing parameter A data set when smoothing parameter A
ranges from 0.0 to 1.0. ranges from 0.0 to 1.0.

Conclusions

In this paper, we address the issue of suggesting hashtags for microblogs. The existing meth-
ods cannot be directly applied to this task due to the following challenges. (1) tweets are
much shorter than traditional documents. (2) topics are more diverse in microblogs than
other media. To solve these problems, we proposed a topic-specific translation model, which
combines the advantages of both topic model and translation model. Experimental result on
tweets crawled from real world service demonstrates that the proposed method can outper-
forms some state-of-the-art methods.
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ABSTRACT

Unsupervised clustering of documents is challenging because documents can conceivably be
divided across multiple dimensions. Motivated by prior work incorporating expressive features
into unsupervised generative models, this paper presents an unsupervised model for categorizing
textual data which is capable of utilizing arbitrary features over a large context. Utilizing locally
normalized log-linear models in the generative process, we offer straightforward extensions
to the standard multinomial mixture model that allow us to effectively utilize automatically
derived complex linguistic, statistical, and metadata features to influence the learned cluster
structure for the desired task. We extensively evaluate and analyze the model’s capabilities
over four distinct clustering tasks: topic, perspective, sentiment analysis, and Congressional bill
survival, and show that this model outperforms strong baselines and state-of-the-art models.

KEYWORDS: Unsupervised Learning, Text Clustering, Sentiment Analysis.
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1 Introduction

Partitioning documents into categories based on some criterion is an essential research area
in language processing and machine learning (Sebastiani, 2002). However, documents are
inherently multidimensional, thus a given set of documents can be correctly partitioned along a
number of dimensions, depending on the criterion. For instance, given a set of movie reviews,
we may be interested in partitioning them by genre, with horror, comedy, drama, etc. in separate
categories, or we may want to partition by sentiment, with positive and negative reviews in
separate categories. However, it often proves difficult to adapt a model suited for one task, such
as topic analysis, to another, such as sentiment analysis.

Supervised generative and discriminative approaches for text classification have achieved
remarkable success across a variety of tasks (Joachims, 1998; Kotsiantis, 2007; Pang et al.,
2002). Since the partition criterion for a supervised model is encoded in the data via the class
labels, even the standard information retrieval representation of a document as a vector of
term frequencies is sufficient for many state-of-the-art classification models. Furthermore, for
tasks where term presence may not be adequate, discriminative models have the ability to
incorporate complex features, allowing them to generalize and adapt to the specific domain.

In unsupervised clustering of documents, we try to partition the documents such that those in
one partition are somehow more similar to each other than they are to documents in another
partition. Probabilistic clustering models internally assess the quality of clusters via an objective
function, £(60), which is commonly maximizing the log-likelihood of generating the data 2
under the current parameters of the model, 6. Clustering models rely almost exclusively on
a simple bag-of-words vector representation, and therefore achieve an optimum £(6) when
grouping documents with similar terms together. This performs well for topic analysis, but,
unfortunately, since we do not inherently know the underlying distribution which generated
our data, maximizing £ (0) is not guaranteed to learn a posterior distribution that performs
well for a different task. One method for influencing the objective towards a desired outcome
is to include additional feature functions which are able to capture pertinent domain specific
information.

Berg-Kirkpatrick et al. (2010) presented an effective framework for learning unsupervised
models with expressive feature sets by re-parameterizing every local multinomial in a generative
model as a locally normalized log-linear model. They showed that this method allowed them
to incorporate arbitrary features of the observation and label pair, and led to competitive
performance with more complex models for unsupervised tasks like part-of-speech and grammar
induction.

Motivated by their work, we developed a feature-enhanced unsupervised model for clustering
in this framework by re-parameterizing the multinomial mixture model. The proposed model,
which will serve as our baseline, allows for the integration of arbitrary features of the observa-
tions within a document. While in generative models the observed context is usually a single
unigram, we extend our re-parametrized baseline model to enable the extraction of features
from a context of larger size and incorporate document-level information. After presenting the
model, we explore the use of automatically derived linguistic and statistical features, many of
which have not been applied to unsupervised clustering. We show that by introducing domain
relevant features, we can guide the model towards the task-specific partition we want to learn
across four practical tasks with different criterion: topic, perspective, sentiment analysis, and
Congressional bill survival. For each task, our feature-enhanced model is highly competitive
with or outperforms strong baselines.
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2 Related Work

Research on selecting which dimension of the data to cluster can broadly be categorized into
approaches which constrain the clustering via external information, and those which cluster
along multiple dimensions and then select an appropriate one. Druck (2011) presented a
semi-supervised approach that uses domain knowledge in the form of labeled features, which
encode affinities between features and classes, to constrain a log-linear model on unlabeled
data using generalized expectation criteria (GE-FL). Andrzejewski et al. (2009) and Mimno and
McCallum (2008) both attempt to incorporate generalized domain knowledge into generative
topic models using priors. The Latent Semantic Model (LSM) (Lin et al., 2010) is a Bayesian
model for unsupervised sentiment classification, similar to LDA, but only modeling a mixture
of three sentiment labels, positive, negative, and neutral. Another recent approach to guide
clustering for sentiment analysis was introduced by Dasgupta and Ng (2009), where they
incorporate user feedback into a spectral clustering algorithm (DN). Generalized Weighted
Cluster Aggregation (GWCA) (Wang et al., 2009) is a consensus clustering method for topic
analysis which utilizes a set of different K-Means clusterings of the same data to construct
a similarity matrix, on which spectral clustering is performed to create a single consensus
clustering. Iterative Double Clustering (El-Yaniv and Souroujon, 2001) (IDC) is an extension of
the Double Clustering approach based on the Information Bottleneck method for topic analysis.

3 Model Description

In our probabilistic generative model for categorizing documents, we assume documents are
generated according to a mixture model. The generative process begins by first selecting a
class for each document according to the class prior probabilities, 6;. Each class corresponds
to a mixture component, and 6; are the mixture weights. Next, we generate the contents of
the document conditioned on the class according to the class-conditional density, Py(d;|c;).
Following the Naive Bayes (NB) assumption, we treat all words in a document as conditionally
independent given the class, and break Py(d;|c;) into its constituent word probabilities 6;.
Under this model, the objective we would like to maximize is the marginal log-likelihood of
generating the documents, given by: £(0) = dew log Py(d;) = Zd‘w log che%’ 0; l_[wksd, 9,5;‘
where 6; is the probability of observing word wy. in class c;, and ¢ is the frequency of wy
in document d;. Thus, there are two sets of parameters we need to estimate: 0; for each
class and 6,; for each mixture component. The standard instantiation of this model is known
as the Multinomial Mixture (MM) model, which is a generalization of the NB classifier for
unsupervised learning where 6;; and 6; are computed using multinomial distributions.

3.1 Unsupervised Feature-Rich (UFR) Model

In order to incorporate features beyond those of term frequency, we can follow the procedure
presented in Berg-Kirkpatrick et al. (2010) and re-parameterize the multinomial distribution
as a log-linear model based on a feature weight vector v,,. In this light, 6;; is the output of a
locally normalized logistic regression function that scores the word probability according to
the active feature functions and weights for that context. Similarly, we can re-parameterize the
class prior probability 6; with a log-linear model with weights 4, :

exp(vp,,, f(wy, ¢;)) exp(y, )
D, ev eXP(,, (W, c)) Y cw exp(Pe,)

Combining %, and 9. into a single vector 1, the objective function for this model remains the
marginal log-likelihood, £() = 3. dea log Py, (d;) — k||3||?, to which we also incorporate a
£,-norm regularization term.

Oi(P) = M 0;(%.) = @
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Conveniently, exactly the same generative story as before applies. Thus, optimizing this
objective remains straightforward with the Expectation-Maximization (EM) (Dempster et al.,
1977) algorithm. The E-step remains the same as the MM model, with the exception that the
multinomial probabilities are now being computed with a log-linear model. In the M-step
however, instead of simply normalizing, we need to perform an optimization procedure to
recompute the weight vector 4 to optimize the complete log-likelihood objective. However, Berg-
Kirkpatrick et al. (2010) suggest an alternative method of optimization, the direct gradient
approach, which directly optimizes the regularized marginal log-likelihood using L-BFGS (Liu
and Nocedal, 1989). The gradient of £ () with respect to 1) has the form:

VEW)= D ey D) =2k (3 Ay()=fwec)— D O,fw,c) @)

wkE”V,cJE%) WPE"V

3.2 Event Context Expansion

As mentioned earlier, the observation, or event, for most generative models has predominantly
been restricted to a single word; the one whose probability is being estimated. Due to the
independence assumptions imposed by the naive structure of our UFR model, when computing
0yj, we are only able to look at wy. So although features can be shared among different
observation and label pairs, such as a suffix ‘ing’ feature activating for both ‘going’ and ‘trying’,
we are restricted to features of a single word. Thus, without modifying the model, we could
not introduce a feature that considered a larger context around wy, such as w,_; and wy;.
Intuitively, since we want to guide the model towards the partition of the data which we
consider relevant for a specific task, it should be beneficial to utilize a larger context than a
single word for feature extraction when estimating 6;;. Therefore, we want to weaken the
independence assumptions imposed by NB by introducing feature dependence - assuming
independence between fewer words - while concurrently taking advantage of the tractable
learning and inference that NB offers.

There has been a considerable amount of work in alleviating the independence assumptions of
NB model by explicitly representing dependencies between attributes (i.e. words in our case),
such as Lazy Bayesian Rules and Tree-Augmented NB (Friedman et al., 1997; Zheng and Webb,
2000). These approaches can be generally characterized as utilizing a less restrictive set of
assumptions. First, they select a set of words b € A, (w;) and then, w is allowed to depend on
the words in b; such that 6;; — 6y, = p(wglc;, b).

Our proposed extension to UFR, E-UFR, is similar in spirit to these approaches, as we will
let each observation encompass the set of surrounding context words. At each position k in
the document, instead of generating a single word event, wy, according to 8;;, we propose

. . . k+q .
generating the entire context as the event, according to bejff Here, b, € J%+q(wk) is the

context: the set of words centered at and including w;, going q positions forward, and r
positions back, and A;,,(w) is the set of all possible contexts of size (r + q) for all k. In
another light, instead of having a single 6;;, we now have a 6,; for every different context of wy.
Since we now generate w; along with its context, we modify the log-linear model from Eq. 1
to Eq. 5 and marginalize over the contexts, enabling feature extraction from its entirety. This
will allow features to be active for more observations, thus tying more probability estimates
together.
K+
exp(p,,, (b, "}, ¢;) @)
p+q

preJt/,+q(wk) eXP("I’w,f(bpfr,Cj))

ebti:l](ww) =
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Table 1 shows an example of context generation. Crucially, the context is not treated as a

bag-of-words, and by preserving word order, we are able to extract linguistic features that

depend on structure. This method of computing Qbmj can be viewed as a form of contrastive
k—r

estimation (Smith and Eisner, 2005), where we condition the probability on A (w,), the

neighborhood of possible contexts. In practice, to make parameter estimation tractable for
increased context size, we restrict A4 (w;) to observed contexts.

The United States is failing in its mission to implement the roadmap
the united states, the united states is, the united states is failing, united states is failing in,
states is failing in its, is failing in its mission, failing in its mission to,
in its mission to implement, its mission to implement the, mission to implement the roadmap

Table 1: Contexts generated when producing the sentence above with a 5-word context; r=q=2.
Bold indicates the w; being generated, with surrounding context available for feature extraction.

4 Experiments

To measure the effectiveness of the E-UFR clustering model, we applied it to text corpora with
known labels used in supervised classification. Specifically, to topic, perspective, and sentiment
analysis, as well as Congressional bill survival. The details of the datasets are summarized
in Table 2. All data is preprocessed by performing tokenization, downcasing, and removing
non alpha-numeric characters, and stopwords, unless otherwise noted. We compare E-UFR
performance on each task with three baselines, UFR, MM and LDA, and where applicable, results
taken from related work. The UFR and E-UFR baseline models incorporate only word indicator
features, making their feature set identical to the MM model. As the observation context in the
E-UFR model, we utilize a 5-word context with ¢=2 and r=2. The 6,; parameters in the MM
model are initialized with uniform MAP estimates across classes from the data, all weights in
1 are initialized to 0, and ; is slightly perturbed using a random seed in both cases to allow
for learning. To evaluate the accuracy of our approach we compute the cluster purity (Zhao
and Karypis, 2002). Since each document can only be assigned one label, and we have the
same number of clusters as classes, the measure is directly comparable with micro-averaged
precision, accuracy, and F1 (Xue and Zhou, 2009; Bekkerman et al., 2006). All results reported
are averaged over 5 runs. Results in bold are statistically significant improvements over the
other models and indistinguishable from each other at the p <0.05 level, according to the
p-test (Yang and Liu, 1999).

4.1 Topic Analysis

For topic analysis, we use several subsets of the 20-Newsgroup (NG20) (Lang, 1995), and
WebKB (Craven et al., 1998) datasets. The NG20 corpus consists of messages posted to various
Usenet newsgroups, of which we utilize the Politics, Sport, and Computer splits. The WebKB
corpus consists of web pages from university computer science department websites, and has
a skewed distribution of examples from each class. We use the WebKB4 split. We present
two methods of introducing automatically derived features from LDA. In the first, LDA-A, we
introduce a feature representing the per-word topic assignment for every term in the document.
In the second, LDA-K, for each topic t;, we sort terms wy by P(w|t;) and introduce features
for the top 100 terms. For example, given a context generate, a, larger; set; of, data,;g with
subscripts representing the per-word topic assignments, possible features are f (w=data,t=18)
or f (#(t=7)=3). We also incorporate linguistic features in the form of part-of-speech (POS)
tags in the same manner, produced using a latent-variable POS tagger (Huang et al., 2009).
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The results are presented in Table 3. On the NG20 set, the MM and UFR models exhibit strong
performance, mostly outperforming the E-UFR model. With the addition of LDA-A features,
however, the E-UFR becomes highly competitive. On WebKB4, the baseline E-UFR model is
significantly better than the others. The introduction of LDA features does not enhance its
performance, however, POS features reduce the error by 10% over the baseline. Also note, that
in comparison to GE-FL, which is semi-supervised and uses LDA features, we achieve better
performance. Interestingly, across all the sets, introducing either form of LDA feature results in
significantly higher accuracies for the E-UFR model than the original LDA model from which
the features are derived. In addition, the LDA-A features always outperform LDA-K.

Model [ Pol [ Sprt [ Comp [[ WebKB

MM 69.7 98 83.9 68.1
Set [ Task [ Docs | Words LDA 775 | 89.1 | 728 || 64.8
WebKB(4) | To | 4199 | 1.3m DC 78 | 89 : N
Pol(3) To 2625 1.4m GWCA - N N 67
Sprt(2) To | 1993 | 670k UFR 71 [97.4] 692 || 60.6
Comp(2) | To | 1943 | 480k GEFL ~ 915 817 || 615
Mov(2) Se | 2000 | 1.5m E-UFR || 693 | 939 | 63.4 || 712
BL(2) Pe | 594 | 510k +IDAA || 84.1 | 96.7 | 82.7 || 70.7
Bills(2) Su | 1000 | 2.5m +IDAK || 773 | 95.7 | 763 || 68.3
+POS 74.5
Table 2: Description of datasets for
Topic (To), Sentiment (Se), Perspec- Table 3: Results on Politics, Sport, Computer
tive (Pe) analysis and Congressional newsgroups and WebKB. Table cells marked with
bill survival (Su) tasks. “” for models from related work indicate result

for that setting was not available in the literature
. . for that model.
4.2 Perspective Analysis

The BitterLemons corpus Lin et al. (2006) is comprised of essays representing contrasting
perspectives on the Israeli-Palestinian conflict, written by Editors and Guests. There are two
clear partitions in this data. The first, I commonly applied and referred to as determining
implicit sentiment, is the task of determining whether a document is written from the Israeli or
Palestinian perspective. The second, EG, is whether the author of the article is a permanent
Editor or Guest!. We extract complex linguistic information, in the form of OPUS (observable
proxies for underlying semantics) features, which were shown to improve performance for
supervised classification. OPUS features are meant to address implicit sentiment by focusing on
syntactic framing in the form of grammatically relevant semantic properties (Greene and Resnik,
2009). We extracted these relations for a set of domain relevant verbs from parses of the corpus
obtained with the Stanford parser (Klein and Manning, 2003). For example, sample features
from the context officially endorse the creation would include f (w=endorse,transitive), f (dobj,
w=creation), and f (w=endorse,dobj). Table 4 presents the results on these two tasks. As can
be seen, the high performance of the UFR and MM models on topic analysis does not carry to
the perspective task. The E-UFR model, on the other hand, achieves very impressive results on
both tasks. Although the results are not directly comparable to supervised classifiers due to the
training-test split, it is interesting to note that our unsupervised results are competitive with
those of supervised classifiers on IP (Greene and Resnik, 2009). Unfortunately, the gain from
OPUS features did not transfer to clustering. On the other hand, the fact that the performance

1As we are interested in differences in author writing style, we did not remove stopwords for this task.
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did not degrade with the introduction is itself enticing, as the model was able to incorporate
many complex linguistic features and not become obstructed by them. We further explored the
use of POS information in EG, which led to a slight improvement. Table 5 presents the most
highly weighted OPUS features.

Weight Feature

Model [ TP [ EG 0.594 | dobj(abandoned,n)/0

MM 51.4 | 55.1 0.582 | dobj(oppose,initiative) /0

LDA 54.4 62 0.574 subj(accept,israel) /1

UFR 51.1 | 52.3 0.525 dobj-failure/0

E-UFR | 90.4 || 69.4 0.488 maintaining-subj/1

+OPUS | 90.4 || 68.6 0.482 dobj-initiative/0

+POS 70.2 0.477 dobj(confront,them)/0
Table 4: Results on IP and EG split of Table 5: Top OPUS features/class for IP split.
the BitterLemons dataset. Palestinian perspective class is 0, Israeli perspec-

tive is 1.

4.3 Sentiment Analysis

For sentiment analysis we use the Polarity v2.0 dataset (Pang and Lee, 2004), where we cluster
movie reviews as negative or positive. We utilize the MPQA subjectivity lexicon (Wiebe and
Cardie, 2005), where words which occur in the lexicon are associated with their prescribed
polarity. For instance, result is tepid and dull would produce f (w=dull,neg) and f (w=tepid,neg),
as well as total counts of negative and positive polarity carrying words. The results are presented
in Table 6. As can be seen, the baseline UFR model is quite bad, but E-UFR outperforms MM, LDA,
and LSM, and is comparable to DN, which uses user interaction. Incorporating the subjectivity
lexicon provides a further significant gain. Table 7 presents the most highly weighted sentiment
lexicon features. Examining the reviews alongside the lexicon, we noticed that terms that may
generally be considered to convey a certain sentiment are inaccurate in their correlation with
this domain. For instance, “war” is considered negative, but positive reviews are almost three
times as likely to mention it. Thus, we created an alternative version of the lexicon, SUBJR,
where we automatically filtered the lexicon to only include domain relevant terms. Impressively,
the accuracy achieved with SUBJR is competitive with supervised approaches on this task.

Model [ Movie Weight Feature

MM 68.1 0.2077 (pos,great) /1
LDA 66.6 0.168 (pos,love) /0
UFR 51.1 0.121 (neg,waste) /0
DN 70.9 0.108 (neg,dull)/0
LSM 61.7 0.105 (neg,bland)/0
+MPOA 74.1 0.101 (pos,master/1
E-UFR 70.5 0.093 | (neg,emotional)/1
TMPQA | 724

Table 7: Top polarity features/class for
Movie collection. Positive polarity class is
1, negative is 0.

+SUBJR [ 79.7
Table 6: Results on Movie Review dataset.
4.4 Congressional Bill Survival

The recently introduced Congressional Bill Corpus (Yano et al., 2012) contains Congressional
bills from the 10374 to 111" Congresses. The task is to predict whether a bill survived, i.e., was
recommended by the Congressional committee, or died in committee. We randomly selected
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1000 bills from the collection to evaluate our model. While features for the previous tasks
are extracted from the content, for Congressional bill survival we incorporate document-level
information, both from observable metadata and automatic predictions. The feature set is
the one presented in Yano et al. (2012), and includes observable information about the bill
(when it was proposed), the bill’s sponsor (their party, etc.), the committee (is the sponsor
on the committee, etc.), and automatically predicted urgency (trivial, recurring, and critical).
Interestingly, our model replicates the results found in the supervised setting, where they found
that the sponsor affiliations have the highest impact scores (Yano et al., 2012). The second
set, Spon, is restricted to the highest weighted observable features describing the bill sponsor,
namely, if the sponsor is on the committee and/or in the majority party. The restricted Spon set
further outperforms all other models.

iMo ol | Bills Weight . Featgre _
B e e———— 2.051 | sponsor-in-committee-majority/1
MM | 582 1516 | bill-cat4-function-CQ2-00/0
DA | 527 1.478 | bill-cat4-function-RECUR-00/0
LS():Z 1.064 sponsor-in-committee/1
E-UFR | 54.9 1.056 sponsor-in-majority/1
+All 60.4
+Spon | 64.1 Table 9: Top features/class for Congressional bill survival.
Bills which survived are class 1, those that died are class 0.
Table 8: Results on Congres- bill-cat features indicate that the bill is not in the category
sional bill survival dataset. of bills classified as CQ (critical) or RECUR (recurring).

5 Discussion

The results show that the E-UFR model is able to achieve strong performance across the four
tasks. We believe this is due both to the increased context and additional features that can be
leveraged. Both POS and LDA are a form of dimensionality reduction which can be viewed
as categorizing words into distributional categories. As such, using them as features in our
model allows us to incorporate information about a possible partition of the data. Since LDA is
geared toward discovering topics, LDA features guide the E-UFR model into the correct space.
Likewise, POS features assist with authorship because they relate to writing style. Extrapolating
from this, any previous clustering of the data can be used as features within our model. In
this work, we focused on using unsupervised learning to predict a certain externally imposed
partition on the data. However, unsupervised learning is also useful as an exploratory technique
for describing a document collection. In this setup, we can incorporate various features in
our model to determine not whether they lead to a better accuracy, but what dimensions of
the data we can discover. Previous studies on the use of linguistic features for supervised text
classification have achieved mostly negative results (Moschitti and Basili, 2004), oftentimes
finding that linguistic features do not improve classification accuracy. However, to the best of
our knowledge no such analysis exists for the unsupervised treatment of text categorization. In
this work, we have shown that linguistic features can be useful for clustering, while questions
remain as to how best to incorporate these features.

6 Conclusion

We presented a feature-rich generative model for clustering. By extending the model to handle
a wider context, we were able to utilize a rich set of automatically derived linguistic and
statistical features, many of which have previously only been explored in supervised learning.
We extensively analyzed and evaluated this model, showing that it is stable with respect to
many arbitrary features. Applying the model to several challenging categorization domains, we
showed that our model is able to adapt and achieve high clustering performance.
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Abstract

Typically native speakers of Arabic mix dialectal Arabic and Modern Standard Arabic in the same
utterance. This phenomenon is known as linguistic code switching (LCS). It is a very challenging
task to identify these LCS points in written text where we don’t have an accompanying speech
signal. In this paper, we address automatic identification of LCS points in Arabic social media text
by identifying token level dialectal words. We present an unsupervised approach that employs a set
of dictionaries, sound-change rules, and language models to tackle this problem. We tune and test
the performance of our approach against human-annotated Egyptian and Levantine discussion fora
datasets. Two types of annotations on the token level are obtained for each dataset: context sensitive
and context insensitive annotation. We achieve a token level Fg_; score of 74% and 72.4% on the
context-sensitive development and test datasets, respectively. On the context insensitive annotated
data, we achieve a token level Fg_, score of 84.4% and 84.9% on the development and test datasets,
respectively.

Keywords: Linguistic Code Switching, Dialect Identification, Modern Standard Arabic, Dialectal
Arabic, Dictionaries, Language Models, Sound Change Rules.

Title and Abstract in Arabic:
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Bl Gl s Bastae ) UL FEseF e % A8 5 % Abst S

Proceedings of COLING 2012: Posters, pages 287-296,
COLING 2012, Mumbai, December 2012.
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1 Introduction

Linguistic Code Switching (LCS) refers to the phenomenon where speakers switch between mul-
tiple languages within the same utterance (intra-utterance) or across utterances within the same
conversation (inter-utterance). For an example of intra-utterance LCS, consider "Starting a sentence
in English, mais je finis the same sentence en Frangais", where the italicized words are in French
meaning ‘but I finish... in French’. Intra-utterance LCS poses a significant challenge for language
technologies since ideally one would need to use language processing for both languages simul-
taneously. In this paper we are mostly interested in intra-utterance LCS. Techniques trained for
one language quickly break down when there is input from another. Intra-utterance LCS is quite
pervasive in bilingual communities but it is quite pronounced in diglossic languages (Ferguson,
1959) where two forms of the language live side by side and are closely related. This is the case for
Arabic where the official form of the language Modern Standard Arabic (MSA) and the dialects
(DA), corresponding to the native tongue of the speakers of Arabic, are frequently used together
within the same utterances/sentences. There are significant linguistic differences between MSA
and DA phonologically, morphologically, lexically and syntactically; MSA is the only standard-
ized written form of the language hence people have no standards for writing DA; and there is a
pervasive presence of faux amis between MSA and DA, where words look the same (homographs
or homophones) but have different semantic and pragmatic connotations. These differences lead
to an exacerbation of the challenges posed by LCS — due to its pervasiveness — on processing
informal textual Arabic sources such as news groups, tweets, blogs, and other social media, which
are increasingly being studied as rich sources of social, commercial and political information. In
this paper, we tackle the problem of identifying LCS points on the token level in a given Arabic
text. We cast the problem as a token level dialect identification problem. We incorporate a variety
of resources including dictionaries and language models to automatically identify the dialect id
of a word in context. We adopt a classification perspective on the problem, hence each token is
labeled with a class id (MSA/DA/UNKNOWN). We tune and test different settings of the system.
Our approach also allows for producing MSA equivalents and English glosses for the identified DA
words. Identifying the classes and sequences of MSA vs. DA words in an utterance can allow for
better modeling of Arabic language usage and processing. Moreover the dialect id component can
be used for smart filtering for various levels of domain adaptation and targeted document search
in an Information Retrieval framework in a rapid process of identifying whether a document is
predominantly MSA or DA.

2 Related Work

While there has been considerable interest in LCS from the theoretical and socio-linguistic commu-
nities, there has, with few exceptions (Joshi, 1985) (Chan et al., 2004), (Solorio and Liu, 2008a),
(Solorio and Liu, 2008b) and (Manandise and Gdaniec, 2011), been little research in computational
approaches to the problem. Predictive models of how and when LCS typically occurs, as well as
how to interpret LCS items in the context of the matrix language, have yet to be developed. A
major barrier to research on LCS has been the lack of large, consistently and accurately annotated
corpora of LCS data. In fact, there has been very little discussion even of how such data should be
collected and annotated to best support the interests of both the theoretical and the computational
communities. (Diab and Kamboj, 2011), and (Elfardy and Diab, 2012) attempted to tackle this
problem by annotating corpora of Hindi-English and MSA-DA code switched social media text.

For Chinese English LCS, (Lyu et al., 2006) found that building a unified acoustic model of the
regional dialects to be detected, a bilingual pronunciation model, and a Chinese character-based
tree-structured search strategy improved ASR performance significantly. For Spanish-English LCS,
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Input dh T [ AT’y [ byHSI | fy Alwqt AlrAhn
Eng-GL that | what - in time current
MSA-GL *k | Al*y - fy Alwqt AlrAhn
No-Context | DA | DA DA | MSA-DA | MSA-DA | MSA
Contextual | DA | DA DA MSA MSA MSA

Table 1: An example of the output of AIDA.

(Solorio and Liu, 2008b) found that LCS poses a serious challenge to part-of-speech tagging: while
monolingual taggers reach >96% accuracy, English taggers tested on Spanish-English LCS data
obtain only 65% accuracy. Moreover, (Manandise and Gdaniec, 2011) analyzed the effect on
Machine Translation quality of borrowing and LCS of Spanish-English within the context of IBM’s
“TranslateNow!” email system. Their study showed that borrowing and LCS degrade the performance
of the syntactic parser because these switched tokens are mostly treated as nouns, which results in
erroneous analysis and in some cases incomplete parses. As mentioned earlier LCS is even more
prominent in Arabic due to the diglossic nature of the language yet most of the research effort carried
out to tackle Arabic NLP focuses on MSA. A significant exception in Arabic speech processing is
work by (Biadsy et al., 2009). In this work, (Biadsy et al., 2009) present a system that identifies
dialectal words in speech and their dialect of origin.

3 Approach

In this paper, we present a system, AIDA (Automatic Identification of Dialectal Arabic), that
incorporates a set of Language Models, Dictionaries, MSA Morphological Analyzer and Sound-
Change-Rules in order to perform Token-Level Dialect Identification. Table 1 shows a sample of the
output produced when applying AIDA on a sample Arabic sentence that exhibits LCS. Two outputs
are produced for each word in the given sentence. The first of which is a context-insensitive output
while the second is a context-sensitive one. Moreover, AIDA also yields word level glossing in both
English and MSA for the DA words.

3.1 Pre-processing

Both corpora used for language models and input text undergo a simple cleaning step. The cleaning
process prunes out noisy data yet maintaining all the signals that can help in identifying DA content.
This cleaning step: separates punctuation and numbers from words; handles speech effects such
as ‘goaaaaaaaal’, it reduces it to ‘goaaal’, hence reducing the repeated characters to a maximum
of three consecutive repeated characters thereby normalizing all the occurrences of these words to
the same form but also maintaining the information that there is a speech effect — a potential clue
to dialectalness. This module assigns tokens that have a speech effect a speech-effect-score; We
also map Latin words, URLs, digits, and punctuation to LAT, URL, NUM, and PUNC class labels,
respectively.

For the current implementation of AIDA, we only focus on Arabic written in Arabic script, hence
we do not address the problem of romanized Arabic writing. Therefore, any text written using Latin
script is replaced by the token LAT which could in principle include romanized Arabic.

In general written Arabic is underspecified for short vowels and consonantal gemination markers
which are expressed via diacritics. We find more diacritized words in MSA text than in DA text. In
social-media text, we rarely observe the use of diacritics except occasionally for MSA. Therefore,
we remove diacritics from all the tokens (LM corpora, input text, and dictionaries) so as to reduce

'We use Buckwalter transliterated Arabic. www.qamus.org/transliteration.htm
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the variation in forms of the tokens, thereby reducing sparseness. However we assign each token a
diacritization-score based on the percentage of diacritics it had in the raw text.

3.2 Dialectal Dictionaries

For the DA data we use machine readable dictionaries (MRDs) that are developed for the system
Tharwa (Diab et al., 2013). The dictionary, Tharwa, is a three way DA-MSA-English MRD. Tharwa
is based on paper dictionaries combined with other resources obtained from the Linguistic Data
Consortium (LDC). Tharwa comprises DA lemmas, some surface forms and their corresponding
MSA and English equivalents. We have two DA dictionaries: Egyptian and Other-Dialects (mostly
Lebanese and Iraqi Arabic). The Egyptian Dictionary comprises 33,955 unique DA entries; and the
Other-Dialects Dictionary comprises 6,926 unique DA entries.? At this point we are not addressing
Word Sense Disambiguation, hence we merged all the different senses of each word in one entry.
However to improve the output of the MSA and English Equivalents for given tokens, the MSA
equivalents (Lemmas) are sorted by their frequency of occurrence in the Arabic Gigaword (AGW4).3

3.3 ALMOR

We are interested in knowing if a token is MSA or not. We employ a system of MSA morphological
analysis, ALMORGEANA (ALMOR) (Habash, 2007). ALMOR relies on the LDC SAMA
(Maamouri et al., 2010) database to generate the list of all possible morphological analyses for a
word out of context. Moreover, ALMOR provides the English glosses for the analyzed words. If a
word has an analysis according to ALMOR, we assume it is MSA.* If an analysis is found and it
doesn’t belong to a predefined DA list then the word is assumed MSA and assigned a score of 1. If
the word is analyzed by ALMOR and it belongs to the dialectal-entries’ list we assume it is DA and
it is assigned a score of 0.5. We limit the number of produced English glosses by having the internal
MSA SAMA database entries ranked by their frequency of occurrence in the AGW4.

3.3.1 Using Sound Change Rules for OOVs

If the word isn’t successfully analyzed by ALMOR and is not in our DA dictionaries, we attempt a
relaxed match on the token using sound change rules (SCR) that model the possible phonological
variants of the token. We use a subset of the SCR proposed by (Dasigi and Diab, 2011). Table 2
shows the SCR used. In this case, if the relaxed approximated phonological variant of the word is
found by ALMOR, we tag the input word as DA not MSA, and assign it a DA score of 0.5; and not
1 since the word might be a misspelled MSA word and not a DA variant; but return the MSA relaxed
variant as the MSA equivalent and the corresponding English gloss.

3.4 Language Models (LM)
3.4.1 Data Collection

Our data collection comprises various genres. For the MSA-LM we used a subset of the Arabic
Gigaword (AGW4) (Parker et al., 2009), Broadcast News, Broadcast Conversations, and Web-Logs
obtained from LDC as well a subset of a more formal MSA-corpus produced by (Rashwan et al.,

2The number of entries in these dictionaries reflects the number of undiacritized types (and not tokens) in the original
sources.

3Detailed information about the dictionaries and their content can be found in (Diab et al., 2013)

4Out of the 42,334 lemma entries in the SAMA database, we manually identified 1,725 DA entries. Some of these DA
entries could be found in MSA but with extremely low probability.
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Table 2: SCR rules used to expand the coverage of the MSA morphological Analyzer.

2011). We create a small highly dialectal lexicon of words that can rarely or never be used in
MSA, we use it to filter out sentences from the MSA corpora thereby attempting to have a more
homogeneously MSA collection.

For the DA-LM we use DA news-articles, users-commentaries, DA speech-transcriptions, DA
wikipedia, DA poems as well as DA web-logs.

All the corpora undergo the same cleaning preprocessing as described in Subsection 3.1. The
corpora DA and MSA comprise 13M tokens each.

3.4.2 Building the Language Models

We use the SRILM toolkit (Stolcke, 2002). We build two 3-gram LMs; (1) MSA-LM and (2) DA-LM
using Kneser-Ney discounting. Using both LMs with the Mix-LM capability in SRILM we create a
mixture LM, we allow equal weights for both LMs, thereby creating a third LM, MSA-DA LM, that
incorporates the entries in both LMs.

3.4.3 Dialect Identification Using LM

From the DA-LM and MSA-LM we build three lists of n-grams, (1) Shared-MSA-DA, (2) MSA-
Unique, and (3) DA-Unique Shared-MSA-DA contains the n-grams that are shared between the
MSA and DA LMs, while the MSA-Unique and DA-Unique contain entries that exist only in either
the MSA-LM or the DA-LM, respectively.

For the shared n-gram list each entry lists: (1) the n-gram, (2) its probability in the MSA-LM, and
(3) its probability in the DA-LM. Using these probabilities, we rank the n-gram in each list, the
higher the probability, the lower the rank. We then calculate the DA and MSA scores of each n-gram
as follows:

MSA_Score; =1— (MSA_Rank/Size(Shared_n— grams_List))
DA_Score; =1— (DA _Rank/Size(Shared_n— grams_List))

We run each input sentence through the mixed-language model in order to divide the sentence into a
set of n-grams. For each of the resulting n-grams we check whether it belongs to the Shared-MSA-
DA, MSA-Unique or DA-Unique n-gram list.

If the n-gram belongs to the MSA-Unique list, each token in the given n-gram is assigned an MSA
score of 1 and a DA score of 0. Conversely if it belongs to the DA-Unique list, then the n-gram
tokens are assigned a DA score of 1 and and MSA score of 0.

When the n-gram belongs to the Shared-MSA-DA list, we calculate the difference between the
MSA_Score; and DA_Score, of the n-gram. If the difference is above a certain threshold, we
maintain the previously calculated scores, otherwise we update the MSA and DA scores as follows:

MSA_Score, = DA_Score, = Maximum(MSA_Score,,DA_Score;)

We experimented with different thresholds (0, 0.1, 0.2, ..., 0.9) on the development (tuning) dataset
and got the best results with 0.4 and O for the context-insensitive and context-sensitive datasets,
respectively.
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4 Experiments and Results

We carried out five experimental conditions using the different resources for Dialect Identification.

4.1 Evaluation Dataset

Our approach is unsupervised hence we only annotated data for development and evaluation. We
harvested the data from Egyptian and Levantine fora yet there was a significant number of Gulf posts.
We annotated 1,170 forum posts corresponding to a total of 27,173 tokens; excluding punctuation,
numbers and tokens written in romanized script, yielding 11,767 types. Half of the data comes from
Egyptian fora while the other half comes from Levantine ones. Moreover, the data is chosen in a
way so as to balance the DA and MSA content. We annotated the data in two different ways: on the
word level without much attention to the context (context-insensitive), and contextually where the
class of the word highly depends on the context of the text it occurred in (context-sensitive).
Context-Sensitive/Contextual Annotation The annotators are asked to consider the word in con-
text and read it out aloud to themselves to make a decision on whether the word is deemed MSA or
DA. For example If a word is used in both MSA and DA with the same sense but occurs in a DA
context then it is deemed DA.

Context-Insensitive/No-Context Annotation The annotators perform a per-word annotation mean-
ing that if a word is used in MSA and DA with the same sense then it is assigned a class-label of
“MSA-DA”.

The Contextual Annotation is more useful in evaluating how well our system is doing on detecting
code-switch points while the No-Context helps in assessing the coverage of our MSA and DA re-
sources. For our experiments we split both the Egyptian and Levantine datasets into development and
test sets independently. We then merge the development sets from both dialects together and do the
same for the test sets, resulting in an Egyptian-Levantine development set and an Egyptian-Levantine
test set.

4.2 Dialect Identification Results

We have five Dialect Identification (DID) experimental conditions. Below is a detailed description
of how we calculated the score of each token in each of the five experimental set ups. Table 3
shows the results obtained using each of these conditions on the no-context and contextual datasets.
We exclude all tokens that are labeled Named-Entities or Foreign from the evaluation process and
consider all tokens labeled as Typos to be Unknown words. For all experiments we initialize the
DA-score to 1 if the word has consecutive repeated characters (speech-effects) and 0 otherwise, and
for the MSA-Score initialization we are guided by the diacritics-scores as described earlier.

DID-1: (Using DICTs and ALMOR) We calculate the MSA score based on analysis retrieved by
ALMOR and the DA score from both the dialectal dictionaries and ALMOR (as described earlier,
recall that we identified the dialectal entries in the underlying dictionary used by ALMOR and
assigned these entries a DA score as opposed to an MSA score). The two scores for DA are then
summed and the class of the given token is chosen based on comparing the scores of the two class
labels: MSA vs. DA.

DID-2: (Using DICTs, ALMOR and SCR) We use the DA Dictionaries, and attempt to increase
the coverage of ALMOR based on Sound Change Rules (SCR). Scores for words that are identified
using SCR relaxation are calculated using the approach described earlier (See subsection 3.3.1) and
again the scores for the different components are summed prior to identifying the class of the token
of interest.

292



Dev No-Context Dev Contextual

BL 1 2 3 4 5 BL 1 2 3 4 5
MSA || 72.1 | 923 | 923 | 84.2 | 88.0 | 80.8 || 62.5 | 81.7 | 81.7 | 77.8 | 82.0 | 82.0
DA 72.1 | 623 | 64.6 | 87.7 | 73.6 | 73.9 || 485 | 45.6 | 49.5 | 62.6 | 64.1 | 64.6
UNK || 2.1 21.2 | 22.0 | 18.1 | 262 | 23.3 || 2.1 21.2 | 22.0 | 18.1 | 26.2 | 233
All 71.4 | 772 | 78.6 | 84.4 | 80.4 | 80.8 || 55.6 | 66.3 | 68.0 | 68.5 | 73.8 | 74.0
Test No-Context Test Contextual
BL 1 2 3 4 5 BL 1 2 3 4 5
MSA || 734 | 92.8 | 92.8 | 83.5 | 87.9 | 88.1 || 60.0 | 753 | 753 | 743 | 779 | 77.8
DA 72.6 | 62.7 | 643 | 88.8 | 74.0 | 74.3 || 52.1 | 50.3 | 52.7 | 67.0 | 66.4 | 66.7
UNK ([ 0.0 16.7 | 17.7 | 142 | 246 | 225 || 0.0 16.7 | 17.7 | 142 | 24.6 | 22.5
All 72.6 | 783 | 79.3 | 84.9 | 80.8 | 81.1 || 55.8 | 64.1 | 653 | 68.8 | 72.2 | 72.4
Table 3: Token based Fg_; scores of a random-baseline and the different experimental-conditions
on both the context-insensitive and context-sensitive development and test datasets.

DID-3: (Using LMs only) In this condition we assign the score to each token based on the approach
described in subsection 3.4.

DID-4: (Using DICTs, ALMOR, and LMs) In this condition, we combine the LMs, DA dictio-
naries and ALMOR scores.

DID-5: (Using DICTs, ALMOR, LMs, and SCR) In this condition we combine all the scores
from all resources and the class for the word is based on the highest aggregate score per class We
also calculate a random baseline (BL). We report all our results Fg_; score metric.

5 Discussion

All the experimental conditions significantly beat the baseline BL. The language-model based
approach (DID-3) yields better results than the Dictionary-based and hybrid conditions (DID-1,
DID-2, DID-4, and DID-5) on the no-context dataset. Because currently we only use an MSA
morphological analyzer (and not a DA one), the dictionary-based and hybrid approaches will bias
the predicted class of “MSA-DA” surface tokens towards MSA. ALMOR will produce correct
analyses for these tokens while the DA dictionaries won’t be able to identify them due to lack of
coverage of the different morphological forms — most of our DA entries in the Tharwa dictionary
are lemmas — and moreover the problem is exacerbated by the inherent orthographic variance in
the DA data yielding potential differences between the data used in the LM and the input data. An
example of this is the word “mdrsthm” which means “their school”, that won’t be identified by our
DA dictionaries because of the inflection but will be identified by ALMOR.

On the other hand, the hybrid approach performs better on the contextual annotation since we have
very few “MSA-DA” tokens in this case hence biasing the system towards choosing only one label
is desirable.

‘While adding the SCR component always yields better results, the absolute magnitude of improve-
ment is diminished when using SCR with LM since LMs increases the coverage of DA words.
However SCR are still very useful in getting the MSA-Equivalent of a DA word without having to
add more entries to the DA dictionary.

The percentage of OOVs (words that were unrecognized by our system) are much less on MSA
tokens compared to DA tokens in the contextual case. The better performance on the MSA data is
again attributed to the use of the MSA morphological analyzer that gives better coverage on surface
form MSA words; a capability that we currently don’t have for DA.

Table 4 shows the details of the confusability between different classes for the best experimental

293



conditions on the no-context and contextual Test-datasets respectively.

No-Context Contextual
P-MSA | P-DA | P-UNK | A-Tot.” P-MSA | P-DA | P-UNK | G-Tot.
G-MSA | 7818 1878 | 433 10190 || G-MSA | 5907 2176 | 14 6833
G-DA 634 9560 | 389 10036 | G-DA 2385 3839 | 148 5413
G-UNK | 52 40 61 153 G-UNK | 45 68 40 153

Table 4: Confusion matrix for MSA, DA and UNK classes of Test for conditions that yielded best results.
(DID-3 for the context-insensitive dataset and DID-5 for the context-sensitive dataset). The G-MSA/G-DA/G-
UNK correspond to gold manual labels while P-MSA/P-DA/P-UNK correspond to the predicted labels (AIDA

output)
Cuo%liext-lnsensitive [DID-3] For MSA words, we note that 18.4% of the words are confused for

being DA while only 4.2% of the MSA words are classified as UNK reflecting the high-coverage
level of our LMs. For DA words, we note that 6.3% of the words are misclassified as MSA and 3.9%
of the DA words are classified as UNK. In general, this indicates that we have good coverage DA
corpora for LM but more importantly it suggests that our MSA LMs include a residual significant
amount of DA data.

Context-Sensitive [DID-5] For MSA words, we note that a significant percentage (31.8%) of the
words are confused for being DA. A tiny percentage is confused for being UNK (0.2%). For DA
words, we note that a similarly significant percentage, 44.1% of the words, are misclassified as
MSA and 2.7% of the DA words are classified as UNK. It does make sense due to the nature of the
data since the conditions of both MSA and DA are hard to tell apart. In the contextual annotation
guidelines we almost force the annotator to choose between DA or MSA allowing for a “MSA-DA”
interpretation only when there isn’t enough context (mostly in extremely short phrases). The overall
numbers indicate that DA was much harder to classify than MSA words.

Similar to the context-insensitive annotation condition, the majority of the UNK are classified as
MSA. In general compared to the results of the context-insensitive condition confusion matrix,
we note that there seems to be significantly more confusion among the classes for the contextual
conditions.

6 Conclusion®

In this paper, we presented several combinations of resources to address the problem of automatic
identification of token level dialectalness. The resources include Dictionaries, Morphological
Analyzer, Sound Change Rules and Language Models . We evaluate the system performance against
forum data pertaining to Egyptian and Levantine dialects. The dataset is annotated with two different
sets of guidelines: context-sensitive and context-insensitive. Preliminary results show that using all
the resources together perform better on the context-sensitive dataset while the language models
perform better on the context-insensitive dataset. Adding Sound-Change-Rules never hurts the
performance yet their added value depends on how dialectal the dataset is since they only affect
dialectal tokens. These results are encouraging given the different challenges that written Arabic
impose. We plan on further extending our approach by identifying LCS on the sentence as well as
the document level in addition to classifying the dialects.

STokens that were annotated as “MSA-DA” are counted twice, hence the G-Tot. count differs across the No-Context and
Contextual annotations (Since the no-context annotation has more “MSA-DA” tokens. Also if a token has an actual class of
MSA and the system produces “MSA-DA”, it is considered a true-positive for MSA and false-positive for DA.

SThis work is supported by the Defense Advanced Research Projects Agency (DARPA) BOLT program under contract
number HR0011-12-C-0014.
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ABSTRACT

The article focuses on a rather unexplored topic in NLP: parenthetical classification. Parenthet-
icals are defined as any text sequence between parentheses. They have been approached from
isolated perspectives, like translation pairs extraction, but a full account of their syntactic and
semantic properties is lacking. This article proposes a new comprehensive scheme drawn from
corpus-based linguistic studies on French news. This research is part of a project investigat-
ing the structural aspects of punctuation signs and their usefulness for Information Extraction.
Parenthetical classification is approached as a relation extraction problem split into three cor-
related subtasks: syntactic and semantic classification and head recognition. Corpus-based
studies singled out 11 syntactic and 18 semantic relation subtypes. The article addresses auto-
matic classification, using a combination of CRF and SVM. This baseline system reports 0.674
(head recognition), 0.908 (syntax), 0.734 (semantics), and 0.518 (end-to-end) of F1.

TITLE AND ABSTRACT IN ANOTHER LANGUAGE, FRENCH (FR)

Classification des parenthétiques pour I’extraction
d’information

Définies dans cet article comme du texte entre parenthéses, les parenthétiques ont été
jusqu’a présent peu étudiées en TALN. Si elles ont fait 'objet d’études particuliéres telles que
I'extraction de paires de traduction, il manque une approche globale des relations syntaxiques
et sémantiques qui les rattachent a leur contexte. Cet article propose un nouveau schéma
de classification élaboré a partir d’études de corpus de presse. Cette recherche s’inscrit
dans un projet explorant les aspects structurants des signes de ponctuation et leur utilité en
Extraction d’Information. La classification des parenthétiques est abordée sous I'angle de
I'extraction de relations et divisée en trois sous-taches : classification syntaxique et sémantique
et reconnaissances des tétes. Les études de corpus ont fait émerger 11 classes syntaxiques
et 18 classes sémantiques. L’article propose d’évaluer un systéme combinant CRF et SVM. La
baseline obtenue est de 0,674 (reconnaissance des tétes), 0,908 (syntaxe), 0,734 (sémantique)
et 0,518 (toutes tiches confondues) de F-mesure.

KEYWORDS: Parentheticals, Punctuation, Information Extraction.

KeywoRrDs IN FRENCH (FR): Parenthétiques, Ponctuation, Extraction d’information.

Proceedings of COLING 2012: Posters, pages 297-308,
COLING 2012, Mumbai, December 2012.
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1 Condensed version in French (FR)

Cet article a pour objectif de contribuer a une meilleure connaissance des propriétés syntaxico-
sémantiques des parenthétiques, définies comme des empans de texte entre parenthéses. La
tache y est abordée du point de vue de I'Extraction de Relations : (i) extraction des tétes
externe et interne des parenthétiques, (ii) classifications syntaxique et sémantique des couples
de tétes extraites.

La téte interne d’'une parenthétique est son élément informationnel majeur. Sa téte externe
est 'élément du contexte auquel I'information entre parentheses doit préférentiellement étre
rattachée. Une particularité de ces tétes est de couvrir a peu pres toutes les classes grammati-
cales : texte, phrase, Entités Nommées, noms, verbes, adjectifs, etc. Trois catégories spécifiques
ont dii étre définies pour les tétes externes : g, p renvoient respectivement aux cas ol la téte
externe est le texte entier et la phrase dans sa globalité alors que n renvoie au cas ou il est
impossible de spécifier un rattachement particulier. Dans les exemples de la Table 1, les tétes
sont en caracteres gras. La Table 2 (en bas a gauche) donne des précisions statistiques sur la
nature des tétes dans le corpus étudié.

Létude d’un corpus de la presse francaise (Le Monde) a permis d’identifier 11 classes syntax-
iques, organisées suivant différents criteres (voir détails section 4.2) : parenthétique de nature
propositionnelle (inter-clause) ou non (intra-clause), apposition/adjonction (exemples (1, 4,
5,8)/ (2, 3, 6, 7), présence ou absence de mots introductifs (soulignés dans les exemples),
la parenthétique est (ou non) en coordination avec sa téte externe (exemples (3b), (7b)). La
Table 1 donne un exemple de chacune des 10 principales classes ainsi définies.

Inter-clause

@D)] le produit intérieur brut (PIB). [the gross domestic product (GDP).]

(2) il est (trés) réussi. [it is (very) nice.]

(3a) son taux directeur (a 2,5%). [its reference rate (at 2.5%).]

(3b) elle a connu la liberté (et les pressions). [She experienced freedom (and pressure).]

4 La cérémonie a lieu mercredi (cf. page 15) [Celebrations is held Wednesday (cf. page 15)]
Intra-clause

(5) elle est partie (Gustave avait 6 ans). [She left (Gustave was 6 years old).]

©) elle est partie ce jour-la (Gustave ayant 6 ans). [She left that day (Gustave being 6 years old).]

(7a)  elle est partie (alors que Gustave avait 6 ans). [She left (when Gustave was 6 years old).]

(7b)  elle est partie (et Gustave avait 6 ans). [She left (and Gustave was 6 years old).]

(8) je ne suis pas (ici elle baissa la voix qui tremblait) de I'avis de sa majesté!

[I am not (here she lowered her shaking voice) of your Highness’s opinion!]

Table 1: Exemples pour la classification syntaxique. (Examples for syntactic Classification.)
La classification sémantique ne traite que d’une classe syntaxique particuliérement fréquente
(82%) : les parenthétiques appositives non introduites et intra-propositionnelles (exemple
(1) Table 1). Les études de corpus ont permis de mettre a jour 18 classes sémantiques
génériques, comme I'ancrage spatial ou temporel (section 4.3).

Des conventions d’annotation ont été élaborées pour permettre I'annotation compléte d’'un
corpus de 1000 parenthétiques. On pourra se reporter aux Tables 2 pour une description de
ce corpus en termes de classes et a la Table 4 pour I'accord inter-annotateurs. Bien que, dans
la classe des parenthétiques sémantiquement classées, la relation sémantique soit totalement
implicite, le bon accord inter-annotateur montre, s'il en était besoin, que le lecteur décode sans
difficultés la nature de I'information qui lui est donnée entre parentheses.
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Syntactic Class Frequency Semantic Class Frequency
Intra App NI 801 NULL 177
Intra Adj IN Not-Coord 60 CoRef-Abbreviation 150
Inter App NI 27 Sit-SA 87
Truncation 25 Cat-Instantiation 78
Intra Adj NI 21 Sit-ArgVal 72
Inter Adj IN NotCoord 22 Sit-Affiliation 72
Intra Adj IN Coord 21 Ref-IR 55
Inter Adj NI 1 CoRef-EntRef 49
Total 978 Other 43
Sit-PS 43
Cat-ValPrec 28
CoRef-ValRef 27
Cat-Type 25
CoRef-Translation 22
Head Class Frequency Sit-TA-Date 21
ID 869 Ref-PR 9
p 62 CoRef-Explanation 9
n 25 Sit-TA-Period 7
a 22 Ref-Coordinates 4
Total 978 Total 978

Table 2: Fréquences des classes dans le corpus. (Sample corpus class counts.)

Le systéme proposé comme baseline (Section 6) combine les CRF (pour la détection des candi-
dats) et les SVM (pour la classification), pour chaque tiche indépendamment et toutes tiches
confondues. L'évaluation de ce systeme (Table 3) a permis tout d’abord d’observer que les en-
sembles de variables (formes, étiquettes morpho-syntaxiques, Entités Nommées, etc.) avaient
un impact qui variait en fonction de la tache : les étiquettes morpho-syntaxiques (T) sont par
exemple les plus utiles a la classification syntaxique. De plus, la détection des candidats est une
tache cruciale, étant donné que le nombre de couples candidats aux frontiéres correctement
délimitées est responsable d’une chute de la F-mesure globale du systéme (0,674, indépen-
damment, 0,518 toutes tAches confondues). Ces résultats sont confirmés par ceux obtenus par
(Zhou et al., 2005) en Extraction de Relation a grand nombre de classes.

Feature Pre-detection | Exact-Rec. | Soft-Rec | Syntax | Semantics
F 0.965 0.426 0.680 0.861 0.512
C 0.914 0.499 0.705 0.859 0.637
T 0.955 0.470 0.714 0.908 0.582
Ab 0.888 0.318 0.642 0.818 0.312

Pre-detection - 0.349 0.719 - -
Size 0.886 - - 0.796 0.286

[ All [ 0.963 [ 0674 ] 0774 ] 0902 [ 0716 |

| Baseline | 0.888 | 0.3 | 0.649 |0.818| 0.182 |

Table 3: Résultats obtenus par le systéme en fonction des ensembles de variables utilisés.
(Independent task results on each feature set.)

Les expériences a venir feront intervenir les informations syntaxiques pour évaluer leur apport.
La robustesse du schéma d’annotation nécessite d’étre également mise a 'épreuve; les expéri-
ences préliminaires menées en ce sens sur des corpus encyclopédiques, littéraires, juridiques
et scientifiques n’ont jusqu’a présent donné lieu qu’a des modifications minimes.
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2 Introduction

As Say and Akman (1996) point out, punctuation has not attracted much theoretical attention
in Linguistics nor in NLP (see however (Briscoe, 1996; Jones, 1996; Nunberg, 1990)). Never-
theless, it is pervasive in written texts and commonly used in NLP systems: phrase boundaries,
sentence boundaries, and so on.

This work is a part of a discourse-oriented project investigating how punctuation interacts
with different linguistic levels such as syntax and semantics. It attempts to provide answers as
to why and how punctuation helps comprehension, through the analysis of text segments be-
tween parentheses, named parentheticals. This punctuation structure should not be confused
with the definition of parentheticals as optional embedded segments.

The article introduces a new scheme designed for robustness and large coverage from an In-
formation Extraction perspective. The task is divided into three subtasks, Head recognition,
Syntactic and Semantic classification. The choice of the classes is based on a linguistic corpus
study on French news: 11 syntactic relations and 18 semantic relations have been defined,
according to several levels of granularity or dimensions.

The article describes the application and results of an annotation experiment on a sampled
corpus of a thousand parenthetical observations. It provides baselines for each subtask, using
various feature sets. The results, along with an analysis of feature set impact, call for further
experiments as well as for a generalization of the task to different corpora.

Section 3 discusses related work on parentheticals and section 4 introduces the classification
scheme. Section 5 details the annotated corpus. The systems are described in section 6 and
their evaluation is presented in section 6.3.

3 Parentheticals in Information Extraction (IE)

It is commonly stated that parentheticals provide optional information: they can be removed
without affecting understanding. For instance, they are deleted in sentence compression ap-
plications (e.g. equation (31) in (Clarke and Lapata, 2008)). However, they have recently
aroused interest in IE.

IE (Sundheim, 1991; Sarawagi, 2008) is the NLP field concerned with (i) the identification
of Named Entities (NE) from text, (ii) their co-referring units (anaphora, acronyms), and
(iii) their interactions (e.g. Affiliation, Location). Two text types have particularly been stud-
ied in IE: newswire and biomedical articles. In both types, parentheticals are pervasive. For
instance, Bretonnel Cohen et al. (2010), report finding about 17,000 parentheses in a corpus
of 97 scientific articles (about 600,000 words). Comparatively, we found more than 4 paren-
theses per article in newswire texts (136,000 on 17,000,000 words).

Parentheticals have mainly been studied under the topics of Abbreviation, Translation and
Transliteration pairs extraction. Abbreviation recognition (extracting co-referring full and
short forms) is a well-defined task which has both been conducted on biomedical literature
(Pustejovsky et al., 2001; Schwartz and Hearst, 2003) and on newswire (Okazaki et al., 2008):
systems generally record more than 0.9 in F1. Okazaki et al. (2008) analyzed 7,887 frequent
parenthetical instances and classified them into Acronym, Translated Acronym, Alias and Other.
In their study, the Other category covers 81.9% of all studied instances. The authors propose
to split it into alphabetic transcription, location, or affiliation.

Parentheticals have also been studied in the field of Machine Translation. Cao et al. (2007)
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observe that many terms (very frequently NE) are followed by their English translation inside
parentheses on Chinese monolingual webpages. They use parentheticals to extract a bilingual
dictionary automatically, and find that the majority of pairs are not covered by a standard lex-
icon. In a similar experiment, Kaji and Kitsuregawa (2011) propose to classify transliteration
pairs in order to help segmenting complex katakana compounds.

A recent much larger scheme was proposed for the biomedical domain (Bretonnel Cohen et al.,
2011). The authors propose to classify parenthetic content into 20 categories. They note that
some categories are ambiguous if only the content inside parentheses is taken into account.
The scheme introduced in the next section builds on previous works and aims to be generic
and rich at the same time.

4 Annotation scheme

The annotation scheme is the result of an in-depth corpus-based linguistic study. It proposes
to identify, when possible, the most prominent unit inside parentheses (internal head) and the
word in the host sentence (external head) to which it is most preferably linked. This link is
syntactically characterized. Besides, most of the time, deleting parentheses affects sentence
grammaticality (cf. ex. (4)), so the relation between parenthetical and its environment needs
to be inferred by the reader. In this case (and only in this case), the scheme provides semantic
categories.

4.1 Head Detection

Internal heads are most straightforwardly detected, because they tend to correspond to the
syntactic head of the first information group. When more than one head can be selected, only
the first is kept.

External heads are very frequently multi-word units (cf. example (1), Table 1), but is not
necessarily the head of its own syntactic phrase. In the following example (9), the relation
holds between a color and its interpretation, but it is “niveau” which is the syntactic head of
the prepositional phrase.

(9)...maintenir le niveau d’alerte antiterroriste au niveau orange (trés élevé) [keeping the an-
titerrorism threat level at level orange (very high) |

In some rarer cases, the external head may follow (and not precede) the parenthetical, as in
ex. (2), Table 1. More examples can be found in bold type in Table 1.

Three labels are provided when no words can be singled out as head: p for the whole proposi-
tion, n for no head, for example in the case of truncation (cf. end of 4.2) and a is used when
the parenthetical provides information on the whole document.

4.2 Syntactic classification
Ten syntactic categories were organized along four criteria. An example for each of them is

given Table 1.

o The first criterion is the distinction between intra(-clause) and inter(-clause). A paren-
thetical is inter if its content can be viewed as a finite clause (cf. examples (5), (6), (7a),
(7b) and (8) of Table 1.). In contrast, an intra corresponds to non-finite clauses (cf. (1),
(2), (3a), (3b) and (4)).
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e The second criterion discriminates between adj(-oined) and app(-ositionnal) (non-
adjoined) parentheticals. In the case of adj parentheticals, the sentence remains correct
when the brackets are removed (cf. (2), (3a), (3b), (6), (7a) and (7b), Table 1.). In app
parentheticals, the deletion of the parentheses breaks the progression of the sentence (cf.
(1), 4), (5) and (8)).

o The third criterion divides parentheticals into intro(-duced) (IN) and not-intro(duced)
(NI) parentheticals. A parenthetical is intro when an expression introduces its head, and
links it with the outer context (cf. (3a), (3b), (4), (7a), (7b) and (8) of Table 1, where
introducing elements are underlined).

Eight classes are obtained by applying the previous three criteria. A fourth criterion splits intro
adj parentheticals (inter or intra) and discriminates between coord(-inated) and not-coord(-
inated) parentheticals. In coord parentheticals, the internal head has the same syntactic cate-
gory as the external head (word or clause) (cf. (3b) and (7b)).

The last and eleventh class concerns the case of punctuation marks in brackets ( (...), (1),
etc.), called truncation. All cases have been found in corpus, though with high distribution
differences (Table 2, left).

4.3 Semantic classification

Eighteen semantic categories, organized into four dimensions, were defined for intra app NI
(intra-clause appositional not-introduced) parentheticals, which lack an explicit link. Classifying
other syntactic classes was left for further investigation.

1. The first, Co-reference (CoRef), corresponds to cases where both heads refer to the same
entity, but use different names.

(a) Abbreviation: the parenthetical contains an abbreviation of the external head (its
full form; cf. example (1)).

(b) Explanation: the definition of an acronym (the reverse of the previous relation).

(c) Translation: it contains a translation of the external head in an other language.

(d) Reformulated Entity (RefEnt): other co-referential relations not covered by the pre-
vious classes; for example, the name an actor has in a movie.

(e) Reformulated Value (RefVal): it translates the value expressed by the external head
in another unit of measurement.

2. The second broad class, Categorization (Cat), refers to asymmetric relations between
entities and categories.

(a) Type: it provides the category of the entity of the external head (as hyponyms).

(b) Instantiation: the reverse of the previous relation. It provides an instance of the
category expressed by the external head.

(c) Value Precision (ValPrec): it precises the value of its external head, which is already
a quantity category (drop, growth, etc.).

3. The third class relates to Situational relations (Sit). Most correspond to standard seman-
tic relations defined for relation extraction (ACE, 2008).

(a) Product Source (PS): it refers to the producer, editor, etc. of a product referred by
the external head (e.g. book).
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(b) Affiliation: it contains the organization to which its external head (person or orga-
nization) is affiliated.

(c) Spatial Anchoring (SA): it sets the spatial location of an entity.

(d) Temporal Anchoring (TA) is split into Date and Period (of any kind of entity).

(e) Argument Value (ArgVal): it gives a value related to its external head (as age).

4. The fourth class concerns Referencing (Ref), where parentheticals attribute references or
indexes to the external head.

(a) Inter-textual Reference (IR): it makes a reference to the journal, media as source of
the external head (citation).

(b) Para-textual Reference (PR): it refers to para-textual elements of the document (fig-
ure, footnote, etc.)

(c) Coordinates: It provides the code value indexing entities in a given coding scheme
(phone number, postal address, etc.).

(d) Indexing: it refers to the marks (numbers) indexing document elements (such as
examples) and to which parentheticals may elsewhere refer to.

Contrary to Okazaki et al. (2008), translated acronyms are here considered as abbreviations.
In principle, most classes defined by Bretonnel Cohen et al. (2011) could be fitted in this
scheme, like p-values (ArgVal) or Figure references (IR).

5 Corpus Annotation

The scheme was tested on a sample of French news (114 parentheticals) by two highly-trained
annotators. The results of inter-annotator agreement for the three tasks are illustrated in
Table 4. Kappa indexes show that parenthetical syntactic (0.89) and semantic (0.79) categories
could easily be recognized by annotators. The Kappa was not computed for Head recognition
since head spans vary greatly. It is thus hard to approximate the random baseline on which
the Kappa is based (Grouin et al., 2011).

Task # agr. | # disagr. | Total | Kappa
Syntax 109 5 114 0.89
Semantics 88 13 101 0.79
Head 103 11 114 /

Table 4: Inter-annotator agreement synthesis.

As can be seen in Table 2 (left), the intra app NI class is the most frequent syntactic class. This
validates the use of a semantic scheme designed especially for this class (other syntactic classes
being semantically classified as NULL). Heads are mostly words, though the “p” class covers
6% of examples.

The counts of semantic classes (Table 2, right) shows that the semantic class Other, used
for the examples of intra app NI parentheticals which don’t match with the defined semantic
categories covers less than 5% of examples.

At last, the annotated corpus was sampled (stratified sampling) according to the concatenated
labels to build the training and testing corpora (half each).
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6 System design and Evaluation

6.1 Overview

Relation Extraction (RE) systems typically (i) extract Named Entity (NE) pairs to filter positive
targeted instances (recognition step), before (ii) they attribute a label to them (classification
step). The recognition step is problematic since it requires that all possible NE instances be
extracted: Sun et al. (2011) indicate that the number of negative instances is about 8 times
higher than the number of positive ones. The current best classification systems on complex
schemes rely on feature-based approaches (Zhou et al., 2005). Such methods typically use in-
formation on candidate NE pairs (such as NE tag, POS tag, form, etc.), along with information
on the words in between (Zhou et al., 2005) for prediction.

In our case, candidate pairs (heads) do not correspond uniquely to NE, but also to whole
sentences, quotations, verbs, adjectives, etc.: the number of candidate pairs is huge. This is
why, instead of elaborating a preprocessing system, the recognition step was approached as a
sequence labeling task (6.2).

What is more, annotators had the choice between using labels and select word spans to identify
parenthetical heads. Therefore, the system first discriminates labeled instances (a, p, and
n) from others (ID class). In a second step, it detects head boundaries from previously pre-
detected ID instances.  This first step (pre-detection), along with syntactic and semantic
classification, is approached as a classification task performed on each parenthetical instance.

6.2 System

Two systems were used : CRF++ (Kudo, 2007) for head recognition and SVM (Hall et al.,
2009) for parenthetical classification as they are recognized as very efficient algorithms . The
features used for CRF Recognition include:

o forms (F) without any processing.

o categories (C) provided by a linguistic analyzer, which includes NE recognition and
semantic labels (Rosset et al., 2006). This tagset was transformed into BIO format
(Tjong Kim Sang and De Meulder, 2003).

POS tags (T) provided by the Tree-tagger (Schmid, 2003).

e Abbreviation pairs (Ab) from the system provided by Schwartz and Hearst (2003).

o pre-detection labels (a, p, n, ID) propagated on all the words,

Unigrams, bigrams, and label bigrams (Kudo, 2007) occurring in the most optimal window
size (cf. 6.3.2) were used for all feature sets.

The same features were used for classification, except removing predetection labels and adding
parenthetical size (Size). For the other sets (F, C, and T), each feature value was combined
with positional parameters to distinguish between the first and second words before and after
the opening brace.

6.3 Evaluation

Evaluation was performed on the test corpus (490 instances) using the standard metrics of
precision, recall and F1 (F-measure). All results are displayed in Table 3.

1 Different algorithms were tested to confirm this.
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6.3.1 Head Label pre-detection

Pre-detection is a straightforward task: most corpus instances are annotated with one label
(ID), which results in a high baseline of 0.888, just by assigning this label to all examples. The
SVM beats this baseline with 0.963 of overall F1. Detailed feature analysis shows that the Ab
and Size features do not individually help for this task since the resulting models behave like
the baseline. The best feature set is F (forms): the SVM perfectly classifies a and n classes (1
in F-measure). This is due to the fact that the a class corresponds to a parenthetical which only
contains punctuation signs such as “...”. The n class instances generally occur at the end of an
article and are immediately preceded by dashes. The real challenge is therefore to discriminate
the p class (0.667) from the ID class (0.981).

6.3.2 Head recognition

Only external heads were evaluated for this task. The baseline selects the word immediately
preceding the parenthetical as the head, because most heads occupy this position. An exam-
ple can be considered correctly labeled if (i) all the labeled words need to be correct (exact
evaluation), or if (ii) at least one word needs to be correctly labeled (soft evaluation). The
baseline F1 is very low (0.3) in the first case, and reaches 0.649 in the second case. The best
results (0.674) recorded for the CRF were obtained with a window size of 4 words [-1,2]. The
best feature set is C (0.499), i.e. the categories provided by the linguistic analyzer, including
Named Entities. These results are still much lower than the system using the combination of all
feature sets (0.674 in F1 for exact matching; 0.774 for soft matching). The latter takes benefit
of the pre-detection features (best feature set for p and n classes) but also largely improves
exact head recognition (40.146 compared to C).

The high difference between Soft and Exact head recognition across feature sets indicates that
multi-word units management play a large part in system performances.

6.3.3 Classification

The Syntax and semantic tasks were first carried out independently. The Syntax task consists
of 7 labels (4 rare inter categories are missing) and the semantic task, of 19 classes (Indexing
is missing). The baseline model assigns the most frequent class to all examples (0.818 in
F1 for syntax, 0.182 for semantics). Table 3 shows the superiority of the T set for syntax.
T is composed of precise syntactic labels; for instance, it discriminates between various verb
forms such as past and present participles (contrary to the C set which only divides between
auxiliaries, modals, actions and gerunds).

Concerning Semantics, it is the C feature set which is the most effective. This said, the system
reaches higher scores when all the features are taken together. It is also clear from the table
that POS tags (T) have a greater impact than forms (F) on this task.

A second experiment was conducted to analyze the impact of syntax on semantics: only the
examples predicted as Intra App NI (the most frequent class to be semantically labeled) by SVM-
T were extracted for semantic classification (the rest being considered as NULL). This filtering
method prove successful (0.734; +0.018 improvement): even if 8 examples are incorrectly
filtered (semantically NULL), the system correctly classifies 31 semantic instances. Detailed
class analysis indicate that improvements mostly affect ValPrec (+0.22), NULL (+0.2), and
Other (+0.15).
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6.3.4 End-to-end Evaluation

The aim of the end-to-end evaluation is to observe how Head recognition affects both syntactic
and semantic classification. An example was considered correct when all task labels were
correctly assigned. F1 significantly drops drops to 0.518 on exact matching, and to 0.586
on soft matching. These results are consistent with previous work in RE. Zhou et al. (2005)
report 0.55 of F1 when recognition and classification are evaluated together on subtypes (0.68
on supertypes), and attribute 73% of errors to recognition (53% in our case).

It is interesting that the Situational dimension, which contains traditional RE broad categories
(SA and Affiliation), obtains the best scores. These scores are even higher than reported in RE
literature (Sun et al., 2011), though the dataset is barely comparable. Abbreviation experiences
comparably lower results than reported in the literature: Okazaki et al. (2008) report 95.7%
accuracy (0.887 of F1).

7 Conclusion and discussion

Parenthetical classification is a rather unexplored topic and this article aims at providing in-
sights into this punctuation pattern. An annotation scheme was designed to cover most fre-
quent cases for three tasks: syntactic and semantic classification and head recognition.

Corpus analyses revealed that most parentheticals lack an explicit link to the external context
(the App syntactic class), but are nonetheless similarly understood by annotators. Only the
Intra App NI class was semantically labeled (81% of instances) and tested. Analyzing inter app
parentheticals was left for further investigation because it is believed that they must be studied
on the discourse level (see for example (Marcu, 2000)): proposition links may be characterized
as causal for instance.

Other annotation experiments have been started on different text types (encyclopedic, legal,
scientific or fictional documents), to assess the robustness of the scheme across text types,
and evaluate automatic systems in the light of domain adaptation. Preliminary results are
encouraging in the sense that the same scheme can be used with little adaptation.

The evaluation proposed a baseline using CRF and SVM for each task separately, with various
feature sets based on POS tags, Named Entities, Forms, etc. The best model reported 0.908
for syntax, 0.734 for semantics, and 0.674 for head recognition. It is interesting that different
feature sets have had different impacts on classification tasks. All tasks except semantics have
shown better performance on isolated feature sets. Besides, Zhou et al. (2005) have shown
that chunking improves performances ACE Relation Extraction. Following evaluations should
investigate the benefits of feature sets like chunking and semantic lexicons (as hyperonym
lexicon for Type and Instanciation categories).

Since classification tasks such as syntax or semantics reported better results, it would also be
interesting to investigate what gain results from their use as feature sets, much like what was
done for pre-detection. Overall, it seems that improving recognition performances would rely
on careful feature construction.

As suggested in section 6.3.4, the results obtained for Affiliation and SA are higher than usu-
ally reported on standard RE. This could simply be due to the fact that parenthetical structures
impose strong constraints which facilitate classification. If these results are confirmed in sub-
sequent evaluations, it would mean that parentheticals could be used as a small window to
extract valuable seeds for general RE.
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ABSTRACT

One of the central problems of opinion mining is to extract aspects of entities or topics that
have been evaluated in an opinion sentence or document. Much of the existing research
focused on extracting explicit aspects which are nouns and nouns phrases that have ap-
peared in sentences, e.g., price in “The price of this bike is very high.” However, in many cas-
es, people do not explicitly mention an aspect in a sentence, but the aspect is implied, e.g.,
“This bike is expensive,” where expensive indicates the price aspect of the bike. Although
there are some existing works dealing with the problem, they all used the corpus-based
approach, which has several shortcomings. In this paper, we propose a dictionary-based
approach to address these shortcomings. We formulate the problem as collective classifica-
tion. Experimental results show that the proposed approach is effective and produces sig-
nificantly better results than strong baselines based on traditional supervised classification.

KEYWORDS: Implied Aspects or Topics, Opinion Mining, Sentiment Analysis
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1 Introduction

In sentiment analysis, the task of aspect extraction is to identify aspects of entities or topics
on which opinions have been expressed (Hu and Liu 2004). For example, in the sentence
“The picture quality of this camera is great,” picture quality is an aspect of the camera. In
most cases, aspects appear explicitly in sentences, e.g., picture quality. Such aspects are
called explicit aspects (Hu and Liu 2004). However, in many other cases, they do not appear,
but are implied. For instance, the sentence “This is an expensive bike” gives a negative opin-
ion about the price aspect. However, price is not in the sentence, but it is clearly implied.
Price is called an implicit aspect (Liu, 2010). Price is also called an attribute of expensive in
lexical semantics (Almuhareb, 2006). In this paper, we will use the terms aspect and attrib-
ute interchangeably as they mean the same thing in our context. Since aspects or attributes
used in this work are nouns, we also call them aspects/attribute nouns.

Implicit aspects can be indicated by many types of expressions, e.g.,, adjectives, adverbs,
verbs and their phrases. This paper focuses on opinion adjectives. Although there are gen-
eral opinion adjectives which can describe anything, e.g., good and bad, most adjectives de-
scribe some specific attributes of entities. The goal of this work is to identify attribute
nouns of each adjective, e.g., to identify price, cost, etc., for adjective expensive.

There are some existing works that tried to find implicit aspects indicated by adjectives (Su
et al, 2008; Hai et al,, 2011). They all depend on co-occurrences of adjectives and explicit
attribute nouns in sentences in a corpus. There are also some relevant works in lexical se-
mantics, which also use corpus-based techniques (Almuhareb and Poesio 2004; Hartung
and Frank, 2010; Hartung and Frank, 2011). The corpus-based approach is useful for find-
ing context specific mappings of adjectives and attributes because an adjective can have
multiple senses. In a specific domain or context, it takes only a specific sense (which needs
to be discovered). However, the corpus-based approach alone also has some weaknesses:

1. Itis hard to discover attributes that do not co-occur with their adjectives. For example,
in English, people don’t say “The price of iPhone is expensive.” Instead, they say “iPhone
is expensive.” It is thus hard for a corpus-based approach to find price for expensive.

2. Even if an adjective and one of its attribute nouns do appear in a corpus, due to the lim-
ited corpus size, they may not co-occur in many sentences to be associated reliably.

3. If one wants to find all attribute nouns for each adjective, it is also difficult due to the
corpus size limit because not all adjectives or all attributes may appear in a corpus.

In this work, we propose a dictionary-based approach which complements the corpus-
based approach and can address these problems. The first and the second problems are
tackled because dictionaries typically define adjectives using their attributes. For example,
expensive is defined as “Marked by high prices” in thefreedictionary.com. The third problem
is also addressed because dictionaries are not restricted by any specific corpus. We can
work on every adjective in a dictionary. Since not all attribute nouns of an adjective may
appear in a dictionary, we use multiple dictionaries for better coverage. To our knowledge,
this is the first dictionary-based approach. It finds all attribute nouns for an adjective.

We propose to solve the problem using a relational learning method called collective classi-
fication (Sen et al. 2008), which can take advantage of rich lexical relationships of words
(e.g., synonyms, antonyms, hyponym and hypernym) for classification. Our evaluation
shows that collective classification outperforms traditional classification significantly.
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2  The Proposed Approach
Our proposed method consists of three steps:

1. Given a set of adjectives A = {41, Az, ..., A;}, crawl the online dictionaries for their glosses.

2. For each adjective A; € A, perform POS tagging of its glosses and extract nouns from
them. These nouns are regarded as the candidate attribute nouns C; for adjective A

3. Classify each candidate attribute noun c; € C; to one of the two classes, attribute noun or
not attribute noun, of A;. This step uses a collective classification algorithm to exploit the
lexical relationships of words in dictionaries to build more accurate classifiers.

Since the first two steps are straightforward, the rest of the paper focuses on step 3.

2.1 Problem Formulation and Solution

In traditional supervised learning, each instance is drawn independently of others (Mitch-
ell, 1997). However, in many real-life data, instances are not independent of each other.
Such data is often represented as a graph where nodes are instances and links are their re-
lations. The classification of one node can influence its neighboring nodes. This type of clas-
sification is called collective classification (Sen et al., 2008) as opposed to the instance-based
classification. We formulate the proposed problem as collective classification.

Each instance in our data denotes a pair with an adjective 4; and one of its candidate attrib-
ute nouns cj; i.e., (4; c;). Due to the relational features (which will be detailed later), we use
a graph representation of instances, with a set of nodes (pairs), V = {(4, cj) | cj € C;, 4i € A},
and a neighborhood function N, where N c V - {(4; c;)}. Each node (a pair (4; c¢;)) in Vis
represented with a vector x; of features, fi, f2, ..., f», and is associated with a class label y; in
the domain of {positive, negative}. The positive class means attribute noun, and the nega-
tive class means not attribute noun. V is further divided into two sets of nodes: L, labeled
nodes, and U, unlabeled nodes. Our task is to predict the label for each node uj; € U.

A collective classification algorithm called the iterative classification algorithm (ICA) (Sen et
al. 2008) is employed to solve this problem. ICA is given in Figure 1. Its training process
(not in Figure 1) trains a classifier h just like traditional supervised learning, using the la-
beled set L with all features. The classification (or testing) step is the core of this algorithm.

In testing, the learned classifier h assigns a class label to each node u; € U in the test data
(lines 1-4). Line 2 computes the feature vector x;for u;. This (and also line 8) is an im-
portant step of this algorithm which makes it different from the classic supervised learning.
It computes all the relational features for u; using the neighbors of u;. However, line 2 is
slightly different from line 8 as in line 2 not all nodes have been assigned class labels, so we
compute X; based on the intersection of the labeled nodes (L) and uj;’s neighbors. Line 3
uses h to assign a class (y;) to node uj. Lines 1-4 are considered as the initialization step.

After initialization, the classifier is run iteratively (lines 5-11) until the class labels of all
nodes no longer change. The iterations are needed because some relational features of a
node depend on the class labels of its neighbors. Such labels are assigned in each iteration
and may change from one iteration to the next. In each iteration (lines 6-10), the algorithm
first generates an ordering of nodes to be classified. We order them randomly in order to
reduce bias as the random ordering makes the process stochastic. Line 8 does the same job
as line 2. Line 9 does the same job as line 3. Classifier h does not change in the iterations.
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Algorithm ICA - Iterative classification

1. foreachnodeuje U //eachnode isa pair2.
compute X; using only L N Ny

3. yij< h(xy)

4. endfor

5. repeat // iterative classification

6 generate an ordering O over pairs in U

7 for each node 0j; € O do8. compute Xjj using
current assignments to Njj

9. yij < h (xi) ! H |

10. endfor e 4 s -

11. until all class labels do not change Figure 2. An example of a graph of

word relations and an |CA iteration

Figure 2 shows a simplified example of a graph based on some relationships of words. It is
also a snapshot of an iteration of ICA. Each oval node denotes an instance (an adjective and
attribute pair). A dashed box encloses the pairs that belong to the same adjective. A link
between two oval nodes denotes a relationship between two (candidate) attribute nouns,
and a link between two dashed boxes denotes a relationship between two adjectives. Green
lines denote synonym and red lines denote antonym. The green shaded nodes denote those
labeled pairs, the grey shaded nodes denote those candidate attribute nouns whose labels
have been predicted (unlabeled at the beginning), whereas un-shaded oval nodes denote
those candidate attribute nouns whose labels are yet to be predicted in the iteration. In the
figure, adjectives Ax and 4; are synonyms, attribute noun ci. (labeled) and candidate attrib-
ute noun cj; are synonyms, and candidate attribute nouns cj; and ¢j; are antonyms. In the
previous iteration, ICA has predicted/labeled cj; as an attribute noun of 4;. Since cj, ¢j; and
cke are related, the label of ¢;; will be affected by the labels of ¢jz and ¢y in this iteration.

2.2 Useful Relations

In this work, we consider two kinds of relations for adjectives: synonym and antonym, and
four kinds of relations for nouns: synonym, antonym, hypernym and hyponym. Using them,
we created two sets of relational features, static (relational) features and dynamic (relation-
al) features. Static features are not affected by the classification process in testing. Dynamic
features are affected by the classification process, i.e. the values of these features can
change during the testing phase because they depend on the predicted labels of its neigh-
bours (which are also candidate attribute noun and adjective pairs) (see Section 2.5). Final-
ly, we have three sets of features: (1) local features (these are the traditional features about
each instance itself), (2) static relational features, and (3) dynamic relational features.

2.3 Local Features
The local features (L1, ..., L6) are only about the adjective-noun pair (4, cj) itself:
L1. Word n-grams: These are traditional n-grams of words in the glosses of each adjective 4;.

L2. Part of speech (POS) n-grams: n-grams of POS tags. These are also traditional features.

L3. Number of times that candidate attribute noun c; appears in the glosses for adjective 4;
in all dictionaries. Intuitively, the more times it appears, the more likely it is a true attribute.

L4. Diversity of candidate nouns in C; for adjective A;: The idea is that if the candidate words
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are too numerous and all different, then they are less likely to be true attribute nouns. En-
tropy is one of the methods for measuring diversity. Let n; be the frequency that the candi-
date attribute noun c¢; € C;, as well as cj’'s synonyms and antonyms, occur in the glosses of 4;
in all dictionaries. We call a set of words formed by c; and its synonyms and antonyms in C;
a semantic group for c;;. Let m be the number of semantic groups formed by the words in C;.
Let T; be the occurrence count of 4/’s candidate attribute nouns in all dictionaries. Let p; (=
n; /T;) be the probability of occurrence of the candidate nouns in cj’s semantic group inthe
dictionaries. The diversity (entropy) of C; is defined as:

dversity (C,) =-Y. p, log p, )

j=1
L5. Similarity of candidate attribute noun c; and its adjective A;. This is the number of same
letters (m;) in their prefixes normalized by the maximum length (len(.)) of the two words,
S A) = il @)
max( len (c, ). len (A,))

We use this feature because in some cases a noun is turned into an adjective with ending
changes, e.g., style (c;) and stylistic (4;) (their similarity is 4/9).

sm(c

L6. Frequent POS sequence patterns mined from the POS tags of g (= 5) words right before
each candidate attribute noun c; in a gloss, using a sequence pattern mining algorithm (Sri-
kant and Agrawal, 1996). All the discovered patterns are used as features. Note that POS
patterns are not POS n-grams because a pattern can skip POS tags but a POS n-gram is a
sequence of consecutive POS tags. For pattern discovery, every gloss sentence containing c;
generate a POS tag sequence for mining. For testing, when multiple glosses containing c;
(we use multiple dictionaries), as long as the POS tags of the g word before one occurrence
of ¢ satisfies the pattern, the feature for the pattern is set to 1; otherwise 0.

2.4 Static Relational Features

To define relational features, we first need to define some relations. Let R, be a binary syn-
onym function and R, be a binary antonym function on the set of all adjectives or candidate
attribute nouns. For w;, w; € A (all adjectives) or w;, w; € C (all candidate attribute nouns), if
Rs(w;, wj) = 1, w; and wj; are synonyms. If Ry(w;, wj) = 0, w; and w; are not synonyms. If Rq(w;,
w;) = 1, w; and wj; are antonyms. If Rq(w;, wj) = 0, w; and w; are not antonyms. Similarly, we
have Rpyper (hypernym) and Ryypo (hyponym) on the set of all candidate attribute nouns C.
We also assume that both Rs and R, are symmetric, which means that for all w;, w; € A or w;,
w; € C, Ry(w;, wy) implies Ry(wj, w;), and Ra(w;, wj) implies Ra(wj, wy).

We now present the static relational features. Let gis be the glosses in the d-th dictionary for
adjective A;. Let E(cy, gis) be a function that returns the number of times that c; occurs in gia.
For each node (or pair) (4; c;), we have the following 7 static relational features:

S1-S4. These four features represent respectively the number of times that c¢;’s synonyms,
antonyms, hypernyms and hyponyms appear in the glosses of 4; in the dictionaries,

o 2 R(CC)E(C, . 8) 3)
where S is the set of synonyms, antonyms, hypernyms or hyponyms of c¢; € C; and H is the
number of dictionaries, R € {Rs, Ra, Riyper, Riypo}. These relationships are extracted from the
WordNet. These features are relational because they are related to other nodes in the graph
as each synonym, antonym, hypernym or hyponym of ¢; in S that appears in the glosses of a
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dictionary also generates an instance (or a node) in the data. And the reason we call these
relational features static is because they don’t change during the testing phase. These fea-
tures are used because the more times that c;’'s synonyms, antonyms, hypernyms or hypo-
nyms appear in the glosses of adjective 4;, the more likely c; is a true attribute noun of A;.

S5-S6. These two features represent respectively the total number of times that c; appears
in the glosses of A/'s synonyms and antonyms,

IS

Y n R(ALADE(C, 0) “@
where S is the set of synonyms or antonyms of 4; in set 4, and R € {Rs, Ra}.

S7. The number of times that c¢; appears in the glosses of other adjectives which are neither
synonym nor antonym of A;. This feature can be calculated as follows,

\
Y Y- RA ANA-R(A A)E(G 8ia) ®)
where S is the set of all adjectives in the data. The intuition is that the more c; appears, the
less likely it is a real attribute for A;.

2.5 Dynamic Relational Features

Dynamic relational features mean that their values can change during the testing phase be-
cause they are calculated based on the classified labels of neighboring nodes. That is, these
features let the system see how the neighboring nodes of the current node are classified,
which affects the classification of the current node.

For each c; € C; of adjective A4; Y(cj A;) denotes the class label of node (4, c). If the node is
classified as positive (we also say that c; is classified as an attribute noun of adjective 4)),
Y(cy Ai) = 1; otherwise Y(cj; A;) = 0. We have the following 14 dynamic relational features:

D1-D4. These four features represent respectively the number of times that c;’s synonyms,
antonyms, hypernyms and hyponyms are classified as attribute nouns for 4;,

PIRLICRECRYY: 6)
where S is the set of synonyms, antonyms, hypernyms or hyponyms of c;j € C;, and R € {R;,

Ra, Ruyper, Riypo}. We use these features because if a synonym, antonym, hypernym or hypo-
nym of c; is an attribute noun for 4; then c; is also likely to be such a noun for 4.

D5-D6. These two features represent respectively the number of times that c; is classified
as attributes for A/'s synonyms and antonyms,

> LR(AGAIY (6, A) Q)
where S is the set of synonyms or antonyms of A; € A and R € {R;, Ra}.

D7-D14. These eight features represent respectively the number of times that ¢;'s syno-
nyms, antonyms, hypernyms and hyponyms are classified as attribute nouns for 4;'s syno-
nyms and antonyms,

S Y Re (G Gy )RA (AL AV (G, A) (8)
where S is the set of synonyms or antonyms of 4;, T is the set of synonyms, antonyms, hy-
pernyms or hyponyms of ¢; € C;, and Rc € {Rs, Ra, Riyper, Riypo}, Ra € {Rs, Ra}. So we obtain a
total of 8 dynamic features.
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local features Accuracy | F-score
Best local feature combination (L3, L4, L5, L6) 0.689 0.701

Table 1 - Usefulness of different local features

Logistic Regression SVM
Prec| Rec |[F-score| Acc |Prec| Rec |F-score| Acc
Strategy 1 |Local features (traditional learning)|0.689(0.723| 0.701 |0.689|0.731/0.616| 0.654 |0.695

Feature sets

Local+static features 0.715[0.722| 0.716 |0.710(0.750[0.627| 0.675 [0.708

Local+dynamic features 0.725(0.783| 0.746 |0.730(0.741(0.668| 0.700 [0.721

All features 0.747|0.742| 0.743 |0.732|0.756(0.621| 0.676 |0.710

Strategy 2 ICA (all features) 0.791]0.675| 0.725 |0.736|0.823[0.518| 0.624 |0.700

ICA (local+dynamic features)  |0.750|0.766| 0.754 0.742|0.792/0.594| 0.670 |0.717|

Table 2 - Average Precision, Recall, F-score and Accuracy results over 10-fold cross-validations

3  Experimental Results

We now evaluate the proposed technique. First, we compare the results of different feature
sets, i.e,, local features, static relational features, and dynamic relational features, and also
two learning strategies. Note that using only local features is the traditional supervised
classification. Second, we compare our results with WordNet in terms of attribute coverage.

3.1 Experiment Settings

Datasets: Our data were extracted from 5 online dictionaries: Dictionary.com, The Free Dic-
tionary, Longman Dictionary of Contemporary English, Your Dictionary, and The Free Merri-
am-Webster Dictionary. For opinion adjectives, we used a subset of 310 adjectives from the
opinion lexicon of Hu and Liu (2004). From each dictionary, we extracted the glosses of
these adjectives. The Stanford POS Tagger? (Toutanova et al., 2003) was used to find nouns.
The nouns from each adjective’s gloss were considered as its candidate attribute nouns.

Altogether 4410 adjective-noun pairs from 310 adjectives were annotated by two human
labelers. Kappa (k) gave k = 0.77 (substantial agreement (Landis and Koch, 1977)). As a 2-
class classification problem, we treat attribute noun as the positive class, and not attribute
noun as the negative class. The distribution of the positive and negative classes is 48% and
52% respectively. All classification results were obtained through 10-fold cross-validations.

3.2 Results and Discussions

We first assess the usefulness of different local features. Traditional classification is applied
to these features. Table 1 gives the best local feature combination (L3, L4, L5, and L6).
Word n-grams and POS n-grams were found not so useful. POS n-grams also perform worse
than POS patterns (due to space limitations, we cannot show the detailed results) because
n-grams are consecutive POS tags, while POS patterns do not have to be consecutive. This
makes POS patterns better able to capture the regularities in the text. Next we evaluate the
collective classification based on the best set of local features and all static and dynamic
features. Two classification strategies were examined.

1 http://www.cs.uic.edu/~liub /FBS/sentiment-analysis.html
2 http://nlp.stanford.edu/software/tagger.shtml
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Strategy 1 (two stages): The first stage simply builds a local classifier using the local fea-
tures or a combination of local and static relational features to classify each node. The re-
sults serve as the initialization for stage two. In the second stage, dynamic relational fea-
tures are added to run the ICA algorithm in Figure 1 without the first 4 lines.

Strategy 2 (one stage): We simply train with both local and relational features. The trained
classifier is then applied to classify the test data using the ICA algorithm in Figure 1.

Table 2 shows the results of for each strategy and each feature set for Logistic Regression
(LR) and SVM. For LR, we used the Lingpipe system (http://alias-i.com/lingpipe/). For
SVM, we used SVM!ight (http://svmlight. joachims.org/). From the table, we can see that LR
performs better than SVM in general. Our discussions and comparisons below are thus
based on LR. Table 2 also allows us to make the following observations:

1. “Local” features perform the worst (traditional classification). With the addition of ei-
ther the two sets of relational features, the results improve. The dynamic relational fea-
tures are most useful. We can say that the results of collective classification are superior.

2. For strategy 1, we see that “local+static” outperforms “local” features. Using all features
is even better. “local+dynamic” features gives us the best F-score.

3. For strategy 2, using all features again performs better than only “local” features. Using
“local+dynamic” gives both the best F-score and accuracy among all experiments.

Compare with WordNet: We now compare our method with WordNet, which can retrieve
attributes given an adjective. Table 3 shows the comparison results. Column 2 gives the
average number of correct attributes found by our system over 3-fold cross validation and
by WordNet respectively. Our method can find far more attribute nouns than WordNet. Alt-
hough WordNet has 100% precision (as it was manually compiled), the recall is so low.
Many adjectives have no attribute nouns in WordNet, e.g,, it gives no attribute for expensive.

No. of correct attributes found | Prec. | Rec. |F-score
WordNet 53 100% | 7.9% | 0.146
Our method 522 76.3% | 77.3% | 0.768

Table 3 - Comparison results of WordNet and our method (3-fold cross-validation)

5 Conclusion

This paper studied the problem of mining attribute nouns of opinion adjectives. A diction-
ary-based approach was proposed. To our knowledge, this is the first work using such an
approach. Existing works are all based on corpuses. To solve the problem, we formulated it
as collective classification as words are related through many lexical relations. Such rela-
tions can be exploited to produce better classifiers. Our evaluation showed that collective
classification using dynamic relational features performed significantly better than tradi-
tional classification. It also performs dramatically better than WordNet. Finally, we note
that there are two related approaches used in finding opinion words: the corpus-based ap-
proach (e.g., Hazivassiloglou and McKeown, 1997; Wilson et al., 2005; Kanayama and Nasu-
kawa, 2006; Ding et al,, 2008; Choi and Cardie, 2008; Wu and Wen, 2010) and the diction-
ary based approach (e.g, Hu and Liu 2004; Kim and Hovy, 2004; Kamps et al., 2004; Esuli
and Sebastiani, 2005; Andreevskaia and Bergler, 2006; Blair-Goldensohn et al., 2008; Has-
san and Radev, 2010). Although the two approaches are analogous to the two correspond-
ing approaches for the attribute discovery of adjectives, the two tasks are entirely different.
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Dealing with Input Noise in Statistical Machine Translation
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ABSTRACT

Misspelled words have a direct impact on the final quality obtained by Statistical Machine
Translation (SMT) systems as the input becomes noisy and unpredictable. This paper presents
some improvement strategies for translating real-life noisy input. The proposed strategies
are based on a preprocessing step consisting in a character-based translator (MT) from noisy
into cleaned text. The use of a character-level translator allows us to provide various spelling
alternatives in a lattice format to the final bilingual translator. Therefore, the final MT is the
one that decides the best path to be translated. The different hypotheses are obtained under
the assumption of a noisy channel model for this task. This paper shows the experiments done
with real-life noisy input and a standard phrase-based SMT system from English into Spanish.

TITLE AND ABSTRACT IN ANOTHER LANGUAGE, SPANISH

Estudio de estrategias para tratar los errores ortograficos

en la entrada de los sistemas de traduccién automatica es-
tadistica

Las palabras con errores ortograficos tienen un impacto directo en la calidad final
obtenida por los sistemas de traduccién automatica estadistica (TA) debido a que la entrada se
vuelve ruidosa e impredecible. Este articulo presenta algunas estrategias de mejora a la hora de
traducir textos de entrada con ruido del mundo real. Estas estrategias consisten en la adicién
de un paso de preproceso basado en un traductor a nivel de caracter de texto ruidoso a texto
limpio. El uso de un traductor a nivel de caracter permite proporcionar diversas alternativas de
ortografia en un formato de lattice como entrada del traductor bilingiie final. Por lo tanto, es
el traductor final quien decide la mejor secuencia de palabras a traducir. Para esta tarea, las
diferentes hipoétesis se obtienen bajo suponiendo un modelo de distorsién del canal. En este
trabajo presentamos los experimentos realizados con textos reales de entrada ruidosa y un
sistema estandar de traduccidn auotmatica estadistica de inglés a espafiol.

KEYWORDS: Noisy Text, Statistical Machine Translation, Social Media, Xat, SMS, Web2.0.

KEYWORDS IN SPANISH: Texto ruidoso, Traduccién Automatica Estadistica, Medios Sociales,
Chat, SMS, Web2.0.
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1 Introduction

Internet and Social Media have changed the trends of written text communication during the
last years providing a straightforward and informal scenario (Agichtein et al., 2008). Thus, the
focus of written text has evolved from grammatically correct structures to a content centered
scenario. Nowadays, human web readers do not get surprised of finding misspellings or low-
profile language. The text of chats, comments, tweets or SMS’s is usually full of misspelled
words, slang or wrong abbreviations introducing noise into the text data (Subramaniam et al.,
2009; Yvon, 2010) and affecting NLP tasks such as text-mining, machine translation or opinion
classification (Dey and Haque, 2009).

The Machine Translation (MT) task, as a field related to Natural Language Processing (NLP),
is not immune to this noise (Aikawa et al., 2007). Generally, misspelling problems can be
addressed with a simple Levenshtein distance under a noisy channel model paradigm (Brill and
Moore, 2000). On the other side, Bertoldi et al. (2010) presented a preliminary work focused
on preserving all spelling alternatives to the input of MT system through Confusion Networks
(CNs). However, this preliminary work was focused on an artificially generated noise that is not
able to cover all the different properties of real-scenario weblog noise.

In this paper, we present a study of the performance of the aforementioned spelling correction
strategies for real weblog translation requests. In addition, we present two new adaptive
strategies based on obtaining the spelling alternatives from character-based translation models
with multiple weighted cost functions.

2 Related work

Misspelling correction has been a recurrent issue to be resolved on NLP since its very first
beginnings (Damerau, 1964). Good surveys of different types of noisy text and its related
spell-correction programs can be found in Pedler (2007); Subramaniam et al. (2009); Kukich
(1992) along with (Mitton, 1996).

According to Deorowicz and Ciura (2005), misspelling correction methods can be separated
as isolated-word error detection-correction methods (Damerau, 1964; Philips, 2000; Toutanova
and Moore, 2002), where isolated words are processed independently of their context and
context-dependent error detection-correction methods where they feature their analysis in a more
phrase-consistent manner(Deorowicz and Ciura, 2005; Pedler, 2007; Jacquemont et al., 2007).
Usually Noisy-Channel model is assumed for this task.

Among other new strategies, in this paper we study two already existing spelling correction
strategies based on the Noisy Channel Model (Mays et al., 1991). First, we study the perfor-
mance of a simple edit-distance based strategy computed from a lexicon of words under a
noisy channel model scenario. Secondly, we study a strategy specially designed for the MT
framework (Bertoldi et al., 2010). We did not consider context-dependent strategies due to
their dependency to several language-specific analysis tools, which are beyond the scope our
study.

3 Adaptive spelling correction based on character-based translation
models

The strategy presented by Bertoldi et al. (2010) consists in generating hypotheses from a
sequence of characters by means of confusion networks heuristically defined. The best sequences
are retrieved from the CN according to char based language model (6-gram). The novelty of
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Source Target Probabilities
Ident. Subst. Del. Add.
a a el 0 Y 20
a b 0 eP(bla) o0 &0
a e0 eP(_la) &0 0
a NULL 0 0 RS
a _a 0 &0 &0 ol
a a_ 0 0 &0 ol
a ab 0 e &0 ol
a ba e0 0 €0 ol

Table 1: Heuristic phrase table used for the spelling hypotheses generator (Moses decoder).

their work is the method employed to generate spelling alternatives, which it is a character-
based decoder of heuristically defined CNs. Thus, the simplified decoder is based only on a
single character-based LM without any phrase-based or distortion models. Hence, the strategy
assumes that all editing operations are equally weighted at decoding stage since CNs are globally
weighted (weight-i). However, state-of-the art decoders (e.g. Moses) may deal with multiple
transformation models. We propose two new strategies that deal with multiple transformation
models.

The first strategy works with a heuristic phrase-table containing different model scores depend-
ing on the type of transformation that is addressed (i.e. identity, substitution, deletion, addition),
and also allows the reordering of chars according to a distance-based distortion model. The
second strategy is based on the classical SMT training strategy but adapted to character level.
These strategies allow weighting all the probability models independently. Thus, they are
more suited for being adapted into training data by means of an optimization step as more
functions take part into the final hypothesis. Analogously to the previous approach, the N-best
hypotheses may be fused in a lattice or confusion network form and submitted as input to the
final translator. In this paper we only work with lattices as input to the translator. The lattices
are built from a three-step process (Formiga and Fonollosa, 2012); first each character-sequence
of the N-best list is transformed into a single-path word-based lattice, then the different word
lattices are aligned to the original sequence through a distance based algorithm. Once aligned,
the single-path lattices are combined generating a single lattice containing all the spelling
variations that have been seen on the N-best output of the character-based decoder.

3.1 Misspelling correction through a heuristic phrase-table

All the possible edit operations can be represented through phrase table transformations.
Therefore, our first strategy designs a heuristic phrase table with all the probabilities of the
possible transformations separated in different models according to their type. A fragment
of the table is given in Table 1. The table is composed of 4 transformation models: Identity,
Substitution, Deletion and Addition.

Probabilities are given on an exponential base as Moses works on the log-space and we are
more interested in working in a linear space. We assign a binary probability (e°,e!) to identity,
addition and deletion operations because they are not distance based. On the other side, since
substitution operations might be based in a distance model, we assign the same probability
defined on Bertoldi et al. (2010). It is important to highlight that each entry of the phrase table
takes a single non-zero probability for its related operation, being all the others set to e°. In
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addition, we also consider that transposition operations can be performed by the distance based
reordering implemented in the Moses decoder. That approach contrasts with the CN decoding
approach (Bertoldi et al., 2010), were transposition operations were performed by the sum of
deletion and addition operations. In order to prevent big reorderings we limit the distortion
up to three positions. Therefore, we consider 6 different probability models: character-based
language model, distance based distortion, identity, substitution, deletion and addition.

3.2 Misspelling correction through character-based SMT models

With the strategies presented so far we have only addressed issues related to low-level mis-
spellings. Unfortunately, the noise of chat/SMS domains concerns higher level errors. Within
these errors we can distinguish two types: i) structural errors in the order of words within the
sentence due to the lack of knowledge of the language and ii) on-purpose induced errors based
on the economy of language consisting of abbreviations, acronyms, contraction or slang among
others.

Similar to Contractor et al. (2010), our second improvement strategy learns a SMT at character-
level in order to propose alternative spelling to the final translator. In this sense, we first clean
manually a certain amount of noisy text (e.g 8000 sentences) gathered from web translation
requests. Afterwards, both the noisy text and the clean text are converted to character sequences
using a common alignment tool (e.g. GIZA++). Once aligned, the character level bicorpus is
used to learn the typical probabilities of a phrase-based SMT. That is: i) ¢(f|e) inverse phrase
translation, ii) lex(f|e) inverse lexical weighting, iii) ¢(e|f) direct phrase translation and iv)
lex(e|f) direct lexical weighting along with a v) transformation penalty (which is e') inspired
in the phrase penalty. The main difference of this strategy with respect to the one presented in
Section 3.1 is the building of the phrase-table. While the previous strategy builds a heuristic
phrase-table, the new one learns from the real proofreading. This approach also allows the
use of a penalty model (based on word-based penalty of Moses). In that case, we consider
8 different probability models: character-based language model, distance based distortion,
p(fle), lex(fle), ¢(elf), lex(e|f), transformation-based penalty and character-based penalty.

4 Experiments

We based our experiments under the framework of a factored decoder (Moses — Koehn and
Hoang (2007)) from English into Spanish (See details in Formiga et al. (2012)). In this
experiments, we preprocessed the text to lowercase in order to overcome the casing problems,
which are quite frequent under noisy scenarios. The weights of the system were optimized by
MERT and a BLEU score with the help of a weblog development set consisting of 999 sentences,
as explained in the next section.

We have conducted the experiments in three parts. Firstly we studied the properties of the
real-life noisy scenario. Then, we compared the systems performance when generating spelling
correction hypotheses and then we analyzed the actual performance of the systems as for the
translation task.

4.1 Real-life scenario: dealing with actual noisy words

Most of the work mentioned in Section 2, deals with synthetic or controlled noisy scenarios.
However, real-life texts are poorly related with this controlled scenario in terms of literary
quality (Agichtein et al., 2008; Subramaniam et al., 2009).
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Perplexity WER
Data DEV TEST DEV TEST
Original Source (wr) 835.713 | 891.55 - -
Clean Source 0 (w0) 541.58 | 533.74 | 13.54% | 16.33%
Clean Source 1 (w1) 575.35 | 660.34 | 8.61% 6.51%
Combined Clean Sources (wO.wl) | 558.39 | 594.03 | 6.67% 6.35%

Table 2: Perplexity and WER obtained between original and cleaned data.

As we wanted to deal with real data, we used weblog translations from the FAUST project
(Pighin et al., 2012) for testing the translation performance with noisy texts. Regarding the
weblog translations we considered 1997 translation requests submitted to Softissimo’s portal .

Two independent human translators corrected the most obvious typos and provided reference
translations into Spanish for all of them along with the clean versions of the input requests.
Hence, there are three different test sets from this material: i) Weblog Raw (wr): The noisy
weblog input, ii) Weblog Clean; (w0 and w1): the cleaned version of the input text provided by
different humans on the source side. Cleaned versions may differ due to the interpretation of
the translators and iii) Weblog Clean0.1 (w0.w1): the cleaned versions with mixed up criteria.
In that case the cleaned versions are concatenated (making up a set of 3994 sentences). In
order to perform the different optimization tasks, we have divided the noisy set in development
(999 sentences) and test (998 sentences) sets.

We analyzed through some indicators the presence of noise within the weblog data sets following
the work performed by Subramaniam et al. (2009). Concretely we measured the level of noise
on the real data computing Word-Error-Rate (WER) (Kobus et al., 2008) and Language Model
Perplexity (Kothari et al., 2009).

Results are detailed on table 2. From the tables it can be observed that WER can vary up to
5% depending on the human translator who made the cleaning task. Still, considering all the
test sets, the averaged WER is around 11%, and no notable differences are found between the
development and the test sets. In that sense, the w0 set takes higher edit modifications than
wl compared to the original text. Consequently, as for the perplexity results, w0 takes less
perplexity regarding the character-based LM with respect to wl. This fact shows that strong
changes (due to high-lever error fixing) on the edit distance (higher WER) lead to a more
normalized input (lower perplexity).

4.2 Implemented Systems

In our study we compared the different strategies presented in Sections 2 and 3. They are
named i) Distance (Levenshtein distance plus a LM), ii) Confusion (Bertoldi et al., 2010), iii)
Heuristic PT (heuristically defined phrase-table) and iv) GIZA PT (monolingual char-based MT).
In the latter case we post-edited manually 8000 noisy sentences submitted to the same portal
(Softissimo), so they were similar to the dev/test sets. The number was chosen heuristically
based on the previous work of Aw et al. (2006). The noisy and cleaned sentences were character-
aligned with mGIZA and then the standard phrase-based SMT models were trained at character
level. Distortion limit was set to the Moses standard 6-positions. It had 8 weights to be tuned
(5 phrase-table model weights, language model, character penalty and distortion).

Thttp://www.reverso.net
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The weights of the character-based strategies were tuned with the weblog development set
already mentioned. We modified the MERT script to work with the Character Error Rate metric.

Regarding the N-best size for building the lattice, we studied different values on the low-range
in order to obtain low-dimensionality lattices. Thus we studied building the lattice from the
1-best, 5-best and 10-best lists of the preprocessing step.

Additionally, the fact of providing a lattice to the Eng—Spa translator required to perform a
retuning step in order to find the appropriate weight value for the edges of the lattice (w;). We
did this retuning step for each strategy only searching different values for the w; weight and
fixing all the others to the already tuned value.

4.3 Spelling Correction Strategies Performance

Before evaluating the performance in the translation task, we wanted to evaluate the suitability
of each strategy for finding good spelling alternatives. We did this evaluation either in the
development and test weblog sets using four different evaluation metrics: CER, WER, BLEu and
METEOR (Denkowski and Lavie, 2011). We left out of our study Precision/Recall analyses as
we are focused on the translation performance and not only the misspellings, they could be
considered in future work. These results were obtained by comparing the automatically cleaned
input with the two human post-edited references (being CER and WER evaluated through mCER
and mWER). In case of CER, WER and BLEu this comparison was done considering only the
1-best spelling alternative of the strategy. In case of METEOR we computed the oracle results
considering the best hypothesis from the obtained N-best list (1000-best for dev and 50-best for
test).

Strategy dev [ test dev [ test dev [ test dev [ test
CER WER BLEU METEOR nbest oracle
Baseline 3.41 | 3.09 | 6.67 | 6.35 | 90.62 | 90.24 | 63.10 63.17
Distance 3.47 | 3.19 | 6.92 | 6.96 | 89.87 | 89.02 | 64.63 63.62
Confusion 3.40 | 3.10 | 6.62 | 6.36 | 90.72 | 90.19 | 64.00 63.69
Heuristic PT | 3.36 | 3.07 | 6.35 | 6.23 | 91.25 | 90.37 | 65.81 64.92
GIZA PT 3.33 | 299 | 6.26 | 5.82 | 91.32 | 91.02 | 64.02 64.24

Table 3: CER/WER/BLEU/METEOR scores obtained when cleaning the texts.

Results are detailed in table 3. Within these results “Baseline” refers to the case when no spelling
correction strategy is applied at all. We observe that the GIZA PT strategy performs better when
considering the 1-best output whereas the Heuristic PT strategy finds better alternatives within
the N-best list, despite they are not the first hypothesis. In addition we can see that the Distance
strategy worsens the baseline results for the 1-best tests whereas it can achieve a slightly
improvement in the N-best based tests. These results seem to indicate that the language-model
used for ranking the final hypothesis might not be fully functional for that purpose. We have
to remember that the language model was built from the formal WMT12 data and thus the
interpolation towards perplexity reduction may not be enough to obtain a good language model
based on the open-domain of weblog requests.

4.4 Translation Task Performance

After evaluating the spelling correction strategies we evaluated the overall strategy involving
the misspelling correction and translation tasks.
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Strategy N-best | w0 | wO.wl | wl wr AVG

Baseline 1 30.61 37.44 | 29.86 | 33.62 | 32.88
Distance 1 30.20 | 36.99 | 29.41 | 33.54 | 32.54
Distance 5 29.84 | 36.67 | 29.21 | 33.40 | 32.28
Distance 10 29.83 | 36.65 | 29.20 | 33.42 | 32.28
Confusion 1 30.77 | 37.56 | 29.90 | 33.72 | 32.99
Confusion 5 30.65 37.44 | 29.74 | 33.68 | 32.88

Confusion 10 30.59 | 37.35 | 29.66 | 33.64 | 32.81
Heuristic PT 1 30.70 | 37.51 | 29.83 | 33.74 | 32.95
Heuristic PT 5 30.45 | 37.27 | 29.62 | 33.95 | 32.82
Heuristic PT 10 30.37 | 37.17 | 29.50 | 33.88 | 32.73

GIZA PT 1 30.77 | 37.61 | 29.97 | 33.97 | 33.08
GIZA PT 5 30.76 | 37.62 | 29.98 | 33.98 | 33.09
GIZA PT 10 30.76 | 37.63 | 30.00 | 33.98 | 33.09

Table 4: BLEU scores obtained applying different misspelling MT strategies

The detailed results (BLEU) are shown in Table 4. A more detailed analysis might be found in
Formiga and Fonollosa (2012)

In general terms we observe that the GIZA PT strategy outperforms all the other strategies
across all the metrics and test sets. Regarding the recovery from the noisy set (wr) we can
see a maximum gain of 0.36 BLEU points. Also we can observe slightly improvements on the
clean sets: ~ 0.16 BLEU points,. The improvements on the clean sets are explained by some
tokenization errors of Freeling that are fixed thanks to the misspelling correction step (e.g. I'll
go — I will go or I'’ll go). In that sense the misspelling correction step also performs a revision
of the tokenization carried out beforehand. We can see also that the GIZA PT strategy is quite
robust while increasing the N-best list to build the lattice. In contrast, the other strategies
decrease the quality when the N-best list size is increased. As it has been explained, this might
be motivated due to the high perplexities of the language model to the open domain text,
making it not suitable for ranking the different hypotheses. The Confusion and Heuristic PT
strategies perform slightly better than the baseline (no-processing at all) for the 1 and 5-best
configurations in the noisy test sets. However, when it comes to the clean test sets they are not
able to improve the baseline and worsening the result in case of increasing the n-best list size.
The Distance based strategy is the worst, even compared to the baseline, across all the metrics
and test sets. Making it not feasible for dealing with noisy input translations.

5 Discussion

The results of the experiments allow us to gain an in-depth specific understanding of how each
strategy contributes to the misspelling correction when making MT from real-life texts.

The translation results obtained are coherent with the 1-best spelling correction results reported
in table 3. However, the higher scores obtained in the METEOR N-best oracle case show that
there may be scope for improvement if a more adecuate language model based on an open
domain (e.g. Google N-grams) helps in the reranking of the proposed hypotheses.

In detail, we see that strategies based on a simple distance with respect to some closed lexicon
worsen the baseline system. This is explained by the real-word errors corrections and the lack
of a good language model (perplexities are over 500). Replacing a misspelled word with a
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correctly spelled word but senseless in that specific context usually leads to a worse automatic
translation.

Secondly, the results of the heuristic strategies (Confusion and Heuristic PT) show that the
translation scores improve with noisy input but can decrease the quality of clean input transla-
tions. This behavior had already been identified by Bertoldi et al. (2008) in two cases: when
the noise level was lower than 2% or when the errors were caused mainly by real-word errors.
In order to avoid the decrease of the MT quality on clean texts for the heuristic strategies, they
(Bertoldi et al., 2010) reported that it would be necessary to incorporate a noisy-text detector
step on the input data which would trigger the correction process.

However, the new GIZA PT strategy presented in this paper is also robust to clean text, avoiding
the need of a clean / noisy-text detector. In fact, the GIZA PT strategy can partially correct both
the noisy and cleaned text fixing low-level (e.g. thats fun — that is fun) as well as high-level
errors (e.g. prove’em wrong — prove them wrong).

In addition, we want to highlight that the presented methodology is somewhat language
independent since it does not need deep-language tools such as parsers or semantic role
labelers. A small training corpus (or development corpus in case of the heuristic strategies) of
about 8000 sentences might be enough to obtain a good spelling corrector, given a constant
noise density ratio bounded to weblog translations.

6 Conclusions and Future work

We presented a detailed study of different spelling correction strategies for improving the quality
of Machine Translation in real-life noisy scenarios. Real-life errors may be produced by different
causes such as general misspelling (low-level errors) or informal text conventions (high-level
errors) among others.

Apart from the basic strategy based on the Levenshtein distance, we also studied two strategies
based on heuristic models and a strategy based on building a character-level translator. Regard-
ing the heuristic methods, we adapted an existing strategy to take full advantage of standard
feature functions such as distortion and we included a MERT-based tuning of the weights.

Whereas the distance-based strategy is not able to deal with real-life errors, the heuristic
strategies show some improvement to the baseline translation and are easy to implement.
However, the heuristic strategies are bounded to low-level misspelling errors and rely solely in
the quality of the language model used for scoring the different alternatives.

In contrast, the trainable character-based strategy, namely GIZA PT, reports a significant and
robust improvement across all the evaluated test sets and metrics. The GIZA PT offers a good
trade-off between cost of implementation and quality improvement. Concretely it achieves an
improvement of 0.36 BLEU points when translating noisy text.

However, oracle results show that there may be still margin for improvement on the heuristic
strategies if a better ranking method for the hypotheses could be found. In the future we plan
to study the behavior of bigger language models for open domain tasks (e.g. Google N-grams)
and we will try to combine the heuristic and trained character-based phrase-tables in order to
provide additional robustness to the proposed misspelling correction strategies.
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ABSTRACT

Standard word sense disambiguation (WSD) data sets annotate each word instance in context
with exactly one sense of a predefined inventory, and WSD systems are traditionally evaluated
with regard to how good they are at picking this sense. Recently, the notion of graded word
sense assignment (GWSA) has gained attention as a more natural view of the contextual
specification of word meaning; multiple senses may apply simultaneously to one instance of a
word, and they may be applicable to different degrees. In this paper, we apply three different
WSD algorithms to the task of GWSA. The three models belong to the class of knowledge-based
models in the WSD terminology; they are unsupervised in the sense that they do not depend on
annotated training material. We evaluate the models on two recently published GWSA data sets.
We find positive correlations with the human judgments for all models, and develop a metric
based on the notion of accuracy that highlights differences in the behaviors of the models.

KEYWORDS: lexical semantics, graded word senses, knowledge-based disambiguation.
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1 Introduction

The problem of word sense disambiguation (WSD) is a central topic in computational linguistics,
with a long-standing, rich history of research (see McCarthy, 2009; Navigli, 2009). Typically, the
WSD task is designed such that each target word in context is assigned a single word sense from
a predefined sense inventory. However, several word senses may be simultaneously present in a
contextual instance of a word, which holds in particular in connection with fine-grained sense
inventories, like the one provided by WordNet (Fellbaum, 1998). The single-sense restriction
typically leads to a somewhat arbitrary overspecification of word meaning, which may be
detrimental to the use of WSD systems in practical applications. Moreover, both agreement
between human annotators and accuracy of WSD systems tend to be rather low, which stands in
contrast to the strong intuition that words in context generally have a well-understood meaning.

Recently, the notion of graded word sense assignment (GWSA) has been brought into discussion
by Erk et al. (2009, 2012), and two closely related GWSA data sets are now available. The
underlying assumption of GWSA is that a word in context may in fact evoke more than
one sense, and the different senses may participate in the meaning of the word to different
degrees. To produce the aforementioned data sets, annotators were presented target instances,
i.e., lemmas in the context of a sentence, and asked to assign a value, which indicates the
applicability of the sense in the context, on a scale from 1 to 5 to each WordNet sense of the
lemma independently. The annotation method allows more than one word sense for a given
target instance to be assigned a high applicability score, and it induces an ordering of the word
senses on the level of single instances. Erk et al. (2009) give the example of “paper” occurring
in a sentence which clearly identifies a scientific context. All three annotators agree that the
WordNet sense scholarly article fully applies and consistently assign a score of 5. However, the
senses essay and medium for written communication are also assigned high scores by some of the
annotators. This reflects these annotators’ intuitions that several senses apply simultaneously,
and induces an ordering of the senses’ applicabilities.

A first, supervised, computational model for GWSA is presented by Erk and McCarthy (2009).
In this paper, we explore models that are unsupervised in the sense that they do not depend on
annotated training material; in the WSD terminology, they belong to the class of knowledge-
based WSD systems. More specifically, we address the task of ranking the WordNet senses of a
lemma for each of its instances, according to the degree of applicability of the respective senses
in context. We evaluate our models against the data sets provided by Erk et al. (2009, 2012),
and use the ranking induced by the average scores for each word sense as a gold standard. We
carry out the evaluation for three different systems: two related models, which are based on the
individual similarity scores between the contextualized vector representation of a target word
in context and vector representations computed for the respective word senses (Thater et al.,
2011; Li et al., 2010), plus a reimplementation of the approach of Sinha and Mihalcea (2007),
a representative of the larger class of graph-based approaches to WSD. Our major findings are
first, that the knowledge-based systems show positive correlation with the human judgments,
and second, that there are interesting differences in performance between the different types of
systems according to our metric of Adjusted Accuracy.

2 Related Work

The only WSD system that has been evaluated on the full GWSA data set of Erk et al. (2009)
so far is the supervised model of Erk and McCarthy (2009). Thater et al. (2010) describe an
approach to unsupervised GWSA on the basis of a syntactically informed distributional similarity
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model. The evaluation was carried out for three selected verb lemmas, and therefore has the
character of a case study only. The study of Jurgens (2012), which explores the application of
word sense induction techniques to GWSA, has a similar status: Since he needs a large part of the
GWSA data set as a sense mapping corpus, only a very small amount of data is left for evaluation.

3 Modeling

This section reviews the three knowledge-based WSD algorithms that we use in our study, and
which we chose for the following reasons: (1) They are knowledge-lean, i.e., the only resource
required is a semantic lexicon (such as WordNet), and they can be implemented quickly. (2)
They exhibit state-of-the-art performance on the SemEval-2007 coarse-grained WSD task.

3.1 Vector Space-based WSD System

We use the vector-space model (VSM) of Thater et al. (2011), which is closely related to
the models of Thater et al. (2010) and Erk and Pad6 (2008). The general idea behind
VSMs of word meaning is to represent words by vectors in a high-dimensional space. These
vectors record co-occurrence statistics with context words in a large unlabeled text corpus,
and their relative directions are taken to indicate semantic similarity. The particular model
used in our experiments is the one of Thater et al. (2011), which provides context-specific
(contextualized) vectors for words in their syntactic context. It can be applied to WSD and
GWSA in a straightforward way: given a target word in a sentential context, we extract a set
of sense paraphrases for each sense of the target from WordNet. We then compute the cosine
similarities of all sense paraphrases and the contextualized vector of the target word, and set
the similarity of the sense to be the average of the best two sense paraphrases. In the case
of standard WSD, the VSM predicts the sense with the highest score; in the case of GWSA, the
scores assigned to the senses induce a ranking. In rare cases, the VSM fails to make predictions,
i.e., when the dependency tree for the input sentence does not assign the correct POS to the
target word, or when no useful sense paraphrases can be extracted from WordNet.

3.2 Topic Model-based WSD System

Li et al. (2010) use topic models (Blei et al., 2003), which represent text corpora using
generative probability distributions, as the central component of their WSD system. Topics
are distributions over words and each document is modeled as a mixture of latent topics. Li
et al. (2010) extract one sense paraphrase per word sense from WordNet. The topic model is
used to estimate a vector of the topic distribution for the context of the target word (usually
the sentence in which it occurs) and a vector for the sense paraphrase of the candidate sense.
The cosine between these vectors is taken as the final score for the word sense. This algorithm
naturally produces a ranking of word senses. We closely follow the experimental settings (for
Model II) reported by Li et al. (2010), but we were not able to fully reproduce their system. For
SemEval-2007, Li et al. (2010) report an F1-measure of 79.99% for their Topic Model system.
Our reimplementation achieved an F-measure of 71.7%. Hence, the Topic Models approach
might yield better performance using different parameter settings. We noticed that due to the
sampling step inside the algorithm, the results varied by small, but non-negligible, amounts. We
thus sum up the scores produced by the system across multiple (ten) runs in order to predict a
more reliable ranking. This results in a slight increase of performance.
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3.3 Graph-based WSD System

To date, many graph-based WSD algorithms have been proposed, (among others by Sinha
and Mihalcea, 2007; Agirre and Soroa, 2009; Navigli and Lapata, 2010; Tsatsaronis et al.,
2010; Ponzetto and Navigli, 2010). We chose to reimplement the approach of Sinha and
Mihalcea (2007) for several reasons. First, it is based on the PageRank algorithm, which is
easy to understand and implement; second, a reference implementation was made available
by the authors, which allowed for clarification in several issues; and third, its performance
is robust. The algorithm consists of the following steps, which we illustrate using Figure 1.
(1) Construction of the graph. When disambiguating a word (e.g. “order”), a graph is built
using a context of N (2 in the example) content words on either side of the word. For each
content word, the admissible word senses are added to the graph as nodes. Undirected edges
are introduced between nodes that were not introduced for the same word and whose content
words are not more than M (2 in the example) content words apart in the surface string. The
edge weights are determined using the Extended Lesk Similarity (Banerjee, 2003) between
the two synsets of the two nodes’ word senses.! The setting we used for the SemEval-2007
experiments was N=6 and M=3; for the GWSA task, we report results for N=2 and M=2. The
parameters were tuned on the respective data sets. (2) Scoring using a graph-based centrality
algorithm (ten iterations of PageRank). (3) Assignment of word senses. In a standard WSD
setting, the system picks the sense of the target word whose node has been assigned the highest
score. In GWSA, we simply assign the scores of the respective nodes to the senses.

|
| bring into |
[ Jgder \ f
ture — ——— f— 4' L
‘!%‘ ‘d?' “\ deep body
4‘ \ [ of water
e prepared

request

o , | |

1
The diners at my table ordered dishes and drinks.
Figure 1: Example graph used in the PageRank algorithm.

4 Evaluation

4.1 Data Sets

WSsim-1: (Erk and McCarthy, 2009) present the first data set for the evaluation of GWSA. A
total of 430 sentences for 11 different lemmas were extracted from SemCor and Senseval-3.
Three untrained annotators provided judgments of the applicability of word senses of the
lemmas in the context of the sentence on a scale from 1 to 5, where 1 means that the sense is
not present at all in the sentence and 5 means that the sense totally matches the meaning of
the word in the context. We refer to the task of ranking the senses of a word (lemma) in the
context of a particular sentence as the lemma-sentence ranking task.

1We are using the WordNet::Similarity toolkit of (Pedersen et al., 2004). We also experimented with other sense
similarity measures, but the method suggested by Sinha and Mihalcea (2007) worked best with PageRank.
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WSsim-2: In this round of data collection, eight annotators judged the applicability of the
senses of 26 lemmas in 10 sentences each, resulting in a set of 260 sentences (Erk et al., 2012).
Otherwise, the annotation procedure was identical to WSsim-1.

4.2 Correlation Analysis of Sense Ranking

Erk and McCarthy (2009) propose Spearman’s rank correlation coefficient (p) as a measure
of a system’s performance on the GWSA task. p compares two rankings while abstracting
away from the absolute values of judgments. We used the R mathematical package to compute
p for the rankings of the senses for each lemma-sentence task and then average across all
sentences (see Table 1). As an upper bound, we report the correlations achieved by the human
annotators (compare to Tables 9 and 10 of (Erk et al., 2012)). Significance is hard to show due
to the small number of senses to be ranked (on average 6.1 senses per lemma in WSsim-1 and
10.6 in WSsim-2). The upper part of Table 1 shows the performance of the supervised system
reported by Erk and McCarthy (2009), Prototype 2/N, as well as a sense frequencies baseline,
whose sense frequencies have been estimated on SemCor and the training part of Senseval-3
(minus the sentences used in WSsim-1), while the lower part of the table shows the correlations
achieved by our implementations of knowledge-based systems. Erk and McCarthy test their
system only on the sentences for 8 out of the 11 lemmas of WSsim-1 and the numbers are
therefore not directly comparable. The supervised system (Prototype 2/N) performs best, but
the knowledge-based systems also show meaningful correlations with the human judgments.
The VSM performs surprisingly well; the Topic Models system outperforms the PageRank system.
It is worth noting that the sense frequencies baseline performs much better on WSsim-1 than
on WSsim-2 for the lemma-sentence task, the reason being that the frequencies have been
estimated in-domain for WSsim-1.

WSsim-1 WSsim-2
[ Model Ie] sign. Ie) sign.
Average of humans* 0.555 | 30.4 || 0.641 | 48.3
Prototype 2/N (E&K) 0.478 | 22.8 - -
Sense Frequencies (SF) 0.357 | 10.7 || 0.245 | 14.2
VSM (Thater et al.)x 0.305 | 12.7 || 0.389 | 21.4
Topic Models (Li et al.)x7 | 0.241 | 11.6 || 0.256 | 15.0
PageRank (Sinha et al.) 0.210 4.0 || 0.097 4.6

Table 1: Spearman’s rank correlation coefficient (p) by lemma-sentence compared to the av-
erage scores of all human annotators. The columns labelled “sign.” show the percentage of the
sentences in which the sense ranking correlation was significant. *Correlation of scores of one an-
notator with the average scores of the other annotators (omitting cases where annotators did not
produce valid rankings). xPerformance of the VSM is reported on the 99% (WSsim-1) and 93%
(WSsim-2) of the sentences for which the model creates a ranking. tOur reimplementations.

5 Analysis
5.1 Analysis of Data

As we have seen in section 4.2, the correlation between the human annotators is by no means
perfect: it is hard to quantify the actual degree of applicability on the scale proposed by Erk
et al. (2012) in many cases. In order to gain some more understanding about how the human
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annotators use the scale and to what extent the (correlation) analysis of systems using the
WSsim-2 data set is meaningful, we created the plot shown in Figure 2.

In the lemma-sentence task, two annotators define the same ranking for a pair of senses if one
assigns the scores 3-4 and the other assigns 4-5. For this reason, we look at the scores given
to a sense pair by one annotator, and whether the ranking of these two senses is concordant
with the ranking of the average of all other annotators. Each pair of senses of the ranking of
one annotator is sorted into one of the diagram’s cells depending on the scores assigned to
the two senses; if there is no tie, we find the position on the y-axis using the higher score and
the position on the x-axis using the lower score, thus producing a diagonal matrix. We then
compare the ranking of the first annotator to the ranking resulting from the average of the
other annotators and increment the cell’s count if the pair is concordant. In each cell, we add
up the numbers of concordant pairs over all the annotators. Finally, we divide each cell’s count
by the total number of pairs that fell into the cell in order to decrease the bias caused by score
combinations that occur more often. From this analysis, we can conclude that humans agree
more often on the ordering of two senses if they assign scores at the two ends of the scale (the
cell 5-1 has the highest proportion of concordant pairs), but that they use the intermediate
scores rather interchangeably. There is high agreement for cell 1-1 (88.5%) out of the 100,217
pairs that fell into this cell. Cell 2-2 also shows high agreement, but note that only 1,684 pairs
fell into this cell. However, we can see that in WSsim-2, annotators seem to make a clear
distinction whether a sense applies to some extent (scores 2-5) or does not apply at all (score
1). Based on this analysis, we propose a new way of judging a system’s performance from an
application point of view in section 5.2.

1 2 3 4 5 ROUND 2
5 0.912 | 0.860 | 0.754 | 0.605 | 0.337 s
16,914 | 2,034 | 1,480 | 1,084 | 838
R 0.684 | 0.567 | 0.498 | 0.320 o4
6,984 | 1,283 963 394 2
3 0.482 | 0.347 | 0.435 b
11,024 | 1,868 | 800 o
5 0.179 | 0.733 §2
14,433 | 1,684
1 0.885
100,217 12 3 4 5
score sense 2

Figure 2: Analysis of the percentage of concordant pairs for sense pairs given particular scores
in the data set for GWSA by (Erk et al., 2012). Normalized concordance matrix, summed over
all annotators. The total counts of (concordant and discordant) pairs per cell, summed over all
annotators, are reported in italic.

5.2 Accuracy-based Analysis using Graded Annotations

As we have seen above, human annotators use the scores 2-5 as an indicator that the sense is
present at least to some extent in WSsim-2. Using fine-grained sense inventories such as Word-
Net, it is very hard even for humans to argue which of the senses is more present in a particular
context. From a practical point of view, it may be sufficient if the sense to which a system as-
signed the highest score is present at least to some extent according to the humans’ annotations.
We propose to evaluate systems — in addition to the correlation analysis — according to this
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criterion. This analysis allows to treat the GWSA data set as the gold standard for an evaluation
similar to the coarse-grained WSD task of SemEval-2007, with the difference that SemEval-2007
uses predefined sense clusters, while in the GWSA data set, clusters are formed per context.
Erk et al. (2009) show that it is not possible to form clusters out of the GWSA annotations that
are applicable across the instances. Hence, we believe that the GWSA data sets are a valuable
resource for evaluating WSD system performance in a coarse-grained but context-sensitive way.

For each treshold from 2 to 5 (in steps of 0.5), we create a gold standard in which all senses
that received an average score > the threshold are counted as correct, and then we evaluate
accuracy as the percentage of lemma-sentence tasks in which the sense scored highest by a
system is in this set of correct senses. For lower thresholds, the probability of picking a correct
sense is higher as the set of correct senses is larger. Hence, we adjust our measure of accuracy
inspired by Cohen’s k (Cohen, 1960). For each threshold t and for each lemma-sentence
task i, we partition the set of graded senses S; into two sets S; ;coex¢ and S; ;ore<¢- Then, the
probability of choosing a correct sense by chance for this task becomes

t,i |Si,xcor62t|

e =
chance |Sl |
The average chance of picking a correct sense at threshold ¢ is
N' St
t _ ZiZl Pchance
chance — Nt

where N! is the total number of lemma-sentence tasks at threshold t in which Pct}’;nce > 0. We

exclude the cases where the set of true positives is empty because the system cannot possibly
pick a “correct” sense. The accuracy of a system at threshold t is computed as

NE
Zi:l 1s"esl>xw>ﬂ

Nt
with 1 being the indicator function and s’ being the sense that was scored highest by the system
for the lemma-sentence task i. We then compute the Adjusted Accuracy at threshold t, which is

Acct =

plotted in Figure 3, as Acct — Pth
AdjAcct = e
1- Pchance

The threshold-accuracy plots show how much better than chance a system is at predicting a
sense that has a score above a certain threshold. As an upper bound, for each annotator, we
regard the average of the other annotators as the gold standard and compute the Adjusted
Accuracies, which range from 62% (for t = 4.5) to 76% (for t = 2). For t = 5, humans achieve
a remarkable average Adjusted Accuracy of 73%.

5.3 Discussion

Referring to Figure 3, it is interesting to note that the shape of the curve for PageRank is much
lower for all t < 5 than the other systems’ curves. It shows a sharp increase when setting t =5,
which suggests that unlike the other systems, the graph-based PageRank algorithm is better
suited for the standard WSD task of picking one best-fitting sense?, while its ranking ability is
not as good past the top rank as the other systems’. These findings are also supported by the
observation that PageRank outperforms our reimplementation of the Topic Models approach on

2Sinha and Mihalcea report an F1-measure of 52.55% on the fine-grained WSD task of Senseval-2, and our PageRank
system achieves an F1-measure of 76.0% on the coarse-grained WSD task of SemEval-2007.
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Figure 3: Adjusted Accuracy of
picking a “correct” sense as the
highest-ranked sense at various
thresholds. Computed using the
WSsim-2 data set. The numbers of
sentences for which the set of “cor-
rect” Senses S; s.orex¢ 1S NON-€mMpty
at the respective thresholds are 259,
256, 252, 238, 204, 150, and 46. threshold

=+ VSM

-+ Sense Freq.
¥ Topic Models
# PageRank

adjusted accuracy

2 25 3 35 4 45 65

the SemEval-2007 coarse-grained task (F-measure of PageRank: 76% vs. Topic Models: 71.7%).
A possible reason for this behavior might be the interaction of all the senses of the target word
in one graph in PageRank. In contrast, the Topic Models and the VSM methods score only one
sense at a time. When comparing to PageRank, the Topic Models system correlates more closely
with the human average judgments per lemma-sentence. The same holds for a comparison
using our metric of Adjusted Accuracy. We would like to note that none of the algorithms were
tuned specifically for the GWSA task, with the exception of setting M and N of PageRank.

The VSM approach outperforms the two other knowledge-based systems of our study in all
metrics presented in this paper. The VSM method has been developed mainly for tasks involving
fine-grained lexical distinctions and has shown excellent performance on other lexical semantic
tasks as well. Our comparison suggests that the model is good at capturing subtle distinctions
between senses. It is also worth noting that the VSM is the only system that does not rely on
WordNet’s glosses, which in some cases contain examples that may be misleading for a system
looking for topical information.

6 Conclusion

We explored the applicability of three knowledge-based WSD systems to the task of graded word
sense assignment. We found a positive rank correlation between each of the systems’ outputs
and the human annotators’ judgments. However, the performance levels of the individual
systems were quite different. The most successful model (Thater et al., 2011) does not reach
the supervised approach, but outperforms a sense frequencies baseline on the WSsim-2 data set.
In addition, we showed that systems that are good at standard WSD (like the PageRank-based
system) are not necessarily strong on the GWSA ranking task. We conclude that the use of
the GWSA data sets with correlation and accuracy analyses as presented in this paper sheds a
different light on the performance of WSD systems, by providing an in-depth analysis of their
ranking behavior instead of treating WSD as a standard classification problem.
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ABSTRACT

This paper describes experiments with transliteration ofobubcabulary English terms into
Bengali to improve the effectiveness of English-Bengali Cr@ssguage Information Retrieval.
We use a statistical translation model as a basis for transliteration, and present evetsatte
on the FIRE 2011 RISOT Bengali test collectiomcdrporating transliteration is shown to
substantially and statistically significantly improve Mean Average Predaidooth the text and
OCR conditions. Learning a distortionodel for OCR errors and then using that model t
improve recall is also shown to yield further substantial and statistically significant
improvement for the OCR condition.

TITLE AND ABSTRACT IN BENGALI

OCR-3¢ aAfY (W& RANG-IR ey -fefes
CLIR-9F ({@ WWelwF [Ieg-a7 Te]

SRR

A3 SR AfSHF-3Rge RN Twd IRAR forsaa 31 sfeadiaae RAw
TAFT 972 ©IF M RIJMH-IRAT CLIR-IF FAFIFOT ST OTIHT (T
TA®| ANA] [I7ET FAF I AF6 R2AeISF Tafe TFIF FE® 932 FIRE
05 RISOTET® 1 CHI-AF N T&fefboa A" FEfRl aBT (e
TW® @ 93 fPEg-a9 M RTRF-IRAT CLIR-AF FHFMEOIT TEF612
Tafe M3TT T, [T ATRANFTOSNT SEHEET| TR Sy OCRF T
AT (FA3 9F2 Y@ BT NS (& AfFI6 1P, OCRFAT 7Y (¥ CLIR
FHE FME OCRAT QIS (@ AF(6 FET I IR 3 (T IR
A% NG FeNE STFHIET (F@ A3 TFG T61@ |

KEYwWorRDS CLIR, OCR, English-Bengali, Dictionary based translation, Statistic
transliteration, OCR error modeling, Stemming, Evaluation, FIRE-RISOT.2011

KEYWORDS INBENGALI: &% ST SRITGIE, R SIS&/(TAT ARG, RANH-TRAT, AfGH-
fSfe® SREm, MATeT Tafote fT9@a, OCR-IF OETF MOfH, CoRR, FEe|

Proceedings of COLING 2012: Posters, pages 339-348,
COLING 2012, Mumbai, December 2012.

339



1 Introduction

Research in Cross-Language Information Retrieval (CLIR) has a lstayyh resulting in the
formation of evaluation venues such as CLEF [CLEF, undated] andRNNO CIR, undated].
European and Oriental languages received the initial focus, but in recest thealCLEF
evaluation has included Indian languages [Jagarlamudi, 2007]. Beginr@@08, the Forum for
Information Retrieval Evaluation (FIRE) [FIRE, undated] focused specificallylratian
languagesMonolingual Bengali retrieval was introduced to FIRE in 208& the first reported
experiments with an Englisfe-Bengali (E2B) CLIR experiment design (i.e., English queries ar
Bengali documents) were reported in 2010, but the lack of translationregesdior Bengali
limited those experiments to simulation of CLIR using human guanglation [Leveling2010.
This paper reports on the first fully automated experiments with@2R.

In case of E2B CLIR, the major challenge is limited Bengali resoufdi®ugh there is now an
Englishto-Bengali machine-readable dictionary available, we are not aware of anyhEngl
Bengali parallel corpus that is available for research use, any prior work (ishasailable for
reuse) on English-Bengali transliteration, or any other lexical resources ifaugilingual
WordNets) from which such a bilingual E2B translation lexicon mighéXieacted. We have
therefore created an E2B lexicon of about 32,000 entries by manuallyngehaione available
English-Bengali machine readable dictionary and we have trained a statistical tetisiiterol
to perform E2B translation.

A second important challenge with providing access to Bengali iafimmis that a relatively
large percentage of sources are only found in printed rather thigad thgm. In FIRE 2011, the
RISOT track introduced a CLIR test collection (with both English and Bengeaties) for which
two versions of a Bengali document collection are available: one containing tigitalde text
(text collection) and a second containing text recognized from document¢sniagg Optical
Character Recognition (OCR collection) [Garain, 2011&jvo groups reported results at FIRE
2011 on monolingual (Bengaid-Bengali) OCR'd document retrieval [Garain, 2011b; Ghos
2011]. In this paper we report the first CLIR results for QCBengali documents using English
queries, which to the best of our knowledge is only the second OCR-BhHedesults for any
language (the first being Englit¢b-Chinese [Tseng, 2001]). Our results show large ar
statistically significant improvements from statistical transliteratietatistical OCR error
modeling, and their combination.

2 Statistical Trangliteration for English-Bengali

To begin we used the transliteration method described by Virga and Khudafima and
Khudanpur, 2003]. In this method, transliteration is viewed as a simptaatlr translation task.
We used the Joshua open source statistical machine translation sys&ral[L2009] which is
reconfigured in [Irvineet al, 2010] for transliteration. Pairs of transliterated words and charact
based n-gram language models are used in place of parallel sentenegsdcainegrams models.
The Berkeley aligner [DeNero and Klein, 2007] is used to automatically aligaatees in pairs
of transliterations. The language models are then trained on 2- througyartOsequences of
target language characters. The goal is to minimize the edit distance betwegsteimessoutput
and the reference transliterations. This optimization is done by usingstigaX Minimum Error
Rate Training (MERT) and a character based BLEU score objective function (B).EU
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FIGURE 1 - Plots of (a) transliteration accuracy (1 best) and average nornealized
distance with the number of training samples and (b) N-best transliteaatoracy.
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2.1 Training Data

For training, name pairs are mined from Wikipedia followamgapproach similar to one used by
Irvine et al [Irvine et al, 2010]. We obtained about 3,000 name pairs by considering
firstHeading field of the English and corresponding Bengali Wikipedia pages. Anotbép 3,
pairs were collected from other sources that contain both English and Besugels of famous
personalities, significant places (including names of Indian states, state capjalsant cities,
etc.), movies, and other named entities. A Bengali language model wasuilieby first tagging
the full Bengali news corpus from the FIRE test collection. This was domg the Stanford Part
of Speech (POS) tagger, which was trained on approximately &@0e@d Bengali sentences
(collected from Linguistic Data Consortium (LDC), University of Pennsyiveand the NLP
Tool Contest at [ICON, 2009]A total of ~30,000 unique named entities were identified throug
this process The resulting named entities were then used to construct a character n-(
language model that includes n-grams up to length ten.

2.2 Evaluation of the English-Bengali Transliteration Model

For evaluating the transliteration module, our list of 6,000 name pafsliwaed into 6 sets to
facilitate a 6-fold cross validatioffhe ratio of training, development and test data for each fc
was 4:1:1. Each set was used once as a test data and once as a develipméfg eport the
Levenshtein edit distance, optionally normalized by the length of the regestning, and the F1
measure as intrinsic evaluation measurks Figure 1(a) shows, increasing the number ¢
training pairs yields substantial improvement between 250 to 1,806, pvith less dramatic
improvements beyond 1500 training pairs - the system peafurenshows slogr change as
more data is added to the training set. For our final system (traingoon 6,000 pairs) the edit
distanceis 1.22, the normalized edit distance is@.6, and the F1measure is 0.7919. As Figur
1(b) shows, n about 46% of the cases, our system produced exactly the sameastrihg
reference in the top position, increasing to about 74% of the cases wHenkwier an exact
match somewhere in the top 10 candidates generated by our translitesiéon. sThis suggests
that using multiple transliteration alternatives in our CLIR system may b&uhelp
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3  English-Bengali CLIR System

In our CLIR model, the query in a source language (Englisfijsistranslated into the target
language (Bengali) using an EngliBengali Bilingual dictionary. The outf-vocabulary terms
are transliterated. The query in the target language is then expanded gemeyative stemmer
(i.e., a system that generates terms that would stem to the same BengaN\terconducted our
CLIR (English query and Bengali collection) experiment both on cia@hOCRd collections
separately We refer to experiments on the clean collection as the “text condition” and the
experiment on the OCR as the “OCR condition.” For the OCR condition, the query termere
further expanded using an OCR error modeling technique.

3.1 English-Bengali Bilingual Dictionary

A bilingual dictionary is available from the Ankur project [Dictionaryndated], but as
distributed it contains many unedited entriese Wected to retain only the edited entries
repeated entries were also automatically removed. This yielded 31,267 umigligh Eerms
Most of the English terms have more than one Bengali translatiogy. 13764 English terms
have only one Bengali meaning and others have multiple (up to 1&edifftranslations. In total,
there are 70,808 total term pairs (English term - Bengali translatiompuggh all English terms
are one word, many of the Bengali translations are multiple word expres3iansf 70,808 term
pairs, for 26,915 cases the Bengali translation includes more than che wo

3.2 OCRError Modeling

A key problem that distinguishes document image retrieval frorar dtiformation retrieval
problems is that character confusability during Optical Character Recogr@t®R)(can result
in mismatches between the (undistorted) query representation and thete@)jstimcument
representation. For example consider an Engjiglny word “cat”. Because of OCR errors “cat”
may be distorted to “cot” if ‘a’ is misrecognized as ‘0’ in the OCR’d documents. Therefore,
documents containing “cat” or “cot” or both should perhaps be retrieved for the query worc
“cat.” One way of doing this is to expand the query (e.g., to include the word “cot” in the query
in addition to “cat” whenever‘cat” appears in the query posed by the user). In our case, we
using Bengali search terms. In order to do this well, the systmds some model for how
Bengali characters are affected by OCR errors.

Our OCR error probabilities are built by comparing 20,000 documemtsiomg 37 million
characters of clean text with the electronic text generated from OCR. These pagag af the
RISOT collection on which we have tested our error model (note that the calléetsoabout
63,000 documents). We used a dynamic programming approachmpai® each pair of
documents and to report statistics of Unicode errors. The report details Uibde glyphs
have been inserted, deleted, or substituted in the OCR text, and with whanfrgegach error
was observed. The error counts for these 20,000 pages arenednarid global statistics,
referred to as “translation errors,” are computed. From this knowledge we build a tablg)(of
triplets <, 0, p> wheret; is translated t@; with probability p;, referred to as the corruption
probability. Note that botly ando; refer to a single codepoint or a group of codepoints. O
further investigation reveals that though the table contains more than@0@iplets, the 75 top
most frequent entries cover 80% of the error cases and our erret coodiders only them
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<top>

<num>26</num>

<title> Py S aIfarzer sEstI</title>
<desCHIOE TPHT TP S AT FAJE
A3 G ST i A e Es A o
T FE1 </desc>

<narsFEEIEs s o $R of e,
TR 8 REE WEE e T, ST

<top>

<num>26</num>

<title>Singur land dispute</title>

<desc>The land acquisition policies of the Left Rartin
Singur and the protest of Bhumi Ucched Protiro
Committee against this policy.</desc>

<narr>Relevant documents should contain informati
regarding the acquisition of agricultural land fodustrial
growth in Singur, the territorial battle betweere theft
Parties and the opposition parties, the brutal kilighe

innocent people and the protests and the criticism bylpe
from different sections of society.</narr>
</top>

AET A6 3 TACTeAT IR AR©  AFT
Tftw | </narr>

</top>

FIGURE 2- Same topic in Bengali (left) and English (right).
3.3 Formation of the Translated Query

RISOT 2011 actually provided topics in only in Bengali, but theesponding English topics are
available from the FIRE 2010 E2B CLIR task. Fig. 2 is a sample toemgali and English.
We used Lemur toolkit for our experiments [Lemur, undatedllo®ing the Indri 5.1 query
syntax, a title-only (T) query for the above topic would be posed as:

<query>

<number>26</number>

<text> #combine (singur land dispute)</text>
</query>

3.3.1 Dictionary-based Query Translation (DQT)

For a query in English, the basic idea is to look up each quey wdhe E2B lexicon, and for
Out-of-Vocabulary (OOV) terms (i.e., those not found in the E2B lexiconjséotransliteration
For example, for the above query, "singur" (the name of a placenetafound in the E2B
lexicon and thus was transliterated. For the term "fabd different translations are available in
the E2B lexicon while the term "dispute” hasatilable translations. Since we don’t have
translation preference information available, the best known approach is tedokatlternate
translation for a single term as members of a synonym set. luéhg, ghese are combined using
Indri’s '#syn' operator [Pirkola, 1998We process these multiple word expressions (on tl
Bengali side of our E2B lexicdras ordered phrases usirfgdri’s '#1' proximity operator to
enforce exact matching (e.gt 1R FTe157) will match only YT TSI together and
in that order)Before insertion of transliterations for OOV terms, the resulting Bengali doery
the example shown above would be:
<query>
<number>26</number>
<text>

#combine (¥syn (#1 (FAGHN #1 (AT o) #1 (SPMI) #1 (FTF0FT

FAN) #1 (SIS $1 (NS (A T #1 (@PT) #1 (SN #1 (TR #1 (ST

) ) #syn (#1 (SFTe[®) #1 (Sfew@y Fam #1 ((Fed) #1 (37

©F) #1 (RET®) #1 (F6AT F4T) ) )

</text>

</query>
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3.3.2 Handling of 00Vs

The English-Bengali transliteration module is used to generate one or amsi#drated versions
of eachOQV term returning the transliterations ranked in a best-first order. We then comk
some number N of those transliterations, again using the #syn apéaatdaf they were
alternative translationsyvhen 10-best transliteration for the term "singarthe above example
is included, the Bengali query becomes:

<query>
<number>26</number>
<text>
#combine (#syn (Fr@E e frem frg frag frgd Masm fmem «feg feew) .. .)
</text>
</query>

3.3.3 OCRError Modeling (OEM)

Let W, = wyw,...w, be ann-codepoint query word. Note that we refer to codepoints (i.e., a sin
Unicode value) rather than characters to avoid confusion between the printedigéat
representation; some Bengali glyphs are composed from more than onedJcociegpointWe
used the pruned set of 75 distortion probabilities learned in B&blsee Sectior8.2 above)
treating all other Bengali code points as if they have zero distortion propaB#gguming that
the codepoints of\; are corrupted by OCR independgnof each other, there may be many
distorted versions of the woltf,. On average 27.5 variants are added for each term (minimurr
maximum 128). We treat these distorted versions as synonyms, buinthaisve know the
distortion probability and thus we use the Probabilistic Structured QURS®) technique
[Darwish and Oard, 2003], which is implemented by Isdr#wsyn’ operator Let W, be a
possible distortion of query terift,,. We can then compute R, | W) as

PWoer |Wie) PWiex)

P, W) = s el

whereP(W,,) andP(W,,) are computed from the text and OCR collections. The Yemis not
considered in the expanded querP{N,,) = 0. The third componen®(W,|Wiex) is basically

P(W, —>Wsi ) which is computed from the error taltleas discussed in Sec. 3.2.

4 Evaluation

The RISOT collection contains about 63,000 Bengali docum@vigsindexed both collections
(Text and OCR) separately using the Lemur Toolkit and formed two tfpgseries: one from
each topic’s title field (T queries) and the other frogach topic’s title and description fields (TD
queries). RISOT 2011 provides 92 topics for which one or more relejadgenents are
available We limited our evaluation to the 66 topics for which at least 5 relevant documrents
known.Indri’s default retrieval model [Ponte and Croft, 1998] is used

41 Results

As a reference we report the monolingual MAP for the text conditiomg ke original Bengali
version of the topicsThis yields 0.3205 for TD and 0.2649 for T queries (runsafdl T6 in
Table 1) When we perform CLIR without transliteration (the DQT technique alone), @ty 7
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of the query terms are found in the E2B lexicon. As a result, we get relgtivet resultsa

MAP of 0.1230 for TD queries and 0.0965 for T queries (runs T2 @hdTranslation ambiguity
is not actually hurting us much in this case: manually selecting thesimege-word Bengali
translations from the alternatives available in the B2C lexicon (to eliminate botklthand

‘#syn’ operatos) results in only small apparent improvements (runs T3 and T8) thatair
statistically significant (runs T2:T3, T7:T8; p>0.1 by a two-tail t-test)

TABLE 1 - English-Bengali CLIR results for RISOT 2011 Collection, Text Condition

Retrieval

Run Q Condition Processing MAP MAP % P@5 P@10 | Rprec
T1 | TD | Monolingual -- 0.3205| 100% | 0.3762| 0.3182]| 0.3083
T2 | TD CLIR DQT 0.1230| 38% | 0.1370] 0.1167| 0.1240
T3 | TD CLIR DQT (Manual selection) | 0.1269| 40% | 0.1665| 0.1433| 0.1410
T4 | TD CLIR DQT + OOV 0.2645| 83% | 0.2887| 0.2558]| 0.2605
T5 | TD CLIR DQT + OO0V + Stemming | 0.3306 | 103% | 0.3609 | 0.3197 | 0.3204
T6 T | Monolingual 0.2649| 100% | 0.3109| 0.2630| 0.2550
T7 T CLIR DQT 0.0965| 36% | 0.1114) 0.1068| 0.0980
T8 T CLIR DQT (Manual selection) | 0.0969| 37% | 0.1271] 0.1094| 0.1080
T9 T CLIR DQT + OOV 0.2186| 83% | 0.2386| 0.2114| 0.2150
TII0| T CLIR DQT + OO0V + Stemming | 0.2689 | 102% | 0.2935 | 0.2600 | 0.2648

Incorporating thel0-best transliterations f@OV English query terms (with fully automatic E2B
translation for all other English query terms) yields substantial and statisticgilificent
improvement over DQT alone (runs T2:T4, T7:T9; p<0.01)amvalues of N (not shown) do
somewhat less well (MAP improvements from 1-best to 3-best, 3-bedidstand 5-best to 10-
best are statistically significant at p<0.05), and larger values of N yield nerfirthrovement.

As Bengali isa highly inflectional language, we then used a statistical stenjRak et al,
2011]. Given a query term, it generates all possible variations of the.\idrelstemming yields
a statistically significant improvements for both T and TD queries (FdriE5, T9:T10; p<0.01).
The best CLIR results are thus obtained from combining dictionary baseslatian with
transliteration of OOVs and generative stemming. Indeed, this combinativeved MAP
values that slightly exceed thosemonolingual retrieval (without stemming), demonstrating the
the monolingual condition should be considered as a reference and nopaeahaund.

Table 2 shows comparable results for our experiments with @i é@ndition. Again, DQT

alone does relatively poorly (runs O2 and O8) and manual selectiangéé-s/ord translations
again does not yield a significant improvement (runs 02:03, 08:09; p*&with the text

condition, transliteration yields significant improvements for the OCRd@®mn (runs 02:04,
08:010; p<0.01). Further statistically significant improvement results &R error modeling
(see Section 3.2.3) (runs 0O4:05, 010:011; p<0.01). Finally, theobesll results for the OCR
condition resulted from combining transliteration of OOV terms, modelinQ@R errors, and
stemming (runs 05:06, 011:012; p<0.01). For the OCR condition, thibination achieves
MAP valued near, but below, the corresponding monolingual MAP faestteondition.

Note that stemmed monolingual retrieval yielded MAPs equal to 0.3929 (TD).312bQ(T). If
these MAPs are used as baselines, CLIR (text condition) best performanged4%nland 86%
for T queries) of the best monolingual performance for TD queries and OOR condition
MAPSs are only 74% and 75% of the best monolingual results for TD apefles.

345



TABLE 2 - English-Bengali CLIR result®r RISOT 2011 OCR’d Collection
(The rows for Runs T1 and T6 are reference results from texiticond

Retrieval

Run | Q Condition Processing MAP MAP% P@5 P@10 Rprec

T1 | TD | Mono+Text - 0.3205| 100% | 0.3762| 0.3182| 0.3083
O1 | TD | Monolingual -- 0.2689| 84% | 0.2420 | 0.2420| 0.4166
02 | TD CLIR DQT 0.0813| 25% | 0.1025| 0.0854| 0.0679
O3 | TD CLIR DQT (Manual selection) | 0.0848| 26% | 0.1150| 0.0938| 0.0864
04 | TD CLIR DQT + OOV 0.1866| 58% | 0.2529| 0.2063| 0.1901
O5 | TD CLIR DQT+O0OV+OEM 0.2650| 83% | 0.3338| 0.2723| 0.2509
06 T CLIR DQT+OOV+OEM+Stem | 0.2915 | 91% 0.3672 | 0.2996 | 0.2760
T6 T | Mono+Text - 0.2649| 100% | 0.3109| 0.2630| 0.2550
o7 T | Monolingual 0.2222| 84% | 0.2000| 0.2000| 0.3330
08 T CLIR DQT 0.0672| 25% | 0.0847| 0.0706| 0.0560
09 T CLIR DQT (Manual selection) | 0.0701| 26% | 0.0950| 0.0775| 0.0710
O10| T CLIR DQT+O0V 0.1607| 61% | 0.1694| 0.1494| 0.1490
O11| T CLIR DQT + OOV + OEM 0.2121| 80% | 0.2236| 0.1972| 0.1965
012 | T CLIR DQT+O0OV+OEM+Stem | 0.2333 | 88% 0.2460 | 0.2169 | 0.2162

Conclusion and per spectives

We have described an EnglistiBengali CLIR system and showed that the basic dictionar
based method can be significantly improved by using transliteratmcctommodate OOV terms.
Our system has been evaluated using both a clean (digital) text @@Ranondition, and for the
OCR condition modeling of OCR errors has also been shown to sigtlificenprove retrieval
effectiveness Our reliance on affordable statistically trained techniques for stemmii
transliteration, and OCR error modeling, suggests that similar techniquesreasonably be
tried with any language for which a moderately large bilingual dictionary éasditable test
collection) are available.

Several significantesources are resulted in from this research. A list of 6,000 Engésigali
proper names has been generated. An English-Bengali transliteration &ysw available (the
system can easily be modified to a B2E transliteration system). fgksi=Bengali cleaned
dictionary consisting of about 32,000 entries is another sharable resuhicte is generated
under this work. All these resources are made freely availabtiofog further research in NLP
and CLIR involving Bengali. Comparison with stemmed monolinge#dfiaval suggests that
further improvements might be possible in some cases wheggresent E2B lexicon has gaps
In these cases, our present transliteration system fails to find the corretiteraion. This
suggests that continued work on tuning and robustness neghtodluctive. As next steps, we
plan to try (i) pre-translation and post-translatidind relevare feedback to improve robustness
and (ii) mining comparable corpora to learn additional translation candidatesdditonal way
of filling lexical gaps.
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ABSTRACT

The paper reports on the recent forum RU-EVAl new initiative for evaluation of Russian
NLP resources, methods and toolkits. It started in 2010 with evaludtinarphological parsers,
and the second event RU-EVAL 2012 (2011-2012) focused on syntaatging. Eight
participating IT companies and academic institutions submitted their results pos quarsing.
We discuss the results of this evaluation and describe the so-Galfedevaluation principles
that allowed us to compare output dependency trees, which varied greatlydihep on
theoretical approaches, parsing methods, tag sets, and dependency orientaimpkesp
adopted by the participants.

TITLE AND ABSTRACT IN RUSSIAN

RU-EVAL-2012: Ouenka napcepoB rpaMMaTHKH 3aBHCHUMOCTeM
AJIS1 PYCCKOTO SI3bIKa

RU-EVAL - 310 (opyM HO OLEHKE PYCCKOSI3BIUYHBIX PECYPCOB, METOJOB M HHCTPYMEHTOB
aBTOMaTH4eCKoW 00paboTku Tekcra. Ilepbiid 3tanm Qopyma cocrosics B 2010 roay u Obut
MOCBSILICH OLIeHKe Mopdoorndeckux napcepos (Lyashevskaya et al. 2010), Bropoii nmkn (2011-
2012) cBs3aH C OLEHKO# cuHTakcumyeckoro ananm3a Tekcta (Toldova et al. 2012). Ha
CHHTaKCHYECKOM (opyMe pe3ylIbTaThl pa3MeTKH TECTOBOIO KopIyca B (opMmaTe CHHTaKcHCca
3aBHCHMOCTEH IIpUCTand 8 yJacTHHKOB M3 KOMMEPUYECKHX KOMIIAHHH U aKaJIeMHYeCKUX
yupexJIeHHi. B craThe oMUCHIBAIOTCS MPHHIUIBI «MSTKOID» OIEHKH, II03BOJIHBINIE CPAaBHHBAThH
OTBETHI, KOTOPHIE BECbMa 3HAYMUTENHHO PA3IUYAINCh KaK TEOPeTHYECKHMH IOAXOAaMH U
METO/laMHi IIAPCHHTa, TaK M MO KOHKPETHOMY COCTaBy TErOB M HAIPABICHUIO 3aBHCHMOCTEH.
OO6cCyKIaloTesl pe3ynbTaThl, CIOXKHBIE JUIL OLCHKH CIyYaH, a TakkKe HEKOTOpbIe MpOOIEeMHBIC
TOYKA B paboTe pYCCKUX CHHTAKCHYECKHX MapCcepoB, KOTOPHIE BBIIBHIA OKCIEPTH3a
pe3yIbTaToB.

KEYWORDS: Parsing evaluation, dependency grammar, RusRiassian treebank
KEYWORDS IN RUSSIAN : Ouemca CHUHTAKCUYCCKUX IMapCe€poOB, I'paMMaTHUKa SaBHCHMOCTeﬁ,
pYyCCKuii A3bIK, pyCCKUIl TpuOaHK

Proceedings of COLING 2012: Posters, pages 349-360,
COLING 2012, Mumbai, December 2012.
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1 RU-EVAL-2012: OumeHka napcepoB TpaMMaTHKHM 3aBHCHMOCTEH JJ1s
PYCCKOro si3bIKa

CraThsi MOCBsILICHA [EPBOMY OIBITY NpoBeieHWs B Poccum ¢opyma mo OIEHKE METOHOB
ABTOMAaTHYECKOr0 CHHTAKCHYECKOrO aHaiM3a TEKCTOB Ha PYCCKOM si3bike. B 3amaunm (opyma
BXOJIJIO OLICHUTH OOIIEe MOJNIOKEHHE AeI B 3TOH 0OJACTH: KaKHE Mapcepbl PYCCKOTO s3bIKA
CYILIECTBYIOT, KAKHE TCOPETUIECKUE MOAXOABI IPEACTABIICHBI, KAKOBBI CPEIHIE U MAKCUMAIbHBIC
[OKa3aTeNy CYIIECTBYIOIMX pa3paboToK. B crarbe wu3mararorcss OCHOBHBIC HPUHIMIBL U
npoOJieMbl TTOArOTOBKM (popyma: co3paHue TeCTOBOHM KoJuleKuuu M 3onotoro cranmapra (3C),
npopaboTKa 3afaHUil 1 MEp OLEHKH, HOJBOIATCS UTOTH (pOpyMa, aHATM3HPYIOTCS PE3yIbTAThI
CpaBHEHHs1 Pa0OThl CHHTAKCHYECKHMX MAapCepoB, MPEACTaBICHHBIX Ha Qopyme. TecToBoit
KOJUICKIIMEH CIyXKWI KOPIYC U3 OTACHBHBIX MNPEIIOKEHHH U  IIOCIEAOBATEIBHOCTEM
HPEUIOKCHUIT U3 XyHDOXKECTBEHHOH M HAyYHO-IyONHMIHCTHYECKOW JIMTEpAaTyphl, a TaKKe
HOBOCTHBIX COOOIIEHUI 00IIMM 00BEMOM | MIIH. TOKEHOB.

B copeBHOBaHMM yuyacTBOBaJIM cucteMbl: SyntAutom, DictaScope Syntax, SemSin, OTAII-3,
CHHTaKTHKO-CEMaHTHUEeCKUil mapcep SemanticAnalyzer Group, AotSoft, ABBYY Compreno
(DIALOGUE 2012) Ogauu yuactHuk, Russian Malt (C.Ilapos, Jlumc, BemukoGpuranus),
y4acTBOBaJI BHE KOHKypca, B TO BpeMsi kKak y4acTHUK Link Grammar Parser (C. IIportacos,
MockBa) He CMOT KOHBEPTHPOBATh pE3yibTaThl B aJCKBAaTHBIH (opMaTr TIpaMMATHKA
3aBHCHMOCTEH M OTKA3aJICS OT y4aCTHsI B COPCBHOBAHUHL.

IIpenBapuTenbHas OLEGHKA M3BECTHBIX OTKPBITHIX CHCTEM CHHTAKCHYECKOTO aHaIM3a II0Ka3aia,
9T0 GONBLIMHCTBO IAPCEPOB UL PYCCKOTO s3bIKa 0a3MpPyIOTCS HA TpaMMATHKE 3aBHCHMOCTEIL.
Ananmu3 mpoGHOro pasodopa 100 mnpemnoxeHuil, NPEACTABICHHOTO pPa3padOTYMKAMH —
MOTCHIMANBHBIMU  ydacTHUKaMH (opyma 2011-2012, nokaszan, uyto B Poccum cucteMsl
CHHTaKCHYECKOTO aHaJIN3a Pa3BHBAINCh aBTOHOMHO, 0e3 HCIOJIb30BaHMA KaKoro OBl TO HH OBLIO
KOpITyca B KauecTBe dTaloHa. [IoCKOIbKY PacX0XKACHUS MEXKTY CHCTEMAaMH II0 COCTaBy TETOB U
[0 OPHHIUIAM YCTaHOBIICHHS CBs3efl OKa3alauCh 3HAYMTEIHHBIMH, OBUIO NMPHHATO pPEUICHHE O
TOM, YTO Ha JIAaHHOM JTalle OLCHUBATHCS JOJDKHO TOIBKO IIPAaBHILHOE ONpe/eNIeHHe CHCTeMaMu
CHHTaKCHUYECKH CBS3aHHBIX I1ap CIOBO(GOPM H YCTAHOBIECHHE «TJIABHOTO» JJIEMEHTAa B IIape.
OuneHuBanach INPaBWIBHOCTh IPUIKCHIBAHUS BEPLIMHBI 3aBUCHMON cioBodopMe (OZHAKO,
IIPaBUIIBHOCT Pa3METKH BCETO MPEUIOKEHHUS He OLICHUBANACE).

Pesynbrarhl, IOIyYeHHBIE OT YYaCTHHKOB, CpaBHHBaIHCh Ha kopmyce 3C: 800 mpemioskeHHi,
CIIydaiiHEIM 00pa3oM BBHIODAaHHBIX U3 TECTOBOM KOJUICKIMHM M Pa3MEUYEHHBIX BPYYHYIO.
IIpyHIUIBI ¥ cpelcTBAa CUHTAKCUYECKOW pa3sMETKM, UCIOJIb30BaHHbIE NP aHHOTHpoBaHMU 3C
6butn cpopmyimpoBanel B (Sokolova 2011; cp. taxxe Hovy and Lavid 2010). Pasmerka
IPOM3BOJMIACE MApaJUICIBHO TPEeMsl aHHOTaTOpaMH. bpula IpefnpHHATa IONBITKA CBECTH
pe3yJbTaThl aHaIn3a K o0ueMy (popMary aBTOMAaTHYECKH, OQHAKO, OOJIBII&T BapHaTHBHOCTH B
CIIOXKHBIX CIIydasiX He II03BOJIIIa 000HTHCE 0e3 pyJHOU MPOBEPKH.

M cnonp30BaIoCh TaK HA3BIBAEMOE «MSATKOE» OIICHUBAHHUEC: JOIYCKAJIMCh OTKJIOHEHHUS OT 3C B
OTBE€TaxX CHCTEM, 06yCJ’IOBJ’IeHHI)Ie CHeLII/I(bHKOﬁ TEOPETUUCCKUX WM TIPOU3BOACTBEHHBIX
pemeHHﬁ, €CJIN TaKHE€ PCIICHUS ITPOBOAATCSA ITOCIEA0BATEIIbHO HA BCEM TECTOBOM KOPITYCE. IIHS[
KHaCCI/ICl)I/IKaLII/II/I paCXO)KI[CHPII‘?I ¢ 3C wucnonp3oBaJiach IIKajia OIICHOK, BKJIHOYamMmas Kak
«AOITYCTUMBIC» PACXOKIACHUSA (pacxomueHnﬂ 0OBACHSIOTCS PacxXoxACHUEM B IPUHIUITAAIIBHBIX
PEUICHUAX CUCTEMBI U 3C), TaK U CCMaHTUYECKHU NJONYCTUMYH CHHTAaKCHYECKYI0 OMOHUMHUIO.
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Sentence 1819 [ B

s T g |

id token type heada |jd token type head mark
1 Kaxux « pesyremamos amod 3 1 Kakmx < pesvismamos | Kaxoi 3 0
2 ‘mmenno «— Kaxux spec |1 2 | EMeHHO < pesyiemamos Yactama 3 4
3 |pesyanTaToR — Hcdams obj 5 3 | pesyawTaToe +— sxcdame | Pog 5 0
4 moxHO pred 4 |\ momHO

5 EIATB +— UOHNCHO comp 4 3 _ Coct_ckaz 4 0
6 0T +— Hcdams comp 5 6 | oT — cdams Otmryaa.Omo 5 0
7 |coemecTHBIX — ycuauil amed |8 7 | coemecTHRIX — veutul | Kaxoi 8 0
8 vemami — om pcomp 6 2 | yomamii «— om Pog 6 0
9 umemor — youwiud mod 8§ 9 ameHoB +— Zpyrnb Pox 10 1
10 rpymme: — wreros mod 9 10 rpynne: — xcdame Ben 5 1

Puc.1. Conocrasinenue pasmerkn 3C 1 OTBETA CHCTEMBI € TpaLyaibHOI oneHkoii (mark).

Pe3ynbrarhl OLEHUBAIKCH C MCIOJIB30BAaHUEM CTaHAAaPTHBIX Mep: TouHocth (P), momuora (R)
F-mepa. TOYHOCTH OLIEHMBAIACh KaK OTHOLICHHE KOJIMYECTBA JOIYCTHMBIX OTBETOB CHCTEMBI.
Pesynsrater Unlabeled Attachment Scokecrasuin: Pmax— 0.952, Fmepa — 0.967, Pmin-
0.789, Fmepa = 0.872, cpenHuii pe3ynbrar o BceM cuctemam: Pav— 0.88.

Hawnydmme pesyiabTaThl JOCTHTHYTBI CHCTEMaMH, «OOOTAlICHHBIMU» CEMAHTHYCCKMMHU U
JPYTHMHU KCHEPTHBIMH JIMHTBUCTHYECKHMU 3HAHHAMHU. DTH CHCTEMBI CO3/aBAIIMCh OONBLINMH
KOJUICKTMBAMH BBICOKOIPO(ECCHOHAIBHBIX JIMHIBHCTOB B TEYCHHE IJIUTEIBHOIO IEpHOIaA
Bpemenu. Tperbs o ToyHocTH — cucrtema Russian MaltocHoBanHas Ha MalIMHHOM 00y4YeHUH
(MALT). O6yuenue mpoucxomuno Ha tpubanke SynTagRus (httffruscorporau), xoropsiii,
TakuM 00pa3oM, obecreurBaeT MallInHHOE 00y4eHHE ¢ BEICOKMMH Pe3yJIbTaTaMU 10 TOYHOCTH H
nosHoTe. Kak CBHIETENbCTBYIOT OCTalbHBIC PE3y/IbTAaThl, MEHEE JJOPOTHE U PECypco3aTpaTHbIC
PELICHHUS TAKXKE UMEIOT HEIUIOXYIO TOYHOCTh U HOJHOTY.

B xozxe moaroroBku u mpoBefeHus (opyma ObLIM BbIpaGOTaHbI MPHHLKIIBI U METO/BI OLICHKH
PabOThI 3aBUCHMOCTHBIX I1apCEPOB, OCHOBAHHBIX HA PA3HBIX TEOPETHUECKUX MPUHIMNAX. Takke
ObuTH co3aaHbl BaxkHble pecypesl: (a) 3C oobemom 800 mpeasokeHuil, pa3MEeYeHHBIX BPYYHYIO;
(0) IMapanemnpHblii TpubaHk, B KOTOPOM IPEACTAaBIEHA MapajUlelibHas AHHOTALUS TECTOBOTO
kopryca (1 MJIH. TOKEHOB) YETBIPHMSI CHCTEMaMH C BH3yalM3alueil 1 BO3MOXKHOCTBIO MOMCKA
(o6a pecypca npeacTaBieHsl B CBOOOIHOM NOCTYyIIE Ha caiite http://testsynt.soiza.com

OmnsIT npoBenenus popyMma MOKa3al, YTO aBTOMAaTHYECKUI CUHTAKCHYECKHI aHaNIu3 UL S3BIKOB
THIIA PYCCKOTO HMeEeT LeNbId psifi 0COOCHHOCTEH, CBA3aHHBIX C Pa3sBHTOH Mopdoiorueil u
Ooratoii omoHHMHeil Ha ypoBHe (GOpPM, a TaKKe CO CBOOOIHBIM IOPSAKOM CIIOB. ODTH
00CTOSITEECTBA CYMECTBEHHBIM 00Pa30M BIMSIOT HE TOJNBKO Ha CIENU(UKY pa3paOOTKH, HO U
Ha crenu(HUKy HPOBEACHUS CPaBHEHHS MEXITy cucTeMaMu. Ha cerommsmuuii neHb HanOoiee
pacrpoCTpaHEHHbIE U YCICIIHBIC METOBI IIPEOOICHHS JaHHBIX TPYIHOCTEH 1 METOABI OOPHOBI
C CHHTAKCHYECKOH OMOHHMMHMEH — JTO y4eT OrpaHMYCHUH Ha JICKCHUECKYI0 COYETaeMOCTb U
YCHJICHHE CTaTUCTHYECKHMH MPOIEIypaMU JIMHIBUCTHYECKHX KOMIIOHCHTOB, OCHOBAaHHBIX Ha
IpaBUIIax.
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2 Introduction

The NLP Evaluation forum RLEVAL started in 2010 as a new initiative aimed at independe
evaluation of NLP systems for Russian. The second evaluatigpeggm(20112012) is focused
on syntactic parsing. It is open both to academic institutions and iiadicstmpanies, and its
general objective is tosaess the current staté-the-art in the field and promote the developmer
of syntactic technologies. The forum has also an educational componentxpéme group
includes students who plan to work in the field of computational istiga. The forum provides
a good opportunity for them to have a hands-on experiencewofii®@NLP tools work, and to
see their strong and weak sides.

The first NLP Evaluation forum focused on morphological taggers [g&e//ru-eval.ry
Lyashevskaya et al. 2010), bringing together 15 participants from Mos8aint-Petersburg,
Yekaterinburg, Ukraine, Belarus andK. In 20112012, syntactic parsing technologies wert
evaluated (Toldova et al. 201%)was the first time such evaluation was held in Russia. This te
turned out to be much more complicated than morphological taggers evaluation.

The main features for Russian parsers are the following: they ardyniased on the
dependency trees representation, they are rule-based, and there is mo anifotation scheme
for such systems. The controversial issues we faced while workirteoevaluation routine for
Russian parsers could be explained first of all by some peculiaritiesvid Blaguages: Russian
is a morphologically rich language with a rather free word ordefadfy word order is mostly
triggered by information flow (e.g. topic-focus hierarchy, prominarigearticipants in a profiled
frame, emphasis etc.), though there exist some ‘neutral word order’ patterns, grounded in certain
discourse registers (question, beginning of narrative, etc.) and individogdhosyntactic
structures (such as Dative construction). Since frame relations are maiobded by
grammatical case and prepositions, the role of word order in the recogfisemantic-syntactic
relations shrinks dramatically. So, it is not surprising that a wide vaofprmalisms and
principles of syntactic structure representation are used for parsing Rusd@nTteere are
considerable differences in parsing outputs, depending mainly emdhiesk of the NLP system.

Since the majority of potential participants develop the dependency parsgrslepehdency
trees were evaluated. The overall procedure was organized as follows: particiganted a
tokenized text collection, processed it in their systems and sent the brasklin a unified
format. Precision and recall was assessed by comparing the result agamanttaly tagged
Gold Standard (GS). The expertise of the task output was performed igemiatically with
subsequent double manual check.

Section 3 presents possible approaches to evaluating Russian syntactic parsetisadrmbints

that should be taken into consideration. Section 4 reports on track désigmoard of
participants, datasets for the training, task and test collections, evaluationeseaglresults. In
Section 5, we discuss most systematic cases of variation in the output as setieasrucial

points that still pose a problem for many Russian parsers.

3  Approaches to evaluating Russian syntactic parsing

A preliminary study on the current state of syntactic parsing fosiBuas shown that most of
the systems use the dependency grammar representation. Given thisedepenees were
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chosen as an output format, and those participants who used mixed depetdestitcuency
representation or other formalisms, were asked to convert their results.

The general practice suggests that the organizers provide a syntactic tnestthnio use as a
GS this provides also a standard tag set, namely, names and tyjedstiohs. Moreover, most
developers use these corpora for building their systems, especthbysijstem is ML-aided. For
example, in EVALITA, Turin University Treebank (TUT) is useldat is tagged with respet
both formalisms: dependency grammar and phrase structure grabsiveg the sentences from
such treebanks as a test corpus also simplifies the procedure of autosessrrest.

During the organization we relied upon similar evaluation events (EVAL&And other
mentioned in Section 2). However, we could not simply use the main pescpEVALITA per
se for the reasons mentioned below. We did not take into accouphahagical and syntactical
tags (despite the fact that we included them into the output to make thelreaaluation easier).

For the dependency tree parsing tracks, participants got the text colipirgsgentences and
tokens. The task was to mark the syntactic head and the type of syntactic fetatmech word.

The analysis of the 100-sentence test sample, parsed by potential pastiofftaetforum 2011
2012 showed that in Russia, syntactic parsing systems developed autolypmdth®ut using
any corpus as @S. As a result, differences between the systems in both tag sqtsaigles of
tagging were so significant that on several issues there could not lsguagny single solution
for data output format. Therefore, at this point, we decided to assess ot@gtisypairs detection
and detection of the syntactic heads. In addition, we decided that theoretically motivat
divergences should not be evaluated as errors.

The main assumption of the expertise was tlwing: there is no single ‘correct’ answer to
complicated questions, and there is no ‘correct’ parsing algorithm. We tried to mark as wrong
only those parses that were motivated neither by theoretical nor by prdetitsibns. In many
cases, the solution to a complicated syntax problem depends on theaépéithe system. There
were also some problematic cases which did not have a single solutionaAfbenparison of
results, produced by different parsers, the list of problematic caseyritactic analysis and
methods for their processing were specified.

4 Participants, data sets and results

4.1 Participants

Eleven NLP groups from Moscow, St. Petersburg, Nizhniy Novgoidsgia), Donetsk
(Ukraine), and Leeds (UK) expressed their interest in participating in taatkstThese were
systems that use dependency parsing, phrase structure parsing, dmknagr and mixed
approaches The answers were submitted by eight groufyntAutom (A.Antonova and
A.Misyurev, Moscow), DictaScope Syntax (Dictum, Nizhniy Novgorod), Ser{iSiBoyarsky,
E.Kanevsky, St.Petersburg), ETAP-3 (Kharkevich Institute for Informafleansmission
Problems RAS, Moscow), syntactical-semantic analyzer from the SemanticAn&yaap
(D.Kan, St.Petersburg), AotSoft (V.Vasilyev, Moscow), Compreno (ABBYYs&tev), Russian
Malt (S.Sharoff, Leeds; participated out of competition). One of the participantel{narimk
Grammar Parser (S.Protasov, Moscolg) not succeeded in converting results to output forme
thus there were seven participants involved in the final assessment.
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4.2 Test collections and tasks

Evaluation corpus consisted of untagged texts of different types. Céopuke main track
consisted of fiction, newsjonfiction and texts from social network&%y). There were both
separate sentences (0.2 MW from the open collection of the Russian Natigpa$)Cand text
fragments. Corpus for news track consisted of text fragmemts fihe ROMIP news collection
These were sequences of three sentences picked randomly. All sentenegskenized and
indexed.

Participants were to markupsyntactic head for each token. Correctness of parsing the wh
sentence was irrelevant, only correctness of choosing the head wastevaAssessment was
conducted on &S subcorpus which included about 800 randomly selected sent&dcefo( the
main collection and 300 for the news collection) that had been manually t{@ggeskction 3.5).

4.3 Input and output format

Input data were in two different formats: plain-text without any markamd XML with
numeration and detailed tokenization. Tokenization and numeration allowed us to sithelify
assessment procedure, making it semi-automatic. Plain-text was provithedptarticipants who
take plain-text as the input.

Output format was also specified. Sentence and token numeration shatald mymeration in
the input file, for each token there should @eumber of syntactic head token, relation type ant
optionally, morphological tags (provided for experts so that they canllyze reasons of
mismatches witlsS).

4.4 Gold Standard

Before the assessment, t8& was tagged manually using the tagging tool created by Max
lonov. Each sentenceawindependently tagged by two expetten divergences were discussed
if any, and the common decision was made. Then the result veaked by the third expert.
Such procedure allowed us to achieve three aims. First, it helped tmireirthe fraction of
arguably tagged tokens. Second, organizers wanted to ‘@w@ditting’: getting the experts used
to common error of the specific system and omitting errors byeticing them. Third, tagging
was supposed to give the experts the basic knowledge about difficult cdgeshetp them form
criteria for evaluating mismatches.

The group of experts developed the tag set and principles of manuahtiom based on
(Sokolova2011, see also Hovy and Lavid 2010). Since uniformity of tagging pexddr by
several people was the main concern, the annotators were asked to choageotier possible
decisions, the most natural one which would correspotite most popular understanding of the
sentence in a possible context. The simpler and clearer decisions argréhanter-annotato
agreement score they provide.

4.5 Evaluation measures

The common evaluation strategy is to compare the output of the parsbesG8 test set (cf.
CONLL and EVALITA, Buchholz and Marsi 2006, Nivre et al. 208bsco andVazzei2012).
The test sets usually are based on a treebank used for the developtherpaers. As it was
mentioned above, there is no comparable generally accepted treebanks$mnR Moreover,
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there is a great variation in labelling syntactic relations and even in the head-mmedfiens
through parsers. For these reasons the only Unlabeled Attachment Scareemeastaken into
account. In the dependency parsing each token in the sentencerng@sisegonly one Head ID.
Thus, the precision could be measured as the percentage of tokens with correct or “admissible”
heads. As noted above, we considered certain kinds of mismatchesrb#te/&& variant and
the system response as acceptable.

The assessment assumed comparing the ID number on the tagged head tokezaelith the
corresponding number in the@S The match was automatically marked as 0. Mismatches (alc
with matches, however) were given to the experts for further iestion. They could marka
mismatch as:

1— system error

2— GSerror

3 — acceptable mismatch (theoretical difference between the system dafl)the
4 — acceptable mismatch (in case of homonymy)

5— the response matches B8, but they are both wrong

6 — syntactic head is not specified for the token, but it should be specified

7 — syntactic head is not specified for the token, and could be omitted

8 — uncertain

9 — other (cases thalb not fall into categories-B).

There were a significant number of mismatches in choices of syntactic relmdotions among
parsers. These were not mistakes but decisions made during the sy#geispment, so they
could not be qualified as errors. For the purpose of simplificati@ssfssment, the participants
agreed to unify relation directions in some cases, such as: (gsgtien— noun; (2) auxiliary
verb- lexical verb; (3) relations in coordinating constructions.

However, the other dependencies had to be consistent with the decisionsiocgrsech relation
directions. For example, if auxiliary verbs were taken to be heads,stligacts had to be
dependents of auxiliary verbs, whereas if main verbs were considzadd, lthen subjects had to
be dependents of main verbs; in the case of coordination, it was teetgads established by ¢
system that had to be conjoined, e.g. if noun (noun phrase)corasidered a head of a
prepositional phrase, then only nouns (noun phrases) could beinechjdor prepositional
phrases to form a coordinated structure. We did not penalize such decs$ionls they be not
unified, — again, preided that they (and the “outer” dependencies) were consistent throughout
the output. When relation directions were unified and converted @ $fermat, but there were
still “old” mismatches with “outer” dependencies (i.e. relation directions were updated so as to fit
the GS format, but their dependencies were not), such cases were treated as -artifactsrsion
errors.

The number of such cases was significant, so they requirttefuletailed assessment. After the
developers got access to their intermediate scores, they sent some commehtgroved to be
of great help in improving the assessment design. But evermtherould not fully eliminate
‘false positives’, where penalty was assigned by mistake (see Section 5 for the discussion of
some difficulties that we had to face).
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4.6 Results

The results of the main track are shown in tabl&czording to the “soft” evaluation measures
the best result has been achieved by ABBYY Compreno (precision &98@asure 0,967). The
results of the ETAP3 system are slightly lower. The average precision was 88,8.

Mask name P R F1 System Name

Trieste 0,952 0,983 0,967 Compreno

Marceille 0,933 0,981 0,956 ETAP-3

Barcelona 0,895 0,980 0,935 SyntAutom

Toulon 0,889 0,947 0,917 SemSyn

Brega 0,863 0,980 0,917 Dictum

Nice 0,856 0,860 0,858 SemanticAnalyzer Group
Napoli 0,789 0,975 0,872 AotSoft

TaBLE 1 - Dependency parsing, main track evaluation.

The best results have been achieved by two systems that developed tleesr authe basis of
manual rule-based approach, enriched with a thoroughly elaborated seomanfionent by
teams of linguist experts. However, low-time-consuming systent$y as SyntAutom, have also
proved to be reliable. One of the systems, Russian Malt, was based madh@e-learning
technology. It used the SynTagRus Treebalnitp(//ruscorpora.nuas a learning corpus and
achieved the thirdighestresults (the results are not shown in the chart since the syst
participated out of competition). In the next section we will discuss in dsaie questions
touched upon durinRU-EVAL 2012 and the difficulties that we had to face.

5 Discussion

5.1 Variation in parsing

As it has been mentioned above, the systems vary significantly with tesp&ag sets and
dependency assignment rules. It is only in the sistplases (e.g. attributes that agree witl
nouns) that therés hardly any variation at allMore often, the systems process a particule
construction in several different ways. For instance, while in some paisgyle clauses can be
connected with each other by means of establishing a syntactic relation beteieererthal
heads, other analyzers parse a complex sentence by linking its simple clatisea w
subordinating conjunction.

What is more important, there can be cases where there is no uniémretital decision within
dependency formalism. Sometimes it generally remains unclear whichf ahe onits of the
syntactic relation is the head or dependent (lomdin 1990, Gladkij 1978 &ubiguities
emerge when different criterions on head-dependent distinction yield diffesults (Testelets
2001), or not a single criterion is applicable.

(1)  (pol’zovat’sya) velikimi(Adjl) i udivitel’nymi(Adj2) blagam{N)
(use) wonderful and great amenities
AN =i i — Adjl; i — Adj2; B. N— Adj1; Adjl — i — Adj2;
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C. N— AdjL; Adjl — i; Adjl — Adj2; D. N— Adjl; Adjl — Adj2; Adj2 — i.

The coordinated structure in (1) can be parsed in several ways: a comjwastibe treated as a
head itself (A); the coordinated group can form a linear dependetitdiedn (B); it can be
treated as a dependent on any element in the coordinated group (C andtbis Ewample, no
parsing result can be argued to be a system error, as long as the vandieated structure is
successfully parsed in a consistent way.

Further steps should be taken to reduce variation in dependency relabetss so that tag
assignment evaluation could be performed. Theeeconsiderable variation in classifications o
dependency relations: some of them are based on morphological propettieshe&d or of the
dependent while others rely upon general syntactic functioagiefn word form. For example,
one system has the tag ‘card' (cardinal) for encoding the numeraldependency;ni other
systems, quantifier is just an instanceamoun modifier. Merging different classifications is still
a goal to be achieved.

5.2 Qualitative output analysis: some problem cases

After we hadanalyzed all systems’ answers, we came to the conclusion that there were no
‘universal problem cases’ — cases that cannot be properly parsed with all systems, and
conclusion is a pleasant fact indeed. A special case example here woulépositgmal
dependents (it can have verb as a head irrespective of weather it is aardrguan adjunct or a
noun as a dependent in an NP). If there are several head candidates in @ sdmgeparsers
choose either the first noun preceding prepositional dependent, or vedshl dr the closest
finite verb in a treeYet many thus generated variants are not semantically admissible, com
acceptable examples (2A-C), (3A-B) to inacceptable ones (2D), (3C):

(2) Google prodolzhaet ukrepljat’ pozidi na rynke
GoogleNOM.SG continues strengthen.INF position.AC@PL market.LOC.SG
prilozhenij dlja sovmestnoj raboty.

application.GEN.PL for  collaborative. GEN.SG work.GEN.SG
“Google continues strengthening positions on the market of applications for collaborative work”.

A. Ok pozidi ‘position.ACC.PL” — na rynke‘on market. LOC.SG’

B. Ok ukrepljat’ ‘strengthen.INF’ — na rynke‘on market.LOC.SG’

C. OK prilozhenij ‘application.GEN.PL’ — dlja sovmestnoj rabotyfor collaborative. GEN.SG
work.GEN.SG’

D.* ukrepljat’ — dlja sovmestnoj rabotifor collaboraive. GEN.SG work.GEN.SG’

(3) chto mozhet dobit’sja svojej celi lish’  pri
that can achieve.INF REFL.POSS.GEN.SG goal.GEN.SG ordy

odnom uslovii...
one.LOC.SG condition.LOC.SG

*...that [he] can achieve his goal only ona single condition...’

A. OK dobit’sja ‘achieve. INF* — pri uslovii ‘on condition.LOC.SG’
B. Okmozhet‘can’ — pri uslovii ‘on condition.LOC.SG’
C. *celi ‘goal. GEN.SG’ — pri uslovii ‘on condition. LOC.SG’
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There are certainly much more errors in complex sentences. Among theypicak problem
cases is establishing the simple (dependent) clause head in a clause that firecdelssndent
one. Similarly, nominal and copular heads may not be regarded adgoasithidates for being a
clause head. Finally, quite often are the cases when a distant dependent is canecte
hypothetical head across the clause boundary and the cases whenrdrmain undefined for
words absent from the system dictionary (words and alii@w like “OC”, “Intel” etc.).

Conclusion

The RU-EVAL 2012 has brought together a considerable numberaaiipanies and academic
groups that work on Russian syntax parsing, and made ibfgoss assess the statéthe-art in
the field (so far, mostly in Russia). The forum has shown tleatnjority of parsers for Russian
are based on dependency formalism. They are rule-based.

The event has the following practical outcomes:

¢ A manually tagged standard set, consisting of 800 sentencesdis available through
testsynt.soiza.com; the guidelines for tagging accordings®principles have been
compiled and tested.

e Variations in theoretical and practical decisions between existing parsers bawe
registered.

e The treebank with parallel annotation (1 min. tokens, annotated bypfuaticipants) is
made available at http://testsynt.soiza.¢dtmis presumed that the treebank can enab
reliable machine learning for parsing.

The RU-EVAL 2012 has shown that there are three basic approaches to parRuogsian:

1. systems, manually enriched with expert linguistic knowledge (CompESHR-3);
2. automata-based systems (SyntAutom);
3. machine-learning systems.

The manually enriched with rules systems have shown the best rétmltever, low-time-
consuming systems, such as SyntAutom, have also provesl riglible. The results have also
demonstrated that there exists at least one Russian treebank that enables mel@ihe
learning for parsing Russian (the Russian Malt system). Althougki&uis a free-word order
language with a rich morphology, the quality of syntactic parsing te gigh. The majority of
Russian parsers override the difficulties due to lack of word order amstby developing
semantic components and integrating statistical approaches into the rulesystsets. The best
result has been demonstrated by the system that heavily dependedamticsceomponents and
took into consideration the semantic constraints on lexeme co-occurrence.
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ABSTRACT

Many approaches to sentiment analysis rely on lexica where words are tagged with their prior
polarity - i.e. if a word out of context evokes something positive or something negative. In
particular, broad-coverage resources like SentiWordNet provide polarities for (almost) every
word. Since words can have multiple senses, we address the problem of how to compute
the prior polarity of a word starting from the polarity of each sense and returning its polarity
strength as an index between -1 and 1. We compare 14 such formulae that appear in the
literature, and assess which one best approximates the human judgement of prior polarities,
with both regression and classification models.

TITLE AND ABSTRACT IN ITALIAN

Valutazione dell’intensita emotiva delle parole nelle polarita
a-priori

Molti approcci alla sentiment analysis fanno affidamento su lessici in cui le parole sono
contrassegnate con la loro polarita a-priori - ossia, se una parola fuori contesto evoca qualcosa
di positivo o qualcosa di negativo. In particolare, risorse a copertura ampia come SentiWordNet
forniscono le polarita per (quasi) ogni parola. Poiché le parole possono avere molteplici sensi,
dobbiamo affrontare il problema di come calcolare la polarita a-priori di una parola partendo
dalla polarita di ogni suo senso e restituendo la sua intensitd emotiva sotto forma di un indice
compreso tra -1 e 1. In questo articolo, confrontiamo 14 di queste formule, apparse nella
letteratura, e stabiliamo quale di esse approssimi meglio il giudizio degli umani sulle polarita
a-priori, sia con modelli di regressione che di classificazione.

KEYWORDS: Prior Polarities, Sentiment Analysis, SentiWordNet.

KEYWORDS IN ITALIAN: Polarita a-priori, Sentiment Analysis, SentiWordNet.
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1 Introduction

Many approaches to sentiment analysis use bag of words resources - i.e. a lexicon of positive
and negative words. In these lexica, words are tagged with their prior polarity, that represents
how a word is perceived out of context, i.e. if it evokes something positive or something
negative. For example, wonderful has a positive connotation - prior polarity -, and horrible
has a negative prior polarity. The advantage of these approaches is that they don’t need deep
semantic analysis or word sense disambiguation to assign an affective score to a word and are
domain independent (so, less precise but portable).

Unfortunately, many of these resources are manually built and have a limited coverage. To
overcome this limitation and to provide prior polarities for (almost) every word, other broad-
coverage resources - built in a semi-automatic way - have been developed, such as SentiWordNet
(Esuli and Sebastiani, 2006). Since words can have multiple senses and SentiWordNet provides
polarities for each sense, there is the need for “reconstructing” prior polarities starting from
the various word senses polarities (also called ‘posterior polarities’). For example, the adjective
cold has a posterior polarity for the meaning “having a low temperature” - like in “cold beer” -
that is different from the polarity in “cold person” that refers to “being emotionless”. Different
formulae have been used in the previous literature to compute prior polarities (e.g. considering
the posterior polarity of the most frequent sense, averaging over the various posterior polarities,
etc.), but no comparison or analysis has ever been tried among them. Furthermore, since such
formulae are often used as baseline methods for sentiment classification, there is the need to
define a state-of-the-art performance level for approaches relying on SentiWordNet.

The paper is structured as follows: in Section 2 we briefly describe our approach and how it
differentiates from similar sentiment analysis tasks. Then, in Section 3 we present SentiWordNet
and overview various formulae appeared in the literature, which rely on this resource to
compute words prior polarity. In Section 4 we introduce the ANEW resource that will be used
as a gold standard. From section 5 to 7 we present a series of experiments to asses how good
SentiWordNet is for computing prior polarities and which formula, if any, best approximates
human judgement. Finally in Section 8 we try to understand whether the findings about
formulae performances can be extended from the regression framework to a classification task.

2 Proposed Approach

In this paper we face the problem of assigning affective scores (between -1 and 1) to words.
This problem is harder than traditional binary classification tasks (assessing whether a word
- or a fragment of text - is either positive or negative), see (Pang and Lee, 2008) or (Liu and
Zhang, 2012) for an overview. We want to asses not only that pretty, beautiful and gorgeous are
positive words, but also that gorgeous is more positive than beautiful which, in turn, is more
positive than pretty. This is fundamental for tasks such as affective modification of existing texts,
where not only words polarity, but also their strength, is necessary for creating multiple “graded”
variations of the original text (Guerini et al., 2008). Some of the few works that address the
problem of sentiment strength are presented in (Wilson et al., 2004; Paltoglou et al., 2010),
however, their approach is modeled as a multi-class classification problem (neutral, low, medium
or high sentiment) at the sentence level, rather than a regression problem at the word level.
Other works, see for example (Neviarouskaya et al., 2011), use a fine grained classification
approach too, but they consider emotion categories (anger, joy, fear, etc.), rather than sentiment
strength categories.
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On the other hand, even if approaches that go beyond pure prior polarities - e.g. using word
bigram features (Wang and Manning, 2012) - are better for sentiment analysis tasks, there are
tasks that are intrinsically based on the notion of words prior polarity. Consider for example
the task of naming, where evocative names are a key element to a successful business (Ozbal
and Strapparava, 2012; Ozbal et al., 2012). In such cases no context is given for the name and
the brand name alone, with its perceived prior polarity, is responsible for stating the area of
competition and evoking semantic associations.

3 SentiWordNet

One of the most widely used resources for sentiment analysis is SentiWordNet (Esuli and
Sebastiani, 2006). SentiWordNet is a lexical resource in which each word is associated
with three numerical scores: 0bj(s), Pos(s) and Neg(s). These scores represent the
objective, positive and negative valence of the entry respectively. Each entry takes the form
lemma#post#sense-number, where the first sense corresponds to the most frequent.

Obviously, different word senses can have different polarities. In Table 1, the first 5 senses of
cold#a present all possible combinations: a negative score only (cold#a#1 and cold#a#2),
a positive and objective score only (cold#a#5, cold#a#3), and mixed scores (cold#a#4).
Intuitively, mixed scores for the same sense are acceptable, like in “cold beer” vs. “cold pizza”.

PoS Offset PosScore  NegScore  SynsetTerms

a 1207406 0.0 0.75 cold#a#1
a 1212558 0.0 0.75 cold#a#2
a 1024433 0.0 0.0 cold#a#3
a 2443231 0.125 0.375 cold#a#4
a 1695706 0.625 0.0 cold#a#b

Table 1: First five SentiWordNet entries for cold#a

3.1 Prior Polarities Formulae

In this section we review the main strategies for computing prior polarities from the previous
literature. All the prior polarities formulae provided below come in two different versions
(except uni and rnd). Given a lemma with n senses (lemma#pos#n), every formula f is
applied - separately - to all the n posScores and negScores of the 1lemma#pos; once the
prior polarities for positive and negative scores are computed according to that formula, to map
the result to a single polarity score (that can be either positive or negative), the possibility is:

1. f,, = MAX(|posScore|,|negScore|) - take the max of the two scores
2. fg =|posScore|—|negScore| - take the difference of the two scores

Both versions range from -1 to 1. So, considering the first 5 senses of
cold#a in Table 1, the various formulae will compute posScore(cold#a) start-
ing from the values <0.0,0.0,0.0,0.125,0.625> and negScore(cold#a) starting from
<0.750,0.750,0.0,0.375,0.0>. Then either f,, or f; will be applied to posScore (cold#a)
and negScore (cold#a) to compute the final polarity strength. For the sake of simplicity, we
will describe how to compute the posScore of a given lemma, since negScore can be easily
derived. In details posScore stands for posScore (lemma#pos), while posScore; indicates
the positive score for the it" sense of the 1emma#pos.
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rnd. This formula represents the baseline random approach. It simply returns a random number
between -1 and 1 for any given lemma#pos.

swrnd. This formula represents an advanced random approach that incorporates some “knowl-
edge” from SentiWordNet. It returns the posScore and negScores of a random sense of the
lemma#pos under scrutiny. We believe this is a fairer baseline than rnd since SentiWordNet
information can possibly constrain the values. A similar approach has been used in (Qu et al.,
2008), even though the authors used the polarity information from the first match of the term
in the SentiWordNet synsets list - i.e. ignoring senses order - rather than a pure random sense.

posScore = posScore; where i =RANDOM(1,n) (@)

fs. In this formula only the first (and thus most frequent) sense is considered for the given
lemma#pos. This is equivalent to asking for lemma#pos#1 SentiWordNet scores. Based on
(Neviarouskaya et al., 2009), (Agrawal et al., 2009) and (Guerini et al., 2008) (that uses the
fsm approach), this is the most basic form of prior polarities.

posScore = posScore, 2)

mean. It calculates the mean of the positive and negative scores for all the senses of the given
lemma#pos, and then returns either the biggest or the difference of the two scores. Used for
example in (Thet et al., 2009), (Denecke, 2009) and (Devitt and Ahmad, 2007). An approach
explicitly based on mean, is instead presented in (Sing et al., 2012).

n
._,posScore;
posScore = L 3)
n
senti. This formula is an advanced version of the simple mean, and concludes that only senses
with a score # 0 should be considered in the mean:

" posScore;
posScore = L 4)
numPos

where numPos and numNeg are the number of senses that have, respectively, a posScore > 0

or negScore < 0 value. It is based on (Fahrni and Klenner, 2008) and (Neviarouskaya et al.,
2009).

uni. This method, based on (Neviarouskaya et al., 2009) extends the previous formula, by
choosing the MAX between posScore and negScore. In case posScore is equal to negScore
(modulus) the one with the highest weight is selected, where weights are defined as

. numPos
posWeight = — (5)

As mentioned before, this is the only method, together with rnd, for which we cannot take
the difference of the two means, as it decides which mean (posScore or negScore) to return
according to the weight.
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wl. This formula weighs each sense with a geometric series of ratio 1/2. The rationale behind
this choice is based on the assumption that more frequent senses should bear more “affective
weight” than very rare senses, when computing the prior polarity of a word. The system
presented in (Chaumartin, 2007) uses a similar approach of weighted mean.

n 1
2i=1(555 x posScore;)
n

posScore =

©)

w2. Similar to the previous one, this formula weighs each lemma with a harmonic series, see
for example (Denecke, 2008):

Y1 (5 x posScore;)
n

)

posScore =

4 ANEW

To asses how well prior polarity formulae perform, a gold standard is needed, with word
polarities provided by human annotators. Resources, such as sentiment-bearing words from the
General Inquirer lexicon (Stone et al., 1966) are not suitable for our purpose since they provide
only a binomial classification of words (either positive or negative). The resource presented in
(Wilson et al., 2005) uses a similar binomial annotation for single words; another potentially
useful resource is WordNetAffect (Strapparava and Valitutti, 2004) but it labels terms with
affective dimensions (anger, joy, fear, etc.) rather than assigning a sentiment score.

We then choose ANEW (Bradley and Lang, 1999), a resource developed to provide a set of
normative emotional ratings for a large number of words (roughly 1 thousand) in the English
language. It contains a set of words that have been rated in terms of pleasure (affective valence),
arousal, and dominance. In particular for our task we considered the valence dimension. Since
words were presented to subjects in isolation (i.e. no context was provided) this resource
represents a human validation of prior polarities strength for the given words, and can be used
as a gold standard. For each word ANEW provides two main metrics: anew,,, which correspond
to the average of annotators votes, and anew,, that gives the variance in annotators scores for
the given word. In the same way these metrics are also provided for the male/female annotator
groups.

5 Dataset pre-processing

In order to use the ANEW dataset to measure prior polarities formulae performance, we had to
align words to the 1emma#pos format that SentiWordNet uses. First we removed from ANEW
those words that did not align with SentiWordNet. The adopted procedure was as follows: for
each word, check if it is present among SentiWordNet lemmas; if this is not the case, lemmatize
the word with TextPro (Pianta et al., 2008) and check again if the lemma is present?. If it is not
found, remove the word from the list (this was the case for about 30 words of the 1034 present
in ANEW).

The remaining 1004 lemmas were then associated with the PoS present in SentiWordNet to get
the final 1emma#pos. Note that a lemma can have more than one PoS, for example, ‘writer’ is

1We didn’t lemmatize words in advance to avoid duplications (for example, if we lemmatize the ANEW entry
‘addicted’, we obtain ‘addict’, which is already present in ANEW).
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present only as a noun (writer#n), while ‘yellow’ is present as a verb, a noun and an adjective
(yellow#v, yellow#n, yellow#a). This gave us a list of 1494 words in the lemma#pos
format. For each word, we tested the metrics described in Section 3.1 and annotated the results.

6 Evaluation Metrics

Given a formula for the prior polarities (f), we consider two different metrics to asses how well
a formula performs on the ANEW dataset. The first metric is the Mean Absolute Error (MAE),
that averages the error of the given formula on each ANEW entry. So given n words w, we
compute MAE as follows:

2o If (wy) — anew, (w))]

n

MAE = (€]
In multi-class classification problems a similar approach, based on Mean Squared Error (MSE),
is used (based on a fixed threshold): if the strength of a sentence is high, classifying it as neutral
(off by 3) is a much worse error than classifying it as medium (off by 1), (Wilson et al., 2004).
The second metric, instead, tries to asses the percentage of successes of a given formula in
assigning correct values to a word:

2?21 [If (w)— anew,‘(wi)l < %anewg(wi)] _ 2?21 [—% < zscore(w;) < %]

n n

success =
(©)]

Success, for a given word, is obtained when its z-score is between -0.5 and 0.5, i.e. the value
returned by the formula, for the given word w;, falls within one standard deviation anew,(w;)
centered on the ANEW value. Assessing success according to the ANEW variance has the
advantage of taking into account whether the given word has a high degree of agreement
among annotators or not: for words with low variance (high annotator agreement) we need
formulae values to be more precise. This approach is in line with other approaches on affective
annotation that either assume one standard deviation (Grimm and Kroschel, 2005) or two
(Mohammad and Turney, 2011) as an acceptability threshold and we chose the strictest one.

Finally, to capture the idea that the best approach to prior polarities is the one that maximizes
success and minimizes error at the same time, we created a simple metric:

success
s/e=
MAE

(10

We decided to model the problem using MAE and success - rather than simply MAE (or MSQ)
- in a regression framework, because we believe that apart from classification and ranking
procedures (see (Pang and Lee, 2008) for an overview) traditional regression frameworks also
cannot properly handle annotator’s variability over polarity strength judgement (i.e. there is
not a “true” sentiment value for the given word, rather an acceptability interval defined by the
variability in annotators perception of prior polarity).

7 Analysis and Discussion

In Table 2, we present the results of the prior formulae applied to the whole dataset (as described
in Section 5). In the following tables we report success and MAE for every formula; all formulae
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are ordered according to the s/e metric. For the sake of readability, statistically significant
differences in the data are reported in the discussion section. For MAE the significance is
computed using Student’s t-test. For success we computed significance using y? test.

Metrics | w2, wl, mean, senti, fs, sentiy uni fsq w2; meany wl; swrnd; swrnd, rnd
MAE 0.377 0.379 0.378 0.379 0.390 0.381 0.380 0.390 0.380 0.382 0.382 0.397 0.400 0.624
success [ 32.5% 32.5% 32.3% 32.3% 33.1% 31.7% 31.5% 32.1% 31.2% 30.9% 30.9% 30.5% 30.6% 19.9%
s/e 0.864 0.858 0.856 0.852 0.848 0.834 0.830 0.825 0.820 0.810 0.810 0.767  0.765 0.319

Table 2: Function performances for all 1lemma#pos

Metrics | w2, wl, mean, senti, fs, sentiy uni fsq w2; meany wl; swrndy; swrnd, rnd
MAE 0.381 0.384 0.383 0.385 0.405 0.388 0.386 0.404 0.387 0.390 0.390 0.418  0.422 0.638
success [ 33.1% 32.9% 32.7% 32.6% 34.0% 31.6% 31.2% 32.3% 30.6% 30.2% 30.2% 29.3% 29.6% 21.1%
s/e 0.868 0.857 0.854 0.846 0.840 0.815 0.809 0.800 0.791 0.774 0.774 0.702  0.700 0.331

Table 3: Function performances for 1emma#pos with at least 1 SWN score # 0

We also focused on a particular subset to reduce noise, by ruling out “non-affective” words, i.e.
those 1lemma#pos that have posScore and negScore equal to O for all senses in SentiWordNet
- and for which the various formulae f (w) always returns 0. Ruling out such words reduced the
dataset to 55% of the original size to a total of 830 words. Results are shown in Table 3.

SentiWordNet improves over Random: the first thing we note - in Tables 2 and 3 - is that
rnd, as expected, is the worst performing metric, while all other metrics have statistically sig-
nificant improvements in results for both MAE and success (p<0.001). So, using SentiWordNet
information for computing prior polarities increases the performance above baseline, regardless
of the prior formula used.

Picking up only one sense is not a good choice: Interestingly swrnd and fs have very similar
results which do not differ significantly (considering MAE). This means, surprisingly, that taking
the first sense of a 1lemma#pos has no improvement over taking a random sense. This is also
surprising since in many NLP tasks, such as word sense disambiguation, algorithms based on
most frequent sense represent a very strong baseline?. In addition, picking up one sense is also
one of the worst performing strategies for prior polarities and considering the mean error (MAE)
the improvement over swnrd,,;q and fs,, 4 is statistically significant for all other formulae
(from p<0.05 to p<0.01).

Is it better to use f,, or f;?: The tables suggest that there is a better performance of prior
formulae using f,, over strategies using f; (according to s/e such formulae rank higher). Still,
on average, the MAE is almost the same (0.380 for f,, formulae vs. 0.383, see Table 3).
According to success, using the maximum of the two scores rather than the difference yields
slightly better results (32.5% vs. 31.4%).

Best performing formula, weighted average: Best performing formulae on the whole dataset
(according to s/e) are w2,, and w1, (both on all words, in Table 2, and affective words in
Table 3). In details, focusing on MAE and success metrics, and comparing results against
swnrndy (the worst performing approach using SentiWordNet) we observe that: (i) considering
MAE, significance level in Table 2 indicates that w2, mean,,, wl,,, senti,, perform better
than swnrnd, (p<0.01). For Table 3 the same holds true but also including uni (p<0.01).

2In SemEval 2010 competition, only 5 participants out of 29 performed better than the most frequent threshold
(Agirre et al., 2010).
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(ii) Considering success the significance levels are milder, with p<0.05 and only for the best
performing function on this metric (fs,,).

8 Prior Polarities and Classification tasks

Given the findings of the previous sections we can conclude that not all approaches to prior
polarities using SentiWordNet are equivalent, and we manage to define a state-of-the-art
approach. Still, since we conducted our experiments in a regression framework, we have to
check if such findings also hold true for sentiment classification tasks, which are the most widely
used. In fact, it is not guaranteed that significant differences in MAE or success are relevant
when it comes to assessing the polarity of a word. Two formulae can have very different error
and success rates on polarity strength assessment, but if they both succeed in assigning the
correct polarity to a word, from a classification perspective the two formulae are equivalent.

In Table 4 we present the results of prior polarities formulae performance over a two-class
classification task (i.e. assessing whether a word in ANEW is positive or negative, regardless
of the sentiment strength). We also considered a classifier committee (cc) with majority vote
on the other formulae (random approaches not included). Significance is computed using an
approximate randomization test (Yeh, 2000) and formulae are ordered according to F1 metric.
Note that in this task the difference between f,,, and f; is not relevant since both versions always
return the same classification answer.

w2 mean  wl cc sentiful  uni fs swrnd  rnd
Precision | 0.712 0.708 0.706 0.705 0.703  0.698 0.687 0.666 0.493
Recall 0.710 0.707 0.705 0.704 0.702 0.699 0.675 0.653 0.493
F1 0.711 0.707 0.706 0.705 0.702  0.698 0.681 0.659 0.493

Table 4: Precision, Recall and F1 in the classification task on positive and negative words.

Results are very similar to the regression case: all classifiers have a significant improvement over
a random approach (rnd, p<0.001), and most of the formulae also over swrnd with p<0.05.
As before, fs has no improvement over the latter (i.e. also in this case choosing the most
frequent sense has the same poor performances of picking up a random sense). Furthermore w2,
mean and w1 - the best performing formulae in the regression case -have a stronger significance
over swrnd with p<0.01. This means that also for the classification task we can define a
state-of-the-art approach for prior polarities with SentiWordNet based on (weighted) averages.

9 Conclusions

In this paper we have presented a series of experiments in a regression framework that
compare different approaches in computing prior polarities of a word starting from its posterior
polarities. We have shown that a weighted average over word senses is the strategy that best
approximates human judgment. We have further shown that similar results holds true for
sentiment classification tasks, indicating that also in this case that a weighted average is the
best strategy to be followed.
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ABSTRACT

Producing annotated corpora for resource-poor languages can be prohibitively expensive, while
obtaining parallel, unannotated corpora may be more easily achieved. We propose a method of
augmenting a discriminative dependency parser using syntactic projection information. This
modification will allow the parser to take advantage of unannotated parallel corpora where
high-quality automatic annotation tools exist for one of the languages. We use corpora of
interlinear glossed text—short bitexts commonly found in linguistic papers on resource-poor
languages with an additional gloss line that supports word alignment—and demonstrate this
technique on eight different languages, including resource-poor languages such as Welsh, Yaqui,
and Hausa. We find that incorporating syntactic projection information in a discriminative
parser generally outperforms deterministic syntactic projection. While this paper uses small
IGT corpora for word alignment, our method can be adapted to larger parallel corpora by using
statistical word alignment instead.

KEYWORDS: Dependency Parsing, Syntactic Projection, Interlinear Glossed Text.
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1 Introduction

The development of large-scale treebanks has significantly improved the performance of statisti-
cal parsers (e.g. Klein and Manning, 2001; Collins and Koo, 2005; de Marneffe et al., 2006)
Unfortunately, resources such as these typically only exist for a handful of languages, because
building large treebanks is very labor-intensive and often cost-prohibitive. As thousands of other
languages have no such resources, other techniques are required to attain similar performance.

One way in which natural language tools might be created for resource-poor languages is by
using resources containing translations between resource-rich and resource-poor languages
and use the alignment information to transfer information to the resource-poor ones. Syntactic
projection takes advantage of existing tools used to annotate a resource-rich language in a
corpus, and transfers the analysis to the resource-poor language by means of syntactic projection
using word-to-word alignment (Yarowsky and Ngai, 2001; Hwa et al., 2002).

While little annotated data typically exists for resource-poor languages, some work has been
done examining the utility of interlinear glossed text (IGT) (Xia and Lewis, 2007; Lewis and Xia,
2008), a format used for illustrative examples in linguistic papers. An IGT instance includes
a language line which is a phrase or sentence in a foreign language, a gloss line that shows
word-to-word translation, and a translation line which is normally in English. We chose IGT for
this study because the gloss line can serve as a bridge for aligning the words in the language
line and the translation line. The method proposed in this paper can be easily extended when
IGT is replaced by bitexts of sufficient size to train a high-quality word aligner.

In this paper, we investigate the possibility of using small corpora of interlinear text and syntactic
projection to bootstrap a dependency parser and improve the resulting parses over projection
alone.

2 Background

Before presenting our system, we will first describe previous studies on syntactic projection.
Next, we will describe the phenomenon of linguistic divergence, and explain why this can affect
projection performance. Finally, we will describe interlinear glossed text (IGT) in more detail
and highlight the ways in which it is well-suited to this task.

2.1 Syntactic Projection

Syntactic projection via word alignment has shown promise in adapting resources between
languages. Merlo et al. (2002) demonstrated a technique of classifying verb types via projection,
while Yarowsky and Ngai (2001) worked on projecting POS taggers and NP bracketers. Hwa
et al. (2004) bootstrapped both phrase and dependency parsers. While these systems did not
match the performance of supervised systems, they do succeed in demonstrating that even a
small amount of information can significantly boost the performance of a baseline system.

Syntactic projection, however, suffers from a major flaw—using word alignment to transfer
analyses between languages assumes that the language pair represents the similar sentences
using similar structures. Hwa et al. (2002) referred to this as the Direct Correspondence
Assumption, or DCA. As useful as this assumption may be, Dorr (1994) discussed how languages
may be divergent in their representations of similar sentences in semantic, syntactic, or lexical
representations.
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(a) Original IGT representation and word alignment (b) The dependency trees for Hindi and English

between the three lines.

Figure 1: An example of the light verb construction in Hindi.

2.2 Linguistic Divergence

Dorr (1994) defined several types of translation divergence. These variations, or linguistic
divergence, can be problematic for projection algorithms, as the assumptions that projection
relies on may not hold. One example which may affect projections is the light-verb construction.
Take as an example the Hindi sentence in Figure 1, where an English verb (“inaugurated”)
is represented in Hindi as a light verb (“did”) plus a noun (“inaugurate”). As a result, the
dependency structures in English and Hindi are not identical, as illustrated in Figure 1(b).

In order to address some of the noise inherent in projection results, Ganchev et al. (2009) took
an approach of using “soft” constraints to improve projection results. Rather than commit to a
single parse, Ganchev et al. used statistical methods to disambiguate between multiple parse
options, and showed significant improvements over a purely deterministic approach.

In our previous study, (Georgi et al., 2012), we looked at measuring forms of alignment between
dependency structures to quantify the amount of divergence between languages. In this paper
we will look at how performance varies among a set of typologically different languages.
We hope to investigate the correlation between performance in these languages and these
quantitative measures in future work.

2.3 Interlinear Glossed Text (IGT)

IGT is a resource well-suited to the task of adapting dependency parsing to new languages.
As seen in Figure 1a, an IGT instance contains a foreign-language line, an English translation,
and a gloss line, which provides additional annotation about the foreign language line. Xia
and Lewis (2007) demonstrated that interlinear glossed text can be used to obtain high quality
word-to-word alignments with a relatively small amount of data. Xia and Lewis further show

Hindi | German | Irish | Hausa | Korean | Malagasy | Welsh | Yaqui
# IGT Instances | 147 105 46 77 103 87 53 68
# of Words (F) 963 747 252 424 518 489 312 350
# of Words (E) 945 774 278 520 731 646 329 544

Table 1: Data set sizes for all languages. For the number of words, the number of words in the
foreign (F) language are given first, followed by the number of English (E) words.
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that these heuristics can be used to augment statistical methods to produce higher-quality
alignments over statistical methods alone, suggesting that a small corpus of IGT may be able to
provide a bootstrap for alignment on much larger parallel corpora.

Where does one find IGT corpora? The Online Database of INterlinear text (ODIN) (Lewis
and Xia, 2010) is an online resource of IGT instances for that contains approximately two
hundred thousand instances for 1274 languages. Lewis and Xia (2008) use ODIN data for 97
languages to perform syntactic projection and determine basic word order. They found that
the languages in this sample with 40 or more instances could be used to predict basic word
order with 99% accuracy. With such broad language coverage, ODIN is an ideal resource for
providing information for resource-poor languages for which little other data exists.

3 Methodology

Given a set of IGT instances, our system works as follows (see Figure 2):

1. Align words in the language line and translation line (the translation lines are all English
in our experiments)

2. Parse the translation lines using an English parser
3. Project the dependency structure of the translation line to the language line

4. Extract features from the projected structure and use them to train a parser.

If the input is a set of parallel sentences instead of IGT, the process will be exactly the same
except that word alignment in step (1) will be done by training a statistical word aligner, instead
of using the gloss line in IGTs as a bridge between the language lines and the translation lines.

[rm—— Extract Lr—Le
Alignment Alignments,

Feature Projection
Extraction Features
Le(nGLIsH) Syntactic Projected Train Ly
Projection Lp Trees Parser
"Gold" Trees
P: L
forte

(a) Flowchart illustrating the training procedure for a given Lp—Lg language pair, where Ly is
the foreign (non-English) language, and Ly is English.

Lg — L
Lr(OREIGN) A\:anmengts
ooy Syntactic
Projection

Feature
Extraction
Projected
Lp Trees

Projection
Features

L Parser

Output
L Trees

0

(b) A flowchart showing an overview of the testing procedure for the Lp-Ly language pair using
the Ly parser produced in the training phase, and augmented by the information projected
from the parsed Ly portion of the bitext. A Future system will include an augmented statistical
aligner to produce the Lp-Ly alignments.

Figure 2: Flowcharts illustrating the training and testing phases of the proposed system.
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(a) An IGT example in Korean.

(b) The parse of the English translation from (a). The
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/\ same word in Korean.
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(c) The projected tree for the Korean sentence,
after the English words are replaced by Korean
counterparts, words in the solid boxes are re-
moved and words in the dotted boxes are col-
lapsed into a single node.

Figure 3: The steps of the projection process, as illustrated using an IGT instance from Korean.

In this study, we will focus the last two steps. Therefore, for the first two steps, we use word
alignment and English parse trees from the gold standard. The last two steps and the evaluation
corpora are explained below.

3.1 Corpora

We used two different sources of language data for our experiment. The first was a set of
guideline sentences for the Hindi treebank (Bhatt et al., 2009). These sentences were provided
both in the IGT format, as well as with gold-standard dependency trees in both English and
Hindi. The second set was the IGT data used in Xia and Lewis (2007), which includes IGTs
for seven languages, plus manually annotated word alignment and dependency trees for both
English and the foreign language. In all, eight languages were used for our experiments: Hindi,
German, Irish, Hausa, Korean, Malagasy, Welsh, and Yaqui. The size of each data set is given in
Table 1. We use the pre-existing, manually annotated parse trees in these two data sets as our
gold standard for evaluation.

For the Hindi data, which did not include word alignment, we first automatically aligned the
Hindi sentences and the English translation via the gloss line as in Xia and Lewis (2007), then
manually corrected the alignment errors. While this manual correction step creates alignments
that are not fully automated, the amount of effort required to make these modifications are
minimal, and still greatly reduces the costs involved in creating parallel annotated corpora.

3.2 The Projection Algorithm

For the projection algorithm, we follow the dependency projection algorithm described in Xia
and Lewis (2007), an example of which can be seen in Figure 3. Given the word alignment
Ly and Ly and the parse tree Ty for Lg, the projection algorithm works as follows. For each
English node e; that aligns with foreign word f;, we replace the node for e; with the foreign
word. If a single English node e; aligns with multiple foreign words (f;, f;), we make multiple
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copies of e; as siblings in the tree for each source word, then replace the English words with
those from the source. If multiple English nodes align to a single foreign word, the node highest
up in the tree is kept, and all others removed. Finally, remaining unaligned words in Ly are
attached heuristically, following (Quirk et al., 2005).

3.3 The Parser

Due to linguistic divergence, projected trees are error-prone. Instead of making hard decisions
based on projection, we use information from projected trees as a feature in a discriminative
parser. This feature will be highly predictive, but not result in a strictly deterministic method
like projection alone. We modified the MST Parser (McDonald et al., 2006) by adding features
that check whether certain edges considered by the parser appear in the projected tree. We
define two types of features: BOOL, and TAG.

The first feature type, BOOL, looks at the current parent—child edge being considered by the
parser and returns true if the edge matches one in the projected tree. While this feature was a
logical starting point, we also wondered if certain word classes of English projected better than
others, and so the second feature type, TAG, creates a feature for each ( POS, 4 en¢> POSchita
pair such that the feature is true if the current parent—child edge being considered matches
the one in the projected tree, and the POS tags of the parent and child are POS_parent and
POS p14, respectively.

4 Experiments

As shown in Figure 2a, the L parser is trained with two kinds of input: (1) projected Ly trees
from which BOOL and TAG features are extracted, and (2) “Gold” trees for Ly from which the
standard features used by the MST parser are extracted.

We ran two sets of experiments. In the first, the “Gold” trees are the same as the projected Ly
trees. This is to replicate the case when no gold standard is available for L. In the second set
of experiments, the “Gold” trees are indeed the manually-corrected trees for the L sentences.
The results are shown in Tables 2a and 2b, respectively.

In each set, there are several individual experiments. The “projection” row shows the results
of evaluating the projected Ly trees directly without training a parser. The “MST baseline (B)”
row shows the results when we train the MST parser without part-of-speech (POS) tag features
and features from projected Ly trees. The third to seventh rows show the results when features
from the projected Ly trees are added when training the MST parser. Finally, we want to see
how well the system works if the projected L trees are perfect, so in the first two rows, we
replace the projected Ly trees with the L trees from the gold standard. Because our data sets
are small, we ran ten-fold cross validation. The highest results in each column for rows 3-9 are
shown in bold.

5 Discussion

There are several observations to make from Table 2. First, comparing Tables 2a and 2b, it is
clear that using the gold standard trees for L improves performance. Second, the projected
trees are error-prone, as shown by the last row of the two tables, indicating linguistic divergence
is very common. Third, in Table 2a, adding projection-derived features helps the MST baseline,
but the results are not better than the “projection” row because the parser is trained on the
projected trees only. In contrast, when the parser is trained on the correct parse trees with

376



Hindi | German | Gaelic | Hausa | Korean 1 Welsh | Yaqui

B + Oracle 75.69 | 95.05 | 79.76 | 8449 | 9855 94.19 87.50 | 96.26

B + Oracle + POS 67.01 | 90.65 | 72.62 | 80.32 | 95.65 90.87 86.11 | 89.53

B+ POS + Bool + Tag | 66.09 | 87.07 | 7341 | 78.70 | 90.27 89.21 86.11 | 84.04

B+ POS + Tag 56.48 | 77.17 | 59.92 | 69.91 | 81.37 77.80 69.10 | 78.05

B + POS + Bool 66.67 | 87.62 | 7421 | 79.40 | 89.44 88.59 84.38 | 85.04

B + POS 56.02 | 76.07 | 60.71 | 70.60 | 80.75 76.97 65.97 | 76.31
[(B+ Bool [ 6690 [ 87.90 [ 76.19 | 80.56 | 90.27 | 90.25 | 87.85 | 86.53 |
MST Baseline (B) [ 4954 T 6121 [ 49.21 | 51.85 [ 8033 [ 73.03 [ 3854 | 71.32 |
[ Projection [ 67.82 | 87.90 [ 7857 | 79.40 | 89.65 | 89.63 | 89.58 | 84.79 |

(a) Parse accuracy results for experiments where the parser was trained on automatically-produced
projected trees for each language.

[ | Hindi | German | Gaelic | Hausa | Korean | Mal [ Welsh | Yaqui |
[ B + Oracle [ 9803 T 9807 [ 9563 [ 99.31 [ 9917 [ 9793 [ 98.26 | 9651 |
[ B + Oracle + POS [ 9734 | 9794 | 8929 | 9444 | 9834 | 97.72 | 9444 | 97.26 |
B+ POS + Bool + Tag | 79.05 | 90.23 [ 70.24 | 88.66 | 87.78 89.63 88.89 [ 86.53
B+ POS + Tag 76.74 | 83.49 | 65.87 | 82.64 | 82.40 79.46 72.92 | 83.79
B + POS + Bool 7951 | 9147 | 69.84 | 88.43 | 87.37 90.25 89.24 | 86.28
B + POS 7720 | 8212 | 63.10 | 83.80 | 80.75 81.54 75.00 | 81.80
[ B + Bool [ 7731 [ 8776 [ 7024 | 87.73 | 92.34 | 89.42 [ 91.32 | 8554 |
[ MST Baseline (B) [ 6516 [ 6272 [ 55.16 | 7222 | 8075 | 73.03 [ 51.39 | 66.08 |
[ Projection [ 6782 | 8790 [ 7857 | 79.40 | 89.65 | 89.63 | 89.58 | 84.79 |

(b) Parse accuracy results for experiments where the parser was trained on manually-corrected trees
for each language.

Table 2: Parse accuracy results for all experiments. In each table, projection and baseline parser
(“B”) results are shown at the bottom. Oracle results, where the gold-standard trees (rather
than projected trees) were used for the BOOL/TAG features, rather than projection are at top.
“POS” represents the experiments where part-of-speech tags were projected from the English
side, and “Bool” and “Tag” are features as explained in §3.3. The best result for the non-oracle
runs is shown in bold.

additional features derived from projection (see Table 2b), the results are much better than
both the MST baseline and projection, and often outperforms the heuristics-based projection
algorithm as well. This indicates that, although projected trees are error-prone, using features
from them indeed improves parsing performance.

6 Conclusion and Future Work

Building large-scale treebanks is very labor-intensive and often cost-prohibitive. As thousands
of languages do not have such resources, syntactic projection has been proposed to transfer
syntactic structure from resource-rich languages to resource-poor languages and the projected
structure is used to bootstrap NLP tools. However, the projected structure is error-prone due to
linguistic divergence.

We propose to augmenting a discriminative dependency parser by adding features extracted from
projected structures, and have evaluated our system on eight typologically diverse languages,
most of which are extremely resource-poor. The experiments show that the augmented parser
outperforms both the original parser without the projection-derived features and the parse trees
produced by the projection algorithm only. While the corpora used here are very small, they
nonetheless are working examples and show that despite the linguistic divergence, parsing
performance can be improved by using features extracted from the dependency trees produced
by syntactic projection. Using the IGT data found in the ODIN database and elsewhere on the
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web, it is conceivable that our method can be applied to bootstrap dependency parsers for
hundreds of languages at a very low cost.

For future work, there are several avenues we would like to investigate further. First, the results
in this study have all been obtained from very small sets of data. Extending one or more of
these languages out to a larger data set may give us a better understanding of the effects of
incorporating IGT information. Second, we plan to extend our system to take advantage of a
large amount of bitext if it is available. For that, we will train statistical word aligners and test
how word alignment errors affect system performance. Finally, while the features used in this
study look solely at the result of the projected trees, we would like to add features that look at
different divergence types as discussed in Georgi et al. (2012).
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ABSTRACT

We present a method of finding and analyzing shifts in grammatical relations found in diachronic
corpora. Inspired by the econometric technique of measuring return and volatility instead of
relative frequencies, we propose them as a way to better characterize changes in grammatical
patterns like nominalization, modification and comparison. To exemplify the use of these
techniques, we examine a corpus of NIPS papers and report trends which manifest at the
token, part-of-speech and grammatical levels. Building up from frequency observations to a
second-order analysis, we show that shifts in frequencies overlook deeper trends in language,
even when part-of-speech information is included. Examining token, POS and grammatical
levels of variation enables a summary view of diachronic text as a whole. We conclude with a
discussion about how these methods can inform intuitions about specialist domains as well as
changes in language use as a whole.

KEYWORDS: Corpus Analysis, Diachronic Analysis, Language Variation, Text Classification.
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1 Introduction

Language is both representative and constitutive of the world around us, which makes tracking
changes in its use a central goal in understanding how people make sense of the world. Charting
these changes is a two-part challenge: extracting meaningful, diachronic data and finding the
best way to characterize it. Literature on visualizing themes in text (Havre et al., 2002),
identifying topics (Kim & Sudderth, 2011; Rosen-Zvi et al., 2010) and analyzing the sentiment
of financial news and social media (Tetlock, 2006; Kouloumpis et al., 2011) are examples of
how changes in language are linked to changes in the world. The underlying assumption is that
shifts in the distribution of words and phrases may indicate changes in a domain or community.

Language use in specific subjects is known to be productive: a relatively small set of words are
not used repetitively, instead, they give rise to new words through inflectional and derivational
processes (Halliday & Martin, 1993). This productivity, as genesis and obsolescence, suggests
that by analyzing diachronic text we can gain insight into the ontological commitment of a
domain (Ahmad, 2000; see McMahon, 1994 for general language and Geeraerts, 2002 for
scientific language). Topic modeling has been shown to make use of frequency observations
to build probabilistic models with which to infer clusters of representative words (Griffiths
& Steyvers, 2004). However, word-frequency is only one level of linguistic variation. Other
shifts, like part-of-speech and grammatical relations, are also important in understanding a
domain’s language. As we will see, some trends in frequency have consistent underlying trends
in grammatical relations that signal changes not apparent at higher levels.

By organizing text diachronically, frequency data can be analyzed as a time-series. Enabled by
an endless amount of text on the internet, corpus linguists have constructed large databases
of such text to chart linguistic trends (for example Davies, 2010). Sentiment and opinion
mining have developed nearly real-time methods of tracking sentiment in text (Tetlock, 2007).
Other work has tracked shifts in parts-of-speech (Mair et al., 2003) and related fluctuations in
verb-distributions to stock-markets (Gerow & Keane, 2011). Perhaps the boldest claim analysts
of language-change have made, is that by analyzing the relative frequency of words over time,
we gain a quantitative view of culture itself (Michel et al., 2010).

To find variation over time, we explore whether a time-series analysis can help uncover patterns
of seemingly random movements in frequency. To do this, we use continuously compounded
return and volatility. These measures are commonly used in econometrics where high prices
tend to beget higher prices and low prices, lower still. This phenomenon of auto-correlation is
also apparent in frequency-variations in text, which means an analysis of mean and variance
can be misleading. Using return and volatility has been used in sentiment analysis, where it was
found that negative-affect terms caused a larger, and longer-lasting deviation from the mean
than positive terms (Ahmad, 2011). To our knowledge, these metrics have not been used to
investigate trends in words with respect to the 