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A B S T R A C T  

Severa l  s imple  p r e d i c t i o n  schemes are 
p resen ted  for  sys tems in tended  to f a c i l i -  
ta te  tex t  p r o d u c t i o n  fo r  h a n d i c a p p e d  
ind iv idua ls .  The  schemes are based on 
s i n g l e - s u b j e c t  l anguage  models ,  where  the 
sys tem is s e l f - a d a p t i n g  to the past  
l anguage  use of  the subject .  Sentence 
p o s i t i o n ,  the immed ia t e ly  p reced ing  one 
or  two  words ,  and in i t i a l  le t te rs  of the 
desi red w o r d  are cues which  may be used 
by the systems.  

I N T R O D U C T I O N  

F o r  some years  we have been i n v e s t i -  
ga t ing  the use of  a s izeable  sample  of a 
p a r t i c u l a r  i nd iv idua l ' s  l anguage  hab i t s  
in p red ic t ing  fu ture  l anguage  use for  
tha t  ind iv idua l .  The  research  has t aken  
two  d i rec t ions .  

One of these, the H W Y E  (Hear  What  
You  Expec t )  system, bu i lds  a la rge  l a n -  
guage mode l  of  the past  l anguage  h i s t o ry  
of the ind iv idua l ,  wi th  spec ia l  emphas i s  
on the mos t  f r equen t  w o r d s  of  tha t  
person ,  and the resul t  is used in speech 
recogn i t ion .  In s t udy i ng  the l anguage  
mode l  deve loped  by the H W Y E  system, 
severa l  s imple  p red ic t ive  schemes were  
no ted  which  are c apab l e  of an t i c ipa t ing ,  
du r ing  the g e n e r a t i o n  of a sentence,  a 
smal l  set of w o r d s  f rom which  the nex t  
desi red w o r d  can be selected.  The  two  
schemes descr ibed  here are used for  tex t  
gene ra t i on  (not  speech r ecogn i t i on )  in a 
f o r m a t  that  cou ld  be of use to a p h y s i -  
ca l ly  h a n d i c a p p e d  person;  hence the 

schemes have no r ight  c o n t e x t  ava i lab le .  
One of the schemes does  use left  con t ex t ,  
and the o the r  uses o n l y  sentence  p o s i t i o n  
as " con t ex t ' .  Both are imp lemen ted  on  
I B M - P C  sys tems wi th  min ima l  m e m o r y  
requ i rements .  

M O T I V A T I O N  

One hundred  Engl i sh  w o r d s  accoun t  for  
47 per  cent of the Brown  c o r p u s  ( abou t  
one mi l l i on  w o r d s  of Amer ican  Engl i sh  
t ex t  t aken  f rom a wide range  of sources) .  
It seems r ea sonab l e  to s u p p o s e  tha t  a 
s ingle  i nd iv idua l  might  in fact  r equ i re  
fewer  w o r d s  to accoun t  for  a large 
p r o p o r t i o n  of genera ted  text .  F r o m  our  
w o r k  on the H W Y E  sys tem it was k n o w n  
that  75 words  accoun ted  for  half  of al l  
the text  of Vani ty  Fai r ,  a 300,000 word  
Vic to r i an  Engl i sh  nove l  by T h a c k e r a y  
(which i n c o r p o r a t e d  a fa i r ly  invo lved  
syn tax ,  much embedded  q u o t a t i o n ,  and 
passages  in d ia lec t  and in French)  
[Engl ish  and Boggess, 1986]. We fu r the r  
found  that  50 words  accoun ted  for  half  of 
al l  the verb iage  in a 20,000 word  set of 
sentences  p r o v i d e d  by an ind iv idua l  w h o  
c o l l a b o r a t e d  wi th  us. This  la t te r  
corpus ,  cal led the Sher r i  data ,  is a set 
of t ex ts  p r o v i d e d  by a s p e e c h - h a n d i c a p p e d  
ind iv idua l  w h o  uses a t y p e w r i t e r  to 
communica t e ,  even wi th  her family;  it is 
c o n v e r s a t i o n a l  in na ture ,  as can be seen 
in F igu re  1. Most  of the w o r k  r e p o r t e d  
in this p a p e r  gives spec ia l  a t t e n t i o n  to 
the set of words  requ i red  to accoun t  for  
half  of al l  the verb iage  of a given 
ind iv idua l .  We refer  to this set as the 
set of h i g h - f r e q u e n c y  words .  
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You said some th ing  a b o u t  a magaz ine  that  < n a m e l >  had 
a b o u t  c o m p u t e r s  that  I might  l ike  to  b o r r o w .  

I w o u l d  some time. 
I t h ink  we have to  p ick  up the ch i ld ren  whi le  < n a m e 2 >  

is in the hosp i t a l .  
I wan t  to  visit  her in the hosp i t a l .  
But you  have to  l if t  me up  to  the w i n d o w  for  me to  see 

the baby.  
Well ,  i t 's  May  first  now.  Help!  
I t h o u g h t  it w o u l d  not  be so busy  but  it l o o k s  l ike  it 

might  be now.  

F i gu re  1. S am p l e  set of  c o n t i g u o u s  sentences  in Sher r i  da ta  

It seems r e a s o n a b l e  to s u p p o s e  tha t  
fo r  c o n v e r s a t i o n a l  Engl ish ,  a p p r o x i m a t e l y  
50 w o r d s  may  accoun t  for  half  of the 
verb iage  of mos t  Eng l i sh  users. F r o m  
the s t a n d p o i n t  of human  fac tors ,  an 
a rgumen t  cou ld  be made tha t  one  shou ld  
s i m p l y  put  the 50 w o r d s  up on  the screen 
wi th  the a l p h a b e t  and thus  be assured  
tha t  hal f  of  a l l  the w o r d s  desi red by  the 
user were  i n s t a n t l y  ava i l ab le ,  in k n o w n  
l o c a t i o n s  tha t  the user w o u l d  q u i c k l y  
become  accus tomed  to. C o n s t a n t l y  
chang ing  menus  i n t r o d u c e  an e lement  of 
user fa t igue  [G ib l e r  and Chi ldress ,  
1982]. T h a t  a rgum en t  may espec ia l ly  make  
sense as l a rger  screens wi th  more  l ines 
per  screen and more  cha rac t e r s  per  l ine 
become more  common .  

If we l imit  ou r se lves  to the t o p  20 
mos t  f r equen t  w o r d s  as a cons t an t  menu,  
o n l y  a b o u t  30 per  cent of the user ' s  
ve rb iage  is a ccoun ted  for.  Howeve r ,  it 
was  obse rved ,  whi le  w o r k i n g  wi th  the 
H W Y E  system, tha t  if one  l o o k e d  at the 
t o p  20 w o r d s  fo r  any  given sentence 
p o s i t i o n ,  one  did  not  see the same set of 
w o r d s  occur r ing .  C l e a r l y  the high 
f r equency  w o r d s  (the set tha t  compr i s e  
ha l f  of w o r d  use) are mi ld ly  sensi t ive  to 
"con tex t"  even when  "contex t"  is so 
b r o a d l y  def ined  as sentence  pos i t i on .  
D i f f e ren t  subsets  of  the 50 member  set of 
h igh f r equency  w o r d s  a p p e a r  in the set of  
20 most  f r equen t  w o r d s  for  a given 
sentence pos i t i on .  M o r e o v e r ,  a f te r  
p roces s ing  a p p r o x i m a t e l y  2000 sentences  
f rom the user,  it was  s t i l l  the case that  

some of  the t op  20 w o r d s  for  a given 
p o s i t i o n  were  not  members  of  the high 
f r e q u e n c y  set at all. F o r  e x a m p l e ,  the 
w o r d  " they ' ,  a member  of the menu fo r  the 
f i rs t  sentence  p o s i t i o n  Isee F igu re  2) 
and hence one  of the 20 mos t  f r equen t  
w o r d s  to s ta r t  a sentence,  is no t  a 
member  of the g l o b a l  h igh f r e q u e n c y  set. 

A p r e l i m i n a r y  ana lys i s  by  Eng l i sh  
sugges ted  that ,  whereas  a cons t an t  
"p red ic t ion"  of the t op  20 mos t  f r equen t  
w o r d s  w o u l d  y ie ld  a success ra te  of  30 
per  cent,  p r ed i c t i ng  the t o p  20 mos t  
f r equen t  w o r d s  per  p o s i t i o n  in sentence  
wou ld  yie ld  a success ra te  of 40 per  
cent. 

~ C O N T E X 7 "  AS S E N T E N C E  P O S I T I O N  

The s imples t  scheme, which  has been 
bui l t  as a p r o t o t y p e  on an IBM PC wi th  
two  f l o p p y  d isk  dr ives ,  p resen t s  the user 
wi th  the t o p  20 mos t  f r equen t  w o r d s  tha t  
the user has e m p l o y e d  at wha teve r  
p o s i t i o n  in a sentence is cur ren t .  F o r  
examp le ,  F igu re  2 shows  the screen 
presen ted  to  the user at the b e g i n n i n g  of 
p r o d u c t i o n  of a sentence.  On the left  is 
a l ist  of the 20 w o r d s  which  tha t  
p a r t i c u l a r  user is k n o w n  to have used 
most  o f ten  to begin  sentences.  On the 
r ight  is the a lphabe t ,  which  is n o r m a l l y  
ava i l ab l e  to the user; and in o the r  
p laces  on the screen are spec ia l  
func t ions .  (Se lec t ion  of words ,  le t te rs  
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H E N  S E N T E N C E :  

Figure  2. In i t ia l  Screen 

and f u n c t i o n s  is made by mouse ,  t h o u g h  
the actual  s e l e c t i o n  mechan i sm is 
separated from the bu lk  of  the code  so  
that rep lacement  w i th  a n o t h e r  s e l e c t i o n  
mechan i sm s h o u l d  be re la t ive ly  easy  to  
implement . )  The sentence  is bui l t  at the 
b o t t o m  of  the screen.  If the user 
se lects  a w o r d  from the menu at the left,  
it is p laced in first p o s i t i o n  in the 
sentence ,  and a s e c o n d  menu,  c o n s i s t i n g  
of  the 20 mos t  frequent  w o r d s  that the 
user has used in s e c o n d  place  in a 
sentence,  appears  in the left  p o r t i o n  of  
the screen. After a s econd  w o r d  has been 
produced  and added to  the sentence ,  a 
third menu,  c o n s i s t i n g  of  the 20 most  
frequent  w o r d s  for  that user in third 
p lace  in a sentence ,  is o f fered,  and so  
o n .  

At any t ime the user may reject the 
l e f thand menu by se l ec t ing  a letter of  the 
a lphabet .  F igure  3 s h o w s  the screen after 
the user has p r o d u c e d  t w o  w o r d s  of  a 
sentence  and has begun to  spe l l  a third 
w o r d  by se lec t ing  the letter "a +. At this  
po int ,  the top  20 most  f requent ly  used 
w o r d s  b e g i n n i n g  wi th  +a" have been of fered  
at the left. If the des ired w o r d  is no t  
in the l ist ,  the user c o n t i n u e s  by s e l e c t -  
ing the s econd  letter of  the desired w o r d  
(in this  case, "n'). The l e f t - h a n d  menu 
becomes  the 20 most  f requent ly  used w o r d s  
beg inn ing  wi th  the pair of  letters  given 
so far. As is s h o w n  in F igure  4, there 
are t imes w h e n  fewer  than 20 w o r d s  of  a 
g iven t w o - l e t t e r  s tart ing  c o m b i n a t i o n  have 

been e n c o u n t e r e d  from the user's past  
h i s tory ,  in w h i c h  case this  a l g o r i t h m  
of fers  a s h o r t e n e d  list.  

In the case i l lus trated ,  the des ired 
w o r d  was  o n  the list.  If it were  not ,  the 
user w o u l d  have had to  spe l l  ou t  the e n -  
tire w o r d ,  and it w o u l d  have  been entered 
in to  the sentence.  In e i ther case,  the 
sys tem s u b s e q u e n t l y  returns  to  o f f er ing  
the menu of  m o s t - f r e q u e n t l y - u s e d  w o r d s  for  
the four th  p o s i t i o n ,  and c o n t i n u e s  in 
s imi lar  f a s h i o n  to  the end of  the 
sentence.  
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Figure  4: User has se lected "a-n" 
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The sys tem keeps  up  wi th  h o w  of ten  a 
w o r d  has been used and wi th  h o w  many  
t imes it has  occu r r ed  in each p o s i t i o n  in 
a sentence,  so tha t  f r o m  t ime to  t ime a 
w o r d  is p r o m o t e d  to  one  of  the t o p  20 
a l p h a b e t i c  or  t o p  20 p o s i t i o n - r e l a t e d  sets 
of  words .  F o r  de ta i l s  on  the fi le o r g a n i -  
z a t i on  scheme tha t  a l l o w s  this to  be done  
in rea l  t ime,  see Wei [1987]. De ta i l s  on  
the m o u s e - b a s e d  i m p l e m e n t a t i o n  for  IBM 
PC ' s  are  a v a i l a b l e  in C h o w  [1986]. 

A S E C O N D  A L G O R I T H M  

An a l t e r n a t i v e  p red ic t ive  a l g o r i t h m  
has been i m p l e m e n t e d  which  rep laces  the 
s e n t e n c e - p o s i t i o n - b a s e d  f i rs t  menu. It 
pays  spec ia l  a t t e n t i o n  to the 50 mos t  
f r e q u e n t l y  used w o r d s  in the i nd iv idua l ' s  
v o c a b u l a r y  (the h i g h - f r e q u e n c y  words )  and 
to the w o r d s  mos t  l i ke l y  to  f o l l o w  them. 
By v i r tue  of  the i r  f requency ,  these are  
p rec i se ly  the w o r d s  a b o u t  which  the mos t  
is k n o w n ,  wi th  the grea tes t  conf idence ,  
a f te r  a r e l a t i ve ly  smal l  b o d y  of i npu t  
such as a few t h o u s a n d  sentences.  

F o r  each of the 50 h i g h - f r e q u e n c y  
words ,  a l ist  is kep t  of  the t op  20 most  
f r equen t  w o r d s  to  f o l l o w  tha t  word .  Let  
us cal l  these the f i rs t  o rde r  f o l l ower s .  
F o r  each of the f i rs t  o r d e r  f o l l o w e r s ,  
there  is a l ist  of  s e c o n d - o r d e r  fo l lowers :  
w o r d s  k n o w n  to  have f o l l o w e d  the two  
w o r d  sequence  cons i s t ing  of the h i g h -  
f r equency  w o r d  and its f i rs t  o rde r  
f o l l o w e r .  

F o r  e x a m p l e ,  the w o r d  "I" is a h i g h -  
f r equency  word .  The  f i rs t  o rde r  f o l l o w e r s  
for  "I" inc lude  the w o r d  "wol) ld ' .  The  
s e c o n d - o r d e r  f o l l o w e r s  for  "I wo u ld"  
inc lude  the w o r d  " l ike ' .  (See F i gu re  5.) 
The  s e c o n d - o r d e r  f o l l o w e r s  for  "I wou ld"  
a l so  inc lude  m a n y  o n e - t i m e - o n l y  f o l l o w e r s ,  
as well ,  so the sys tem ma in t a in s  a 
t h r e s h o l d  for  the n u m b e r  of o c e u r r a n c e s  
b e l o w  which  a w o r d  is not  inc luded  in the 
list  of s e c o n d - o r d e r  fo l l ower s .  The  
r e a s o n i n g  is tha t  a w o r d ' s  hav ing  occu r r ed  
o n l y  once  in an e n v i r o n m e n t  tha t  by 
de f in i t i on  occurs  f r e q u e n t l y  may  be t aken  
as c o u n t e r - e v i d e n c e  tha t  the w o r d  s h o u l d  
be pred ic ted .  

Ra the r  than  p r ed i c t  a w o r d  wi th  l ow 
re l i ab i l i t y ,  one  of t w o  a l t e rna t ives  are 
taken.  If the f i r s t - o r d e r  f o l l o w e r  is 
i tself  a h i g h - f r e q u e n c y  word ,  then l o w -  
r e l i a b i l i t y  s e c o n d - o r d e r  f o l l o w e r s  may be 
rep laced  wi th  the f i r s t - o r d e r  f o l l o w e r ' s  
o w n  fo l l ower s .  ( ' W o u l d "  is a f i r s t - o r d e r  

I o 
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F i r s t -  and s e c o n d -  f o l l o w e r s  
for  "I" 

f o l l o w e r  of "I" and is i tself  a h i g h -  
f r e q u e n c y  word .  The re  are r e l a t i ve ly  few 
re l i ab le  s e c o n d - o r d e r  f o l l o w e r s  to  "wou ld"  
in the left  c o n t e x t  of "I ' ,  so the list  is 
augmen ted  wi th  f i r s t - o r d e r  f o l l o w e r s  of 
"would"  to  r o u n d  out  a list of  20 words . )  
The  o the r  a l t e rna t ive ,  t aken  when  the 
f i r s t - o r d e r  f o l l o w e r  is not  a h i g h -  
f r equency  word ,  is to f i l l  ou t  any  shor t  
l ist  of s e c o n d - o r d e r  w o r d s  wi th  the h i g h -  
f r equency  w o r d s  themselves .  

This  a l g o r i t h m  is re la ted  to,  but  
t akes  less m e m o r y  and is less p o w e r f u l  
than  a f u l l - b l o w n  second o rde r  M a r k o v  
model .  Each s tate  in a s e c o n d - o r d e r  
( t r ig ram)  M a r k e r  mode l  is u n i q u e l y  
de te rmined  by the p r e v i o u s  t w o  inputs .  
F o r  an inpu t  v o c a b u l a r y  of 2000 words ,  the 
n u m b e r  of  m a t h e m a t i c a l l y  pos s ib l e  s ta tes  
in a t r i g r am M a r k e r  mode l  is 4,000,000, 
wi th  more  than  8 b i l l i o n  arcs  i n t e r c o n -  
nect ing  the states.  F o r t u n a t e l y ,  in the 
real  w o r l d  most  of these m a t h e m a t i c a l l y  
pos s ib l e  s ta tes  and arcs  do  not  a c t u a l l y  
occur ,  but  a t r i g r am mode l  for  the rea l  
w o r l d  pos s ib i l i t i e s  is s t i l l  qu i t e  large.  

We e x p e r i m e n t e d  wi th  a b s t r a c t i n g  the 
input  v o c a b u l a r y  by re s t r i c t ing  it to the 
50 h i g h e s t - f r e q u e n c y  w o r d s  p lus  the 
p s e u d o - i n p u t  O T H E R  o n t o  which  al l  o the r  
w o r d s  were  mapped .  When  we did so, the 
n u m b e r  of  s ta tes  and arcs  in the v a r i o u s  
o rde r  M a r k o v  mode l s  was s t i l l  f a i r l y  la rge  
for  the real  w o r l d  da ta  [Engl i sh  and  
Boggess,  1986]. As F igu re  6 shows,  for  
example ,  the ra te  of g r o w t h  fo r  a f o u r t h -  
o rde r  abs t r ac t  M a r k o v  mode l  ( just  the 50 
h i g h e s t - f r e q u e n c y  w o r d s  p lus  O T H E R  p lus  
e n d - o f - s e n t e n c e )  is in the n e i g h b o r h o o d  of 
250 new s ta tes  and 450 new arcs per  1000 
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S h e r r i  d a t a  T h a c k e r a y  d a t a  
w o r d s  new s t a t e s  new a r c s  new s t a t e s  new a r c s  

1000 527 677 639 830 
2000 469 620 624 818 
3000 471 636 476 705 
4000 399 562 467 716 
5000 397 566 463 714 
6000 391 579 437 668 
7000 337 507 389 642 
8000 311 476 370 628 
9000 323 500 361 612 

10000 285 486 384 629 
11000 329 518 348 601 
12000 278 448 331 588 
13000 276 445 310 543 
14000 240 408 291 530 
15000 248 425 287 529 
16000 244 420 290 533 
17000 243 414 269 497 
18000 259 446 234 468 

F igu re  6. G r o w t h  of abs t r ac ted  f o u r t h - o r d e r  M a r k e r  mode l s  

new w o r d s  of text ,  a f te r  17000 words  of 
input .  Th is  was t rue  for  b o t h  the Sher r i  
da ta  ( c o n v e r s a t i o n a l  Engl ish)  and the more  
f o r m a l  T h a c k e r a y  data.  Moreove r ,  the 
f o u r t h - o r d e r  M a r k e r  mode l  for  the 
abs t r ac ted  T h a c k e r a y  da ta  con t inued  to 
grow.  After  100,000 w o r d s  of input ,  wi th  
a mode l  of a p p r o x i m a t e l y  22,000 s tates  and 
a p p r o x i m a t e l y  45,000 arcs,  the rate  of  
g r o w t h  was s t i l l  more  than  1,000 s ta tes  
and 3,000 ares per  10,000 w o r d s  of input .  

F o r  this p a r t i c u l a r  i m p l e m e n t a t i o n ,  
however ,  ne i ther  r. f u l l - b l o w n  M a r k o v  
mode l  us ing t o t a l  v o c a b u l a r y  no r  an 
abs t r ac t  mode l  us ing the 5 0 - w o r d  v o c a b u -  
l a ry  seemed a p p r o p r i a t e .  On the one  hand,  
mode l s  of the ent i re  v o c a b u l a r y  conf i rmed  
tha t  many  m u l t i p l e  w o r d  sequences  did 
occur  r egu la r ly .  Never the less ,  for  any  
but  the s imples t  o rde r  M a r k e r  models  
(orders  zero  and one), the vast b u l k  of 
the n e t w o r k s  were  t aken  by word  c o m b i n a -  
t ions  that  occu r r ed  o n l y  once. On the 
o the r  hand,  r es t r i c t ing  the p red ic t ive  
mechan ism to o n l y  the h i g h - f r e q u e n c y  w o r d s  
o b v i o u s l y  left  ou t  some of the r e g u l a r l y  
o c c u r r i n g  w o r d  com bi na t i ons .  Our  f i r s t -  
and s e c o n d - f o l l o w e r  a l g o r i t h m  descr ibed  on 
the p rev ious  pages  a l l o w s  l ower  f r equency  
w o r d s  to be p red ic ted  when they occur  
r e g u l a r l y  in c o m b i n a t i o n  wi th  h i g h -  
f r equency  words .  

P R E D I C T I V E  C A P A B I L I T I E S  

The data used to test the predictive 
capabilities of the system were type- 
scripts provided by the user, who was 
utilizing a manual typewriter; it follows 
that the results were not biased by the 
user's favoring sentence patterns that the 
system itself provided. The system had 
bccn given 1750 prior scntcnces produced 
by the user and the data collected were 
for the performance of the system over the 
next 97 sentences. The 1750 sentences 
were 14,669 words in length with a vocabu- 
lary of 1512 words. Twelve sentences of 
the 1750 were a single word in length 
{e.g. "yeah", "no" and "gesundheit") and 
51 were  of length 20 or  grea ter .  Average  
length  of sentence for  the in i t i a l  b o d y  
was 8.4 w o r d s  per  sentence.  The  f irst  200 
sentences inc luded  t r a n s c r i p t i o n s  of  o r a l  
sentences,  which  were much sho r t e r  on 
average,  since the user is speech h a n d i -  
capped.  If the f irst  200 sentences  are 
omi t t ed ,  the average  sentence  length  is 
8.6 for  the f o l l o w i n g  1550 sentences.  

Of the nex t  97 sentences  genera ted ,  
the shor tes t  sentence was "Thanks  again." 
The  longes t  was "You said some th ing  a b o u t  
a magaz ine  tha t  Jenni  had a b o u t  c o m p u t e r s  
that  I might  l ike  to bo r row . "  The  97 
sentences  cons is ted  of 884 w o r d s  (six of 
which  were  numbers  in d ig i ta l  form),  for  
an average  length  of 9.1 words  per  
sentence. 
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Of the 884 words ,  350 were  p resen ted  
on the f i rs t  menu,  373 were  p resen ted  on 
the second menu (after  one le t ter  had been 
spel led) ,  109 were  p resen ted  on  the th i rd  
menu (after  t w o  le t te rs  had been spel led) , .  
2 were  p resen ted  on  the f o u r t h  menu (after  
three  le t te rs  had been spel led ,  43 were  
spe l led  out  in the i r  en t i re ty ,  and 7 were  
number s  in d ig i t a l  fo rm,  p r o d u c e d  using 
the n u m b e r  screen of the system. 

F r o m  the above ,  it is o b v i o u s  tha t  
the device of  p r ed i c t i ng  the 20 mos t  
f r equen t  w o r d s  by sentence  p o s i t i o n  is 
successful  39.6 per  cent of  the time; 
42.2 per  cent of  the t ime, the des i red  
w o r d  is a m o n g  the 20 most  f r equen t  w o r d s  
of  a given in i t i a l  le t te r  but  not  in the 
20 mos t  f r equen t  w o r d s  by pos i t i on ;  
c o m b i n i n g  these two  facts,  we see tha t  
81.8 per  cent of  the t ime, this s imple  
p r e d i c t i o n  scheme presen t s  the des i red  
w o r d  on  a f i rs t  o r  second select ion.  The  
des i red  w o r d  is o f fe red  in the first ,  
second,  or  th i rd  menu 94.1 per  cent of the 
t ime, and mos t  of  the rest  of  the t ime 
(5.7 per  cent of  to ta l ) ,  the desi red w o r d  
is u n k n o w n  to the sys tem and is "spel led 
o u t ' ,  where  "spel l ing"  inc ludes  p r o d u c i n g  
numbers .  

A l t h o u g h  the f o u r t h  menu,  cons i s t ing  
of w o r d s  wi th  a t h r e e - l e t t e r  in i t i a l  
sequence,  p r e s e n t l y  has a l ow  success 
rate,  it is p rec i se ly  this c a t ego ry  tha t  
we expec t  to  see i m p r o v e  as more  of the 
user ' s  w o r d s  become  k n o w n  to  the sys tem 
t h r o u g h  spel l ing.  Tha t  is, as t ime 
passes,  we expec t  the user to have to 
r e so r t  to c o m p l e t e  spe l l i ng  less and less 
because  the k n o w n  v o c a b u l a r y  wi l l  inc lude  
more  and more  of the ac tua l  v o c a b u l a r y  of 
the user. Many  of the new w o r d s  wi l l  be 
l ow f r equency  w o r d s  tha t  we w o u l d  expec t  
to  f ind on  the menu for  t h r e e - l e t t e r  c o m -  
b i n a t i o n s  af ter  they are  known .  

The  second a l g o r i t h m ,  us ing f i r s t -  and 
s e c o n d - f o l l o w e r s  of the h i g h - f r e q u e n c y  
words ,  was run  on i00 sentences,  the 
shor tes t  of  which  was "Help!" (94 of the 
97 test sentences  for  the f i rs t  a l g o r i t h m  
were  r ep resen ted  in the test set for  the 
second.)  The re  were  895 w o r d s  in the 
sample ,  of  which  448 were  p resen ted  on  the 
f irst  menu,  280 were  p resen ted  on the 
second (af ter  one  le t ter  had been spe l led  
out ,  83 on the th i rd  (after  t w o  le t te rs  
were  spel led) ,  1 on  the fou r th ,  and 83 
were  spe l led  out  in the i r  en t i r e ty  ( this  
c a t ego ry  inc luded  numbers) .  

R u n n i n g  the second test  gave us a 
very  qu ick  a p p r e c i a t i o n  for  the va lue  of 
add ing  new w o r d s  to the sys tem as they 
are encoun te red ,  since this i m p l e m e n t a t i o n  
of the second a l g o r i t h m  did not.  One 
espec ia l ly  s t r i k ing  e x a m p l e  was a w o r d  
beg inn ing  wi th  " w - o "  which  had never  been 
used before ,  but  which  o c c u r r e d  five t imes 
in the 100 test  sentences  and had to  be 
spe l led  out  each time. This  was e s p e c i a l -  
ly i r r i t a t i n g  since the " w - o "  menu ( th i rd  
menu) had fewer  than  20 ent r ies  and w o u l d  
have a c c o m m o d a t e d  the new word .  A c o m -  
p a r i s o n  of the two  co lumns  of F ig u re  7 
suggests  tha t  for  the t ex t  held in c o m m o n  
by the t w o  tests,  a p p r o x i m a t e l y  30 w o r d s  
had to  be spe l led  out  by the second a l g o -  
r i thm,  which  were  selected by menu in the 
f i rs t  a l g o r i t h m  because  it added new w o r d s  
to its data  sets as they were  encoun te red .  

P R O P O S E D  E X T E N S I O N S  

We have severa l  p lans  for  the fu ture ,  
mos t  of them invo lv ing  the second  a l g o -  
r i thm.  Our  f irst  task  is to increase  the 
n u m b e r  of  sentences  in the Sher r i  da ta  to 
3000 and de t e rmine  h o w  much (if at al l)  
an en la rged  base of  e x p e r i e n c e  i m p r o v e s  
the ab i l i t y  of  the a l g o r i t h m  to p red ic t  

Sentence  p o s i t i o n  a l g o r i t h m  
number s e n t e n c e s :  97 
number of  w o r d s :  884 

f r equen t  w o r d / l e f t  c o n t e x t  a l g o r i t h m  
number s e n t e n c e s :  100 
number of  w o r d s :  895 

words  % t o t a l  
f i r s t  menu: 350 39.6% 39.6% 
second  menu: 373 42.2% 81.8% 
t h i r d  menu: 109 12.3% 94.1% 
f o u r t h  menu: 2 0.2% 94.3% 
s p e l l e d :  43 4.8% 99.2% 
numbers :  7 0 .8% 100% 

words  % t o t a l  
f i r s t  menu: 448 50% 50% 
second  menu: 280 31.3% 81.3% 
t h i r d  menu: 83 9.3% 90.6% 
f o u r t h  menu: 1 0 .1% 90.7% 
" s p e l l e d ' :  83 9.3% 100% 

F i gu re  7. C o m p a r i s o n  of the p red ic t ive  capab i l i t i e s .  
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the des i red  w o r d  on the f irst  try.  

In its p resen t  form,  the sys tem is 
r e l i ab le  in its p r e d i c t i o n s  af ter  severa l  
hundred  sentences  by the user have been 
processed .  We in tend to take  some th ing  
l ike the Brown  c o r p u s  for  Amer ican  
Engl i sh  and f rom it create  a v a n i l l a -  
f l avored  p r e d i c t o r  as a s t a r t - u p  vers ion  
for  a new user, wi th  fac i l i t ies  bu i l t  in 
to have the user ' s  o w n  l anguage  pa t t e rn s  
g r a d u a l l y  ou t we i gh  the Brown  c o r p u s  
i n i t i a l i z a t i o n  as they are input .  
E v e n t u a l l y  the Brown c o r p u s  wou ld  have 
essen t ia l ly  no effect,  o r  at least  no 
effect o v e r r i d i n g  the user ' s  i nd iv idua l  
use of l anguage  (it might  serve as a 
basic d i c t i o n a r y  for  tex t  v o c a b u l a r y  not  
yet seen f rom the user). 

We intend to inves t iga te  what  effect 
genera t ing  sentences  whi le  us ing the 
system has on  ou r  c o l l a b o r a t o r .  T o  date,  
she has o b l i g i n g l y  been wi l l ing  to  
con t inue  to use a t y p e w r i t e r  to genera te  
text ,  but  she does  o w n  a p e r s o n a l  c o m p u t e r  
and is able to use a mouse.  Our  o w n  
exper i ence  in en te r ing  her sentences  on  
the sys tem has made it c lear  that  in many  
ins tances  she w o u l d  have expressed  the 
same ideas more  r a p i d l y  on the sys tem wi th  
a s l ight  change in word ing .  Since the 
p r e f e r r e d  w o r d s  and pa t t e rn s  are der ived 
by the system f rom her o w n  language  
h i s to ry ,  they s hou l d  feel n o r m a l  and 
na tu ra l  to her and cou ld  inf luence  her to 
mod i fy  her i n t en t ions  in genera t ing  a 
sentence. On the o the r  hand,  a d i f fe ren t  
h a n d i c a p p e d  ind iv idua l  (a quad r ip l eg i c )  
has in fo rmed  us that  ease of  mechan ica l  
p r o d u c t i o n  of a sentence  has l i t t le  o r  no 
effect on his choice  of  words ,  and that  
wou ld  a p p e a r  to be the case for  ou r  
c o l l a b o r a t o r  whi le  she uses the 
typewr i t e r .  

F ina l ly ,  we wish to make  use of  the 
much la rger  a m o u n t s  of  m e m o r y  ava i l ab l e  
on p e r s o n a l  c o m p u t e r s  by t ak ing  account  of 
the f o l l o w e r s  for  many  of the m o d e r a t e -  
f r equency  words .  F o r  example ,  in the 
sentence "would  you  be able..." the word  
"able" is not  h igh f requency .  N e v e r t h e -  
less, the sys tem cou ld  eas i ly  deduce what  
f o l l o w i n g  word  to expec t ,  since every 
k n o w n  occur rence  of "able" is f o l l o w e d  by 
" to ' .  As it happens ,  "to" is one of the 
top  20 most  f r equen t  words  and hence 
f o r t u i t o u s l y  is on  the defau l t  menu af ter  
the n o n - h i g h - f r e q u e n c y  word  "ab le ' ,  but  
there  are many  o ther  e x a m p l e s  where  the 

sys tem is not  so lucky.  F o r  ins tance,  
"pick" is u sua l ly  f o l l o w e d  by "up" in the 
Sher r i  data ,  but  "pick" is l ow  f r equency  
and "up" is not  on  the defau l t  f irst  menu.  
S imi l a r ly ,  " think" is a h i g h - f r e q u e n c y  
w o r d  and has a wel l  deve loped  set of 
fo l lowers .  "Thinks"  and " thought"  are not  
h i g h - f r e q u e n c y  and hence are f o l l o w e d  by 
the defau l t  f irst  menu. Yet v i r t u a l l y  
every f o l l o w e r  for  " thinks"  and " thought"  
in the Sher r i  da ta  h a p p e n s  to  be long  to 
the set of  f o l l o w e r s  for  " th ink ' .  We 
bel ieve tha t  by s t o r i ng  i n f o r m a t i o n  on 
mode ra t e  f r equency  w o r d s  wi th  s t r o n g l y  
assoc ia ted  f o l l o w e r s  and on c lus te rs  of  
verb fo rms  we may s ign i f i can t ly  i m p r o v e  
the success of the f irst  menu. 

R E L A T E D  W O R K  

Tha t  a smal l  n u m b e r  of  w o r d s  accoun t  
for  a large p r o p o r t i o n  of the t o t a l  v e r -  
biage in c o n v e r s a t i o n  has been k n o w n  for  
some t ime [Kucera and Franc is ,  1967]. 

The  idea of us ing the f irst  severa l  
le t ters  typed  by a h a n d i c a p p e d  ind iv idua l  
to an t i c ipa t e  the nex t  desi red w o r d  has 
been used in n u m e r o u s  sys tems (e.g., 
[G ib l e t  and Chi ldress ,  1982], [P i cke t i ng  
et al., 1984]). The  G ib l e r  and Chi ld ress  
system is t yp i ca l  in that  it uses a f e w -  
t h o u s a n d - w o r d  v o c a b u l a r y  d r a w n  f rom the 
genera l  publ ic ,  p lus  a few hund red  w o r d s  
specif ic  to the user of the system. The  
user must  type  the f irst  two  le t ters  
before  the system p rov ides  a menu of 
words  beg inn ing  wi th  the le t ter  pai r .  If 
the desired word  was not  on the menu,  the 
user had to spel l  the w o r d  out.  It was 
felt  that  one le t ter  was not  i n f o r m a t i v e  
enough  to w a r r a n t  a menu. F u r t h e r m o r e ,  
G i lb l e r  and Chi ld ress  showed  that  i n c r e a s -  
ing the sys tem v o c a b u l a r y  degraded  the 
p e r f o r m a n c e  of thei r  sys tem and they 
r ecommended  l i m i t a t i o n  of the v o c a b u l a r y  
for  human  fac to r s  reasons .  

By con t ras t ,  ou r  sys tem costs  the 
user no more  e f for t  in terms of se lec t ing 
the first  two  le t ters  - if indeed they 
have needed to go that  far; 80 per  cent 
of  the time, they haven ' t  needed to  p r o -  
vide two  letters.  Fu r the r ,  there  is no 
ques t ion  that  for  ou r  system, a l l o w i n g  the 
v o c a b u l a r y  to g r o w  is of  benef i t  b o t h  to  
sys tem p e r f o r m a n c e  and to user s a t i s -  
fac t ion .  

Ga l l i e r s  [1987] descr ibes  a d i f fe ren t  
a p p r o a c h  for  p h y s i c a l l y  h a n d i c a p p e d  
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persons  conversan t  in the Bliss c o m m u n i -  
ca t ions  system. C o m m u n i c a t i o n  with Bliss 
involves  a high degree of i n t e r p r e t a t i o n  
by the " l i s tener ' ,  and Gal l i e r s  r epo r t s  an 
impressive 75 per cent success rate in 
au toma t ing  such in t e rp re t a t i on .  The 
Gal l ie r s  system is s ing le - sub jec t ,  as ours  
is, and it does  use past  h i s to ry  to  
fac i l i ta te  i n t e rp r e t a t i on .  It was, h o w -  
ever, l imi ted to  a very  small  domain  for  
the expe r imen t  descr ibed.  

One s ta t is t ic  ci ted by this last paper  
was that  the same tex t  p roduced  f rom the 
Bliss communica t ion ,  had it been p ro d u ced  
by typ ing  in to  a word  process ing  system, 
wou ld  have r equ i r ed  three  times as many 
k e y - p r e s s  ope ra t ions .  Our  own  ra t io  of 
k e y - p r e s s  o p e r a t i o n s  to charac ters  
p r oduc ed  was 45 per cent for  the sentence 
pos i t i on  a lgor i thm.  Tha t  is, on average 
it t o o k  45 presses of a mouse bu t t o n  to 
p roduc e  100 characters .  Par t  of the 
reason  for  such a high r a t io  has to do  
wi th  punc tua t i on ,  cap i t a l i za t ion ,  and 
special  screens such as the number  screen, 
which  requ i res  not  on ly  the same number  of 
presses of the b u t t o n  as there  are digits,  
for  example ,  but  add i t i ona l  presses of the 
b u t t o n  to summon the screen and qui t  the 
menu. But p r ima r i l y  the ra t io  seems to  
derive f rom the fact that  many of the 
words  in any tex t  are shor t  - "a', " to ' ,  
" the ' ,  "of ' ,  " in ' ,  and "on" being examples  
f rom this very pa ragraph .  If the first  
menu does not  con ta in  a desired t w o - l e t t e r  
word ,  one has to spel l  the first  le t ter  
and then make a se lec t ion  f rom the second 
menu - r equ i r ing  two  presses of a bu t ton .  
By cont ras t ,  Bliss users c o m m o n l y  use 
a t e legraph ic  s tyle  of communica t i on  and 
omit  func t ion  words  a l toge ther .  

C O N C L U S I O N  

In summary,  evidence exis ts  that  fo r  
a system bui l t  a r o u n d  a single user 's 
language,  a p r ed i c t i on  scheme that  s imply  
an t ic ipa ted  f i f ty  or  so words  wou ld  on  
average be co r rec t  abou t  half  the time. 
Limi t ing  such a system to o n l y  the top  20 
most  f requent  words  wou ld  give a success 
rate of abou t  30 per cent. However ,  not  
all  of  the high f r equency  words  are d i s -  
t r ibu ted  evenly by sentence pos i t ion .  A 
system that  of fers  the top  20 most f r e -  
quen t ly  occu r r ing  words  for  each pos i t i on  
of a sentence was successful  abou t  40 per 
cent of the time on  the nex t  97 sentences. 
A l lowing  a user to  re ject  the first  set of 
words  by giving the first  le t ter  of the 
desired word  and of fe r ing  the 20 most 

f requen t  words  beginning  wi th  that  le t ter  
resul ted  in success for  the combined  first  
and second menus 82 per cent of the time. 

After a t ra in ing  b o d y  of 1750 s en -  
tences (14,669 words) ,  wi th  a v o c a b u l a r y  
of 1512 words ,  it was st i l l  the case that  
abou t  six per cent of the desired words  
were u n k n o w n  to the system. 

An a l t e rna t ive  a lg o r i t h m  for  the f irs t  
o f fe r ing  of 20 words ,  based p r i m a r i l y  on  
the r ight  hand con tex t s  of the h igh f r e -  
quency  words ,  is successful  on  the f irs t  
guess 50 per cent of the time. 
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