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Abstract

Although humorous language can bring joy to
people, it is also easy to cause offense. There-
fore, in order to effectively identify whether
a sentence is humorous or offensive, the sys-
tem needs to obtain abundant semantic infor-
mation. This article introduces the submission
of subtask 1 and subtask 2 that we participate
in SemEval-2021 Task 7: HaHackathon: De-
tecting and Rating Humor and Offense, we use
a model based on ALBERT that uses ALBERT
as the module for extracting text features. We
modify the upper layer structure by adding spe-
cific networks to better summarize the seman-
tic information. Finally, our system achieves
an F-Score of 0.9348 in subtask 1a, RMSE of
0.7214 in subtask 1b, F-Score of 0.4603 in sub-
task 1c, and RMSE of 0.5204 in subtask 2.

1 Introduction

A sense of humor is a positive psychological quality
that can make people feel better about themselves,
relieve stress, and gain a sense of connection with
others. Humor can help bring about happiness
experiences and optimism. Humor, by its nature,
stirs up emotions. The speaker presents the audi-
ence with an unexpected conflict. The audience
feels nervous and anticipatory, and at the same
time feels pleased and released. Humor is also a
highly subjective phenomenon, with age, gender,
and socioeconomic status is known to influence
the perception of jokes. That’s why some things
make people laugh and others don’t. When the
brain lacks the cognitive resources to accurately
understand the context in which a joke takes place,
it generalizes it into an everyday behavior, and the
benign offense becomes hostile aggression. Like
most metaphorical languages, humor emphasizes
multiple word meanings, cultural knowledge, and
pragmatic capabilities, making it a challenging task
to detect humor and offense in a sentence.

SemEval-2021 Shared Task 7: HaHackathon:
Detecting and Rating Humor and Offense (Meaney
et al., 2021) shared task has two subtasks. Sub-
task 1 emulates previous humor detection tasks in
which all ratings were averaged to provide mean
classification and rating scores. Subtask 1a: pre-
dict if the text would be considered humorous (for
an average user). This is a binary task. Subtask
1b: if the text is classed as humorous, predict how
humorous it is (for an average user). The values
vary between 0 and 5. Subtask 1c: if the text is
classed as humorous, predict if the humor rating
would be considered controversial, i.e. the variance
of the rating between annotators is higher than the
median. This is a binary task. Subtask 2 aims
to predict how offensive a text would be (for an
average user) with values between 0 and 5. This
score was calculated regardless of whether the text
is classed as humorous or offensive overall.

In this paper, we use ALBERT: A Lite BERT for
self-supervised Learning of Language (Lan et al.,
2019) as the module for extracting sentence seman-
tic information. The features extracted by ALBERT
are then further processed through a specific struc-
ture. Besides, for subtasks 1a and 1c, since it is a
binary classification problem, we use k-fold strati-
fied sampling to reinforce the training process. The
rest of the paper is organized as follows. Part 2
gives a brief introduction to the relevant work. Part
3 describes the dataset and our approach. Part 4
describes the hyperparameters of the study method
used and our results. Finally, the fifth part summa-
rizes our work.

2 Related Work

Computational research in the field of humor de-
tection has been going on for some time, and the
diversity of tasks allows for different analyses ac-
cording to the type and expression of humor. In
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previous shared tasks, T3 team (Vanroy et al., 2020)
used the pre-trained language model Roberta in the
SemEval-2020 shared task7 on Assessing the Fun-
ninness of Edited News Headlines (Hossain et al.,
2020) to learn the latent features in news headlines
and predict how funny each headline is. UniTue-
bingenCL team (Ammer and Grüner, 2020) used
a Ridge Regression model using Elmo and Glove
embeddings as well as Truncated Singular Value
Decomposition at SemEval-2020 Task 7: Humor
Detection in News Headlines. Humor and emotions
such as offense and hatred are not only different but
also related to one another. It is often challenging
to classify them accurately. Badlani et al. (2019)
proposed a composite two-step model. In the first
step, features related to irony, humor, hate speech,
and emotion are extracted, and in the second step,
these features are combined to classify emotions.
This multi-step method is better than a single step.
Models that predict sentiment have better empirical
performance in sentiment classification.

Sentiment analysis of humor data requires a
deep semantic understanding of the text, and sig-
nals of nuances in the language may enhance or
completely change the sentiment of the sentence.
Morales and Zhai (2017) proposed a generative lan-
guage model based on incongruity theory to model
humorous text, using background text sources, such
as Wikipedia entry descriptions, and being able to
construct multiple features to identify humorous
comments. Besides, Deep Learning (DL) (Good-
fellow et al., 2016) methods of multi-layer Neural
Networks (NN) (Mikolov et al., 2011) stacked was
also a common method. Ortega-Bueno et al. (2018)
used a recurrent neural network(RNN) (Mikolov
et al., 2010) that combines language features and
attention-based to classify Spanish tweets as hu-
morous or not and predict how funny they are. The
attention (Vaswani et al., 2017) layer helps calcu-
late the contribution of each term to the target hu-
mor category. In recent years, various pre-training
models based on Transformer have shown outstand-
ing performance, and some researchers have also
applied them in the field of humor detection. Weller
and Seppi (2019) used a Transformer framework
to evaluate whether a joke was humorous, and per-
formed well on the short joke and pun datasets.

Figure 1: K-fold stratified sampling to the training set

3 Methodology and Data

3.1 Data description

The organizer of Semeval-2021 Shared Task 7 pro-
vided a complete training data set for our system,
including 8000 pieces of data for the training set,
1000 for the validation set, and 1000 for the test set.
Each piece of data has four tags.

In our experiment, for subtasks 1a and 1c, we
use a Stratified-K-fold technique to randomly seg-
ment all combined training datasets. As shown
in Figure 1, we use the Stratified-K-fold cross-
validation instead of the ordinary K-fold cross-
validation. Stratified-K-fold can ensure that the
proportion of each class in the generated training
set and validation set is consistent with the origi-
nal training set, thus avoiding the generated data
distribution disorder. In this experiment, we set the
value of K as 5.

3.2 Description of the system

Our model is one based on ALBERT, which is
shown in Figure 2. BERT (Devlin et al., 2018)
has good performance, but too many parameters
and long training time are also its disadvantages.
ALBERT is designed by Google mainly to solve
the problem of BERT, which is a simplified model
based on BERT. ALBERT solves these problems
by using two parameter reduction techniques, one
of them is cross-layer parameter sharing, in order
to avoid quantity increases along with the network
depth; factorized embedding parameterization is
another approach, by putting a big word embedded
matrix is decomposed into two small matrix makes
the relationship between the size of the hidden layer
and dictionary apart, thus, when the size of the
hidden layer is increased, the parameter size of
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Figure 2: Schematic overview of the architecture of our
model

the vocabulary embedding will not be significantly
increased.

We input the preprocessed text into the model
through the input layer, and then carry out vector
representation. Position vector representation, text
vector representation, and word vector represen-
tation make up the vector representation. Then
the ALBERT model takes the sum of the input
embedding, position encoding, and token type em-
bedding as input, which is further processed by the
Transformer Encoder module. After that, we input
the output of the last ALBERT hidden layers into
BiLSTM. Then, through the Relu function, the vec-
tor is nonlinearly mapped to the lower dimension.
After average pooling and maximum pooling are
achieved to obtain the feature vector, we concate-
nate the average pooling and maximum pooling
output. Finally, the feature vector will concatenate
with the original output of ALBERT, the classifica-
tion or regression task is then performed.

4 Experiment and results

4.1 Experiment setting

In this experiment, albert base v2 is used. After
adding a new module based on ALBERT, the whole
model is fine-tuned. The main hyper-parameters
we adjust are the maximum sequence length, the
learning rate, the gradient accumulation steps, and
batch size. As is shown in Table 1.

maximum sequence length learning rate
128 2e-5

gradient accumulation steps batch size
4 4

Table 1: Details of the hyper-parameters.

Team Name: ZYJ

Task 1a Humor Detection

F-Score Rank
0.9348 41

Task 1b Average Humor Score

RMSE Rank
0.7214 43

Task 1c Humor Controversy

F-Score Rank
0.4603 33

Task 2 Average Offensiveness Score

RMSE Rank
0.5204 31

Table 2: The results of our methods.

4.2 Results
According to the leaderboard provided by the or-
ganizer, our team’s F-score is 0.9348, ranking 41st
place in subtask 1a Humor Detection. RMSE is
0.7214, ranking 43rd place in subtask 1b Average
Humor Score. F-Score is 0.4603, ranking 33rd
place in subtask 1c Humor Controversy. RMSE is
0.5204, ranking 31st place in subtask 2 Average
Offensiveness Score. As shown in Table 2.

5 Conclusion

In this task, we detect and rate humor and offense
using a deep-learning-based model. In the construc-
tion of the model, we use ALBERT as a module
of the model and add a custom network structure
to further process the extracted feature vector. As
for the classification task, we perform Stratified-
K-Fold cross-validation based on the model and
get the optimal value through the voting mecha-
nism. Although our system has fewer parameters
and is easier to train, the performance needs to be
improved. In future work, we will further optimize
the system structure, so that the model can obtain
rich semantic information characteristics.

https://huggingface.co/albert-base-v2
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