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Abstract
Language detection is considered a difficult
task especially for similar languages, varieties,
and dialects. With the growing number of on-
line content in different languages, the need
for reliable and robust language detection tools
also increased. In this work, we use super-
vised autoencoders with a bayesian optimizer
for language detection and highlight its effi-
ciency in detecting similar languages with di-
alect variance in comparison to other state-of-
the-art techniques. We evaluated our approach
on multiple datasets (Ling10, Discriminating
between Similar Language (DSL), and Indo-
Aryan Language Identification (ILI)). Ob-
tained results demonstrate that SAE is highly
effective in detecting languages, up to a 100%
accuracy in the Ling10. Similarly, we obtain
a competitive performance in identifying simi-
lar languages, and dialects, 92%, and 85% for
DSL and ILI datasets respectively.

1 Introduction

Internet content is growing exponentially over time,
and as a direct consequence, more languages and
dialects need to be processed, as they serve as key
components in various Natural Language Process-
ing (NLP) tasks (Kocmi and Bojar, 2017).

Language detection is the task of determining
the language for a given text. Although language
detection has significantly improved over the past
years, challenges remain. Detecting similar lan-
guages, detecting languages when multiple lan-
guage contents exist in a single document, and
detecting language in short texts are still active
research areas (Balazevic et al., 2016; Lui et al.,
2014; Williams and Dagli, 2017). Discriminate
between very close languages or dialects, for exam-
ple, German dialect identification, Indo-Aryan lan-
guage identification, is considered a difficult task

(Parida et al., 2020; Jauhiainen et al., 2019a). Al-
though dialect identification is commonly based on
the distributions of letters or letter n-grams, these
approaches might face serious difficulties when try-
ing to distinguish related dialects that have similar
phoneme and grapheme inventories (Scherrer and
Rambow, 2010). In a multilingual country like In-
dia, there exist many languages and many of them
have multiple dialects (Chittaragi and Koolagudi,
2019). For example, in the case of the Odia lan-
guage, although the written text is the same, there
exist many dialects (e.g. Baleswari, Ganjami, Sam-
balpuri, Desiya. etc.) (Swain et al., 2016). More-
over, the automatic identification of dialect in low
resource languages suffers from the lack of large
training datasets or pre-trained language models.

Most of the previous research on language iden-
tification has focused on using traditional machine
learning approaches like Naive Bayes, Support Vec-
tor Machine (SVM), in combination with word
n-grams, graph-based n-grams, prediction partial
matching (PPM) or linear interpolation with post-
independent weight optimization and majority vot-
ing for combining multiple classifiers (Jauhiainen
et al., 2019b). However, more recently, deep learn-
ing techniques have shown substantial results in
many NLP tasks including language detection (Oro
et al., 2018; Villatoro-Tello et al., 2020a,b). For
many deep learning tasks, semi-supervised autoen-
coders have proven to build reliable representations
with few annotated data (Ranzato and Szummer,
2008; Rasmus et al., 2015). To the best of our
knowledge, autoencoders (AE) have never been
applied for similar language detection. In this pa-
per, we explore the use of supervised autoencoders
(SAE), hence leveraging labels in the latent space,
for language detection.
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2 Proposed Method

The overall architecture of the proposed method
is shown in Figure 1. The following subsections
briefly describe the main components of our ap-
proach.

2.1 Supervised Autoencoder

An AE is a neural network that learns a low-
dimensional representation (encoding) of input data
and then learns to reconstruct the original input
from the learned representation. This type of archi-
tecture is mainly used for dimensionality reduction
or feature extraction (Zhu and Zhang, 2019), in an
unsupervised fashion. By learning to reconstruct
the input, the AE extracts underlying abstract at-
tributes that facilitate accurate prediction of the
input.

A supervised autoencoder (SAE) is an AE with
the addition of a supervised loss on the representa-
tion layer. For the case of a single hidden layer, a
supervised loss is added to the output layer and for
a deeper AE, the innermost layer has a supervised
loss added to the bottleneck layer that is usually
transferred to the supervised layer after training the
AE.

In supervised learning, the goal is to learn a
function for a vector of inputs x ∈ Rd to predict
a vector of targets y ∈ Rm. Consider SAE with
a single hidden layer of size k, and the weights
for the first layer are F ∈ Rk×d. The function is
trained on a finite batch of independent and identi-
cally distributed (i.i.d.) data, (x1,y1), ..., (xt,yt),
with the goal of a more accurate prediction on
new samples generated from the same distribution.
The weight for the output layer consists of weights
Wp ∈ Rm×k to predict y and Wr ∈ Rd×k to re-
construct x. Let Lp be the supervised loss and Lr

be the loss for the reconstruction error. In the case
of regression, both losses might be represented by
a squared error, resulting in the objective:

1

t

t∑
i=1

[
Lp(WpFxi,yi) + Lr(WrFxi,xi)

]
=

1

2t

t∑
i=1

[
||WpFxi − yi||22 + ||WrFxi − xi||22

]
(1)

The addition of supervised loss to the AE loss
function acts as regularizer and results (as shown

in equation 1) in the learning of the better repre-
sentation for the desired task (Le et al., 2018). In
summary, an SAE represents a neural network that
jointly predicts targets and inputs.

2.2 Bayesian Optimizer

In the case of SAE, there are many hyperparame-
ters related to model construction and optimization.
AE training and performance often benefit from
hyperparameter tuning to avoid over and under-
fitting.

Bayesian optimization (BO) is a state-of-the-
art hyperparameter optimization algorithm that
reached competitive performances on several opti-
mizations benchmarks (Snoek et al., 2012; Bergstra
and Bengio, 2012). BO is a technique based on
Bayes theorem to direct a search for a global op-
timization problem that is efficient and effective.
It works by building a probabilistic model of the
objective function, called the surrogate function,
that is then searched efficiently with an acquisition
function before candidate samples are chosen for
evaluation on the real objective function.

2.3 Textual Features

Character n-grams are fed as an input to the SAE.
In comparison to word n-grams, which only capture
the identity of a word and its possible neighbors,
character n-grams are additionally capable of de-
tecting the morphological makeup of a word (Wei
et al., 2009; Kulmizev et al., 2017). The extracted
n-gram features are input to the deep SAE as shown
in the Figure 1. The deep SAE contains multiple
hidden layers. Hyperparameters were optimized
using BO.

3 Experimental Setup and Datasets

3.1 Hyperparameters

To verify the robustness of our proposed model, we
have used datasets that are either short, contain sim-
ilar dialects, or cover multiple languages, and long
texts. The range of values for the hyperparameters
search space is shown in Table 1. During training,
BO chooses the best hyperparameters from this
range. The overall configuration of the SAE model
is shown in Table 2.

3.2 Datasets

A summary table of the number of texts per dataset
is presented in Table 3. We also provide a brief
description of each dataset.
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Figure 1: Proposed model architecture. The extracted features of the text are input to the supervised autoencoder.
The target “y” are included. The classification output are the language id for the classified languages.

Hyper Parameter Range
number of layer 1-5
learning rate 10−5 − 10−2

weight decay 10−6 − 10−3

activation functions ‘relu’, ‘sigma’

Table 1: Search space hyper parameter range.

Parameter DSL Ling10 ILI
n gram range 1-3 1-3 1-3
number of target 14 10 5
embedding dimension 300 300 300
supervision ‘clf’ ‘clf’ ‘clf’
converge threshold 0.00001 0.00001 0.00001
number of epochs 300 500 500

Table 2: SAE model configurations for the dataset.

Dataset Training Development Test
DSL 252,000 28,000 14,000
Ling10 140,000 - 50,000
ILI 70,351 10,329 9,692

Table 3: Dataset Statistics.

DSL Dataset: The data obtained from the
“Discriminating between Similar Language (DSL)
Shared Task 2015” contains 13 different languages
belonging to 6 language groups, namely South
Eastern Slavic (Bulgarian and Macedonian), South
Western Slavic (Bosnian, Croatian and Serbian),
West-Slavic (Czech and Slovak), Ibero-Romance
Spanish (Peninsular Spanish and Argentinian
Spanish), Ibero-Romance Portuguese (Brazilian
Portuguese and European Portuguese), and
Austronesian (Indonesian and Malay). The

DSL corpus collection 1 have different versions
based on different language groups, representing
a benchmark dataset for evaluating language
identification systems (Tan et al., 2014a). We used
the DSLCCv2.0 2 to perform our experiments
(Tan et al., 2014b). In this version, the training set
contains 18,000 sentences for each language and
the development set contain 2,000 sentences in
each language.

Ling10 Dataset: The Ling10 dataset 3 contains
190,000 sentences categorized into 10 languages
(English, French, Portuguese, Chinese Mandarin,
Russian, Hebrew, Polish, Japanese, Italian, Dutch)
mainly used for language detection and bench-
marking natural language processing (NLP) algo-
rithms. It has three variants and we have considered
“Ling10-train large” in our experiments.

ILI Dataset: The Indo-Aryan Language Identi-
fication (ILI) dataset used for the fifth workshop
on NLP for similar languages, varieties and di-
alects (VarDial) at COLING 2018 4 (Zampieri
et al., 2018b). This task was aimed at identifying
5 closely-related languages of the Indo-Aryan lan-
guage family – Hindi (also known as Khari Boli),
Braj Bhasha, Awadhi, Bhojpuri, and Magahi. Con-
sidering Indian geographical location and states,

1http://ttg.uni-saarland.de/resources/
DSLCC/

2https://github.com/Simdiva/DSL-Task/
tree/master/data/DSLCC-v2.0

3https://github.com/johnolafenwa/
Ling10

4https://github.com/kmi-linguistics/
vardial2018

http://ttg.uni-saarland.de/resources/DSLCC/
http://ttg.uni-saarland.de/resources/DSLCC/
https://github.com/Simdiva/DSL-Task/tree/master/data/DSLCC-v2.0
https://github.com/Simdiva/DSL-Task/tree/master/data/DSLCC-v2.0
https://github.com/johnolafenwa/Ling10
https://github.com/johnolafenwa/Ling10
https://github.com/kmi-linguistics/vardial2018
https://github.com/kmi-linguistics/vardial2018
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Figure 2: Confusion matrix for the DSL test dataset.

these languages form part of a continuum start-
ing from Western Uttar Pradesh (Hindi and Braj
Bhasha) to Eastern Uttar Pradesh (Awadhi and Bho-
jpuri) and the neighboring Eastern state of Bihar
(Bhojpuri and Magahi).

4 Results and Discussion

Figure 3: Confusion matrix for Ling10 test dataset.

The SAE model performance for the used dataset
is shown in Table 4. Since we are interested in
potential confusion between languages, we plot the
confusion matrices for the DSL (Figure 2), Ling10
(Figure 3), and for the ILI (Figure 4) datasets.

Observe that for the case of Ling10 (dissimilar

Figure 4: Confusion matrix for ILI test dataset.

language families) the SAE approach performs al-
most perfect (few confusions between Dutch and
Portuguese and Dutch and French) reaching an ac-
curacy of 100%. On the contrary, for DSL and ILI
datasets, we can notice more errors. For example,
in DSL, there are many mistakes between Spanish,
Portuguese, and South Western Slavic families re-
spectively, nevertheless, our SAE gets an accuracy
of 92%. Similarly, observe the complexity of the
task in the ILI dataset, where the obtained accuracy
was of 85%.

As a comparison point, the best-reported result
for the DSL dataset is based on a classifier ensem-
ble approach (using 8 SVM classifiers); each one
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trained on a single feature type and reached an accu-
racy of 95.54 % in the test partition during the DSL
2015 shared task using the DSLv2.0 dataset (Mal-
masi and Dras, 2015; Zampieri et al., 2015). For
the case of the ILI dataset, the best score reported
during the Second VarDial Evaluation Campaign
was of 95% F1-macro (Zampieri et al., 2018a). The
winning approach is based on adaptive language
models based on character n-grams from 1 to 6
(Jauhiainen et al., 2018). Contrary to these ap-
proaches, the proposed SAE represents a much
less complex and competitive alternative, obtaining
good performance results.

Accuracy
Model Dataset Validation Test
SAE (char-3gram) Ling10 - 100 %
SAE (char-3gram) DSL 92% 92%
SAE (char-3gram) ILI 94% 85%

Table 4: Overall performance of the proposed ap-
proach.

4.1 Discussion

SAE is less computationally expensive than other
deep-learning architectures, while it generalizes
well to a wide variety of languages and dialects.
The proposed model is extendable by creating a
host of features such as character n-gram, word n-
gram, word counts, etc, and then passing it through
AE to choose the best features. As future work, we
are planning to i) verify our model (SAE + BO)
with other language detection data sets ii) try to
create a dialect detection dataset for other Indian
languages and apply SAE for classifying the di-
alects.

5 Conclusion

In this paper, we introduced SAE with BO for lan-
guage detection using N-grams at the character
level and illustrated its performance on the discrim-
ination of very close languages or dialects on sev-
eral well-known corpora. We also presented some
advantages of the proposed approach, and discuss
some of the future directions for SAE-based lan-
guage detection. 5
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