
Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing, pages 7386–7399,
November 16–20, 2020. c©2020 Association for Computational Linguistics

7386

Feature Adaptation of Pre-Trained Language Models
across Languages and Domains with Robust Self-Training

Hai Ye1 Qingyu Tan∗1,2 Ruidan He2 Juntao Li3

Hwee Tou Ng1 Lidong Bing2

1Department of Computer Science, National University of Singapore
2DAMO Academy, Alibaba Group

3School of Computer Science and Technology, Soochow University
{yeh,nght}@comp.nus.edu.sg

{qingyu.tan,ruidan.he,l.bing}@alibaba-inc.com
ljt@suda.edu.cn

Abstract

Adapting pre-trained language models
(PrLMs) (e.g., BERT) to new domains has
gained much attention recently. Instead of
fine-tuning PrLMs as done in most previous
work, we investigate how to adapt the features
of PrLMs to new domains without fine-tuning.
We explore unsupervised domain adaptation
(UDA) in this paper. With the features from
PrLMs, we adapt the models trained with
labeled data from the source domain to the un-
labeled target domain. Self-training is widely
used for UDA, and it predicts pseudo labels on
the target domain data for training. However,
the predicted pseudo labels inevitably include
noise, which will negatively affect training
a robust model. To improve the robustness
of self-training, in this paper we present
class-aware feature self-distillation (CFd) to
learn discriminative features from PrLMs, in
which PrLM features are self-distilled into a
feature adaptation module and the features
from the same class are more tightly clustered.
We further extend CFd to a cross-language
setting, in which language discrepancy is
studied. Experiments on two monolingual
and multilingual Amazon review datasets
show that CFd can consistently improve the
performance of self-training in cross-domain
and cross-language settings.

1 Introduction

Pre-trained language models (PrLMs) such as
BERT (Devlin et al., 2019) and its variants (Liu
et al., 2019c; Yang et al., 2019) have shown signif-
icant success for various downstream NLP tasks.
However, these deep neural networks are sensitive
to different cross-domain distributions (Quionero-
Candela et al., 2009) and their effectiveness will
be much weakened in such a scenario. How to
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adapt PrLMs to new domains is important. Unlike
the most recent work that fine-tunes PrLMs on the
unlabeled data from the new domains (Han and
Eisenstein, 2019; Gururangan et al., 2020), we are
interested in how to adapt the PrLM features with-
out fine-tuning. To investigate this, we specifically
study unsupervised domain adaptation (UDA) of
PrLMs, in which we adapt the models trained with
source labeled data to the unlabeled target domain
based on the features from PrLMs.

Self-training has been proven to be effective in
UDA (Saito et al., 2017), which uses the model
trained with source labeled data to predict pseudo
labels on the unlabeled target set for model training.
Unlike the methods of adversarial learning (Ganin
et al., 2016; Chen et al., 2018) and Maximum Mean
Discrepancy (MMD) (Gretton et al., 2012) that
learn domain-invariant features for domain align-
ment, self-training aims to learn discriminative fea-
tures over the target domain, since simply matching
domain distributions cannot make accurate predic-
tions on the target after adaptation (Lee et al., 2019;
Saito et al., 2017). To learn discriminative features
for the target, self-training needs to retain a model’s
high-confidence predictions on the target domain
which are considered correct for training. Meth-
ods like ensemble learning (Zou et al., 2019; Ge
et al., 2020; Saito et al., 2017) which adopt mul-
tiple models to jointly make decisions on pseudo-
label selections have been introduced to achieve
this goal. Though these methods can substantially
reduce wrong predictions on the target, there will
still be noisy labels in the pseudo-label set, with
negative effects on training a robust model, since
deep neural networks with their high capacity can
easily fit to corrupted labels (Arpit et al., 2017).

In our work, to improve the robustness of self-
training, we propose to jointly learn discrimina-
tive features from the PrLM on the target do-
main to alleviate the negative effects caused by
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noisy labels. We introduce class-aware feature self-
distillation (CFd) to achieve this goal (§4.2). The
features from PrLMs have been proven to be highly
discriminative for downstream tasks, so we propose
to distill this kind of features to a feature adaptation
module (FAM) to make FAM capable of extract-
ing discriminative features (§4.2.1). Inspired by
recent work on representation learning (van den
Oord et al., 2018; Hjelm et al., 2019), we introduce
mutual information (MI) maximization for feature
self-distillation (Fd). We maximize the MI between
the features from the PrLM and the FAM to make
the two kinds of features more dependent. Since Fd
can only distill features from the PrLM, it ignores
the cluster information of data points which can
also improve feature discriminativeness (Chapelle
and Zien, 2005; Lee et al., 2019). Hence, for the
features output by FAM, if the corresponding data
points belong to the same class, we further mini-
mize their feature distance to make the cluster more
cohesive, so that different classes will be more sep-
arable. To retain high-confidence predictions, we
re-rank the predicted candidates and balance the
numbers of samples in different classes (§4.1).

We use XLM-R (Conneau et al., 2019) as the
PrLM which is trained on over 100 languages. We
also extend our method to cross-language, as well
as cross-language and cross-domain settings us-
ing XLM-R, since it has already mapped different
languages into a common feature space. We experi-
ment with two monolingual and multilingual Ama-
zon review datasets for sentiment classification:
MonoAmazon for cross-domain and MultiAmazon
for cross-language experiments. We demonstrate
that self-training can be consistently improved by
CFd in all settings (§5.3). Further empirical results
indicate that the improvements come from learning
lower errors of ideal joint hypothesis (§4.3,5.4).

2 Related Work

Adaptation of PrLMs. Recently, significant im-
provements on multiple NLP tasks have been en-
abled by pre-trained language models (PrLMs) (De-
vlin et al., 2019; Yang et al., 2019; Liu et al., 2019c;
Howard and Ruder, 2018; Peters et al., 2018). To
enhance their performance on new domains, much
work has been done to adapt PrLMs. Two main
adaptation settings have been studied. The first
is the same as what we study in this work: the
PrLM provides the features based on which do-
main adaptation is conducted (Han and Eisenstein,

2019; Cao et al., 2019; Logeswaran et al., 2019; Ma
et al., 2019; Li et al., 2020). In the second setting,
the corpus for pre-training a language model has
large domain discrepancy with the target domain,
so in this scenario, we need the target unlabeled
data to fine-tune the PrLM after which we train
a task-specific model (Gururangan et al., 2020).
For example, Lee et al. (2020) and Alsentzer et al.
(2019) transfer PrLMs into biomedical and clinical
domains. Instead of fine-tuning PrLMs with unla-
beled data from the new domain as in most previ-
ous work (Rietzler et al., 2019; Han and Eisenstein,
2019; Gururangan et al., 2020), we are interested
in the feature-based approach (Devlin et al., 2019;
Peters et al., 2019) to adapt PrLMs, which does not
fine-tune PrLMs. The feature-based approach is
much faster, easier, and more memory-efficient for
training than the fine-tuning-based method, since
it does not have to update the parameters of the
PrLMs which are usually massive especially the
newly released GPT-3 (Brown et al., 2020).

Domain Adaptation. To perform domain adap-
tation, previous work mainly focuses on how to
minimize the domain discrepancy and how to learn
discriminative features on the target domain (Ben-
David et al., 2010). Kernelized methods, e.g.,
MMD (Gretton et al., 2012; Long et al., 2015),
and adversarial learning (Ganin et al., 2016; Chen
et al., 2018) are commonly used to learn domain-
invariant features. To learn discriminative features
for DA, self-training is widely explored (Saito et al.,
2017; Ge et al., 2020; Zou et al., 2019, 2018; He
et al., 2018). To retain high-confidence predictions
for self-training, ensemble methods like tri-training
(Saito et al., 2017), mutual learning (Ge et al., 2020)
and dual information maximization (Ye et al., 2019)
have been introduced. However, the pseudo-label
set will still have noisy labels which will nega-
tively affect model training (Arpit et al., 2017;
Zhang et al., 2017). Other methods on learning
discriminative features include feature reconstruc-
tion (Ghifary et al., 2016), semi-supervised learn-
ing (Laine and Aila, 2017), and virtual adversar-
ial training (Lee et al., 2019). Based on cluster
assumption (Chapelle and Zien, 2005) and the re-
lationship between decision boundary and feature
representations, Lee et al. (2019) explore class in-
formation to learn discriminative features. Class
information is also studied in distant supervision
learning for relation extraction (Ye et al., 2017).
In NLP, early work explores domain-invariant and
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Figure 1: Illustration of our model architecture which
includes a pre-trained language model, a feature adap-
tation module, and a classifier.

domain-specific words to reduce domain discrep-
ancy (Blitzer et al., 2007; Pan et al., 2010; He et al.,
2011).

3 Preliminary

In this section, we introduce the problem definition
and the model architecture based on which we build
our domain adaptation algorithm presented in the
next section.

3.1 Unsupervised Domain Adaptation

In order to improve the feature adaptability of pre-
trained transformers cross domains, we study unsu-
pervised domain adaptation of pre-trained language
models where we train models with labeled data
and unlabeled data from the source and target do-
main respectively. We use the features from PrLMs
to perform domain adaptation. Labeled data from
the source domain are defined as S = {Xs, Ys}, in
which every sample xs ∈ Xs has a label ys ∈ Ys.
The unlabeled data from the target domain are
T = {Xt}. In this work, we comprehensively
study domain adaptation in cross-domain and cross-
language settings, based on the features from the
multi-lingual PrLM where we adopt XLM-R (Con-
neau et al., 2019) for evaluation. By using XLM-R,
different languages can be mapped into a common
feature space. In this work, we evaluate our method
on the task of sentiment classification using two
datasets.

3.2 Model Architecture

As presented in Figure 1, our model consists of
a pre-trained language model (PrLM), a feature
adaptation module (FAM), and a classifier.

3.2.1 Pre-trained Language Model

Following BERT (Devlin et al., 2019), most PrLMs
consist of an embedding layer and several trans-
former layers. Suppose a PrLM has L + 1 lay-
ers, layer 0 is the embedding layer, and layer
L is the last layer. Given an input sentence
x = [w1, w2, · · · , w|x|], the embedding layer of
the PrLM will encode x as:

h0 = Embedding(x) (1)

where h0 = [h1
0,h

2
0, · · · ,h

|x|
0 ]. After obtaining

the embeddings of the input sentence, we compute
the features of the sentence from the transformer
blocks of PrLM. In layer l, we compute the trans-
former feature as:

hl = Transformerl(hl−1) (2)

where hl = [h1
l ,h

2
l , · · · ,h

|x|
l ] and l ∈ {1, 2,

· · · , L}. Using all the |x| features will incur much
memory space. After experiments, we take the
average of hl as:

h̄l =
1

|x|

|x|∑
i=1

hil (3)

and h̄l will be fed into the FAM.

3.2.2 Feature Adaptation Module

To transfer the knowledge from the source to the
target domain, the features from PrLMs should be
more transferable. Previous work points out that
the PrLM features from the intermediate layers are
more transferable than the upper-layer features, and
the upper-layer features are more discriminative for
classification (Hao et al., 2019; Peters et al., 2018;
Liu et al., 2019b). By making a trade-off between
speed and model performance, we combine the last
N -layer features from the PrLM for domain adapta-
tion, which is called the multi-layer representation
of the PrLM.

Our FAM consists of a feed-forward neural net-
work (followed by a tanh activation function) and
an attention mechanism. We map h̄l from layer l
into zl with the feed-forward neural network:

zl = f(h̄l) (4)

Multi-layer Representation. Since feature effec-
tiveness differs from layer to layer, we use an at-
tention mechanism (Luong et al., 2015) to learn to
weight the features from the last N layers. We get
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the multi-layer representation z of the PrLM as:

z = E(x; θ) =
L∑

i=L−N+1

αizi

αi =
etanh(Wattzi)∑L

j=L−N+1 e
tanh(Wattzj)

(5)

in which Watt is a matrix of trainable parameters.
Inspired by Berthelot et al. (2019), we want the
model to focus more on the higher-weighted layers,
so we further calculate the attention weight as:

αi =
α

1/τ
i∑L

j=L−N+1 α
1/τ
j

(6)

where θ is a set of learnable parameters that in-
cludes the parameters from the feed-forward neural
network and the attention mechanism.

3.2.3 Classifier
After obtaining the multi-layer representation z, we
train a classifier with the source domain labeled set
S. We define the loss function for the task-specific
classifier as:

LSpred =
1

|S|
∑
〈x,y〉∈S

l
(
g(E(x; θ);φ),y

)
(7)

where g is a classifier that takes in the features out
of E, and g is parameterized by φ. l is the loss
function which is cross-entropy loss in our work.

4 Class-aware Feature Self-distillation
for Domain Adaptation

In this section, we introduce our method for domain
adaptation. Our domain adaptation loss function
takes the form of:

L = LSpred + LT ′pred + LCFd (8)

in which LSpred is for learning a task-specific clas-
sifier with the source labeled set S (Eq. 7), LT ′pred
is the self-training loss trained with the pseudo-
label set T ′ (§4.1), and LCFd is to enhance the
robustness of self-training by learning discrimina-
tive features from the PrLM (§4.2), which is the
main algorithm for domain adaptation in this work.

4.1 Self-training for Adaptation

We build our adaptation model based on self-
training, which predicts pseudo labels on unlabeled
target data. The predicted pseudo labels will be
used for model training. In the training process, we
predict pseudo labels on all the target samples in T .
To retain high-confidence predictions from T , we
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Figure 2: Illustration of feature self-distillation. We
take the sum of the lastN -layer features for distillation.

introduce a simple but effective method called rank-
diversify to build the pseudo-label set T ′ , which is
a subset of T :

Rank. We calculate the entropy loss for every
sample in T , specifically:

g(z) = Softmax
(
g(z)

)
Le(z) = −

∑
g(z)T log g(z)

(9)

in which z is the multi-layer feature and g is the
classifier in Eq. 7. A lower entropy loss indicates
a higher confidence of the model for the pseudo
label. Then we use the entropy loss to re-rank
T . However, after re-ranking, some classes may
have too many samples in the top K candidates,
which will bias model training, so we also need to
diversify the pseudo labels in the top K list.

Diversify. We classify the samples into differ-
ent classes with pseudo labels, and re-rank them
with entropy loss in ascending order in every class.
Samples are selected following the order from ev-
ery class in turn until K samples are selected.

With the retained pseudo-label set T ′, we have
the loss function for training as:

LT ′pred = α
1

|T ′|
∑

〈x,y〉∈T ′
l
(
g(E(x; θ);φ),y

)
(10)

in which α is a hyper-parameter which will increase
gradually in the training process.

4.2 Robust Self-training by Discriminative
Feature Learning

To alleviate the negative effects caused by the noisy
labels in the pseudo-label set T ′, we propose to
learn discriminative features from the PrLM.

4.2.1 Feature Self-distillation
To maintain the discriminative power of PrLM
features, we propose to self-distill the PrLM fea-
tures into the newly added feature adaptation mod-
ule (FAM). Similar to traditional knowledge distil-
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lation (Hinton et al., 2015), feature distillation in
our work is to make the FAM (student) also capable
of generating discriminative features for adaptation
as the PrLM (teacher) does. Since the source do-
main already has the labeled data, there is no need
for self-distillation on the source domain, and we
apply feature self-distillation (Fd) to the target do-
main. Inspired by recent work on representation
learning (van den Oord et al., 2018; Hjelm et al.,
2019; Tian et al., 2020), we propose to use mutual
information (MI) maximization for Fd.
MI for Feature Self-distillation. MI measures
how different two random variables are. Maximiz-
ing the MI between them can reduce their differ-
ence. By maximizing the MI between the features
from PrLM and FAM, we can make the two fea-
tures more similar. We are interested in distilling
the PrLM features into the multi-layer represen-
tation z. We can distill the feature h̄l from any
layer l into z. However, only distilling one-layer
feature of the PrLM may neglect the information
from other layers, so we use the sum of the last
N -layer features for distillation1:

x̄ =

L∑
i=L−N+1

h̄i (11)

The distillation process is illustrated in Figure 2.
Then we maximize the MI I(z, x̄). We need to find
its lower bound for maximization, since it is hard
to directly estimate mutual information. Follow-
ing van den Oord et al. (2018), we also use Noise
Contrastive Estimation (NCE) to infer the lower
bound as:

I(z, x̄) ≥ J featNCE(z, x̄) (12)

To estimate the NCE loss, we need a negative sam-
ple set in which the PrLM features are randomly
sampled for the current z. Given a negative sample
set X̄neg = {x̄negi }

|X̄neg |
i=1 , we estimate J featNCE as:

J featNCE = f(z, x̄)− 1

|X̄neg|
∑

x̄neg
i ∈X̄neg

f(z, x̄negi )

(13)
f(z, x̄∗) is the similarity function, defined as:

f(z, x̄∗) = cos
(
inf(z), x̄∗

)
(14)

where x̄∗ ∈ {x̄} ∪ X̄neg; inf(·) is a trainable feed-
forward neural network followed by the tanh ac-
tivation, which is to resize the dimension of z to
be equal to x̄∗. To obtain the negative sample set,

1Based on Eq.14, taking the sum or average of the last
N -layer features will have the same effect.

we select one negative x̄ by randomly shuffling the
batch of features which the negative x̄ is in, and
this process is repeated |X̄neg| times.

4.2.2 Class Information
Feature distillation can only maintain the discrimi-
native power of PrLM features but ignores the class
information present in class labels. To explore the
class information, when performing feature self-
distillation, we further introduce an intra-class loss
to minimize the feature distance under the same
class. By giving the pseudo-label set T ′ and the
source labeled set S, we group the multi-layer fea-
tures out of the FAM into different classes. For
every class c, we calculate the center feature as zc.
We define the intra-class loss as follows:

Lintra class =
∑
c∈C

∑
zi∈Sc∪T ′c

‖zi − zc‖2 (15)

where C is the set of classes. The center feature zc
for class c ∈ C is calculated as:

zc =
1

|Sc ∪ T ′c|
∑

zj∈Sc∪T ′c

zj (16)

Before training for an epoch, the center features
will be calculated and fixed during training. After
one epoch of training, the center features will be
updated. After the above analysis, our final CFd
loss becomes:

LCFd = LTFd + LS,T
′

C = −
∑
x∈T
J featNCE

(
E(x; θ), x̄

)
+ λ

∑
〈x,y〉∈S∪T ′

Lintra class

(17)
where λ is a hyper-parameter which controls the
contribution of LS,T

′

C .

4.3 Analysis
We provide a theoretical understanding for why
CFd can enhance self-training based on the domain
adaptation theory from Ben-David et al. (2010).
Theorem 1. (Ben-David et al., 2010) LetH be the
hypothesis space. With the generalization error δs
and δt of a classifier G ∈ H on the source S and
target T , we have:

δt(G) ≤ δs(G) + dH∆H(S, T ) + ε (18)

in which dH∆H measures the domain discrepancy
and is defined as:
dH∆H(S, T ) = sup

h,h′∈H

∣∣Ex∈S [h(x) 6= h′(x)]

−Ex∈T [h(x) 6= h′(x)]
∣∣
(19)
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MonoAmazon E→BK BT→BK M→BK BK→E BT→E M→E BK→BT E→BT M→BT BK→M E→M BT→M Ave.
DAS 67.12 66.53 70.31 58.73 66.14 55.78 51.30 60.76 50.66 55.98 59.06 60.50 60.24
xlmr-tuning 70.030.2 69.940.9 70.710.8 61.270.5 68.490.4 63.521.0 66.271.3 69.811.2 68.320.6 61.692.5 59.221.1 61.751.9 65.92
xlmr-1 64.70 64.26 68.64 53.21 66.39 55.67 57.88 70.10 55.20 61.05 63.92 65.60 63.52
xlmr-10 70.580.3 69.960.6 71.100.5 59.800.3 70.880.3 64.640.7 63.930.9 72.480.5 65.060.9 65.790.4 67.780.4 63.491.0 67.12
KL 70.910.7 71.120.3 72.100.3 65.610.1 70.300.5 66.850.4 67.690.7 72.680.2 70.360.3 67.660.7 66.461.1 68.561.1 69.19
MMD 71.910.7 73.580.6 70.480.8 69.370.6 71.270.5 65.920.9 71.710.5 72.810.5 69.300.5 69.240.5 65.871.0 69.141.0 70.05
Adv 71.280.5 69.531.0 72.390.2 61.200.6 69.980.4 66.470.2 63.911.3 72.840.3 70.470.1 66.530.7 67.650.4 64.471.6 68.06
p 70.900.4 71.380.8 72.180.9 64.001.2 70.410.5 67.010.3 67.480.4 71.670.5 70.710.3 67.160.6 67.921.1 69.770.2 69.21
p+CFd 75.250.5 74.700.5 75.080.6 70.190.2 72.000.3 68.960.3 71.630.4 73.730.5 70.050.4 70.860.3 69.800.7 70.460.4 71.89

Table 1: The cross-domain classification accuracy (%) results on MonoAmazon. Models are evaluated by 5 random
runs except xlmr-tuning which is run for 3 times. We report the mean and standard deviation results. Best task
performance is boldfaced. Results of DAS are taken from He et al. (2018).

DATA train (S) valid (S) test (T) unlabeled (T) |C|
MonoAmazon 5,000 1,000 6,000 6,000 3
MultiAmazon 2,000 2,000 2,000 8,000 2

Table 2: The data splits for the experiments. |C| is the
number of classes. (·) denotes the domain which the
data comes from.

and ε is the error of the ideal joint hypothesis which
is defined as:

ε = δs(h
∗) + δt(h

∗) (20)
where h∗ = arg minh∈H δs(h) + δt(h).

From Ineq. 18, the performance of domain adap-
tation is bounded by the generalization error on
the source domain, domain discrepancy, and the
error of the ideal joint hypothesis (joint error). Self-
training aims to learn a low joint error by learning
discriminative features on the target domain, so that
the adaptation performance can be improved (Saito
et al., 2017). Our proposed CFd enhances the ro-
bustness of self-training by self-distilling the PrLM
features and exploring the class information. In
this way, the joint error can be further reduced
compared to self-training (Fig. 3). Besides, by op-
timizing the intra-class loss, dH∆H in Ineq. 18 can
be reduced since under the same class, the feature
distance of samples from both the source and target
domain is minimized (Fig. 4).

5 Experiments

5.1 Datasets

We use two Amazon review datasets for evaluation.
One is monolingual and the other is multilingual.
MonoAmazon. This dataset consists of English re-
views from He et al. (2018) and has four domains:
Book (BK), Electronics (E), Beauty (BT), and Mu-
sic (M). Each domain has 2,000 positive, 2,000
negative, and 2,000 neutral reviews.
MultiAmazon. This is a multilingual review

dataset (Prettenhofer and Stein, 2010) in English,
German, French, and Japanese. For every language,
there are three domains: Book, Dvd, and Music.
Each domain has 2,000 reviews for training and
2,000 for test, with 1,000 positive and 1,000 nega-
tive reviews in each set. 6,000 additional reviews
form the unlabeled set for each domain. The source
domains are only selected from the English corpus.

Table 2 shows the data split. To construct the
unlabeled set for the target domain, we use reviews
from the test set as the unlabeled data in MonoAma-
zon following He et al. (2018). For MultiAmazon,
reviews from the training set and original unlabeled
set both from the target domain are combined.

We also evaluate our model on the benchmark
dataset of (Blitzer et al., 2007). The results are
presented in Appendix B.

5.2 Experimental Setup
Model Settings. To enable cross-language trans-
fer, we use XLM-R2 (Conneau et al., 2019) which
has 25 layers as the pre-trained language model.
The dimension of its token embeddings is 1024
which is mapped into 256 by the FAM. Based on
one transfer result, the last 10-layer features are
used in FAM. λ for intra-class loss is set as 1 and 2
for MonoAmazon and MultiAmazon respectively.
We set the size of negative sample set as 10 and we
perform Fd training only in the target domain. τ for
attention mechanism in Eq. 6 is set as 0.3. In the
training process, we gradually increase the num-
ber of retained pseudo labels for self-training, in
which we increase the number by 100 for MonoA-
mazon and 300 for MultiAmazon every epoch. α
for LT ′pred is the linear and quadratic function of
epoch for MonoAmazon and MultiAmazon respec-
tively. More details of the experimental settings are
in Appendix A.

2https://github.com/pytorch/fairseq/
tree/master/examples/xlmr

https://github.com/pytorch/fairseq/tree/master/examples/xlmr
https://github.com/pytorch/fairseq/tree/master/examples/xlmr
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German French JapaneseMultiAmazon
Book Dvd Music

Ave.
Book Dvd Music

Ave.
Book Dvd Music

Ave.

Cross-language
xlmr-tuning 91.030.3 88.020.6 90.130.2 89.73 92.120.5 91.170.3 89.580.8 90.96 87.520.5 87.120.4 88.520.7 87.72
xlmr-1 73.69 69.86 87.34 76.96 91.26 91.13 88.37 90.25 70.96 71.20 87.07 76.41
xlmr-10 93.150.8 89.591.2 92.260.6 91.67 93.790.4 93.280.4 92.230.6 93.10 87.131.1 88.630.1 88.050.5 87.94
KL 93.990.4 91.120.4 93.890.2 93.00 93.910.1 93.310.3 92.390.2 93.20 88.600.1 88.820.2 88.120.2 88.51
MMD 93.970.1 90.770.8 93.530.4 92.76 93.480.2 93.210.2 92.670.2 93.12 89.170.1 89.220.1 88.540.4 88.98
Adv 93.270.4 89.780.6 92.530.6 91.86 93.700.4 93.030.4 92.280.3 93.00 88.220.8 88.680.1 88.340.2 88.41
p 92.991.0 89.330.6 93.820.3 92.05 93.810.1 93.000.2 92.500.2 93.10 88.680.3 88.860.1 88.390.1 88.64
p+CFd 93.950.2 91.690.3 93.890.2 93.18 94.250.2 93.790.1 93.390.1 93.81 89.410.2 88.680.1 89.540.3 89.21

Cross-language and Cross-domain
CLDFA 83.95 83.14 79.02 82.04 83.37 82.56 83.31 83.08 77.36 80.52 76.46 78.11
MAN-MoE 82.40 78.80 77.15 79.45 81.10 84.25 80.90 82.08 62.78 69.10 72.60 68.16
xlmr-tuning 90.84 88.48 89.75 89.69 90.29 90.54 89.65 90.16 85.90 86.02 87.85 86.59
xlmr-1 74.10 77.16 66.52 72.59 87.95 88.00 88.15 88.03 76.46 75.20 65.93 72.53
xlmr-10 91.00 85.95 92.48 89.81 90.17 90.29 92.66 91.04 85.67 85.69 87.89 86.41
KL 93.24 90.39 93.00 92.21 91.98 92.53 92.81 92.44 86.65 88.21 88.61 87.82
MMD 93.44 90.50 92.58 92.17 92.70 92.53 93.07 92.77 87.75 88.25 88.73 88.24
Adv 92.76 88.77 92.80 91.44 91.58 91.70 92.64 91.97 86.88 88.11 88.03 87.67
p 93.11 88.43 92.84 91.46 92.09 92.41 92.52 92.34 87.10 88.22 88.57 87.96
p+CFd 94.29 90.73 93.62 92.88 93.10 92.81 93.62 93.18 88.93 89.00 89.41 89.11

Table 3: The classification accuracy (%) results on MultiAmazon. Models are evaluated by 5 random runs except
xlmr-tuning which is run for 3 times. Results of CLDFA and MAN-MoE are taken from Xu and Yang (2017) and
Chen et al. (2019) respectively. More detailed transfer results are included in Appendix D.

Baselines. Since we are interested in adapting fea-
tures of PrLMs without tuning, we mainly set up
the baselines that use the features from XLM-R
by freezing XLM-R. Trained on the source do-
main, xlmr-1 directly tests on the target without
domain adaptation and it only uses the last-layer
features of XLM-R. xlmr-10 is the same as xlmr-1,
except that it uses the multi-layer representation of
XLM-R with last 10-layer features. KL (Zhuang
et al., 2015) uses the balanced Kullback-Leibler
divergence loss to decrease the domain discrep-
ancy for domain adaptation. MMD adopts the
Maximum Mean Discrepancy loss (Gretton et al.,
2012) in which Gaussian Kernel is implemented.
Adv (Ganin et al., 2016; Chen et al., 2018) adver-
sarially trains a domain classifier to learn domain-
invariant features by reversing the gradients from
the domain classifier following Ganin et al. (2016).
p is our self-training method introduced in §4.1.
p+CFd is our full model that uses CFd to enhance
the robustness of self-training. DAS (He et al.,
2018) uses semi-supervised learning. CLDFA (Xu
and Yang, 2017) is a cross-lingual baseline which
uses cross-lingual resources. MAN-MoE (Chen
et al., 2019) studies multi-lingual transfer which
has multiple languages in the source domain. MoE
learns to focus on more transferable source do-
mains for adaptation. xlmr-10, KL, MMD, Adv,
p, and p+CFd are all based on the multi-layer rep-
resentations with last 10-layer features. For KL,

MMD, and Adv, to minimize domain discrepancy,
we use an unlabeled set of the same size in the
source domain as the target domain.

xlmr-tuning3 first fine-tunes XLM-R with
source labeled data using the representation from
the final layer [CLS] and being fed to the classi-
fier (Devlin et al., 2019), then tests on the target.
By setting up this baseline, we want to see how
well the feature-based approach works.

More detailed baseline settings can be found in
Appendix A.3.

5.3 Main Results

We conduct experiments in cross-domain (CD),
cross-language (CL), and both cross-language and
cross-domain (CLCD) settings. Results of CD are
evaluated on MonoAmazon (Table 1) and results
of CL and CLCD are on MultiAmazon (Table 3).
For CL, English is set as the source language. The
domains in the source and target languages are
the same, i.e., When German&book is the target,
the source will be English&book. For CLCD, the
sources are also only from English. For example,
when the target is German&book, the source lan-
guage is English and the source domain is dvd
or music, in which two sources are set up: En-
glish&dvd and English&music, and the two adap-
tation results are averaged for German&book.

3Because of the limited computing resources, we cannot
fine-tune XLM-R with unlabeled target data using LM loss.
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METHOD E→BK BT→BK M→BK BK→E BT→E M→E BK→BT E→BT M→BT BK→M E→M BT→M Ave.
xlmr-10 70.41 67.80 70.83 56.47 70.65 64.74 61.30 71.57 65.38 63.33 67.69 64.47 65.16
p 70.90 71.38 72.18 64.00 70.41 67.01 67.48 71.67 70.71 67.16 67.92 69.77 69.21
p+CFd 75.25 74.70 75.08 70.19 72.00 68.96 71.63 73.73 70.05 70.86 69.80 70.46 71.89
p+C (w/o Fd) 73.16 73.59 74.80 68.72 71.11 68.15 69.80 74.02 71.03 66.78 69.22 68.93 70.78
p+Fd (w/o C) 71.61 71.10 72.39 67.14 71.23 67.38 69.41 73.04 70.80 68.84 68.14 68.97 70.00
CFd (w/o p) 70.08 72.37 71.30 66.72 70.57 64.21 68.32 72.38 69.27 68.23 66.12 68.37 69.00
Fd (w/o p+C) 68.16 69.55 70.18 66.59 71.02 63.92 69.18 72.10 67.77 69.73 65.71 66.13 68.34

Table 4: The classification accuracy (%) results of p+CFd and its ablations on MonoAmazon.

We have the following findings from Table 1 and
3 based on the overall average scores. xlmr-10
vs. xlmr-tuning: xlmr-10 is slightly better than
xlmr-tuning which demonstrates the effectiveness
of the feature-based approach. xlmr-1 vs. xlmr-10:
xlmr-10 is much better than xlmr-1 which means
our multi-layer representation of XLM-R is much
more transferable than the last-layer feature. xlmr-
10 vs. p: p is consistently better than xlmr-10
which shows our self-training method is effective.
p vs. p+CFd: After using CFd, p can be con-
sistently improved and p+CFd achieves the best
performance among all the methods, which shows
the effectiveness of CFd.

5.4 Further Analysis

Ablation Study. We conduct the ablation exper-
iments to see the contributions of feature self-
distillation (Fd) and class information (C), which
are evaluated on MonoAmazon based on last 10-
layer features. By ablating p+CFd, we have four
baselines of p+C (w/o Fd), p+Fd (w/o C), CFd (w/o
p) and Fd (w/o p+C). From the results in Table 4,
p+Fd and p+C perform worse than p+CFd but still
better than p, so feature self-distillation and class
information both contribute to the improvements
of p. Also, by removing the effects of p, CFd and
Fd substantially outperform xlmr-10, which means
CFd and Fd are both effective for domain adapta-
tion, independent of the self-training method.
Joint errors. Here we study why CFd can en-
hance self-training and provide empirical results to
demonstrate the theoretical understanding in §4.3.
By testing on MonoAmazon based on last 10-layer
features, Figure 3 presents the joint error results.
For example, to find h∗ in Eq. 20 for baseline p,
following Liu et al. (2019a), we train a classifier
using the combined source and target labeled data
based on the fixed FAM trained by p. We note that
p+Fd and p+C can achieve lower joint errors com-
pared to p, and p+CFd has the best performance,
which is consistent with our analysis in §4.3.

BK->M BK->BT BK->E
48
50
52
54
56
58
60

Jo
in

t e
rro

r (
%

) p
p+Fd
p+C
p+CFd

Figure 3: The errors of ideal joint hypothesis tested on
MonoAmazon.

METHOD M→BKBK→EM→EBK→BTM→BTBK→M Ave.
Super 77.54 74.56 74.08 75.66 75.48 72.88 75.03
Fd 76.34 72.44 72.44 74.35 73.15 74.12 73.81

Table 5: The classification accuracy (%) results of in-
domain test evaluated on MonoAmazon.

Effects of Feature Self-distillation. We conduct
an in-domain test to verify that Fd learns discrim-
inative features from the PrLM. We build a sen-
timent classification model with in-domain data
based on the last 10-layer features. From the same
domain in MonoAmazon, we select 4,000 labeled
pairs for training, 1,000 for validation, and 1,000
for test. We first pre-train the FAM by Fd using
the entire 6,000 raw texts, then we freeze FAM
and train a classifier with the training data with
features out of FAM. We compare the results with
the baseline that directly trains the FAM and classi-
fier with training set (Super). From the results in
Table 5, the performances of Fd are very close to
Super, showing that the features out of FAM after
Fd training are discriminative.
Effects of Class Information. Table 6 presents
the average intra-class loss in the training process.
By exploring class information, the intra-class loss
can be dramatically minimized and accordingly the
transfer performances are improved.
A-distance. As an indicator of domain discrep-

BK→M p p+C p+Fd p+CFd
Lintra class 966.38 11.00 327.72 12.17
Acc. (%) 66.59 68.88 70.16 70.95

Table 6: Effects of class information tested on MonoA-
mazon with last 10-layer features.
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Figure 4: The A-distance tested on MonoAmazon.

METHOD One layer
last-10 last-20

AVE ATT AVE ATT
BK→M 69.51 69.20 70.07 66.62 69.31
BK→BT 69.27 67.62 69.34 64.16 69.02
BK→E 66.35 64.62 66.71 62.90 67.08

Table 7: Study of our attention mechanism based on Fd
baseline and tested on MonoAmazon.

ancy, following Saito et al. (2017), we calculate the
A-distance based on the last 10-layer features out
of FAM trained by method of p or others, and train
a classifier to classify the source and target domain
data. dA is equal to 2(1− δ) and δ is the domain
classification error. From Figure 4, p+C and p+CFd
have much smaller A-distance, which means that
the intra-class loss reduces the domain discrepancy.
p+Fd has larger A-distance, probably because Fd
learns domain-specific information from the target
so the domain distance becomes larger.
Effects of Attention Mechanism. We further
show whether combining the intermediate-layer
features can enhance adaptation. In Table 7, one
layer means only using one-layer features for trans-
fer and the results are obtained by using the fea-
ture from the most transferable layer. We intro-
duce the attention mechanism to combine the last
N -layer features. We demonstrate that using last
10-layer features with attention can achieve better
performances. AVE that averages the last N -layer
features cannot improve the performance, since it
lacks the ability to focus more on effective features.

We also study how the size of negative sample
set affects feature distillation and the effects of
sharpen on attention mechanism. The analysis is
included in Appendix C.

6 Conclusion

In this paper, we study how to adapt the features
from the pre-trained language models without tun-
ing. We specifically study unsupervised domain
adaptation of PrLMs, where we transfer the models
trained in labeled source domain to the unlabeled
target domain based on PrLM features. We build
our adaptation method based on self-training. To

enhance the robustness of self-training, we present
the method of class-aware feature self-distillation
to learn discriminative features. Experiments on
sentiment analysis in cross-language and cross-
domain settings demonstrate the effectiveness of
our method.
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A Experimental Settings

A.1 Datasets
We obtain the datasets from He et al. (2018) which
can be downloaded online4. Then we follow He
et al. (2018) to pre-process the datasets which only
involves splitting the data into training, validation,
and test sets.

A.2 Model Configuration
For MonoAmazon, the learning rate is 0.0001, and
the batch size is 50 for classifier training and MI
learning. We run 35 times for each baseline except
xlmr-1 and xlmr-10 which are run 20 times and
the batch size is 100. In epoch 0, we set to retain
the top 950 high-confidence predictions for self-
training and we increase the number of retained
data by 100 every epoch. λ for Fd training is 1.

For MultiAmazon and Benchmark, the learning
rate is 0.0005. The batch size for classifier learn-
ing is 50 and for MI training is 200. The training
epoch is 20. λ for MultiAmazon and Benchmark
is 2. In epoch 0, we set to retain the top 1000
high-confidence predictions for self-training. We
increase by 150 retained samples every epoch for
Benchmark, and by 300 for MultiAmazon.
α for LT ′pred is the linear function of epoch for

MonoAmazon, and the quadratic function for Mul-
tiAmazon and Benchmark. Adam (Kingma and Ba,
2015) is used for model training. In the training
process, if the validation performance does not im-
prove after 10 consecutive epochs, the learning rate
will be halved.

For all the datasets, the size of negative sample
set is set as 10. τ for attention mechanism is set as
0.3, tuned from {0.1, 0.3, 0.5, 0.8, 1.0}.

4https://github.com/ruidan/DAS

https://github.com/ruidan/DAS
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parameter MonoAmazon MultiAmazon Benchmark
learning rate 0.0001 0.0005 0.0005
λ 1 2 2
α linear function of epoch quadratic function of epoch quadratic function of epoch
Max epoch 35 20 20
Size of negative sample set 10 10 10

Table 8: Hyper-parameter settings for main experiments.

DATA train (S) valid (S) test (T) unlabeled (T) |C|
Benchmark 1,600 400 400 6,000 2

Table 9: The data split for training, validation, test,
and unlabeled set on Benchmark. |C| is the number
of classes.

A.3 Settings for Baselines

KL. The KL-divergence loss (Zhuang et al., 2015)
is defined as:

KL = DKL(ξs||ξt) +DKL(ξt||ξs) (21)

where

ξ′s =
1

n

n∑
i=1

zis ξs = softmax(ξ′s)

ξ′t =
1

n

n∑
i=1

zit ξt = softmax(ξ′t)

(22)

in which n is the batch size. We set the weight
of KL loss as 500, tuned from {100, 500, 1000,
5000}.
MMD. We use the Gaussian kernel to implement
the MMD loss (Gretton et al., 2012). The kernel
number is 5. The weight for MMD loss is set to 1,
tuned from {1, 0.1, 0.5}
Adv. We follow Ganin et al. (2016) to reverse
the gradients from the domain classifier. We set
the learning rate for Adv to be the same as the
baselines, but set the weight for domain classifier
as 0.01, tuned from {1, 0.1, 0.01, 0.001}.
xlmr-tuning. The fine-tuning baseline uses the
first [CLS] token as the document representation.
The learning rate is 1e-5 and the batch size for
gradient update is 32. The fine-tuning models gen-
erally overfit the training data in 5 epochs.

B Results on Benchmark

Benchmark. This is a benchmark dataset for do-
main adaptation (Blitzer et al., 2007), whose re-
views are also in English. Four domains are in-
cluded: Book (B), DVDs (D), Electronics (E), and

Kitchen (K). Each domain has 1,000 positive and
1,000 negative reviews. Following He et al. (2018),
there are 4,000 unlabeled reviews for each domain.
Table 9 summarizes the data split when training on
Benchmark. The unlabeled set is the combination
of the training set and the original unlabeled set.
Table 10 shows the results on Benchmark.

C Further Analysis

Size of Negative Sample Set. We study how the
size of negative sample set will affect Fd training.
The results are shown in Fig. 5. The method used
is xlmr-10+Fd. We find that using a size that is too
small or too big is not a good strategy for Fd learn-
ing. Size of 10 is a good option for Fd learning.
Effects of Sharpen on Attention Mechanism. In
Fig. 6, we show the effects of sharpen mechanism
in our attention method which demonstrates that
when not using sharpen (τ is∞), the performance
will drop and τ set as 0.3 is a good option for our
attention method.

D Full Results on MultiAmazon

Table 11 shows the full results on MultiAmazon.
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Benchmark D→B K→B E→B B→D K→D E→D B→K D→K E→K B→E D→E K→E Ave.
AsyTri 73.20 72.50 73.20 80.70 74.90 72.90 82.50 82.50 86.90 79.80 77.00 84.60 78.39
DAS 82.05 80.05 80.00 82.75 81.40 80.15 82.25 81.50 84.85 81.15 81.55 85.80 81.96
xlmr-1 88.50 78.45 82.50 85.25 80.55 81.80 84.50 81.15 88.45 81.25 79.35 90.05 83.48
xlmr-10 91.301.0 87.951.0 87.950.3 87.900.5 87.050.6 86.850.4 90.451.0 87.551.5 92.300.7 88.900.5 89.051.7 91.600.3 89.07
KL 91.500.8 88.950.6 88.050.5 87.200.6 87.850.5 87.300.6 90.001.0 91.150.3 92.700.4 89.700.6 90.650.2 91.351.0 89.70
MMD 91.750.5 88.651.1 87.550.9 87.050.7 86.450.3 86.500.6 90.050.3 90.700.5 92.300.3 90.150.3 91.500.6 91.650.7 89.53
Adv 91.400.8 88.100.4 88.150.4 87.701.0 87.350.8 86.650.3 90.650.5 87.551.5 92.250.2 89.250.5 89.801.3 91.600.6 89.20
p 91.400.3 89.500.4 88.200.6 87.400.3 87.150.3 87.050.9 90.000.6 87.551.7 92.600.3 88.850.2 89.651.9 91.850.4 89.27
p+CFd 91.500.4 89.750.8 88.650.4 87.650.1 87.800.4 88.200.4 92.450.6 92.450.2 93.600.5 91.300.2 91.550.3 92.600.5 90.63

Table 10: The cross-domain classification accuracy (%) results on Benchmark. Models are evaluated by 5 random
runs. We report the mean and standard deviation results. The best task performance is boldfaced. Results of DAS
and AsyTri are taken from He et al. (2018) and Saito et al. (2017) respectively. AsyTri (Saito et al., 2017) is a
self-training baseline with tri-training.
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Figure 5: The effects of the negative sample set size for feature self-distillation. Method is xlmr-10+Fd which is
evaluated on MonoAmazon.
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Figure 6: Effects of sharpen on MonoAmazon with method of xlmr-10+Fd.
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English→ German
S book dvd music book dvd music book dvd music
T book book book dvd dvd dvd music music music Ave.
xlmr-tuning 91.030.3 91.030.5 90.650.3 88.470.4 88.020.6 88.480.3 89.750.4 89.750.7 90.130.2 89.70
xlmr-1 73.69 62.08 86.12 68.03 69.86 86.28 66.4 66.63 87.34 74.05
xlmr-10 93.150.8 93.790.6 88.201.4 87.221.1 89.591.2 84.681.3 92.331.5 92.630.5 92.260.6 90.43
KL 93.990.4 93.990.1 92.490.2 90.810.4 91.120.4 89.960.3 93.130.1 92.870.4 93.890.2 92.47
MMD 93.970.1 93.810.4 93.070.1 90.890.3 90.770.8 90.100.2 92.920.1 92.230.5 93.530.4 92.37
Adv 93.270.4 94.110.6 91.410.3 90.391.2 89.780.6 87.140.4 92.990.2 92.610.4 92.530.6 91.58
p 92.991.0 93.890.5 92.330.1 87.831.5 89.330.6 89.030.6 92.970.3 92.700.3 93.820.3 91.65
p+CFd 93.950.2 94.830.1 93.740.2 91.030.1 91.690.3 90.420.4 93.590.3 93.650.3 93.890.2 92.98

English→ French
S book dvd music book dvd music book dvd music
T book book book dvd dvd dvd music music music Ave.
xlmr-tuning 92.120.5 90.700.3 89.880.9 90.700.4 91.170.3 90.380.5 90.170.5 89.130.5 89.580.8 90.43
xlmr-1 91.26 89.44 86.46 89.33 91.13 86.67 87.18 89.11 88.37 88.77
xlmr-10 93.790.4 92.670.7 87.670.8 93.210.2 93.280.4 87.371.8 92.860.4 92.450.5 92.230.6 91.73
KL 93.910.1 93.590.2 90.370.2 92.960.3 93.310.3 92.090.2 92.510.7 93.110.1 92.390.2 92.69
MMD 93.480.2 93.550.2 91.850.6 92.850.2 93.210.2 92.210.2 93.340.4 92.800.6 92.670.2 92.88
Adv 93.700.4 93.420.3 89.730.7 93.140.5 93.030.4 90.260.6 92.430.6 92.850.3 92.280.3 92.32
p 93.810.1 93.570.2 90.610.5 93.140.3 93.000.2 91.680.3 92.240.7 92.800.3 92.500.2 92.59
p+CFd 94.250.2 93.400.3 92.800.2 93.100.4 93.790.1 92.510.1 93.330.6 93.910.2 93.390.1 93.39

English→ Japanese
S book dvd music book dvd music book dvd music
T book book book dvd dvd dvd music music music Ave.
xlmr-tuning 87.520.5 85.900.6 85.900.4 86.130.3 87.120.4 85.900.4 88.180.2 87.520.4 88.520.7 86.96
xlmr-1 70.96 68.18 84.73 64.96 71.2 85.43 61.81 70.04 87.07 73.82
xlmr-10 87.131.1 87.520.6 83.811.6 87.881.0 88.630.1 83.492.3 88.940.3 86.831.4 88.050.5 86.92
KL 88.600.1 87.530.4 85.760.5 88.880.3 88.820.2 87.530.2 88.800.4 88.410.2 88.120.2 88.05
MMD 89.170.1 88.200.1 87.290.2 88.800.3 89.220.1 87.690.5 89.230.3 88.230.5 88.540.4 88.49
Adv 88.220.8 87.720.3 86.040.5 88.640.5 88.680.1 87.570.4 88.171.3 87.890.3 88.340.2 87.92
p 88.680.3 87.950.2 86.250.5 88.770.2 88.860.1 87.670.2 88.890.3 88.250.3 88.390.1 88.19
p+CFd 89.410.2 88.780.2 89.080.1 88.770.5 88.680.1 89.220.3 89.830.2 88.980.2 89.540.3 89.14

Table 11: Full classification accuracy (%) results on MultiAmazon. Models are evaluated by 5 random runs except
xlmr-tuning which is run for 3 times to save time. We report the mean and standard deviation results. The best task
performance is boldfaced.


