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Abstract

This paper introduces the first corpus for Automatic Post-Editing of English and a low-resource
language, Brazilian Portuguese. The source English texts were extracted from the WebNLG
corpus and automatically translated into Portuguese using a state-of-the-art industrial neural ma-
chine translator. Post-edits were then obtained in an experiment with native speakers of Brazilian
Portuguese. To assess the quality of the corpus, we performed error analysis and computed com-
plexity indicators measuring how difficult the APE task would be. We report preliminary results
of Phrase-Based and Neural Machine Translation Models on this new corpus. Data and code
publicly available in our repository.1

1 Introduction

Automatic post-editing (APE) is the computational task responsible for fixing systematic and repetitive
errors found in black-box machine translation (MT) outputs (Vu and Haffari, 2018; Simard et al., 2007).
APE is considered appealing for allowing the rapid and cheap customization of general-purpose machine
translation models to specific application domains, avoiding the need for new systems to be trained from
scratch (Correia and Martins, 2019). Moreover, these models deliver better machine-translated outputs
to human translators, reducing human post-editing effort.

APE systems are developed based on triples aligning source sentences, machine translation outputs
and human post-edits. Data is gathered through interfaces where human translators can post-edit and
improve the quality of machine-translated documents (Alabau et al., 2014; Federico et al., 2014).

While human post-edits are necessary for training APE systems, there are not many publicly-available
resources of this kind. For languages with pre-existing APE corpora, the scarcity of data has been solved
by generating artificial triples (Junczys-Dowmunt and Grundkiewicz, 2016; Negri et al., 2018). However,
even small APE corpora have not been publicly-available for most languages. For example, the WMT
shared task on MT Automatic Post-Editing (APE), main source of studies in APE since 2015, provided
an English-Spanish corpus in its 2015 version, an English-German APE corpus in its 2016-2018 versions
(also a German-English in the 2017 one), and a novel English-Russian one in its 2019 version. In sum,
only three languages have been explored in the main shared-task on APE.

In order to fulfill the gap of data scarcity in different languages, we have compiled a novel corpus
for automatic post-editing from English into Brazilian Portuguese, a low-resource language. Brazilian
Portuguese has fewer resources available compared to European Portuguese, an official language of
the European Union and, as such, featuring in several parallel corpora. The source English texts were
extracted from the WebNLG corpus (Gardent et al., 2017), which also provides a meaning representation
aligned to each text. The extracted texts were automatically translated into Portuguese using a state-
of-the-art neural machine translation service. Native speakers of Brazilian Portuguese post-edited the
machine-translated output through a web interface specifically designed for our experiment. To assure the
quality of the corpus, we submitted the machine and post-edited output to human evaluation, producing
a quality label for each sentence.

1https://github.com/felipealco/webnlg-pt/
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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This paper describes our corpus compilation and reports the first results of Phrase-Based and Neural
models to automatically post-edit it. The relevance of the corpus and the results produced by our baseline
are discussed. Further steps in our study are presented in the concluding section of the paper.

2 Data Gathering

Source data The source English texts from our corpus were extracted from the WebNLG corpus (Gar-
dent et al., 2017). This corpus was initially created for a Data-to-Text generation shared-task and consists
of pairs matching meaning representations and their corresponding English verbalizations. Each mean-
ing representation is a set of RDF triples extracted from DBPedia (Lehmann et al., 2015), whereas their
verbalizations were collected in an experiment with human crowdworkers. Figure 1 shows an example
of a set of RDF triples and their English verbalizations, each produced by a single crowdworker.

Subject Predicate Object
Alfred Giles (architect) architect Asher and Mary Isabelle Richardson House
Kendall County, Texas placeOfDeath Alfred Giles (architect)
England birthPlace Alfred Giles (architect)

↓
Sentence 1 The architect of Asher and Mary Isabelle Richardson House Alfred Giles was born in

England and died in Kendall County Texas.
Sentence 2 Alfred Giles was born in England and died in Kendall County, Texas. He designed the

Asher and Mary Isabelle Richardson House .
Sentence 3 The architect Alfred Giles was born in England and he died in Kendall County, Texas.

He was the architect of Asher and Mary Isabelle Richardson House.

Figure 1: Example of a single instance.

The WebNLG corpus has in total 42,901 English verbalizations for 16,095 distinct meaning represen-
tations. From this amount, we extracted a sample of 4,148 pairs, corresponding to the test partition of
the original corpus.

Machine Translated Outputs Once the English texts were extracted from the WebNLG corpus, we
translated them into Portuguese2 using DeepL Translator, an increasingly popular neural MT application
in industry. DeepL’s superior performance over similar MT tools accounts for its selection, even though
it would allow us to obtain translations into European Portuguese, and not Brazilian Portuguese, our
intended target language for the experiment.

Human Post-Edits To obtain the human post-edits, we designed a web interface for this study.3 For
each instance, participants are presented with the original text, a label for its domain category and the
machine translation output. They may either edit the machine translation from a text-box (so-called free
mode), or on a guided mode, where a set of operations may be used to post-edit the translation. The
operations were defined based on neural programmer-interpreter approaches for APE (Vu and Haffari,
2018) and consisted of insertion to the right, insertion to the left, delete, and update.

Prior to post-editing, participants received instructions requesting them (1) to transliterate entity names
whenever transliteration was available, (2) not to pause the post-editing session while consulting external
sources, and (3) to adapt the machine output to Brazilian Portuguese whenever necessary.

In total, we recruited a group of 37 participants to post-edit the machine translated sentences. Por-
tuguese was their L1 and English their L2. 33 of them reported an upper-intermediate proficiency level
of English while 4 reported an intermediate one. In order to prevent human errors and human biases,
each machine translation output was post-edited by two independent participants.

2At the time this study was being conducted Brazilian Portuguese was not among the languages catered for by DeepL, only
becoming available on April 2nd 2020.

3Publicly available in playground mode at http://dcc.ufmg.br/˜felipealco/webnlg-pt
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Human Evaluation In order to check the quality of the human post-edits, we carried out a task in
which a third participant was asked to evaluate them as well as the machine-translated output on a scale
ranging from very poor, poor, medium, good, to very good. All versions – machine translated and post-
editions –, were presented on a single screen with no indication of their status, so that the participant
could weigh all versions at the same time and with no prior knowledge regarding whether they were
machine or human output.

3 Analysis

3.1 Post-Edit Analysis

To automatically identify types of local editions, we used a modified version of the longest common
substring (LCS) algorithm to overlap machine translation output and human post-edits, highlighting the
differences between both texts on character level. Figure 2 shows an example produced by our LCS
adaptation.

Arquite[c|]to, Alfred Giles nasceu [em|na] Inglaterra.

Figure 2: Edition visualization. In this example ’c’ was deleted and ’em’ was replaced by ’na’. English
gloss: An architect, Alfred Giles was born in England.

Our analysis yielded the most frequent differences between machine translations and their post-edited
versions, namely [|,] (546), [ó|ô] (410), [|"] (395), [|.] (395), and [a|o] (384 cases). Three
out of them are related to punctuation problems in the machine translation output. Spelling differences
between Brazilian and European Portuguese ranked second in frequency, as is the case of words with a
circumflex diacritic in the former (e.g., Quilômetro - Kilometer), which are spelled with an acute one in
the latter (e.g., Quilómetro). Incorrect grammatical gender agreement between nouns and articles was
the third most common post-edit, implicating editing prototypical inflections for feminine nouns a and
for masculine ones o, as well as a and o as singular feminine and masculine definite articles in Brazilian
Portuguese.

3.2 Sentence Length

Although sentence length plays an important role, assuming longer sentences are more difficult to trans-
late, this did not prove to be the case in our Post-Editing experiment. TER scores and source sentence
length correlated weakly with a -0.27 Pearson correlation coefficient. Size of triples set did not emerge
as a measure of sentence complexity either, scoring -0.23 on Pearson’s coefficient. As expected, there
was strong correlation between sentence length and triple set size (0.87 Pearson’s coefficient).

3.3 Complexity Indicators

Repetition Rate (RR) is a complexity indicator which measures the repetitiveness within text. Higher
repetitiveness implies that correction patterns learned from the training partition are also useful to the
test partition (Bojar et al., 2016; Bojar et al., 2017; Chatterjee et al., 2018). RR for source, machine
translation output and post-edits was 42.33, 44.63 and 32.02, respectively. These results are considerably
high in comparison to all previous editions of the WMT APE shared task. The highest score of all editions
was obtained by the En-Ru corpus in 2019 with 18.25 for the source part (Chatterjee et al., 2019). A high
RR such as the one obtained in our corpus allows more efficient training of machine learning algorithms
for APE.

MT Quality is also an important aspect to measure difficulty of an APE task, i.e. the higher the quality
of automatically translated texts, the fewer the post-edits needed, thus reducing the chances for learning
patterns to feed the APE task. In this study, we assess the quality of the machine translation output by
comparing it with its human post-edited version using BLEU (Papineni et al., 2002) and TER (Snover et
al., 2006). Excluding low quality post-edits (labeled as poor or very poor), our corpus yielded a 81.51
BLEU and a 12.72 TER.
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TER Distribution is often used in APE modeling to show the proportion of sentences that require little
post-editing. Having many sentences that are close to the target or that do not require post-editing is not
desirable, since APE models tend to make unnecessary editions (Chatterjee et al., 2018), which could
decrease their BLEU and TER scores. In our corpus, 74.4% of the sentences (3088 out of 4148) range
from 0 to 10 on TER score, out of which 74.2% (2292) were left unedited by at least one participant.

Overall Complexity The three indicators must be weighed to estimate APE complexity. Although
Repetition Rate is intuitively relevant to APE, it does not play an important role when working with high
quality MT (Chatterjee et al., 2019), which is the case in this corpus, as confirmed by TER Distribution.
MT Quality and TER Distribution characterize this corpus as medium difficulty level for APE.

4 Automatic Post-Editing Experiment

We trained phrase-based and neural models to automatically post-edit the machine translations from the
corpus. We explored the impact of using only high quality translations on each model. Thus, for each
model type, we produced a model using all translations and another one using only high quality ones
according to the human evaluation.

Data From the 8,296 triples in our corpus, we filtered out the ones where the machine translation output
had been edited likewise by the two human post-editors, leaving 7,247 unique triples. We then selected
texts evaluated as medium, good, and very good (6,646 triples). This high quality triple set was split into
training, test, and development on the proportion 0.6, 0.2 and 0.2, resulting in 3,987, 1,330, and 1,329
triples, respectively. The training set was labeled GOOD training. Low quality sentences initially filtered
out were added to the GOOD training set to create the ALL training set. Hence, the GOOD training,
test and development sets contain high quality post-edits only, while the ALL training set contains all
post-edits.

Phrase-based Model We used the Moses toolkit (Koehn et al., 2007) as our PB model. We extract and
score phrase sentences up to the size of 18 tokens, which is the average length of sentences in the ALL
training set. Besides Moses’ default ordering model – distance based with distance 6 – , we used two
other bidirectional ones. For the language model, we trained a 5-gram LM on the Portuguese Wikipedia
dump using KenLM (Heafield et al., 2013). At decoding time, we used a 1000 stack size. We trained
two models using each training set, ALL and GOOD. In the tuning phase, we used MERT (Bertoldi et
al., 2009) with k = 60 in the development set for both models.

Neural Model We used the Nematus framework (Sennrich et al., 2017) to implement our Transformer
encoder-decoder architecture. The model was trained using stochastic gradient descent with Adam
(Kingma and Ba, 2015) (β1 = 0.9, β2 = 0.98, ε = 10−9) and evaluated on the development sets
after every 3,000 updates. Early stopping was applied with patience 5 based on cross-entropy. Byte-pair
encoding (BPE) (Sennrich et al., 2016) was used to segment the tokens of source and target sides. En-
coder, decoder and softmax embeddings were tied, whereas decoding was performed with beam search
of size 5 to predict sequences with length up to 100 tokens. Both encoder and decoder consisted of
N = 6 identical layers. Word embeddings and hidden units were 256D each, whereas the inner dimen-
sion of feed-forward sub-layers were 2048D. The multi-head attention sub-layers consisted of 8 heads
each. A dropout of 0.1 was applied to the sums of word embeddings and positional encodings, to residual
connections, to the feed-forward sub-layers and to the attention weights. At training, models had 4000
warm-up steps and label smoothing of 0.1.

Results Table 1 depicts BLEU and TER scores of DeepL machine translation (e.g., Baseline) and the
two variations of each model, GOOD and ALL. The train scores in this table refer to the ALL training
set. Some sentences in this set had not been seen in models trained with the GOOD training set since the
GOOD training set is a subset of ALL training set, as explained in under Data in this section. For the test
set, the PB model trained on the GOOD training set yielded the highest results, though not higher than
the Baseline and the PB trained on the ALL training set. No remarkable improvement was seen with
either of the two models, PB and neural, when using only the high quality translations.
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Model Train (ALL) Dev Test
BLEU TER BLEU TER BLEU TER

Baseline 80.16 13.82 79.40 14.09 80.20 13.88
Moses GOOD 82.07 12.61 80.31 13.63 80.51 13.67
Moses ALL 82.07 12.58 80.30 13.72 80.43 13.7
Transformer GOOD 78.52 16.47 69.16 22.87 69.67 22.09
Transformer ALL 88.42 8.64 70.50 21.52 71.15 20.91

Table 1: BLEU and TER Results of the Baseline as well as the PB and Neural models.

5 Discussion

This study introduces the first APE corpus for English and Brazilian Portuguese, the latter being a low-
resource language. Similar to Shimorina et al. (2019), our corpus is based on the WebNLG dataset
(Gardent et al., 2017), originally proposed for the task of Natural Language Generation and which con-
sists of instance pairs of meaning representations and their English verbalizations. In this arrangement,
the use of meaning representations along with the original text and the machine translation in the task of
APE can be investigated on our corpus.

Our analysis showed the most frequent post-edits performed by human translators in our corpus, such
as inserting punctuation, fixing gender agreement and adapting European Portuguese to Brazilian Por-
tuguese. Complexity indicators showed high repetition rate in the corpus; machine translations showed
good quality as evidenced by MT metrics and also by the fact that 55.3% of them (2292 out of 4148)
were not edited by at least one of the post-editors. High repetitiveness indicates higher chance of learning
from the training set correction patterns (Bojar et al., 2016; Bojar et al., 2017; Chatterjee et al., 2018;
Chatterjee et al., 2019), whereas good quality of machine translations represents a challenge on training
an APE model to outperform the machine translation tool in our corpus.

Preliminary results for our corpus with Phrased-Based and Neural APE models show PB models
outperform Neural models, which may suggest that neural models cannot generalize well with small
data. This points to the importance of the training data size, supporting the generation of artificial data
(Junczys-Dowmunt and Grundkiewicz, 2016; Negri et al., 2018). We can also conclude that large data is
better than filtered data, especially for neural models, as the metrics in Table 1 suggest. Lastly, the rela-
tively little improvement achieved for the APE systems tested evidences the good quality of the machine
translation output which makes APE a hard task in a corpus as the one used in our study.

A further step in our study is the use of multi-source APE systems to reach better results (Chatterjee
et al., 2016; Libovický et al., 2016). Specifically for this corpus, not only source sentences, but also
RDF triples can be included in the encoding phase along with machine translations. In addition, using
artificial data could improve APE as (Chatterjee et al., 2018) suggested, which would also fix the problem
of having small data. Once our APE reaches a reasonable level of improvement, it can be used to finalize
the translation of the entire WebNLG corpus into Brazilian Portuguese.
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