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Preface

This volume contains papers describing the tasks and participating systems in SemEval-2007 — the
Fourth International Workshop on Semantic Evaluations. The SemEval-2007 workshop was held in
conjunction with the Association for Computational Linguistics meeting on June 23-24, 2007 in Prague,
Czech Republic.

The ACL Special Interest Group on the Lexicon (SIGLEX) is the umbrella organization for SemEval-
2007. SIGLEX previously ran three highly successful evaluation exercises for word sense disambiguation
under the name Senseval. As the nature of the tasks in Senseval has evolved to include semantic analysis
tasks outside of word sense disambiguation, the Senseval Committee changed the name of the evaluation
exercises to SemEval.

SemEval-2007 was very successful. Our call for tasks solicited 27 task proposals. After a careful review
process and a call for interest in participation, we selected 18 tasks to be part of the evaluation. Over 100
teams participated with over 125 unique systems. As a comparison, Senseval-3 (2004) organized 14 tasks
with 55 teams.

Some tasks were updated versions of tasks found in Senseval-3, including lexical-sample word sense
disambiguation tasks in Catalan, English, Spanish and Turkish, two all-words English word sense
disambiguation tasks, and two multilingual lexical sample tasks (Chinese-English). The updates included
using coarse-sense inventories, or combining word sense disambiguation and semantic role classification.
The rest of the tasks were novel to this evaluation exercises, and some have been organized for the first
time. Below is the full list of tasks. Note that Task 3 was withdrawn before the competition started.

o Task 01: Evaluating WSD on Cross-Language Information Retrieval

o Task 02: Evaluating Word Sense Induction and Discrimination Systems
o Task 04: Classification of Semantic Relations between Nominals

o Task 05: Multilingual Chinese-English Lexical Sample

o Task 06: Word-Sense Disambiguation of Prepositions

o Task 07: Coarse-Grained English All-Words Task

o Task 08: Metonymy Resolution at SemEval-2007

o Task 09: Multilevel Semantic Annotation of Catalan and Spanish

e Task 10: English Lexical Substitution Task

o Task 11: English Lexical Sample Task via English-Chinese Parallel Text
o Task 12: Turkish Lexical Sample Task

o Task 13: Web People Search
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o Task 14: Affective Text

o Task 15: TempEval Temporal Relation ldentification

o Task 16: Evaluation of Wide Coverage Knowledge Resources
o Task-17: English Lexical Sample, SRL and All Words

o Task 18: Arabic Semantic Labeling

o Tuask 19: Frame Semantic Structure Extraction

These proceedings include the descriptions of all tasks and most of the participating systems. The papers
in these proceedings represent a wide variety of state-of-the-art methods for semantic analysis. The
proceedings are organized as follows: we first present the task description papers, ordered by task number.
System papers follow, with papers ordered according to system name. In addition to the usual author index
we also include a task-system index in the back, for easier browsing.

All of the papers were peer-reviewed by the program committee, task organizers and fellow participants.
We are truly grateful for everyone’s careful and insightful reviews. The papers in this proceedings have
benefited from this feedback.

We thank Ed Hovy for his invited talk, and we also thank the members of the two panels for providing
discussion and insights on 1) inference with semantics, led by Bernarndo Magnini and 2) the future of
SemEval, led by Rada Mihalcea.

The evaluation really comes down to the organization of the tasks. The task organizers did an
extraordinary job of task design, data creation, and administration, under tight time constraints. We
are grateful to the ACL 2007 conference organizers for local organization and the forum. We most
gratefully acknowledge the support of our sponsor, the ACL Special Interest Group on the Lexicon
(SIGLEX). Finally, the organizers wish to express their gratitude for the invaluable guidance provided
by Rada Mihalcea and Phil Edmonds.

Eneko Agirre, Lluis Marquez and Richard Wicentowski
June 2007

v



Organizers

Chairs:

Eneko Agirre, University of the Basque Country
Lluis Marquez, Technical University of Catalonia
Richard Wicentowski, Swarthmore College

Task Organizers:

Eneko Agirre, University of the Basque Country

Javier Artiles, Universidad Nacional de Educacion a Distancia
Collin Baker, International Computer Science Institute, Berkeley
Yee Seng Chan, National University of Singapore

Montse Cuadros, Technical University of Catalonia

Mona Diab, Columbia University

Michael Ellsworth, International Computer Science Institute, Berkeley
Katrin Erk, University of Texas at Austin

Christiane Fellbaum, Princeton University

Robert Gaizauskas, University of Sheffield

Roxana Girju, University of Illinois at Urbana-Champaign
Julio Gonzalo, Universidad Nacional de Educacion a Distancia
Marti Hearst, University of California, Berkeley

Mark Hepple, University of Sheffield

Peng Jin, Peking University

Graham Katz, University of Osnabriick

Kenneth Litkowski, CL Research

Edward Loper, University of Pennsylvania

Oier Lopez de Lacalle, University of the Basque Country
Mohamed Maamouri, University of Pennsylvania

Bernardo Magnini, FBK/IRST

Katja Markert, University of Leeds

Lluis Marquez, Technical University of Catalonia

M. Antonia Marti, University of Barcelona

Diana McCarthy, University of Sussex

Rada Mihalcea University of North Texas

Preslav Nakov, University of California, Berkeley

Vivi Nastase, European Media Laboratory

Roberto Navigli, University of Rome “La Sapienza”

Hwee Tou Ng, National University of Singapore

Malvina Nissim, University of Bologna and Institute for Cognitive Science and Technology
Zeynep Orhan, Fatih University

Arantxa Otegi, University of the Basque Country

Martha Palmer, University of Colorado at Boulder

Sameer Pradhan, BBN Technologies



James Pustejovsky, Brandeis University

German Rigau, University of the Basque Country
Satoshi Sekine, New York University

Frank Schilder, Thomson Legal & Regulatory
Aitor Soroa, University of the Basque Country
Carlo Strapparava, FBK/IRST

Stan Szpakowicz, University of Ottawa

Mariona Taulé, University of Barcelona

Peter Turney, National Research Council of Canada
Marc Verhagen, Brandeis University

Luis Villarejo, Technical University of Catalonia
Piek Vossen, Irion BV

Yunfang Wu, Peking University

Shiwen Yu, Peking University

Deniz Yuret, Koc University

Program Committee:

Collin Baker, University of California, Berkeley

Nicoletta Calzolari, Istituto di Linguistica Computazionale - CNR
Xavier Carreras, Massachusetts Institute of Technology

Walter Daelemans, University of Antwerp

Phil Edmonds, Sharp Laboratories of Europe

Julio Gonzalo, Universidad Nacional de Educacién a Distancia
Veronique Hoste, University of Antwerp

Eduard Hovy, Information Science Institute

Nancy Ide, Vassar College

Adam Kilgarriff, The Lexicography Masterclass Ltd.
Dimitrios Kokkinakis, Goteborg University

Sadao Kurohashi, The University of Kyoto

Kenneth Litkowski, CL Research

Bernardo Magnini, FBK/IRST

David Martinez, University of Melbourne

Diana McCarthy, University of Sussex

Paola Merlo, University of Geneva

Rada Mihalcea University of North Texas

Hwee Tou Ng, National University of Singapore

German Rigau, University of the Basque Country

Mark Stevenson, University of Sheffield

Suzanne Stevenson, University of Toronto

Carlo Strapparava, FBK/IRST

Yorick Wilks, University of Sheffield

Dekai Wu, The Hong Kong University of Science & Technology
Deniz Yuret, Koc University

vi



Additional Reviewers:

Task organizers and participant teams helped with the reviewing process. We also thank Marine
Carpuat, Lluis Padr6, and Horacio Rodriguez for serving as additional reviewers.

Invited Speaker:
Eduard Hovy, ISI - University of Southern California

Panel moderators:

Bernardo Magnini, FBK/IRST
Rada Mihalcea, University of North Texas

Sponsors:

ACL Special Interest Group on the Lexicon (SIGLEX)

Website:

http://nlp.cs.swarthmore.edu/semeval/

vii






Table of Contents

Task description papers

SemEval-2007 Task 01: Evaluating WSD on Cross-Language Information Retrieval
Eneko Agirre, Bernardo Magnini, Oier Lopez de Lacalle, Arantxa Otegi, German Rigau and

PieK VOSSEN . . . oot

SemEval-2007 Task 02: Evaluating Word Sense Induction and Discrimination Systems

Eneko Agirre and AItOr SOT0@ . .. ...ttt e e

SemEval-2007 Task 04: Classification of Semantic Relations between Nominals

Roxana Girju, Preslav Nakov, Vivi Nastase, Stan Szpakowicz, Peter Turney and Deniz Yuret. . ..

SemEval-2007 Task 05: Multilingual Chinese-English Lexical Sample

Peng Jin, Yunfang Wu and Shiwen Yu...... ... o i

SemEval-2007 Task 06: Word-Sense Disambiguation of Prepositions

Kenneth C. Litkowski and Orin Hargraves . ........... .. . i

SemEval-2007 Task 07: Coarse-Grained English All-Words Task

Roberto Navigli, Kenneth C. Litkowski and Orin Hargraves ...............................

SemEval-2007 Task 08: Metonymy Resolution at SemEval-2007

Katja Markert and Malvina NISSImM . ... ..ot

SemEval-2007 Task 09: Multilevel Semantic Annotation of Catalan and Spanish

Lluis Marquez, Lluis Villarejo, M. A. Marti and Mariona Taulé . ...........................

SemEval-2007 Task 10: English Lexical Substitution Task

Diana McCarthy and Roberto Navigli ...t

SemEval-2007 Task 11: English Lexical Sample Task via English-Chinese Parallel Text

Hwee Tou Ng and Yee Seng Chan. . ...

SemEval-2007 Task 12: Turkish Lexical Sample Task

Zeynep Orhan, Emine Celik and Demirgiic Neslihan........... ... ... ..o ot

The SemEval-2007 WePS Evaluation: Establishing a benchmark for the Web People Search Task

Javier Artiles, Julio Gonzalo and Satoshi Sekine......... ...,

SemEval-2007 Task 14: Affective Text

Carlo Strapparava and Rada Mihalcea .......... ...

SemEval-2007 Task 15: TempEval Temporal Relation Identification
Marc Verhagen, Robert Gaizauskas, Frank Schilder, Mark Hepple, Graham Katz and

James PustejovsKy . . . ... e

1X



SemEval-2007 Task 16: Evaluation of Wide Coverage Knowledge Resources
Montse Cuadros and German Rigau . ......... ...t i

SemEval-2007 Task-17: English Lexical Sample, SRL and All Words
Sameer Pradhan, Edward Loper, Dmitriy Dligach and Martha Palmer.........................

SemEval-2007 Task 18: Arabic Semantic Labeling
Mona Diab, Musa Alkhalifa, Sabry ElKateb, Christiane Fellbaum, Aous Mansouri and
Martha Palmer . . .. ...

SemEval-2007 Task 19: Frame Semantic Structure Extraction
Collin Baker, Michael Ellsworth and Katrin Erk . ......... ... ... i

System description papers

AUG: A combined classification and clustering approach for web people disambiguation

Els Lefever, Véronique Hoste and Timur Fayruzov ............ ... ..., 105

CITYU-HIF: WSD with Human-Informed Feature Preference

O Y KWOng . . oottt e e e e 109

CLR: Integration of FrameNet in a Text Representation System

Kenneth C. LItKOWSKI . . ..ot e e e e e 113

CLaC and CLaC-NB: Knowledge-based and corpus-based approaches to sentiment tagging

Alina Andreevskaia and Sabine Bergler .......... .. .. 117

CMU-AT: Semantic Distance and Background Knowledge for Identifying Semantic Relations

Alicia Tribble and Scott E. Fahlman. . ... .. i 121

CU-COMSEM: Exploring Rich Features for Unsupervised Web Personal Name Disambiguation

Ying Chen and James H. Martin .. .......... ottt 125

CU-TMP: Temporal Relation Classification Using Syntactic and Semantic Features

Steven Bethard and James H. Martin . . ...ttt e 129

CUNIT: A Semantic Role Labeling System for Modern Standard Arabic

Mona Diab, Alessandro Moschitti and Daniele Pighin...................................... 133

DFKI2: An Information Extraction Based Approach to People Disambiguation

Andrea Heyl and Giinter Neumann. . .........o... ittt 137

FBK-IRST: Kernel Methods for Semantic Relation Extraction

Claudio Giuliano, Alberto Lavelli, Daniele Pighin and Lorenza Romano..................... 141

FBK-irst: Lexical Substitution Task Exploiting Domain and Syntagmatic Coherence

Claudio Giuliano, Alfio Gliozzo and Carlo Strapparava ...............ccoiiiiiiiiie... 145



FICO: Web Person Disambiguation Via Weighted Similarity of Entity Contexts
Paul Kalmar and Matthias Blume . ......... .. i e 149

FUH (FernUniversitdt in Hagen): Metonymy Recognition Using Different Kinds of
Context for a Memory-Based Learner
Johannes Leveling. ... ...ttt e 153

GPLSI: Word Coarse-grained Disambiguation aided by Basic Level Concepts
Rubén Izquierdo, Armando Sudrez and German Rigau................. ... ..., 157

GYDER: Maxent Metonymy Resolution
Richérd Farkas, Eszter Simon, Gyorgy Szarvas and Déniel Varga ........................... 161

HIT-IR-WSD: A WSD System for English Lexical Sample Task
Yuhang Guo, Wanxiang Che, Yuxuan Hu, Wei Zhang and Ting Liu.......................... 165

HIT-WSD: Using Search Engine for Multilingual Chinese-English Lexical Sample Task
PengYuan Liu, TieJun Zhao and MuYun Yang........... ... i, 169

HIT: Web based Scoring Method for English Lexical Substitution
Shiqi Zhao, Lin Zhao, Yu Zhang, Ting Liuand Sheng Li............. .. ... ... .. ... ..., 173

I2R: Three Systems for Word Sense Discrimination, Chinese Word Sense Disambiguation,
and English Word Sense Disambiguation
Zheng-Yu Niu, Dong-Hong Jiand Chew-Lim Tan ........... ... . ... .. o iiiiia. 177

ILK2: Semantic Role Labeling of Catalan and Spanish using TiMBL
Roser Morante and Bertjan Busser. ... e 183

ILK: Machine learning of semantic relations with shallow features and almost no data
Iris Hendrickx, Roser Morante, Caroline Sporleder and Antal van den Bosch................. 187

IRST-BP: Preposition Disambiguation based on Chain Clarifying Relationships Contexts
Octavian Popescu, Sara Tonelli and Emanuele Pianta ...................................... 191

IRST-BP: Web People Search Using Name Entities
Octavian Popescu and Bernardo Magnini . ..............oiiiiiienniiiiiiieennainnn.. 195

JHUI : An Unsupervised Approach to Person Name Disambiguation using Web Snippets
Delip Rao, Nikesh Garera and David Yarowsky ..., 199

JU-SKNSB: Extended WordNet Based WSD on the English All-Words Task at SemEval-1
Sudip Kumar Naskar and Sivaji Bandyopadhyay ............ ... i, 203

KU: Word Sense Disambiguation by Substitution
LS 1T 20 (1§ < 207

LCC-SRN: LCC’s SRN System for SemEval 2007 Task 4
Adriana Badulescu and Munirathnam Srikanth . ......... ... . . 215

X1



LCC-TE: A Hybrid Approach to Temporal Relation Identification in News Text
Congmin Min, Munirathnam Srikanth and Abraham Fowler................................ 219

LCC-WSD: System Description for English Coarse Grained All Words Task at SemEval 2007
Adrian Novischi, Muirathnam Srikanth and Andrew Bennett ................... ... . ... .. 223

LTH: Semantic Structure Extraction using Nonprojective Dependency Trees
Richard Johansson and Pierre Nugues . ... 227

MELB-KB: Nominal Classification as Noun Compound Interpretation
Su Nam Kim and Timothy Baldwin . ........... i e 231

MELB-MKB: Lexical Substitution system based on Relatives in Context
David Martinez, Su Nam Kim and Timothy Baldwin....................................... 237

MELB-YB: Preposition Sense Disambiguation Using Rich Semantic Features
Patrick Ye and Timothy Baldwin. ........... ... i 241

NAIST.Japan: Temporal Relation Identification Using Dependency Parsed Tree
Yuchang Cheng, Masayuki Asahara and Yuji Matsumoto. ..........oooueeeennninenennnnn. 245

NUS-ML:Improving Word Sense Disambiguation Using Topic Features
Jun Fu Cai, Wee Sun Lee and Yee Whye Teh.......... .o it 249

NUS-PT: Exploiting Parallel Texts for Word Sense Disambiguation in the English All-Words Tasks
Yee Seng Chan, Hwee Tou Ngand Zhi Zhong. ... ... ... . i, 253

OE: WSD Using Optimal Ensembling (OE) Method
Harri M. T. SaariKosKi . .. ..o e e e e 257

PKU: Combining Supervised Classifiers with Features Selection
Peng Jin, Danqing Zhu, Fuxin Li and Yunfang Wu........ ... ... 0 i i, 261

PNNL: A Supervised Maximum Entropy Approach to Word Sense Disambiguation
Stephen Tratz, Antonio Sanfilippo, Michelle Gregory, Alan Chappell,
Christian Posse and Paul Whitney. ......... ... i 264

PSNUS: Web People Name Disambiguation by Simple Clustering with Rich Features
Ergin Elmacioglu, Yee Fan Tan, Su Yan, Min-Yen Kan and DongwonLee ................... 268

PU-BCD: Exponential Family Models for the Coarse- and Fine-Grained All-Words Tasks
Jonathan Chang, Miroslav Dudik and David Blei............. ... o o i, 272

PUTOP: Turning Predominant Senses into a Topic Model for Word Sense Disambiguation
Jordan Boyd-Graber and David Blei. . ........ ...t e 277

RACAI: Meaning Affinity Models
Radulon and Dan Tufig. ... ... e e 282

Xii



RTV: Tree Kernels for Thematic Role Classification
Daniele Pighin, Alessandro Moschitti and Roberto Basili................ ... 288

SHEF: Semantic Tagging and Summarization Techniques Applied to Cross-document Coreference
HOracio Sag@ion . .. ...ttt e 292

SICS: Valence annotation based on seeds in word space
Magnus Sahlgren, Jussi Karlgren and Gunnar Eriksson........... ... ... ..o it 296

SRCB-WSD: Supervised Chinese Word Sense Disambiguation with Key Features
YUD XD . o e ettt et e e e 300

SW-AG: Local Context Matching for English Lexical Substitution
George Dahl, Anne-Marie Frassica and Richard Wicentowski............................... 304

SWAT-MP:The SemEval-2007 Systems for Task 5 and Task 14
Phil Katz, Matt Singleton and Richard Wicentowski ... .. 308

Sussx: WSD using Automatically Acquired Predominant Senses
Rob Koeling and Diana McCarthy ...........o e 314

TITPI: Web People Search Task Using Semi-Supervised Clustering Approach
Kazunari Sugiyama and Manabu Okumura. .......... ... i 318

TKB-UO: Using Sense Clustering for WSD
Henry Anaya-Sanchez, Aurora Pons-Porrata and Rafael Berlanga-Llavori.................... 322

Tor, TorMd: Distributional Profiles of Concepts for Unsupervised Word Sense Disambiguation
Saif Mohammad, Graeme Hirst and Philip Resnik ............... ... ... .. . oot 326

UA-ZBSA: A Headline Emotion Classification through Web Information
Zornitsa Kozareva, Borja Navarro, Sonia Vazquez and Andres Montoyo ..................... 334

UA-ZSA: Web Page Clustering on the basis of Name Disambiguation
Zornitsa Kozareva, Sonia Vazquez and Andres Montoyo ............ccoiiiiiiiienennnnn. 338

UBC-ALM: Combining k-NN with SVD for WSD
Eneko Agirre and Oier Lopez de Lacalle. ...... ... i 342

UBC-AS: A Graph Based Unsupervised System for Induction and Classification
Eneko Agirre and AItOr SOTO@ . ... ...ttt e e 346

UBC-UMB: Combining unsupervised and supervised systems for all-words WSD
David Martinez, Timothy Baldwin, Eneko Agirre and Oier Lopez de Lacalle................. 350

UBC-UPC: Sequential SRL Using Selectional Preferences. An approach with
Maximum Entropy Markov Models
Beiiat Zapirain, Eneko Agirre and Lluis Marquez. .............. o ... 354

Xiii



UBC-ZAS: A k-NN based Multiclassifier System to perform WSD in a Reduced
Dimensional Vector Space
Ana Zelaia, Olatz Arregi and Basilio Sierra............. i 358

UC3M_13: Disambiguation of Person Names Based on the Composition of Simple Bags
of Typed Terms
David del Valle-Agudo, César de Pablo-Sanchez and Marfa Teresa Vicente-Diez.............. 362

UCB: System Description for SemEval Task #4
Preslav Nakov and Marti Hearst .. ... 366

UCD-FC: Deducing semantic relations using WordNet senses that occur frequently in
a database of noun-noun compounds
Fintan J. Costello ... ... e 370

UCD-PN: Classification of Semantic Relations Between Nominals using WordNet and Web Counts
Paul NULLY . . .o e 374

UCD-S1: A hybrid model for detecting semantic relations between noun pairs in text
Cristina Butnariu and Tony Veale . ... i e 378

UCM3: Classification of Semantic Relations between Nominals using Sequential
Minimal Optimization
Isabel Segura Bedmar, Doaa Samy and Jose L. Martinez . ............... ..., 382

UIUC: A Knowledge-rich Approach to ldentifying Semantic Relations between Nominals
Brandon Beamer, Suma Bhat, Brant Chee, Andrew Fister, Alla Rozovskaya and
ROXANA GIIJU . oo oo e e e e e e e e e 386

UMNDI: Unsupervised Word Sense Disambiguation Using Contextual Semantic Relatedness
Siddharth Patwardhan, Satanjeev Banerjee and Ted Pedersen ............................... 390

UMND? : SenseClusters Applied to the Sense Induction Task of Senseval-4
Ted Pedersen . ... ... e 394

UNIBA: JIGSAW algorithm for Word Sense Disambiguation
Pierpaolo Basile, Marco de Gemmis, Anna Lisa Gentile, Pasquale Lops and
GIOVANNE SEMETATO . . . o\ttt ettt ettt et e et e e et et e e 398

UNN-WePS: Web Person Search using co-Present Names and Lexical Chains
Jeremy Ellman and Gary Emery .. ... 402

UNT-Yahoo: SuperSenseLearner: Combining SenseLearner with SuperSense and other
Coarse Semantic Features
Rada Mihalcea, Andras Csomai and Massimiliano Ciaramita ......................cvean... 406

UNT: SubFinder: Combining Knowledge Sources for Automatic Lexical Substitution
Samer Hassan, Andras Csomai, Carmen Banea, Ravi Sinha and Rada Mihalcea .............. 410

X1V



UOY: A Hypergraph Model For Word Sense Induction & Disambiguation
Toannis Klapaftis and Suresh Manandhar .......... ... .. ... i 414

UP13: Knowledge-poor Methods (Sometimes) Perform Poorly
Thierry Poibeau. . ... ... e e 418

UPARY7: A knowledge-based system for headline sentiment tagging
Frangois-Régis Chaumartin .......... ... i e 422

UPC: Experiments with Joint Learning within SemEval Task 9
Lluis Marquez, Lluis Padr6, Mihai Surdeanu and Luis Villarejo................ ... ... 426

UPV-SI: Word Sense Induction using Self Term Expansion
David Pinto, Paolo Rosso and Héctor Jiménez-Salazar............. ..., 430

UPV-WSD : Combining different WSD Methods by means of Fuzzy Borda Voting
Davide Buscaldi and Paolo ROSSO. .. ... 434

USFD: Preliminary Exploration of Features and Classifiers for the TempEval-2007 Task
Mark Hepple, Andrea Setzer and Robert Gaizauskas............... ..., 438

USP-IBM-1 and USP-IBM-2: The ILP-based Systems for Lexical Sample WSD in SemEval-2007
Lucia Specia, Maria das Gracas, Volpe Nunes, Ashwin Srinivasan and
Ganesh Ramakrishnan . ...... ... e 442

USYD: WSD and Lexical Substitution using the WeblIT corpus
Tobias HawKer . . .. ..o e 446

UTD-HLT-CG: Semantic Architecture for Metonymy Resolution and Classification
of Nominal Relations
Cristina Nicolae, Gabriel Nicolae and Sanda Harabagiu.................................... 454

UTD-SRL: A Pipeline Architecture for Extracting Frame Semantic Structures
Cosmin Adrian Bejan and Chris Hathaway.............. ... i 460

UTH: SVM-based Semantic Relation Classification using Physical Sizes
Eiji Aramaki, Takeshi Imai, Kengo Miyo and Kazuhiko Ohe........................ ... ... 464

UVA: Language Modeling Techniques for Web People Search
Krisztian Balog, Leif Azzopardi and Maartende Rijke .............. ... ... o .ot 468

UVAVU: WordNet Similarity and Lexical Patterns for Semantic Relation Classification
Willem Robert van Hage and Sophia Katrenko ........... ... ... o i i, 472

UofL: Word Sense Disambiguation Using Lexical Cohesion
Yllias Chali and Shafig R. Joty . . ... i e 476

WIT: Web People Search Disambiguation using Random Walks
José Iria, Lei Xiaand Ziqi Zhang . .. ...t e 480

XV



WVALI: Temporal Relation Identification by Syntactico-Semantic Analysis
Georgiana PuUSCaSU . ... ..ottt 484

XRCE-M: A Hybrid System for Named Entity Metonymy Resolution
Brun Caroline, Ehrmann Maud and Jacquet Guillaume............... ..., 488

XRCE-T: XIP Temporal Module for TempEval campaign.

Caroline Hagege and Xavier Tannier.......... ..o i, 492
Indices
AUTROT INAEX . . ...t e e e 497
Task and SyStem INAex . . .. ... ... et et e e e e e e e e e e e e e e e e e e 501

XVvi



Conference Program

Saturday, June 23, 2007
9:00-9:15 Welcome
9:15-9:30 SemEval-2007 Task 01: Evaluating WSD on Cross-Language Information Retrieval

9:30-9:45

9:45-10:00

10:00-10:15

10:15-10:30

10:30-10:45

10:45-11:15

11:15-11:30

11:30-12:30

12:30-14:30

Eneko Agirre, Bernardo Magnini, Oier Lopez de Lacalle, Arantxa Otegi, German
Rigau and Piek Vossen

SemEval-2007 Task 02: Evaluating Word Sense Induction and Discrimination Sys-
tems
Eneko Agirre and Aitor Soroa

SemEval-2007 Task 04: Classification of Semantic Relations between Nominals
Roxana Girju, Preslav Nakov, Vivi Nastase, Stan Szpakowicz, Peter Turney and
Deniz Yuret

UIUC: A Knowledge-rich Approach to ldentifying Semantic Relations between
Nominals

Brandon Beamer, Suma Bhat, Brant Chee, Andrew Fister, Alla Rozovskaya and
Roxana Girju

FBK-IRST: Kernel Methods for Semantic Relation Extraction
Claudio Giuliano, Alberto Lavelli, Daniele Pighin and Lorenza Romano

SemEval-2007 Task 07: Coarse-Grained English All-Words Task
Roberto Navigli, Kenneth C. Litkowski and Orin Hargraves

coffee break

SemEval-2007 Task 08: Metonymy Resolution at SemEval-2007
Katja Markert and Malvina Nissim

Invited Talk by Eduard Hovy: The OntoNotes project

lunch

Xvii



Saturday, June 23, 2007 (continued)

14:30-15:45

Poster session 1

SemEval-2007 Task 05: Multilingual Chinese-English Lexical Sample
Peng Jin, Yunfang Wu and Shiwen Yu

SemEval-2007 Task 06: Word-Sense Disambiguation of Prepositions
Kenneth C. Litkowski and Orin Hargraves

CMU-AT: Semantic Distance and Background Knowledge for Identifying Semantic Rela-
tions
Alicia Tribble and Scott E. Fahlman

FUH (FernUniversitdit in Hagen): Metonymy Recognition Using Different Kinds of Con-
text for a Memory-Based Learner
Johannes Leveling

GPLSI: Word Coarse-grained Disambiguation aided by Basic Level Concepts
Rubén Izquierdo, Armando Sudrez and German Rigau

GYDER: Maxent Metonymy Resolution
Richérd Farkas, Eszter Simon, Gyorgy Szarvas and Déniel Varga

HIT-WSD: Using Search Engine for Multilingual Chinese-English Lexical Sample Task
PengYuan Liu, TieJun Zhao and MuYun Yang

ILK: Machine learning of semantic relations with shallow features and almost no data
Iris Hendrickx, Roser Morante, Caroline Sporleder and Antal van den Bosch

IRST-BP: Preposition Disambiguation based on Chain Clarifying Relationships Contexts
Octavian Popescu, Sara Tonelli and Emanuele Pianta

LCC-SRN: LCC’s SRN System for SemEval 2007 Task 4
Adriana Badulescu and Munirathnam Srikanth

LCC-WSD: System Description for English Coarse Grained All Words Task at SemEval
2007

Adrian Novischi, Muirathnam Srikanth and Andrew Bennett

MELB-KB: Nominal Classification as Noun Compound Interpretation
Su Nam Kim and Timothy Baldwin

XViil



Saturday, June 23, 2007 (continued)

MELB-YB: Preposition Sense Disambiguation Using Rich Semantic Features
Patrick Ye and Timothy Baldwin

SRCB-WSD: Supervised Chinese Word Sense Disambiguation with Key Features
Yun Xing

Sussx: WSD using Automatically Acquired Predominant Senses
Rob Koeling and Diana McCarthy

UCB: System Description for SemEval Task #4
Preslav Nakov and Marti Hearst

UCD-FC: Deducing semantic relations using WordNet senses that occur frequently in a
database of noun-noun compounds
Fintan J. Costello

UCD-PN: Classification of Semantic Relations Between Nominals using WordNet and Web
Counts
Paul Nulty

UCD-S1: A hybrid model for detecting semantic relations between noun pairs in text
Cristina Butnariu and Tony Veale

UCM3: Classification of Semantic Relations between Nominals using Sequential Minimal
Optimization
Isabel Segura Bedmar, Doaa Samy and Jose L. Martinez

UMND? : SenseClusters Applied to the Sense Induction Task of Senseval-4
Ted Pedersen

UNIBA: JIGSAW algorithm for Word Sense Disambiguation
Pierpaolo Basile, Marco de Gemmis, Anna Lisa Gentile, Pasquale Lops and Giovanni

Semeraro

UOY: A Hypergraph Model For Word Sense Induction & Disambiguation
Ioannis Klapaftis and Suresh Manandhar

UP13: Knowledge-poor Methods (Sometimes) Perform Poorly
Thierry Poibeau
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UPV-SI: Word Sense Induction using Self Term Expansion
David Pinto, Paolo Rosso and Héctor Jiménez-Salazar

UTD-HLT-CG: Semantic Architecture for Metonymy Resolution and Classification of
Nominal Relations
Cristina Nicolae, Gabriel Nicolae and Sanda Harabagiu

UTH: SVM-based Semantic Relation Classification using Physical Sizes
Eiji Aramaki, Takeshi Imai, Kengo Miyo and Kazuhiko Ohe

UVAVU: WordNet Similarity and Lexical Patterns for Semantic Relation Classification
Willem Robert van Hage and Sophia Katrenko

UofL: Word Sense Disambiguation Using Lexical Cohesion
Yllias Chali and Shafiqg R. Joty

XRCE-M: A Hybrid System for Named Entity Metonymy Resolution
Brun Caroline, Ehrmann Maud and Jacquet Guillaume

15:45-16:15 coffee break

16:15-16:30  SemEval-2007 Task 10: English Lexical Substitution Task
Diana McCarthy and Roberto Navigli

16:30-16:45  SemEval-2007 Task 11: English Lexical Sample Task via English-Chinese Parallel Text
Hwee Tou Ng and Yee Seng Chan

16:45-17:00 The SemEval-2007 WePS Evaluation: Establishing a benchmark for the Web People
Search Task

Javier Artiles, Julio Gonzalo and Satoshi Sekine

17:00-17:15 PSNUS: Web People Name Disambiguation by Simple Clustering with Rich Features
Ergin Elmacioglu, Yee Fan Tan, Su Yan, Min-Yen Kan and Dongwon Lee

17:15-18:15 Panel: Inference with semantics: tasks and applications
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8:45-9:00

9:00-9:15

9:15-9:30

9:30-9:45

9:45-10:00

10:00-10:15

10:15-10:30

10:30-10:45

10:45-11:15

SemEval-2007 Task 14: Affective Text
Carlo Strapparava and Rada Mihalcea

CLaC and CLaC-NB: Knowledge-based and corpus-based approaches to sentiment tag-
ging
Alina Andreevskaia and Sabine Bergler

SemEval-2007 Task 15: TempEval Temporal Relation ldentification
Marc Verhagen, Robert Gaizauskas, Frank Schilder, Mark Hepple, Graham Katz and
James Pustejovsky

WVALI: Temporal Relation Identification by Syntactico-Semantic Analysis
Georgiana Pugcasu

SemEval-2007 Task-17: English Lexical Sample, SRL and All Words
Sameer Pradhan, Edward Loper, Dmitriy Dligach and Martha Palmer

I2R: Three Systems for Word Sense Discrimination, Chinese Word Sense Disambiguation,
and English Word Sense Disambiguation

Zheng-Yu Niu, Dong-Hong Ji and Chew-Lim Tan

NUS-PT: Exploiting Parallel Texts for Word Sense Disambiguation in the English All-
Words Tasks

Yee Seng Chan, Hwee Tou Ng and Zhi Zhong

UNT: SubFinder: Combining Knowledge Sources for Automatic Lexical Substitution
Samer Hassan, Andras Csomai, Carmen Banea, Ravi Sinha and Rada Mihalcea

coffee break
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11:15-12:30

Poster session 2

SemEval-2007 Task 09: Multilevel Semantic Annotation of Catalan and Spanish
Lluis Marquez, Lluis Villarejo, M. A. Marti and Mariona Taulé

SemEval-2007 Task 12: Turkish Lexical Sample Task
Zeynep Orhan, Emine Celik and Demirgii¢ Neslihan

SemEval-2007 Task 16: Evaluation of Wide Coverage Knowledge Resources
Montse Cuadros and German Rigau

SemEval-2007 Task 18: Arabic Semantic Labeling
Mona Diab, Musa Alkhalifa, Sabry ElKateb, Christiane Fellbaum, Aous Mansouri and
Martha Palmer

AUG: A combined classification and clustering approach for web people disambiguation
Els Lefever, Véronique Hoste and Timur Fayruzov

CITYU-HIF: WSD with Human-Informed Feature Preference
Oi Yee Kwong

CU-COMSEM: Exploring Rich Features for Unsupervised Web Personal Name Disam-
biguation
Ying Chen and James H. Martin

CU-TMP: Temporal Relation Classification Using Syntactic and Semantic Features
Steven Bethard and James H. Martin

CUNIT: A Semantic Role Labeling System for Modern Standard Arabic
Mona Diab, Alessandro Moschitti and Daniele Pighin

DFKI2: An Information Extraction Based Approach to People Disambiguation
Andrea Heyl and Giinter Neumann

FBK-irst: Lexical Substitution Task Exploiting Domain and Syntagmatic Coherence
Claudio Giuliano, Alfio Gliozzo and Carlo Strapparava

FICO: Web Person Disambiguation Via Weighted Similarity of Entity Contexts
Paul Kalmar and Matthias Blume
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HIT-IR-WSD: A WSD System for English Lexical Sample Task
Yuhang Guo, Wanxiang Che, Yuxuan Hu, Wei Zhang and Ting Liu

HIT: Web based Scoring Method for English Lexical Substitution
Shiqi Zhao, Lin Zhao, Yu Zhang, Ting Liu and Sheng Li

ILK?2: Semantic Role Labeling of Catalan and Spanish using TiMBL
Roser Morante and Bertjan Busser

IRST-BP: Web People Search Using Name Entities
Octavian Popescu and Bernardo Magnini

JHUI : An Unsupervised Approach to Person Name Disambiguation using Web Snippets
Delip Rao, Nikesh Garera and David Yarowsky

JU-SKNSB: Extended WordNet Based WSD on the English All-Words Task at SemEval-1
Sudip Kumar Naskar and Sivaji Bandyopadhyay

KU: Word Sense Disambiguation by Substitution
Deniz Yuret

LCC-TE: A Hybrid Approach to Temporal Relation Identification in News Text
Congmin Min, Munirathnam Srikanth and Abraham Fowler

MELB-MKB: Lexical Substitution system based on Relatives in Context
David Martinez, Su Nam Kim and Timothy Baldwin

NAIST. Japan: Temporal Relation Identification Using Dependency Parsed Tree
Yuchang Cheng, Masayuki Asahara and Yuji Matsumoto

NUS-ML:Improving Word Sense Disambiguation Using Topic Features
Jun Fu Cai, Wee Sun Lee and Yee Whye Teh

OE: WSD Using Optimal Ensembling (OE) Method
Harri M. T. Saarikoski
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PKU: Combining Supervised Classifiers with Features Selection
Peng Jin, Danqing Zhu, Fuxin Li and Yunfang Wu

PNNL: A Supervised Maximum Entropy Approach to Word Sense Disambiguation
Stephen Tratz, Antonio Sanfilippo, Michelle Gregory, Alan Chappell, Christian Posse and
Paul Whitney

PU-BCD: Exponential Family Models for the Coarse- and Fine-Grained All-Words Tasks
Jonathan Chang, Miroslav Dudik and David Blei

PUTOP: Turning Predominant Senses into a Topic Model for Word Sense Disambiguation
Jordan Boyd-Graber and David Blei

RACAI: Meaning Affinity Models
Radu Ion and Dan Tufis

12:30-14:30 lunch
Poster session 3

14:30-15:45  CLR: Integration of FrameNet in a Text Representation System
Kenneth C. Litkowski

RTV: Tree Kernels for Thematic Role Classification
Daniele Pighin, Alessandro Moschitti and Roberto Basili

SHEF: Semantic Tagging and Summarization Techniques Applied to Cross-document
Coreference
Horacio Saggion

SICS: Valence annotation based on seeds in word space
Magnus Sahlgren, Jussi Karlgren and Gunnar Eriksson

SW-AG: Local Context Matching for English Lexical Substitution
George Dahl, Anne-Marie Frassica and Richard Wicentowski

SWAT-MP:The SemEval-2007 Systems for Task 5 and Task 14
Phil Katz, Matt Singleton and Richard Wicentowski
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TITPI: Web People Search Task Using Semi-Supervised Clustering Approach
Kazunari Sugiyama and Manabu Okumura

TKB-UQO: Using Sense Clustering for WSD
Henry Anaya-Sanchez, Aurora Pons-Porrata and Rafael Berlanga-Llavori

Tor, TorMd: Distributional Profiles of Concepts for Unsupervised Word Sense Disam-
biguation
Saif Mohammad, Graeme Hirst and Philip Resnik

UA-ZBSA: A Headline Emotion Classification through Web Information
Zornitsa Kozareva, Borja Navarro, Sonia Vazquez and Andres Montoyo

UA-ZSA: Web Page Clustering on the basis of Name Disambiguation
Zornitsa Kozareva, Sonia Vazquez and Andres Montoyo

UBC-ALM: Combining k-NN with SVD for WSD
Eneko Agirre and Oier Lopez de Lacalle

UBC-AS: A Graph Based Unsupervised System for Induction and Classification
Eneko Agirre and Aitor Soroa

UBC-UMB: Combining unsupervised and supervised systems for all-words WSD
David Martinez, Timothy Baldwin, Eneko Agirre and Oier Lopez de Lacalle

UBC-UPC: Sequential SRL Using Selectional Preferences. An approach with Maximum
Entropy Markov Models
Beifiat Zapirain, Eneko Agirre and Lluis Marquez

UBC-ZAS: A k-NN based Multiclassifier System to perform WSD in a Reduced Dimen-
sional Vector Space
Ana Zelaia, Olatz Arregi and Basilio Sierra

UC3M_13: Disambiguation of Person Names Based on the Composition of Simple Bags
of Typed Terms
David del Valle-Agudo, César de Pablo-Sanchez and Maria Teresa Vicente-Diez

UMNDI: Unsupervised Word Sense Disambiguation Using Contextual Semantic Related-

ness
Siddharth Patwardhan, Satanjeev Banerjee and Ted Pedersen
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Coarse Semantic Features
Rada Mihalcea, Andras Csomai and Massimiliano Ciaramita
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Francois-Régis Chaumartin

UPV-WSD : Combining different WSD Methods by means of Fuzzy Borda Voting
Davide Buscaldi and Paolo Rosso
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Mark Hepple, Andrea Setzer and Robert Gaizauskas

USP-IBM-1 and USP-IBM-2: The ILP-based Systems for Lexical Sample WSD in
SemEval-2007

Lucia Specia, Maria das Gracas, Volpe Nunes, Ashwin Srinivasan and Ganesh Ramakr-
ishnan

USYD: WSD and Lexical Substitution using the WebIT corpus
Tobias Hawker

UTD-SRL: A Pipeline Architecture for Extracting Frame Semantic Structures
Cosmin Adrian Bejan and Chris Hathaway

UVA: Language Modeling Techniques for Web People Search
Krisztian Balog, Leif Azzopardi and Maarten de Rijke
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José Iria, Lei Xia and Ziqi Zhang
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Abstract

This paper presents a first attempt of an
application-driven evaluation exercise of

WSD. We used a CLIR testbed from the

Cross Lingual Evaluation Forum. The ex-

pansion, indexing and retrieval strategies
where fixed by the organizers. The par-

ticipants had to return both the topics and
documents tagged with WordNet 1.6 word

senses. The organization provided training
data in the form of a pre-processed Semcor
which could be readily used by participants.

The task had two participants, and the orga-
nizer also provide an in-house WSD system
for comparison.

1 Introduction

Bernardo Magnini
ITC-IRST
Trento, Italy
magni ni @tc.it

Arantxa Otegi
IXA NLP group
University of the Basque Country
Donostia, Basque Country
j 1 botusa@hu. es

Piek Vossen
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2628XH Delft, Netherlands
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The community has long mentioned the neces-
sity of evaluating WSD in an application, in order
to check which WSD strategy is best, and more im-
portant, to try to show that WSD can make a differ-
ence in applications. The use of WSD in Machine
Translation has been the subject of some recent pa-
pers, but less attention has been paid to Information
Retrieval (IR).

With this proposal we want to make a first try to
define a task where WSD is evaluated with respect
to an Information Retrieval and Cross-Lingual Infor-
mation Retrieval (CLIR) exercise. From the WSD
perspective, this task will evaluate all-words WSD
systems indirectly on a real task. From the CLIR
perspective, this task will evaluate which WSD sys-
tems and strategies work best.

We are conscious that the number of possible con-
figurations for such an exercise is very large (in-

Since the start of Senseval, the evaluation of Woreluding sense inventory choice, using word sense in-
Sense Disambiguation (WSD) as a separate task iglgction instead of disambiguation, query expansion,
mature field, with both lexical-sample and all-words/VSD strategies, IR strategies, etc.), so this first edi-
tasks. In the first case the participants need to tag ttien focuses on the following:

occurrences of a few words, for which hand-tagged

data has already been provided. In the all-words task ® The IR/CLIR system is fixed.

all the occurrences of open-class words occurring in ¢ The expansion / translation strategy is fixed.
two or three documents (a few thousand words) need e The participants can choose the best WSD

to be disambiguated.

1

strategy.
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e The IR system is used as the upperbound for 2. Participants disambiguate the topics per lan-
the CLIR systems. guage, we expand the queries to syn-
onyms/translations and we measure the effects

We think that it is important to start dOing this on IR/CLIR. Documents are not processed
kind of application-driven evaluations, which might

shed light to the intricacies in the interaction be- The corpora and topics were obtained from the
tween WSD and IR strategies. We see this as thal-hoc CLEF tasks. The supported languages in the
first of a series of exercises, and one outcome of thiepics are English and Spanish, but in order to limit
task should be that both WSD and CLIR communithe scope of the exercise we decided to only use En-
ties discuss together future evaluation possibilities.glish documents. The participants only had to dis-
This task has been organized in collaboraambiguate the English topics and documents. Note
tion with the Cross-Language Evaluation Forunthat most WSD systems only run on English text.
(CLEFY). The results will be analyzed in the CLEF- Due to these limitations, we had the following
2007 workshop, and a special track will be proevaluation settings:
posed for CLEF-2008, where CLIR systems will
have the opportunity to use the annotated dafd® with WSD of topics , where the participants
produced as a result of the Semeval-2007 task. disambiguate the documents, the disam-
The task has a webpage with all the details at biguated documents are expanded to syn-
http://ixa2.si.ehu.es/semeval -clir. onyms, and the original topics are used for
This paper is organized as follows. Section 2  querying. All documents and topics are in En-
describes the task with all the details regarding  dlish.
datasets, expansion/translation, the IR/CLIR systehiR With WSD of documents , where the partic-
used, and steps for participation. Section 3 presents ipants disambiguate the topics, the disam-
the evaluation performed and the results obtained by ~biguated topics are expanded and used for
the participants. Finally, Section 4 draws the con-  duerying the original documents. All docu-

clusions and mention the future work. ments and topics are in English. _
CLIR with WSD of documents , where the partic-

2 Description of thetask ipants disambiguate the documents, the dis-

This is an application-driven task, where the appli- ~ambiguated documents are translated, and the

cation is a fixed CLIR system. Participants disam-  original topics in Spanish are used for query-
biguate text by assigning WordNet 1.6 synsets and  ing. The documents are in English and the top-
the system will do the expansion to other languages, €S are in Spanish.

index the expanded documents and run the retrieval ] ]
for all the languages in batch. The retrieval results V& decided to focus on CLIR for evaluation,
are taken as the measure for fitness of the disarfiven the difficulty of improving IR. The IR results
biguation. The modules and rules for the expansiofif® 9iveén as illustration, and as an upperbound of

and the retrieval will be exactly the same for all parin€ CLIR task. This use of IR results as a reference

ticipants. for CLIR systems is customary in the CLIR commu-

We proposed two specific subtasks: hity (Harman, 2005).

- . . 1 Datasets
L Partppants disambiguate the corpus, the COIZghe English CLEF data from years 2000-2005 com-
pus is expanded to synonyms/translations an

prises corpora from ’'Los Angeles Times' (year

\r/]v;measure t(?e effects on IR/CLIR. Topfiese 1994) and 'Glasgow Herald’ (year 1995) amounting
processed. to 169,477 documents (579 MB of raw text, 4.8GB
*htt p: // wwv. ¢l ef - canpai gn. org in the XML format provided to participants, see Sec-
%In IR topics are the short texts which are used by the sygion 2.3) and 300 topics in English and Spanish (the

tems to produce the queries. They usually provide extensive . .
information about the text to be searched, which can be usd@PIiCS are human translations of each other). The

both by the search engine and the human evaluators. relevance judgments were taken from CLEF. This



might have the disadvantage of having been pro- Note that in all cases we never delete any of the

duced by pooling the results of CLEF participantsyords in the original text.

and might bias the results towards systems not using In addition to the expansion strategy used with the

WSD, specially for monolingual English retrieval. participants, we tested other expansion strategies as

We are considering the realization of a post-hobaselines:

analysis of the participants results in order to anaﬁoexp no expansion, original text

lyze the effect 'on the lack of pooling. ) fullexp expansion (tr’anslation in the case of English
. Due to the S'.Ze.Of th_e document cqllectlon, we d_e- to Spanish expansion) to all synonyms of all

cided that the limited time available in the competi- senses

tion was too short to disambiguate the whole collecz,oy50 expansion to the best 50% senses as returned
tion. We thus chose to take a sixth part of the corpus by the WSD system. This expansion was tried

at random, comprising 29,375 documents (874MB e the in-house WSD system of the organizer
in the XML format distributed to participants). Not only.

all topics had relevant documents in this 17% sam-

ple, and therefore only 201 topics were effectively2.3 IR/CLIR system

used for evaluation. All in all, we reused 21,797The retrieval engine is an adaptation of the Twenty-

relevance judgements that contained one of the don€ search system (Hiemstra and Kraaij, 1998) that
uments in the 17% sample, from which 923 are pod¥as developed during the 90’s by the TNO research
itive3. For the future we would like to use the whole!nsStitute at Delft (The Netherlands) getting good re-

collection. sults on IR and CLIR exercises in TREC (Harman,
2005). Itis now further developed by Irion technolo-
2.2 Expansion and trandation gies as a cross-lingual retrieval system (Vossen et al.,

For expansion and translation we used the publicly. For indexing, the TwentyOne system takes Noun
available Multilingual Central Repository (MCR) Phrases as an input. Noun Phases (NPs) are detected
from the MEANING project (Atserias et al., 2004). using a chunker and a word form with POS lexicon.
The MCR follows the EuroWordNet design, andPhrases outside the NPs are not indexed, as well as
currently includes English, Spanish, Italian, Basquaon-content words (determiners, prepositions, etc.)
and Catalan wordnets tightly connected through theithin the phrase.
Interlingual Index (based on WordNet 1.6, but linked The Irion TwentyOne system uses a two-stage re-
to all other WordNet versions). trieval process where relevant documents are first
We only expanded (translated) the senses returnegdtracted using a vector space matching and sec-
by the WSD systems. That is, given a word likeondly phrases are matched with specific queries.
‘car’, it will be expanded to ‘automobile’ or ‘railcar’ Likewise, the system is optimized for high-precision
(and translated to 'auto’ or ‘vagon’ respectively) dephrase retrieval with short queries (1 up 5 words
pending on the sense in WN 1.6. If the systems rawvith a phrasal structure as well). The system can be
turns more than one sense, we choose the sense wgttipped down to a basic vector space retrieval sys-
maximum weight. In case of ties, we expand (transem with an tf.idf metrics that returns documents for
late) all. The participants could thus implicitly affecttopics up to a length of 30 words. The stripped-down
the expansion results, for instance, when no sensersion was used for this task to make the retrieval
could be selected for a target noun, the participantgsults compatible with the TREC/CLEF system.
could either return nothing (or NOSENSE, which The Irion system was also used for pre-
would be equivalent), or all senses with O score. Iprocessing. The CLEF corpus and topics were con-
the first case no expansion would be performed, iverted to the TwentyOne XML format, normalized,
the second all senses would be expanded, whichasd named-entities and phrasal structured detected.
equivalent to full expansion. This fact will be men-Each of the target tokens was identified by an unique
tioned again in Section 3.5. identifier.

*The ovc_erall figures_are 125,556 relc_e\_/ance judgements f@ 4 Participation
the 300 topics, from which 5700 are positive The participants were provided with the following:



1. the document collection in Irion XML format Allocation. Using topic-specific synset similar-
2. the topics in Irion XML format ity measures, they create predictions for each

In addition, the organizers also provided some of ~ Word in each document using only word fre-
the widely used WSD features in a word-to-word ~ quency information. The disambiguation pro-
fashiorf (Agirre et al., 2006) in order to make partic- ~ C€ss took aprox. 12 hours on a cluster of 48 ma-
ipation easier. These features were available for both ~ chines (dual Xeons with 4GB of RAM). Note
topics and documents as well as for all the words ~ that contrary to the specifications, this team
with frequency above 10 in SemCor 1.6 (which can ~ returned WordNet 2.1 senses, so we had to
be taken as the training data for supervised WSD Mmap automatically to 1.6 senses (Daude et al.,
systems). The Semcor data is publicly available 2000).

For the rest of the data, participants had to sign arldNIBA This team uses a a knowledge-based WSD

end user agreement. system that attempts to disambiguate all words
The participants had to return the input files en-  in a text by exploiting WordNet relations. The

riched with WordNet 1.6 sense tags in the required ~main assumption is that a specific strategy for

XML format: each Part-Of-Speech (POS) is better than a sin-
1. for all the documents in the collection gle strategy. Nouns are disambiguated basi-

2. for all the topics cally using hypernymy links. Verbs are dis-
ambiguated according to the nouns surrounding
them, and adjectives and adverbs use glosses.

RGANIZERS In addition to the regular partic-
ipants, and out of the competition, the orga-
nizers run a regular supervised WSD system
trained on Semcor. The system is based on

3 Evaluation and results a single k-NN classifier using the features de-

scribed in (Agirre et al., 2006) and made avail-

able at the task website (cf. Section 2.4).

Scripts to produce the desired output from word-
to-word files and the input files were provided by
organizers, as well as DTD’s and software to chec&)
that the results were conformant to the respective
DTD’s.

For each of the settings presented in Section 2 we
present the results of the participants, as well as
those of an in-house system presented by the orga-In addition to those we also present some com-
nizers. Please refer to the system description papetsn IR/CLIR baselines, baseline WSD systems, and
for a more complete description. We also providen alternative expansion:
some baselines and alternative expansion (transla- , _
tion) strategies. All systems are evaluated accordlo=XP & non-expansion IR/CLIR baseline of the
ing to their Mean Average Precisidh (MAP) as documents or topics. :

ullexp a full-expansion IR/CLIR baseline of the
computed by the r ec_eval software on the pre-

isting CLEF rel documents or topics.
existing relevance-assessments. wsdrand a WSD baseline system which chooses a

3.1 Participants sense at random. The usual expansion is ap-
The two systems that registered sent the results on  Plied. _ _
time. 1st a WSD baseline system which returns the sense

numbered as 1 in WordNet. The usual expan-
PUTOP They extend on McCarthy's predominant sion is applied.
sense method to create an unsupervised methegd50 the organizer's WSD system, where the 50%
of word sense disambiguation that uses auto- senses of the word ranking according to the
matically derived topics using Latent Dirichlet ~ WSD system are expanded. That is, instead of
expanding the single best sense, it expands the

T . ) .
Each target wor t file with all th rren n
ach target word gets a file all the occurrences, and best 50% senses.

each occurrence gets the occurrence identifier, the sep$i ta
in training), and the list of features that apply to the ocence.

Shttp://ixa2.si.ehu.es/seneval -clir/ 3'2. IR ReSUItS .
Shttp: // en. wi ki pedi a. or g/ wi ki / This section present the results obtained by the par-
Informationretrieval ticipants and baselines in the two IR settings. The



IRtops | IRdocs| CLIR Senseval-2 all words
no expansion | 0.3599 | 0.3599| 0.1446 precision recall coverage
full expansion | 0.1610| 0.1410| 0.2676 ORGANIZERS 0.584 0.577 93.61%
UNIBA 0.3030 | 0.1521| 0.1373 UNIBA 0.498 0.375 75.39%
PUTOP 0.3036 | 0.1482| 0.1734 PUTOP 0.388 0.240 61.92%
wsdrand 0.2673| 0.1482| 0.2617 Senseval-3 all words
1st sense 0.2862 | 0.1172| 0.2637 precision recall coveragé
ORGANIZERS | 0.2886 | 0.1587 | 0.2664 ORGANIZERS 0.591 0.566 95.76%
wsd50 0.2651| 0.1479| 0.2640 UNIBA 0.484 0.338  69.98%
PUTOP 0.334 0.186 55.68%

Table 1. Retrieval results given as MAP. IRtops

Stands for Eng“sh IR W|th topic expansion_ |R_Tab|e 2: Eng“Sh WSD results in the Senseval-2 and
docs stands for English IR with document expanSenseval-3 all-words datasets.

sion. CLIR stands for CLIR results for translated

documents. . . .
pected, as the IR experiments had an illustration

goal, and are used for comparison with the CLIR

second and third columns of Table 1 present the r&xperiments. In monolingual IR, expanding the top-

sults when disambiguating the topics and the docics is much less harmful than expanding the docu-

ments respecti\/e|y. Non of the expansion techniqué'gents. Unfortunately the limitation to 50 words in

improves over the baseline (no expansion). the queries might have limited the expansion of the
Note that due to the limitation of the search entopics, which make the results rather unreliable. We

gine, long queries were truncated at 50 words, whichlan to fix this for future evaluations.

might explain the very low results of the full expan- Regarding CLIR results, even if none of the WSD

sion. systems were able to beat the full-expansion base-
line, the organizers system was very close, which is
33 CLIRresults quite encouraging due to the very simplistic expan-

The last column of Table 1 shows the CLIR resultgjgn, indexing and retrieval strategies used.

when expanding (translating) the disambiguated |y order to better interpret the results, Table 3
documents. None of the WSD systems attains thg,ows the amount of words after the expansion in
performance of full expansion, which would be thesach case. This data is very important in order to un-
baseline CLIR system, but the WSD of the organizegerstand the behavior of each of the systems. Note
gets close. that UNIBA returns 3 synsets at most, and therefore
34 WSD results the wsd50 strategy (select the 50% senses with best

In addition to the IR and CLIR results we also pro_score) leaves a single synset, which is the same as

vide the WSD performance of the participants Oﬁaking the single best system (wsdbest). Regarding

the Senseval 2 and 3 all-words task. The documen%UTOP’ this system returned a single synset, and

from those tasks were included alongside the CLE erefore the wsds0 figures are the same as the ws-

documents, in the same formats, so they are treatggeSt flgur'es.
as any other document. In order to evaluate, we had C°MParing the amount of words for the two par-

to map automatically all WSD results to the respect-'c'pam systems, we see that UNIBA has the least

tive WordNet version (using the mappings in (Daudgvords, closely followed by PUTOP. The organizers
et al., 2000) which are publicly available). WSD system gets far more expanded words. - The
The results are presented in Table 2, where we c&Planation is that when the synsets returned by a

see that the best results are attained by the organizé(}/s'S D system all have 0 weights, th.e wsdbest expan-
WSD system. sion strategy expands them all. This was not explicit

in the rules for participation, and might have affected
35 Discussion the results.

First of all, we would like to mention that the WSD A cross analysis of the result tables and the num-
and expansion strategy, which is very simplistic, deber of words is interesting. For instance, in the IR
grades the IR performance. This was rather exxercise, when we expand documents, the results in



English | _ Spanish the two participant systems and the organizers sys-
Nowsp N0exp | 9.900,818| 9,900,818 bl beat the full o basel
) fullexp | 93,551 450| 58491 767 tem were able to beat the full-expansion baseline.
UNIBA wsdbest| 19,436,374 17,226,104 Due to efficiency reasons, the IRION system had
wsds0 | 19,436,374| 17,226,104 some of its features turned off. Still the results are
op  Wsdbest| 20,101,627| 16,591,485 ) H . b
PUTOP " cds0 | 20101 627 16,591 485 encouraging, as the organizers system was able to
Baseline 1st| 24,842,800 20,261,081 get very close to the full expansion strategy with
WSD "V‘\’Zﬂ{)i”sot' ggvzggvgg %?éggvgié much less expansion (translation).
ORG. wsd50 | 36.128.121| 27528723 For the future, a special track of CLEF-2008 will

leave the avenue open for more sophisticated CLIR
Table 3: Number of words in the document coltechniques. We plan to extend the WSD annotation
lection after expansion for the WSD system and alo all words in the CLEF English document collec-
baselines. wsdbest stands for the expansion strategiyh, and we also plan to contact the best performing
used with participants. systems of the SemEval all-words tasks to have bet-
ter quality annotations.

the third column of Table 1 show that the ranking forAcknowledgements
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for full expansion. These results can be explainethis work has been partially funded by the Spanish education
because of the amount of expansion: the more e¥rinistry (project KNOW)

pansion the worst results. When more informed

WSD is performed, documents with more expansioRefer ences

can get better results, and in fact the WSD system %f Agirre, O. Lopez de Lacalle, and D. Martinez. 2006.

the organizers is the second best result from all sys- Exploring feature set combinations for WSD. Rroc,
tem and baselines, and has more words than the resbf the SEPLN.

(with exception of wsd50 and full expansion). Still,

the no expansion baseline is far from the WSD re.]. Atserias, L. Villarejo, G. Rigau, E. Agirre, J. Carroll,

B. Magnini, and P. Vossen. 2004. The MEANING
sults. Multilingual Central Repository. IRroceedingsof the
Regarding the CLIR result, the situation is in- 2.nd Global WordNet Conference, GWC 2004, pages

verted, with the best results for the most productive 23-30. Masaryk University, Brno, Czech Republic.
expansions (full expansion, random WSD and no &4, paude, L. Padro, and G. Rigau. 2000. Mapping Word-
pansion, in this order). For the more informed WSD Nets Using Structural Information. IRroc. of ACL,
methods, the best results are again for the organizersHong Kong.

WSD SySt?m’ which 'S_ very close to the full €Xpany Harman. 2005. Beyond English. In E. M. Voorhees
sion baseline. Even if wsd50 has more expanded and D. Harman, editor§REC: Experiment and Eval-
words wsdbest is more effective. Note the very high uation in Information Retrieval, pages 153-181. MIT
results attained by random. These high results canPress:

be explained by the fact that many senses get tfig Hiemstra and W. Kraaij. 1998. Twenty-One in ad-hoc
same translation, and thus for many words with few and CLIR. In E.M. Voorhees and D. K. Harman, ed-
translation, the random translation might be valid. itors, Proc. of TREC-7, pages 500-540. NIST Special

Still the wsdbest, 1st sense and wsd50 results getPublication.

better results. P. Vossen, G. Rigau, I. Alegria, E. Agirre, D. Farwell,
and M. Fuentes. Meaningful results for Information

4 Conclusions and future work Retrieval in the MEANING project. IrProc. of the
3rd Global Wordnet Conference.

This paper presents the results of a preliminary at-
tempt of an application-driven evaluation exercise
of WSD in CLIR. The expansion, indexing and re-

trieval strategies proved too simplistic, and none of
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Abstract

The goal of this task is to allow for com-
parison across sense-induction and discrim-
ination systems, and also to compare these
systems to other supervised and knowledge-
based systems. In total there were 6 partic-
ipating systems. We reused the SemEval-
2007 English lexical sample subtask of task
17, and set up both clustering-style unsuper-
vised evaluation (using OntoNotes senses as
gold-standard) and a supervised evaluation
(using the part of the dataset for mapping).
We provide a comparison to the results of
the systems participating in the lexical sam-
ple subtask of task 17.

1 Introduction

Word Sense Disambiguation (WSD) is a key
enabling-technology. Supervised WSD techniques
are the best performing in public evaluations, but
need large amounts of hand-tagging data. Exist-
ing hand-annotated corpora like SemCor (Miller
et al., 1993), which is annotated with WordNet
senses (Fellbaum, 1998) allow for a small improve-
ment over the simple most frequent sense heuristic,
as attested in the all-words track of the last Sense-
val competition (Snyder and Palmer, 2004). In the-
ory, larger amounts of training data (SemCor has
approx. S00M words) would improve the perfor-
mance of supervised WSD, but no current project
exists to provide such an expensive resource. An-
other problem of the supervised approach is that the
inventory and distribution of senses changes dra-
matically from one domain to the other, requiring
additional hand-tagging of corpora (Martinez and
Agirre, 2000; Koeling et al., 2005).
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Supervised WSD is based on the “fixed-list of
senses” paradigm, where the senses for a target word
are a closed list coming from a dictionary or lex-
icon. Lexicographers and semanticists have long
warned about the problems of such an approach,
where senses are listed separately as discrete enti-
ties, and have argued in favor of more complex rep-
resentations, where, for instance, senses are dense
regions in a continuum (Cruse, 2000).

Unsupervised Word Sense Induction and Dis-
crimination (WSID, also known as corpus-based un-
supervised systems) has followed this line of think-
ing, and tries to induce word senses directly from
the corpus. Typical WSID systems involve cluster-
ing techniques, which group together similar exam-
ples. Given a set of induced clusters (which repre-
sent word uses or senses'), each new occurrence of
the target word will be compared to the clusters and
the most similar cluster will be selected as its sense.

One of the problems of unsupervised systems is
that of managing to do a fair evaluation. Most of cur-
rent unsupervised systems are evaluated in-house,
with a brief comparison to a re-implementation of a
former system, leading to a proliferation of unsuper-
vised systems with little ground to compare among
them. The goal of this task is to allow for compar-
ison across sense-induction and discrimination sys-
tems, and also to compare these systems to other su-
pervised and knowledge-based systems.

The paper is organized as follows. Section 2
presents the evaluation framework used in this task.
Section 3 presents the systems that participated in

'WSID approaches prefer the term *word uses’ to ’word
senses’. In this paper we use them interchangeably to refer to
both the induced clusters, and to the word senses from some
reference lexicon.

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 7-12,
Prague, June 2007. (©2007 Association for Computational Linguistics



the task, and the official results. Finally, Section 5
draws the conclusions.

2 Evaluating WSID systems

All WSID algorithms need some addition in order
to be evaluated. One alternative is to manually de-
cide the correctness of the clusters assigned to each
occurrence of the words. This approach has two
main disadvantages. First, it is expensive to man-
ually verify each occurrence of the word, and dif-
ferent runs of the algorithm need to be evaluated
in turn. Second, it is not an easy task to manu-
ally decide if an occurrence of a word effectively
corresponds with the use of the word the assigned
cluster refers to, especially considering that the per-
son is given a short list of words linked to the clus-
ter. We also think that instead of judging whether
the cluster returned by the algorithm is correct, the
person should have independently tagged the occur-
rence with his own senses, which should have been
then compared to the cluster returned by the system.
This is paramount to compare a corpus which has
been hand-tagged with some reference senses (also
known as the gold-standard) with the clustering re-
sult. The gold standard tags are taken to be the def-
inition of the classes, and standard measures from
the clustering literature can be used to evaluate the
clusters against the classes.

A second alternative would be to devise a method
to map the clusters returned by the systems to the
senses in a lexicon. Pantel and Lin (2002) automat-
ically map the senses to WordNet, and then mea-
sure the quality of the mapping. More recently, the
mapping has been used to test the system on pub-
licly available benchmarks (Purandare and Peder-
sen, 2004; Niu et al., 2005).

A third alternative is to evaluate the systems ac-
cording to some performance in an application, e.g.
information retrieval (Schiitze, 1998). This is a very
attractive idea, but requires expensive system devel-
opment and it is sometimes difficult to separate the
reasons for the good (or bad) performance.

In this task we decided to adopt the first two alter-
natives, since they allow for comparison over pub-
licly available systems of any kind. With this goal on
mind we gave all the participants an unlabeled cor-
pus, and asked them to induce the senses and create
a clustering solution on it. We evaluate the results

according to the following types of evaluation:

1. Evaluate the induced senses as clusters of ex-
amples. The induced clusters are compared to
the sets of examples tagged with the given gold
standard word senses (classes), and evaluated
using the FScore measure for clusters. We will

call this evaluation unsupervised.
2. Map the induced senses to gold standard

senses, and use the mapping to tag the test cor-
pus with gold standard tags. The mapping is
automatically produced by the organizers, and
the resulting results evaluated according to the
usual precision and recall measures for super-
vised word sense disambiguation systems. We
call this evaluation supervised.

We will see each of them in turn.

2.1 Unsupervised evaluation
In this setting the results of the systems are treated

as clusters of examples and gold standard senses are
classes. In order to compare the clusters with the
classes, hand annotated corpora is needed. The test
set is first tagged with the induced senses. A per-
fect clustering solution will be the one where each
cluster has exactly the same examples as one of the
classes, and vice versa.

Following standard cluster evaluation prac-
tice (Zhao and Karypis, 2005), we consider the FS-
core measure for measuring the performance of the
systems. The FScore is used in a similar fashion
to Information Retrieval exercises, with precision
and recall defined as the percentage of correctly “re-
trieved” examples for a cluster (divided by total clus-
ter size), and recall as the percentage of correctly
“retrieved” examples for a cluster (divided by total
class size).

Given a particular class s, of size n,. and a cluster
h; of size n;, suppose n!. examples in the class s,
belong to h;. The F value of this class and cluster is
defined to be:

2P(87«, hi)R(sr, hl)
P(STa hl) + R(S'M h’L)

f(5T> hl) =

i
where P(s,,h;) = == is the precision value and
. T

R(syp,h;) = Z—Z’ is the recall value defined for class
s, and cluster h;. The FScore of class s, is the max-
imum F' value attained at any cluster, that is,



F(s) = max f(sr, hi)

(3

and the FScore of the entire clustering solution is:

c
FScore = Z %F(sr)

r=1

where ¢ is the number of classes and n is the size
of the clustering solution. If the clustering is the
identical to the original classes in the datasets, FS-
core will be equal to one which means that the higher
the FScore, the better the clustering is.

For the sake of completeness we also include the
standard entropy and purity measures in the unsu-
pervised evaluation. The entropy measure consid-
ers how the various classes of objects are distributed
within each cluster. In general, the smaller the en-
tropy value, the better the clustering algorithm per-
forms. The purity measure considers the extent to
which each cluster contained objects from primarily
one class. The larger the values of purity, the bet-
ter the clustering algorithm performs. For a formal
definition refer to (Zhao and Karypis, 2005).

2.2 Supervised evaluation

We have followed the supervised evaluation frame-
work for evaluating WSID systems as described in
(Agirre et al., 2006). First, we split the corpus into
a train/test part. Using the hand-annotated sense in-
formation in the train part, we compute a mapping
matrix M that relates clusters and senses in the fol-
lowing way. Suppose there are m clusters and n
senses for the target word. Then, M = {m;;} 1<
i <m,1 < j < n,andeach m;; = P(sj|h;), that
is, m;; is the probability of a word having sense j
given that it has been assigned cluster ¢. This proba-
bility can be computed counting the times an occur-
rence with sense s; has been assigned cluster h; in
the train corpus.

The mapping matrix is used to transform any
cluster score vector b = (hy, ..., hy,,) returned by
the WSID algorithm into a sense score vector 5 =
(S1,...,8n). It suffices to multiply the score vector
by M,ie., 5= hM.

We use the M mapping matrix in order to convert
the cluster score vector of each test corpus instance
into a sense score vector, and assign the sense with

All  Nouns  Verbs
train | 22281 14746 9773
test 4851 2903 2427
all 27132 17649 12200

Table 1: Number of occurrences for the 100 target words in
the corpus following the train/test split.

maximum score to that instance. Finally, the result-
ing test corpus is evaluated according to the usual
precision and recall measures for supervised word
sense disambiguation systems.

3 Results

In this section we will introduce the gold standard
and corpus used, the description of the systems and
the results obtained. Finally we provide some mate-
rial for discussion.

Gold Standard
The data used for the actual evaluation was bor-

rowed from the SemEval-2007 “English lexical
sample subtask” of task 17. The texts come from the
Wall Street Journal corpus, and were hand-annotated
with OntoNotes senses (Hovy et al., 2006). Note
that OntoNotes senses are coarser than WordNet
senses, and thus the number of senses to be induced
is smaller in this case.

Participants were provided with information
about 100 target words (65 verbs and 35 nouns),
each target word having a set of contexts where the
word appears. After removing the sense tags from
the train corpus, the train and test parts were joined
into the official corpus and given to the participants.
Participants had to tag with the induced senses all
the examples in this corpus. Table 1 summarizes the
size of the corpus.

Participant systems

In total there were 6 participant systems. One of
them (UoFL) was not a sense induction system, but
rather a knowledge-based WSD system. We include
their data in the results section below for coherence
with the official results submitted to participants, but
we will not mention it here.

I2R: This team used a cluster validation method
to estimate the number of senses of a target word in
untagged data, and then grouped the instances of this
target word into the estimated number of clusters us-
ing the sequential Information Bottleneck algorithm.



UBC-AS: A two stage graph-based clustering
where a co-occurrence graph is used to compute
similarities against contexts. The context similarity
matrix is pruned and the resulting associated graph
is clustered by means of a random-walk type al-
gorithm. The parameters of the system are tuned
against the Senseval-3 lexical sample dataset, and
some manual tuning is performed in order to reduce
the overall number of induced senses. Note that this
system was submitted by the organizers. The orga-
nizers took great care in order to participate under
the same conditions as the rest of participants.

UMND?2: A system which clusters the second or-
der co-occurrence vectors associated with each word
in a context. Clustering is done using k-means and
the number of clusters was automatically discovered
using the Adapted Gap Statistic. No parameter tun-
ing is performed.

upv.si: A self-term expansion method based on
co-ocurrence, where the terms of the corpus are ex-
panded by its best co-ocurrence terms in the same
corpus. The clustering is done using one implemen-
tation of the KStar method where the stop criterion
has been modified. The trial data was used for de-
termining the corpus structure. No further tuning is
performed.

UOY: A graph based system which creates a co-
occurrence hypergraph model. The hypergraph is
filtered and weighted according to some associa-
tion rules. The clustering is performed by selecting
the nodes of higher degree until a stop criterion is
reached. WSD is performed by assigning to each in-
duced cluster a score equal to the sum of weights of
hyperedges found in the local context of the target
word. The system was tested and tuned on 10 nouns
of Senseval-3 lexical-sample.

Official Results

Participants were required to induce the senses of
the target words and cluster all target word contexts
accordingly?. Table 2 summarizes the average num-
ber of induced senses as well as the real senses in
the gold standard.

>They were allowed to label each context with a weighted
score vector, assigning a weight to each induced sense. In the
unsupervised evaluation only the sense with maximum weight
was considered, but for the supervised one the whole score vec-
tor was used. However, none of the participating systems la-
beled any instance with more than one sense.
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system All  nouns verbs
I2R 3.08 3.1 3.06
UBC-AS* 132 1.63 1.15
UMND2 .36 1.71 1.17
upv._si 5.57 7.2 4.69
uoy 9.28 11.28 8.2
Gold standard

test 2.87 2.86 2.86
train 3.6 3.91 343
all 368 394 3.54

Table 2: Average number of clusters as returned by the par-
ticipants, and number of classes in the gold standard. Note that
UBC-AS™ is the system submitted by the organizers of the task.

System R. All Nouns  Verbs
FSc. Pur. Entr FSc. FSc.
Iclword 1 1789 798 454 80.7 76.8
UBC-AS* | 2 | 787 80.5 43.8 80.8 76.3
upv_si 3 | 663 838 332 69.9 62.2
UMND?2 4 |1 66.1 81.7 40.5 67.1 65.0
I2R 5 639 840 328 68.0 59.3
UofL™* 6 | 615 822 378 62.3 60.5
uoy 7 | 561 86.1 27.1 65.8 45.1
Random 8 | 379 86.1 277 38.1 37.7
Iclinst 9 9.5 100 0 6.6 12.7

Table 3: Unsupervised evaluation on the test corpus (FScore),
including 3 baselines. Purity and entropy are also provided.
UBC-AS™ was submitted by the organizers. UofL** is not a
sense induction system.

System Rank | Supervised evaluation

All Nouns Verbs
I2R 1 81.6 86.8 75.7
UMND2 2 80.6 845 76.2
upv_si 3 79.1 82.5 75.3
MES 4 78.7 809 76.2
UBC-AS* 5 78.5 80.7 76.0
8[0)'¢ 6 717 816 73.3
UofL** 7 77.1 80.5 73.3

Table 4: Supervised evaluation as recall. UBC-AS* was sub-
mitted by the organizers. UofL*™" is not a sense induction sys-
tem.

Table 3 shows the unsupervised evaluation of
the systems on the test corpus. We also include
three baselines: the “one cluster per word” baseline
(IclIword), which groups all instances of a word into
a single cluster, the “one cluster per instance” base-
line (/clinst), where each instance is a distinct clus-
ter, and a random baseline, where the induced word
senses and their associated weights have been ran-
domly produced. The random baseline figures in this
paper are averages over 10 runs.

As shown in Table 3, no system outperforms the
1clword baseline, which indicates that this baseline



is quite strong, perhaps due the relatively small num-
ber of classes in the gold standard. However, all
systems outperform by far the random and Iclinst
baselines, meaning that the systems are able to in-
duce correct senses. Note that the purity and entropy
measures are not very indicative in this setting. For
completeness, we also computed the FScore using
the complete corpus (both train and test). The re-
sults are similar and the ranking is the same. We
omit them for brevity.

The results of the supervised evaluation can be
seen in Table 4. The evaluation is also performed
over the test corpus. Apart from participants, we
also show the most frequent sense (MFS), which
tags every test instance with the sense that occurred
most often in the training part. Note that the su-
pervised evaluation combines the information in the
clustering solution implicitly with the MFS infor-
mation via the mapping in the training part. Pre-
vious Senseval evaluation exercises have shown that
the MFS baseline is very hard to beat by unsuper-
vised systems. In fact, only three of the participant
systems are above the MFS baseline, which shows
that the clustering information carries over the map-
ping successfully for these systems. Note that the
Iclword baseline is equivalent to MFS in this set-
ting. We will review the random baseline in the dis-
cussion section below.

Further Results

Table 5 shows the results of the best systems from
the lexical sample subtask of task 17. The best sense
induction system is only 6.9 percentage points below
the best supervised, and 3.5 percentage points be-
low the best (and only) semi-supervised system. If
the sense induction system had participated, it would
be deemed as semi-supervised, as it uses, albeit in a
shallow way, the training data for mapping the clus-
ters into senses. In this sense, our supervised evalu-
ation does not seek to optimize the available training
data.

After the official evaluation, we realized that con-
trary to previous lexical sample evaluation exercises
task 17 organizers did not follow a random train/test
split. We decided to produce a random train/test
split following the same 82/18 proportion as the of-
ficial split, and re-evaluated the systems. The results
are presented in Table 6, where we can see that all
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System Supervised evaluation
best supervised 88.7
best semi-supervised 85.1
best induction (semi-sup.) 81.6
MFS 78.7
best unsupervised 53.8

Table 5: Comparing the best induction system in this task with
those of task 17.

System Supervised evaluation
2R 82.2
uoy 81.3
UMND2 80.1
upv_si 79.9
UBC-AS 79.0
MFS 78.4

Table 6: Supervised evaluation as recall using a random
train/test split.

participants are above the MFS baseline, showing
that all of them learned useful clustering informa-
tion. Note that UOY was specially affected by the
original split. The distribution of senses in this split
did not vary (cf. Table 2).

Finally, we also studied the supervised evalua-
tion of several random clustering algorithms, which
can attain performances close to MFS, thanks to the
mapping information. This is due to the fact that the
random clusters would be mapped to the most fre-
quent senses. Table 7 shows the results of random
solutions using varying numbers of clusters (e.g.
random?2 is a random choice between two clusters).
Random?2 is only 0.1 below MFS, but as the number
of clusters increases some clusters don’t get mapped,
and the recall of the random baselines decrease.

4 Discussion

The evaluation of clustering solutions is not straight-
forward. All measures have some bias towards cer-
tain clustering strategy, and this is one of the reasons
of adding the supervised evaluation as a complemen-
tary information to the more standard unsupervised
evaluation.

In our case, we noticed that the FScore penal-
ized the systems with a high number of clusters,
and favored those that induce less senses. Given
the fact that FScore tries to balance precision (higher
for large numbers of clusters) and recall (higher for
small numbers of clusters), this was not expected.
We were also surprised to see that no system could



System Supervised evaluation
random?2 78.6
random10 77.6
ramdom100 64.2
random1000 31.8

Table 7: Supervised evaluation of several random baselines.

beat the “one cluster one word” baseline. An expla-
nation might lay in that the gold-standard was based
on the coarse-grained OntoNotes senses. We also
noticed that some words had hundreds of instances
and only a single sense. We suspect that the partic-
ipating systems would have beaten all baselines if a
fine-grained sense inventory like WordNet had been
used, as was customary in previous WSD evaluation
exercises.

Supervised evaluation seems to be more neutral
regarding the number of clusters, as the ranking of
systems according to this measure include diverse
cluster averages. Each of the induced clusters is
mapped into a weighted vector of senses, and thus
inducing a number of clusters similar to the number
of senses is not a requirement for good results. With
this measure some of the systems> are able to beat
all baselines.

5 Conclusions

We have presented the design and results of the
SemEval-2007 task 02 on evaluating word sense in-
duction and discrimination systems. 6 systems par-
ticipated, but one of them was not a sense induc-
tion system. We reused the data from the SemEval-
2007 English lexical sample subtask of task 17, and
set up both clustering-style unsupervised evaluation
(using OntoNotes senses as gold-standard) and a su-
pervised evaluation (using the training part of the
dataset for mapping). We also provide a compari-
son to the results of the systems participating in the
lexical sample subtask of task 17.

Evaluating clustering solutions is not straightfor-
ward. The unsupervised evaluation seems to be
sensitive to the number of senses in the gold stan-
dard, and the coarse grained sense inventory used
in the gold standard had a great impact in the re-
sults. The supervised evaluation introduces a map-
ping step which interacts with the clustering solu-
tion. In fact, the ranking of the participating systems

3 All systems in the case of a random train/test split
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varies according to the evaluation method used. We
think the two evaluation results should be taken to be
complementary regarding the information learned
by the clustering systems, and that the evaluation
of word sense induction and discrimination systems
needs further developments, perhaps linked to a cer-
tain application or purpose.
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Abstract Hearst (2001) classify houn compounds from the

domain of medicine, using 13 classes that describe
the semantic relation between the head noun and
the modifier in a given noun compound. Rosario
et al. (2002) classify noun compounds using the
MeSH hierarchy and a multi-level hierarchy of se-
mantic relations, with 15 classes at the top level.
Nastase and Szpakowicz (2003) present a two-level
hierarchy for classifying noun-modifier relations in
base noun phrases from general text, with 5 classes
at the top and 30 classes at the bottom; other re-
searchers (Turney and Littman, 2005; Turney, 2005;
Nastase et al., 2006) have used their class scheme
and data set. Moldovan et al. (2004) propose a 35-
class scheme to classify relations in various phrases;
o the same scheme has been applied to noun com-
1 Task Description and Related Work pounds and other noun phrases (Girju et al., 2005).

The theme of Task 4 is the classification of semantiehklovski and Pantel (2004) introduce a 5-class set,
relations between simple nominals (nouns or baséesigned specifically for characterizing verb-verb
noun phrases) other than named entitieboney semantic relations. Stephe_ns et al. (2001) propose
bee for example, shows an instance of the Productl’ classes targeted to relations between genes. La-
Producer relation. The classification occurs in th@ata (2002) presents a binary classification of rela-
context of a sentence in a written English text. AI{ions in nominalizations.

gorithms for classifying semantic relations can be There is little consensus on the relation sets and
applied in information retrieval, information extrac-algorithms for analyzing semantic relations, and it
tion, text summarization, question answering and seeems unlikely that any single scheme could work
on. The recognition of textual entailment (Tatu andor all applications. For example, the gene-gene re-
Moldovan, 2005) is an example of successful use d#tion scheme of Stephens et al. (2001), with rela-
this type of deeper analysis in high-end NLP applitions likeX phosphorylates ¥s unlikely to be trans-
cations. ferred easily to general text.

The literature shows a wide variety of methods We have created a benchmark data set to allow the
of nominal relation classification. They depend asgvaluation of different semantic relation classifica-
much on the training data as on the domain of agion algorithms. We do not presume to propose a sin-
plication and the available resources. Rosario argle classification scheme, however alluring it would

The NLP community has shown a renewed
interest in deeper semantic analyses, among
them automatic recognition of relations be-
tween pairs of words in a text. We present an
evaluation task designed to provide a frame-
work for comparing different approaches to
classifying semantic relations between nom-
inals in a sentence. This is part of SemEval,
the 4" edition of the semantic evaluation
event previously known as SensEval. We de-
fine the task, describe the training/test data
and their creation, list the participating sys-
tems and discuss their results. There were
14 teams who submitted 15 systems.
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Relation Training data Test data Agreement Example

positive set size positive set s|@i@dependent tagging)
Cause-Effect 521% 140 51.3% 80 86.1% [augh (cause) wrinkles (effect)
Instrument-Agency50.7% 140 48.7% 78 69.6% laser (instrument) printer (agency)
Product-Producer| 60.7% 140 66.7% 93 68.5% honey (product) bee (producer)
Origin-Entity 38.6% 140 44.4% 81 77.8% message (entity) from outer-space (origin)
Theme-Tool 41.4% 140 40.8% 71 47.8% news (theme) conference(tool)
Part-Whole 46.4% 140 36.1% 72 73.2% the door (part) of the car (whole)
Content-Containef 46.4% 140 51.4% 74 69.1% the apples (content) in the basket (container)

Table 1: Data set statistics

be to try to design a unified standard — it would beshould naturally result in negative examples that
likely to have shortcomings just as any of the otherare near misses. We believe that near misses are
we have just reviewed. Instead, we have decided taore useful for supervised learning than negative
focus on separate semantic relations that many rexamples that are generated randomly.

searchers list in their relation sets. We have built an-
notated data sets for seven such relations. Every dat®dmong the contents of the<el>vessek/el>
set supports a separate binary classification task. |were a set of carpenter'se2>tools</e2>, sev-
eral large storage jars, ceramic utensils, ropeg and
2 Building the Annotated Data Sets remnants of food, as well as a heavy load of ballast

. . . stones.”
Ours is a new evaluation task, so we began with data

set creation and annotation guidelines. The data sgj\iordNet(el) = “vessel?%1:06:00::",
that Nastase and Szpakowicz (2003) created had repjordNet(e2) = “tool%1:06:00::”,
lation labelsand part-of-speech and WordNet sense content-Container(e2, el) = “true”,
annotations, to facilitate classification. (Moldovan| query = “contents of the * were a”
et al., 2004; Girju et al., 2005) gave the annotators
an example of each phrase in a sentence along with Figure 1: Annotations illustrated

WordNet senses and position of arguments. Our

annotations include all these, to support a variety Figure 1 illustrates the annotations. We tag the
of methods (since we work with relations betweemominals, so parsing or chunking is not necessary.
nominals, the part of speech is alwaysur). We For Task 4, we define a nominal as a noun or base
have used WordNet 3.0 on the Web and sense inde®un phrase, excluding names entities. A base noun
tags. phrase, e.glawnor lawn moweyis a noun with pre-

We chose the following semantic relations:modifiers. We also exclude complex noun phrases
Cause-Effect, Content-Container, Instrumentfe.g., with attached prepositional phrasethe en-
Agency, Origin-Entity, Part-Whole, Product- gine of the lawn mowér
Producer and Theme-Tool. We wrote seven detailed The procedure was the same for each relation.
definitions, including restrictions and conventionsOne person gathered the sample sentences (aim-
plus prototypical positive and near-miss negativing approximately for a similar number of positive
examples. For each relation separately, we basedd negative examples) and tagged the entities; two
data collection on wild-card search patterns thaither people annotated the sentences with WordNet
Google allows. We built the patterns manuallysenses and classified the relations. The detailed re-
following Hearst (1992) and Nakov and Hearslation definitions and the preliminary discussions of
(2006). Instances of the relation Content-Containepositive and negative examples served to maximize
for example, come up in response to queries such e agreement between the annotators. They first
“* contains *”, “* holds *”, “the * in the *". Fol- classified the data independently, then discussed ev-
lowing the model of the Senseval-3 English Lexicakry disagreement and looked for consensus. Only
Sample Task, we set out to collect 140 training anthe agreed-upon examples went into the data sets.
at least 70 test examples per relation, so we hadNext, we split each data set into 140 training and
number of different patterns to ensure variety. Wao fewer than 70 test examples. (We published the
also aimed to collect a balanced number of positiveraining set for the Content-Container relation as de-
and negative examples. The use of heuristic pattermslopment data two months before the test set.) Ta-
to search for both positive and negative exampldsle 1 shows the number of positive and negative ex-
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amples for each relatioh. Type | P R F  Acc

The average inter-annotator agreement on rela-  majority 81.3 429 30.8 57.0
tions (true/false) after the independent annotation  alltrue 48.5 100.0 64.8 485
step was 70.3%, and the average agreement on probmatch| 48.5 48.5 485 51.7
WordNet sense labels was 71.9%. In the process of ] o
arriving at a consensus between annotators, the dd@ble 2: Baselines: precision, recdll;measure and
inition of each relation was revised to cover explicccuracy averaged over the 7 binary classifications.
itly cases where there had been disagreement. \We
expect that these revised definitions would lead ta%a™ |
much higher levels of agreement than the original _ yyorgnet = NO & Query = NO

P R F Acc

definitions did. UCD-FC 66.1 66.7 64.8 66.0
ILK 60.5 69.5 63.8 63.5

. uCB' 62.7 63.0 62.7 65.4

3 The Participants UMELB-B 615 557 57.8 62.7
UTH 56.1 57.1 55.9 58.8

The task of classifying semantic relations betweeffS3M 482 _ 40.3 43.1 49.9

. L avgrsidev  |59.2F6.3 58. 4105 58.008.1  6L.H6.0
nominals has attracted the participation of 14 teams o

who submitted 15 systems. Table 4 lists the sysB - WordNet = YES & Query = NO

tems, the authors and their affiliations, and brief deUIUCT 79.7 69.8 72.4 76.3
scriptions. The systems’ performance informatiorf 5<'RST | 708 734 s 723
in terms of precision, recallF'-measure and accu- ucb-si 69.9 64.6 66.8 71.4
racy, macroaveraged over all relations, appears {#CD-PN gg-g g%-; gi-g g;-g
_Table 3 We computed these measures as describgg()_at 557 66.7 60.4 591
in Lewis (1991). UCD-FC 66.4 58.1 60.3 63.6
We distinguish four categories of systems basefflic: 5 | 82 208 2o 82>
on the type of information used — WordNet sensescc-srN 55.9 57.8 51.4 53.7
and/or Google queries: avgf stdev [65.3E7.7 64465 63.666.9  65.9:7.2
C —WordNet = NO & Query = YES
A — WordNet =NO & Query =NO; UCBT 64.2 66.5 65.1 67.0
B — WordNet =YES & Query =NO; UCD-FC 66.1 66.7 64.8 66.0
UC3M 49.4 43.9 45.3 50.1

C — WordNet =NO & Query =YES;
D — WordNet =YES & Query =YES.

avgtstdev  [59.9£9.1 59.0E13.1 58.4E11.3 61.G69.5

D — WordNet = YES & Query = YES

— syEQY — “NO” UTD-HLT-CG| 67.3 65.3 62.6 67.2
WordNet = “YES” or WordNet = “NO” tells us jcp_Fc 66.4 58.1 60.3 63.6

only whether a system uses the WordNet sense lacam 60.9 57.8 58.8 62.3
bels in the data sets. A system may use WordNewvgtsidev [64.9+3.5 60.4c4.2 60.6:1.9 ~ 64.4E2.5
internally for varied purposes, but ignore our sens
labels; such a system would be in categdrpr C.
Based on the input variation, each submitted syste
may have up to 4 variations — A,B,C,D.

%ystems tagged withhave a Task 4 organizer as part of the team.

Tble 3: System performance grouped by category.
Precision, recall,F’-measure and accuracy macro-

TatJ_Ie 2 presents three b_asellrles f”or a“relat',?%veraged over each system’s performance on all 7
Majority always guesses either “true” or “false 'relations

whichever is the majority in the test set (maximizes

accuracy). Alltrue always guesses “true” (maxi-

mizes recall). Probmatchrandomly guesses “true” 4 Discussion

(“false™) with the probability matching the distribu-

tion of “true” (“false”) in the test dataset (balancesThe highest average accuracy on Task 4 was 76.3%.

precision and recall). Therefore, the average initial agreement between an-
We present the results in Table 3 grouped by caftotators (70.3%), before revising the definitions, is
egory, to facilitate system comparison. not an upper bound on the accuracy that can be

achieved. That the initial agreement between anno-
!As this paper serves also as a documentation of the data s@,tors '_S not a_ good indicator of the accuracy that (_:an
the order of relations in the table is the same as in the data sebe achieved is also supported by the low correlation
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System Institution Team Description System Type
UVAVU Univ. of Amsterdam Sophia Katrenko similarity measures in WordNet; syn- B
TNO Science & Industry Willem Robert van  tactic dependencies; lexical patterns;
Free Univ. Amsterdam Hage logical combination of attributes
CMU -AT Carnegie Mellon Univ.  Alicia Tribble WordNet; manually-built ontologies; B
Scott E. Fahlman Scone Knowledge Representation Lan-
guage; semantic distance
ILK Tilburg University Caroline Sporleder  semantic clusters based on noun simi- A, B
Roser Morante larity; WordNet supersenses; grammat-
Antal van den Bosch ical relation between entities; head of
sentence; WEKA
FBK-IRST  Fondazione Bruno Claudio Giuliano shallow and deep syntactic information; B
Kessler - IRST Alberto Lavelli WordNet synsets and hypernyms; ker-
Daniele Pighin nel methods; SVM
Lorenza Romano
LCC-SRN Language Computer  Adriana Badulescu named entity recognition; lexical, se- B
Corp. mantic, syntactic features; decision tree
and semantic scattering
UMELB-A  Univ. of Melbourne Su Kim sense collocations; similarity of con- B
Timothy Baldwin stituents; extending training and testing
data using similar words
UMELB-B  Univ. of Melbourne Su Kim similarity of nearest-neighbor matching A
Timothy Baldwin over the union of senses for the two
nominals; cascaded tagging with de-
creasing thresholds
UCBT Univ. of California at Preslav Nakov VSM,; joining terms; KNN-1 A C
Berkeley Marti Hearst
UC3M Univ. Carlos Ill of Madrid Isabel Segura BedmawbordNet path; syntactic features; SVM, B, C, D
Doaa Sammy
José Luis Martinez
Fernandez
UCD-S1 Univ. College Dublin Cristina Butnariu lexical-semantic categories from Word- B
Tony Veale Net; syntactic patterns from corpora,
SVM
UCD-FC Univ. College Dublin Fintan Costello WordNet; adaiital noun compoundsA, B, C', D
tagged corpus; Naive Bayes
UCD-PN Univ. College Dublin Paul Nulty WordNet supersensegb-based fre- B
quency counts for specific joining
terms; WEKA (SMO)
uIuCTt Univ. of Illinois at UrbanaRoxana Girju features based on WordNet, NomLex- B
Champaign Brandon Beamer PLUS, grammatical roles, lexico-
Suma Bhat syntactic patterns, semantic parses
Brant Chee
Andrew Fister
Alla Rozovskaya
UTD-HLT-CG Univ. of Texas at Dallas  Cristina Nicolae lexico-semantic features from Word- D
Garbiel Nicolae Net, VerbNet; semantic features from a
Sanda Harabagiu PropBank parser; dependency features
UTH Univ. of Tokio Eiji Aramaki joining phrases; physical size for enti- A
Takeshi Imai ties; web-mining; SVM
Kengo Miyo
Kazuhiko Ohe

Systems tagged withhave a Task 4 organizer as part of the team.

Table 4: Short description of the teams and the particigagystems.
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Relation | Team [ Type] P | R [ F ] Acc | Testsize| Base-F| Base-Acc| Avg. rank
Cause-Effect UIuC By 69.57 100.0[ 82.0] 77.5 80 67.8 51.2 34
Instrument-Agency| FBK-IRST | By 76.9| 78.9 | 77.9| 78.2 78 65.5 51.3 3.4
Product-Producer UCD-S1 By 80.6| 87.1 | 83.7| 77.4 93 80.0 66.7 1.7
Origin-Entity ILK Bs 70.6 | 66.7 | 68.6 | 72.8 81 61.5 55.6 6.0
Theme-Tool ILK By 69.0| 69.0 | 69.0| 74.6 71 58.0 59.2 6.0
Part-Whole UC3M By 724 80.8 | 76.4| 81.9 72 53.1 63.9 4.5
Content-Container ulucC By 93.1| 71.1 | 80.6 | 82.4 74 67.9 51.4 3.1

Table 5: The best results per relation. Precision, reéaliheasure and accuracy macro-averaged over each
system’s performance on all 7 relations. Base-F shows tkeliba /'-measure (alltrue), Base-Acc — the
baseline accuracy score (majority). The last column shbe/swterage rank for each relation.

of 0.15 between the Acc column in Table 5 and théor A;—A4 andC1—C}. The averagd’-measure dif-
Agreement column in Table 1. ference,F'(C;)—-F(A4;) ,i = 1to 4, is not significant:
We performed various analyses of the reSU“SF(CZ-)—F(A,»): N =12, avg = 0.9, std = 1.8, min =
which we summarize here in four questions. \_Ne_z_oy max = 5.0, t-value = 1.6, p-value = 0.06.
write X; to refer to four possible system categories _ _
(A;, B;, C;, and D;) with four possible amounts of ~ Again, the UCD-FC system differed from the
training data {; for training examples 1 to 35Y, other systems in that thé andC' scores were iden-

for 1 to 70,X; for 1 to 105, and¥, for 1 to 140). tical, but even averaging over the remaining two sys-
o tems and 8 cases does not show a statistically signif-
Does more training data help? icant advantage:

Overall, the results suggest that more training data o _ _ .
improves the performance. There were 17 cases fn(Ci)=£'(4i): NV =8, avg = 1.3, std = 2.2, min =
which we had results for all four possible amounts 2-0: Max = 5.0, t-value =1.7, p-value = 0.07.

of training data. All averagé’-measure differences, . .
F(X4)—F(X;) whereX = Ato D, i = 1to 3, for Are some relations harder to classify~

these 17 sets of results are statistically significant: Table 5 shovys.the best results for each relation in
terms of precision, recall, anBl-measure, per team

F(X4)-F(X1): N =17, avg = 8.3, std = 5.8, min = gnd system category. ColunBase-Fpresents the

1.1, max = 19.6, t-value =5.9, p-value = 0.00001. paseline F-measure (alltrue), whil@ase-Accthe

F(X4)-F(X5): N =17, avg = 4.0, std = 3.7, min = baseline accuracy score (majority). For all seven re-

—3.5, max = 10.5, t-value = 4.5, p-value = 0.0002. lations, the best team significantly outperforms the
DA = _ _ . _ baseline. The category of the best-scoring system

15(2924);1;(({3‘)”1\7 t-_v;|7u7ea\=/gz._10b?;/zfg e_=1(')7.(’)g7 "= in almost every case 8, (only the ILK B system

’ ’ ' scored second on the Origin-Entity relation).
Does WordNet help? Table 5 suggests that some relations are more dif-

The statistics show that WordNet is important, alficult to classify than others. The bestmeasure
though the contribution varies across systems. Thréanges from 83.7 foProduct-Producetto 68.6 for
teams submitted altogether 12 results bothAgr  Origin—Entity. The difference between the befst

A, and B;—B,. The averagd’-measure difference, measure and the baselifémeasure ranges from
F(B;)—F(A;), i = 1to 4, is significant: 23.3 for Part-Wholeto 3.7 for Product-Producer

o _ _ . The difference between the best accuracy and the
Ij E;Bé);; (XA;).ZlNZ_t-lvilj(\e/g:_z %.lﬁf/gu_eigfo, (r)nlln ~ baseline accuracy ranges from 31.0 foontent-
" o " "7 Containerto 10.7 forProduct-Producer
The results of the UCD-FC system actually went TheF column shows the best result for each rela-
down when WordNet was used. The statistics for thgon, but similar differences among the relations may
remaining two teams, however, are a bit better:  pe observed when all results are pooled. Fve.
F(B;)-F(4;): N =8, avg = 10.4, std = 6.7, min = rank column computes the average rank of each re-
—1.0, max = 21.2, t-value =4.4, p-value = 0.002. lation in the ordered list of relations generated by
each system. For examplroduct—Produceis of-
Does knowing the query help? ten listed as the first or the second easiest relation
Overall, knowing the query did not seem to improvgwith an average rank of 1.7), whil@rigin—Entity
the results. Three teams submitted 12 results bodnd Theme—Tookre identified as the most difficult
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relations to classify (with average ranks of 6.0). D.D. Lewis. 1991. Evaluating text categorization.
In Proceedings of the Speech and Natural Language
5 Conclusion Workshoppages 312-318, Asilomar.

; : ; ; Moldovan, A. Badulescu, M. Tatu, D. Antohe, and
This paper describes a new semantic evaluation ta&’R. Girju. 2004. Models for the semantic classification

_Classification of Semanftic Relations between_N_om— of noun phrases. IRroc. Computational Lexical Se-
inals. We have accomplished our goal of providing  mantics Workshop at HLT-NAACL 20@sages 6067,

a framework and a benchmark data set to allow for Boston, MA.

comparisons of methods for this task. The data in- _

cluded different types of information — lexical se-P- N"’t‘kQV and M. Hearsti t'2006' Rtjs'”g Vehttbhs |tc; char-
mantic information, context, query used — meant to 2Cterz€ noun-noun relations. Hroc. iwelith inter-
facilitate the analysis of usechlll soyurces of informa- nat|onazl3%ogz 4|nVArt|f|cg;1 Illnte_lllgence (AIMSA-06)

; S . : ages 233-244, Varna,Bulgaria.

tion for determining the semantic relation between pag g

nominals. The results that the participating system& Nastase and S. Szpakowicz. 2003. Exploring
have reported show successful approaches to thisnoun-modifier semantic relations. Fifth Interna-

difficult task, and the advantages of using lexical se- tional Workshop on Computational Semantics (IWCS-
mantic information. 5), pages 285-301, Tilburg, The Netherlands.

The success of the task — measured in the intey- Nastase, J. Sayyad-Shirabad, M. Sokolova, and S. Sz-
est of the community and the results of the partici- pakowicz. 2006. Learning noun-modifier semantic
pating systems — shows that the framework and the relations with corpus-based and WordNet-based fea-
data are useful resources. By making this collection tures. InProc. 21st National Conf. on Artificial Intel-
freely accessible, we encourage further research intoligence (AAAI 2006)pages 781-787, Boston, MA.

this domain and integration of semantic relation aIB. Rosario and M. Hearst. 2001. Classifying the seman-

gorithms in high-end applications. tic relations in noun-compounds via domain-specific
lexical hierarchy. InProc. 2001 Conf. on Empirical

Methods in Natural Language Processing (EMNLP-
Acknowledgments 01), pages 82-90.
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SemEval-2007 Task 5: Multilingual Chinese-English Lexical Sample

Peng Jin, Yunfang Wu and Shiwen Yu
Institute of Computational Linguistics
Peking University, Beijing China
{jandp, wuyf, yusw}@pku.edu.cn

Abstract

The Multilingual Chinese-English lexical
sample task at SemEval-2007 provides a
framework to evaluate Chinese word sense
disambiguation and to promote research.
This paper reports on the task preparation
and the results of six participants.

1 Introduction

The Multilingual Chinese-English lexical sample
task is designed following the leading ideas of the
Senseval-3 Multilingual English-Hindi lexical
sample task (Chklovski et al., 2004). The “sense
tags” for the ambiguous Chinese target words are
given in the form of their English translations.

The data preparation is introduced in the second
section. And then the participating systems are
briefly described and their scores are listed.

In the conclusions we bring forward some sug-
gestion for the next campaign.

2  Chinese Word Sense Annotated Corpus

All the training and test data come from the
People’s Daily in January, February and March of
2000. The People’s Daily is the most popular
newspaper in China and is open domain. Before
manually sense annotating, the texts have been
word-segmented and part of speech (PoS) tagged
according to the PoS tagging scheme of Institute of
Computational Linguistics in Peking University
(ICL/PKU). The corpus had been used as one of
the gold-standard data set for the second

19

international Chinese word segmentation bakeoff
in 2005."

2.1

The sense annotated corpus is manually con-
structed with the help of a word sense annotating
interface developed in Java. Three native annota-
tors, two major in Chinese linguistics and one ma-
jor in computer science took part in the construc-
tion of the sense-annotated corpus. A text generally
is first annotated by one annotator and then veri-
fied by two checkers. Checking is of course a nec-
essary procedure to keep the consistency. Inspired
by the observation that checking all the instances
of a word in a specific time frame will greatly im-
prove the precision and accelerate the speed, a
software tool is designed in Java to gather all the
occurrences of a word in the corpus into a check-
ing file with the sense KWIC (Key Word in Con-
text) format in sense tags order. The inter-
annotator agreement gets to 84.8% according to
Wu. et al. (2006).

The sense entries are specified in the Chinese
Semantic  Dictionary (CSD) developed by
ICL/PKU. The sense distinctions are made mainly
according to the Contemporary Chinese Dictionary,
the most widely used dictionary in mandarin Chi-
nese, with necessary adjustment and improvement
is implemented according to words usage in real
texts. Word senses are described using the feature-
based formalism. The features, which appear in
the form “Attribute =Value”, can incorporate ex-
tensive distributional information about a word
sense. The feature set constitutes the representation
of a sense, while the verbal definitions of meaning

Manual Annotation

L http://sighan.cs.uchicago.edu/bakeoff2005/
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serve only as references for human use. The Eng-
lish translation is assigned to each sense in the at-
tribute “English translation” in CSD.

Based on the sense-annotated corpus, a sense is
replaced by its English translation, which might
group different senses together under the same
English word.

2.2

In this task together 40 Chinese ambiguous words:
19 nouns and 21 verbs are selected for the evalua-
tion. Each sense of one word is provided at least 15
instances and at most 40 instances, in which
around 2/3 is used as the training data and 1/3 as
the test data. Table 1 presents the number of words
under each part of speech, the average number of
senses for each PoS and the number of instances
respectively in the training and test set.

Instances selection

# Average | # training # test
senses instances | instances
19 2.58 1019 364
nouns
21 3.57 1667 571
verbs

Table 1: Summary of the sense inventory and
number of training data and test set

get word-type and n; is the number of all test in-

stances for this word-type.
The other is macro-average:

N
Pmar:zpi/Ns pi=mi/ni
i=1

All teams attempted all test instances. So the re-
call is the same with the precision. The precision
baseline is obtained by the most frequent sense.
Because the corpus is not reflected the real usage,
the precision is very low.

Six teams participated in this word sense disam-
biguation task. Four of them used supervised learn-
ing algorithms and two used un-supervised method.
For each team two kinds of precision are given as
in table 2.

Team Micro-average | Macro-average
SRCB-WSD 0.716578 0.749236
I2R 0.712299 0.746824
CITYU-HIF 0.710160 0.748761
SWAT 0.657754 0.692487
TorMd 0.375401 0.431243
HIT 0.336898 0.395993
baseline 0.4053 0.4618

In order to escape from the sense-skewed distri-
bution that really exists in the corpus of People’s
Daily, many instances of some senses have been
removed from the sense annotated corpus. So the
sense distribution of the ambiguous words in this
task does not reflect the usages in real texts.

3 Participating Systems

In order to facilitate participators to select the fea-
tures, we gave a specification for the PoS-tag set.
Both word-segmented and un-segmented context
are provided.

Two kinds of precisions are evaluated. One is
micro-average:

N N
Pmir = Zmi /zni
i=1 i=1

N is the number of all target word-types. m, is
the number of labeled correctly to one specific tar-
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Table 2: The scores of all participating systems

As follow the participating systems are briefly
introduced.
SRCB-WSD system exploited maximum entropy
model as the classifier from OpenNLP? The fol-
lowing features are used in this WSD system:

+ All the verbs and nouns in the context, that is,
the words with tags “n, nr, ns, nt, nz, v, vd, vn”
* PoS of the left word and the right word
* noun phrase, verb phrase, adjective phrase,
time phrase, place phrase and quantity phrase.
These phrases are considered as constituents of
context, as well as words and punctuations which
do not belong to any phrase.
+ the type of these phrases which are around the
target phrases

2 http:// maxent.sourceforge.net/



» word category information comes from Chi-
nese thesaurus

I2R system used a semi-supervised classification
algorithm (label propagation algorithm) (Niu, et al.,
2005). They used three types of features: PoS of
neighboring words with position information, un-
ordered single words in topical context, and local
collocations.

In the label propagation algorithm (LP) (Zhu
and Ghahramani, 2002), label information of any
vertex in a graph is propagated to nearby vertices
through weighted edges until a global stable stage
is achieved. Larger edge weights allow labels to
travel through easier. Thus the closer the examples,
the more likely they have similar labels (the global
consistency assumption). In label propagation
process, the soft label of each initial labeled exam-
ple is clamped in each iteration to replenish label
sources from these labeled data. Thus the labeled
data act like sources to push out labels through
unlabeled data. With this push from labeled exam-
ples, the class boundaries will be pushed through
edges with large weights and settle in gaps along
edges with small weights. If the data structure fits
the classification goal, then LP algorithm can use
these unlabeled data to help learning classification
plane.

CITYU-HIF system was a fully supervised one
based on a Naive Bayes classifier with simple fea-
ture selection for each target word. The features
used are as follows:

« Local features at specified positions:
PoS of word at W_p, W_1, Wy, W
Word at W_.o, W_1, W1, Wo
« Topical features within a given window:
Content words appearing within w_oto Wy
- Syntactic features:
PoS bi-gram at Wowg , W4Wg , WoW; - WoW»
PaoS tri-gram at w., w.yWq and Woww,

One characteristic of this system is the incorpo-
ration of the intrinsic nature of each target word in
disambiguation. It is assumed that WSD is highly
lexically sensitive and each word is best character-
ized by different lexical information. Human
judged to consider for each target word the type of
disambiguation information if they found useful.
During disambiguation, they run two Naive Bayes
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classifiers, one on all features above, and the other
only on the type of information deemed useful by
the human judges. When the probability of the best
guess from the former is under a certain threshold,
the best guess from the latter was used instead.

SWAT system uses a weighted vote from three
different classifiers to make the prediction. The
three systems are: a Naive Bayes classifier that
compares similarities based on Bayes' Rule, a clas-
sifier that creates a decision list of context features,
and a classifier that compares the angles between
vectors of the features found most commonly with
each sense. The features include bigrams, and tri-
grams, and unigrams are weighted by distance
from the ambiguous word.

TorMd used an unsupervised naive Bayes classi-
fier. They combine Chinese text and an English
thesaurus to create a "Chinese word'--"English
category' co-occurrence matrix. This system gener-
ated the prior-probabilities and likelihoods of a
Naive Bayes word sense classifier not from sense-
annotated (in this case English translation anno-
tated) data, but from this word--category co-
occurrence matrix. They used the Macquarie The-
saurus as very coarse sense inventory.

They asked a native speaker of Chinese to map
the English translations of the target words to ap-
propriate thesaurus categories. Once the Naive
Bayes classifier identifies a particular category as
the intended sense, the mapping file is used to label
the target word with the corresponding English
translation. They rely simply on the bag of words
that co-occur with the target word (window size of
5 words on either side).

HIT is a fully unsupervised WSD system, which
puts bag of words of Chinese sentences and the
English translations of target ambiguous word to
search engine (Google and Baidu). Then they
could get all kinds of statistic data. The correct
translation was found through comparing their
Cross entropy.

4  Conclusion

The goal of this task is to create a framework to
evaluate Chinese word sense disambiguation and
to promote research.



Target | Sen | Train | Test | Base- Scores
Word | se# | ing# # line | SRCB I2R CITY | SWA | TOR HIT
-WSD U-HIF | T-MP MD

ZaN 3 63 20 .50 .70 .80 .75 75 .55 .55
JNAL 3 73 27 370 778 .815 741 178 481 407
z 4 69 23 435 .696 .609 .696 .696 174 174
H 9 222 77 130 .506 .506 481 532 169 091
T 8 197 67 150 567 .552 537 433 119 104

)| 4 58 20 .50 .60 .50 .55 .60 .30 .30
ST 2 47 16 .625 875 875 .875 563 .50 438
oa 5 105 36 278 .694 .667 611 .889 .25 139
AT 3 56 18 .50 .667 122 .667 .667 .389 333
ny 4 106 39 .256 718 .615 .641 538 .256 256
B 5 132 44 227 .659 75 q27 .568 .25 114

JrE | 2 56 20 50 .90 .95 .95 .60 .50 .50
EH 4 103 34 .294 .765 .706 .765 .559 294 294

S A 2 20 8 .50 75 75 75 .625 375 .50
fifi 2 46 16 .625 .938 813 813 875 563 438
i B 2 60 18 .556 .667 722 778 122 444 .556
Bk 2 40 14 | 429 | 571 | 643 | 571 | 571 | .143 | .286

RN 2 29 10 .60 .80 .70 .90 .80 .30 .30
H 2 37 13 .769 .769 .769 .769 .769 462 462
AH 4 110 37 270 .730 .676 676 541 216 216
ER 2 38 14 714 930 1.0 929 .786 714 571
Ave. | 3.5 | 1667 | 571 | .342/ | .685/ .676/ 671/ .618/ .30/ .263/
7 44 728 121 123 .66 .355 335

Table 3: Performance on verbs. Micro / macro average precisions are spitted by “/” at the last row.

Together six teams participate in this WSD task,
four of them adopt supervised learning methods
and two of them used unsupervised algorithms. All
of the four supervised learning systems exceed ob-
viously the baseline obtained by the most frequent
sense. It is noted that the performances of the first
three systems are very close. Two unsupervised
methods’ scores are below the baseline. More
unlabeled data maybe improve their performance.
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Although the SRCB-WSD system got the high-
est scores among the six participants, it does not
perform always better than other system from table
2 and table 3. But to each word, the four super-
vised systems always predict correctly more in-
stances than the two un-supervised systems.

Besides the corpus, we provide a specification of
the PoS tag set. Only SRCB-WSD system utilized
this knowledge in feature selection. We will pro-
vide more instances in the next campaign.



Target | Sen | Train | Test | Base- Scores
Word | se# | ing# # line | SRCB | I2R | CITY | SWA | TOR HIT
-WSD U-HIF | T-MP MD

/N 3 68 25 40 .88 .84 .88 .76 72 32
Sl 2 53 18 611 | 611 | .722 | .722 833 .556 333
B 2 56 19 526 | .842 | .842 | .684 .789 474 632
Kk 3 48 21 476 | 571 | 591 | .619 619 429 619
AT 2 50 17 588 | .824 | .824 | .824 647 .706 529
1H 3 53 18 .50 J78 | 722 | 778 611 .50 222
FAATL 3 64 22 455 | 591 | 591 | .636 545 .318 364

L 2 60 20 .50 1.0 .95 1.0 1.0 .50 .50
LA 2 38 14 714 1.0 1.0 1.0 1.0 643 571
Sk 2 45 15 533 | 733 | .733 .60 467 467 467
Tl 3 67 23 435 | 783 | .783 | .739 .696 .348 .696
i 2 44 17 353 | 529 | .589 | .588 .588 .353 529
JHEMR 3 50 18 b556 | 611 | .611 | .722 722 .50 111
KB 2 39 14 714 929 .786 714 .786 .857 571
% 2 47 16 625 | .813 | .813 | .938 1.0 438 563
HF 3 88 32 313 | 656 | .563 | .625 .656 .281 344
K | 3 65 25 40 .88 1.0 92 .60 .56 44

IRt 2 41 14 714 | 786 | .714 | .786 643 714 .50

e 2 43 16 625 | .875 | .938 1.0 875 438 .50
Ave. | 2.4 | 1019 | 364 | .506/ | .766/ | .761/ | .772/ 72/ .50/ 456/
5 528 | 773 | .769 | .778 728 516 464

Table 4: Performance on nouns. Micro / macro average precisions are spitted by “/” at the last row.
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Abstract

The SemEval-2007 task to disambiguate
prepositions was designed as a lexical sample
task. A set of over 25,000 instances was
developed, covering 34 of the most frequent
English prepositions, with two-thirds of the
instances for training and one-third as the test
set. Each instance identified a preposition to be
tagged in a full sentence taken from the
FrameNet corpus (mostly from the British
National Corpus). Definitions from the Oxford
Dictionary of English formed the sense
inventories. Three teams participated, with all
achieving supervised results significantly
better than baselines, with a high fine-grained
precision of 0.693. This level is somewhat
similar to results on lexical sample tasks with
open class words, indicating that significant
progress has been made. The data generated in
the task provides ample opportunitites for
further investigations of preposition behavior.

1 Introduction

The SemEval-2007 task to disambiguate prepositions
was designed as a lexical sample task to investigate
the extent to which an important closed class of
words could be disambiguated. In addition, because
they are a closed class, with stable senses, the
requisite datasets for this task are enduring and can
be used as long as the problem of preposition
disambiguation remains. The data used in this task
was developed in The Preposition Project (TPP,
Litkowski & Hargraves (2005) and Litkowski &
Hargraves (2006))," with further refinements to fit
the requirements of a SemEval task.

http://www.clres.com/prepositions.html.
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In the following sections, we first describe the
motivations for a preposition disambiguation task.
Next, we describe the development of the datasets
used for the task, i.e., the instance sets and the sense
inventories. We describe how the task was performed
and how it was evaluated (essentially using the same
scoring methods as previous Senseval lexical sample
tasks). We present the results obtained from the
participating teams and provide an initial analysis of
these results. Finally, we identify several further
types of analyses that will provide further insights
into the characterization of preposition behavior.

2 Motivation

Prepositions are a closed class, meaning that the
number of prepositions remains relatively constant
and that their meanings are relatively stable. Despite
this, their treatment in computational linguistics has
been somewhat limited. In the Penn Treebank, only
two types of prepositions are recognized (IN
(locative, temporal, and manner) and TO (direction))
(O’Hara, 2005). Prepositions are viewed as function
words that occur with high frequency and therefore
carry little meaning. A task to disambiguate
prepositions would, in the first place, allow this
limited treatment to be confronted more fully.

Preposition behavior has been the subject of
much research, too voluminous to cite here. Three
recent workshops on prepositions have been
sponsored by the ACL-SIGSEM: Toulouse in 2003,
Colchester in 2005, and Trento in 2006. For the most
part, these workshops have focused on individual
prepositions, with various investigations of more
generalized behavior. The SemEval preposition
disambiguation task provides a vehicle to examine
whether these behaviors are substantiated with a
well-defined set of corpus instances.

Prepositions assume more importance when they

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 24-29,
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are considered in relation to verbs. While linguistic
theory focuses on subjects and objects as important
verb arguments, quite frequently there is an
additional oblique argument realized in a
prepositional phrase. But with the focus on the verbs,
the prepositional phrases do not emerge as having
more than incidental importance. However, within
frame semantics (Fillmore, 1976), prepositions rise
to a greater prominence; frequently, two or three
prepositional phrases are identified as constituting
frame elements. In addition, frame semantic analyses
indicate the possibility of a greater number of
prepositional phrases acting as adjuncts (particularly
identifying time and location frame elements). While
linguistic theories may identify only one or two
prepositions associated with an argument of a verb,
frame semantic analyses bring in the possibility of a
greater variety of prepositions introducing the same
type of frame element. The preposition
disambiguation task provides an opportunity to
examine this type of variation.

The question of prepositional phrase attachment
is another important issue. Merlo & Esteve Ferrer
(2006) suggest that this problem is a four-way
disambiguation task, depending on the properties of
nouns and verbs and whether the prepositional
phrases are arguments or adjuncts. Their analysis
relied on Penn Treebank data. Further insights may
be available from the finer-grained data available in
the preposition disambiguation task.

Another important thread of investigation
concerning preposition behavior is the task of
semantic role (and perhaps semantic relation)
labeling (Gildea & Jurafsky, 2002). This task has
been the subject of a previous Senseval task
(Automatic Semantic Role Labeling, Litkowski
(2004)) and two shared tasks on semantic role
labeling in the Conference on Natural Language
Learning (Carreras & Marquez (2004) and Carreras
& Marquez (2005)). In addition, three other tasks in
SemEval-2007 (semantic relations between nominals,
task 4; temporal relation labeling, task 15; and frame
semantic structure extraction, task 19) address issues
of semantic role labeling. Since a great proportion of
these semantic roles are realized in prepositional
phrases, this gives greater urgency to understanding
preposition behavior.

Despite the predominant view of prepositions as
function words carrying little meaning, this view is
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not borne out in dictionary treatment of their
definitions. To all appearances, prepositions exhibit
definitional behavior similar to that of open class
words. There is a reasonably large number of distinct
prepositions and they show a range of polysemous
senses. Thus, with a suitable set of instances, they
may be amenable to the same types of analyses as
open class words.

3 Preparation of Datasets

The development of the datasets for the preposition
disambiguation task grew directly out of TPP. This
project essentially articulates the corpus selection, the
lexicon choice, and the production of the gold
standard. The primary objective of TPP is to
characterize each of 847 preposition senses for 373
prepositions (including 220 phrasal prepositions with
309 senses)’ with a semantic role name and the
syntactic and semantic properties of its complement
and attachment point. The preposition sense
inventory is taken from the Oxford Dictionary of
English (ODE, 2004).”

3.1 Corpus Development

For a particular preposition, a set of instances is
extracted from the FrameNet database.* FrameNet
was chosen since it provides well-studied sentences
drawn from the British National Corpus (as well as
a limited set of sentences from other sources). Since
the sentences to be selected for frame analysis were
generally chosen for some open class verb or noun,
these sentences would be expected to provide no bias
with respect to prepositions. In addition, the use of
this resource makes available considerable
information for each sentence in its identification of

The number of prepositions and the number of senses
is not fixed, but has changed during the course of the
project, as will become clear.

3TPP does not include particle senses of such words as
in or over (or any other particles) used with verbs to
make phrasal verbs. In this context, phrasal verbs are
to be distinguished from verbs that select a preposition
(such as on in rely on), which may be characterized as
a collocation.

4http://ﬁramenet.icsi.belrkv:ley.edu/




frame elements, their phrase type, and their
grammatical function. The FrameNet data was also
made accessible in a form (FrameNet Explorer)’ to
facilitate a lexicographer’s examination of
preposition instances.

Each sentence in the FrameNet data is labeled
with a subcorpus name. This name is generally
intended only to capture some property of a set of
instances. In particular, many of these subcorpus
names include a string ppprep and this identification
was used for the selection of instances. Thus,
searching the FrameNet corpus for subcorpora
labeled ppof or ppafter would yield sentences
containing a prepositional phrase with a desired
preposition. This technique was used for many
common prepositions, yielding 300 to 4500
instances. The technique was modified for
prepositions with fewer instances. Instead, all
sentences having a phrase beginning with a desired
preposition were selected.

The number of sentences eventually used in the
SemEval task is shown in Table 1. More than 25,000
instances for 34 prepositions were tagged in TPP and
used for the SemEval-2007 task.

3.2 Lexicon Development

As mentioned above, ODE (and its predecessor, the
New Oxford Dictionary of English (NODE, 1997))
was used as the sense inventory for the prepositions.
ODE is a corpus-based, lexicographically-drawn
sense inventory, with a two-level hierarchy,
consisting of a set of core senses and a set of
subsenses (if any) that are semantically related to the
core sense. The full set of information, both printed
and in electronic form, containing additional
lexicographic information, was made publicly
available for TPP, and hence, the SemEval
disambiguation task.

The sense inventory was not used as absolute and
further information was added during TPP. The
lexicographer (Hargraves) was free to add senses,
particularly as the corpus evidence provided by the
FrameNet data suggested. The process of refining the
sense inventory was performed as the lexicographer

> Available for the Windows operating system at
http://www.clres.com for those with access to the
FrameNet data.

26

assigned a sense to each instance. While engaged in
this sense assignment, the lexicographer accumulated
an understanding of the behavior of the preposition,
assigning a name to each sense (characterizing its
semantic type), and characterizing the syntactic and
semantic properties of the preposition complement
and its point of attachment or head. Each sense was
also characterized by its syntactic function and its
meaning, identifying the relevant paragraph(s) where
it is discussed in Quirk et al (1985).

After sense assignments were completed, the set
of instances for each preposition was analyzed
against the FrameNet database. In particular, the
FrameNet frames and frame elements associated with
each sense was identified. The set of sentences was
provided in SemEval format in an XML file with the
preposition tagged as <head>, along with an answer
key (also identifying the FrameNet frame and frame
element). Finally, using the FrameNet frame and
frame element of the tagged instances, syntactic
alternation patterns (other syntactic forms in which
the semantic role may be realized) are provided for
each FrameNet target word for each sense.

All of the above information was combined into
a preposition database.® For SemEval-2007, entries
for the target prepositions were combined into an
XML file as the “Definitions” to be used as the sense
inventory, where each sense was given a unique
identifier. All prepositions for which a set of
instances had been analyzed in TPP were included.
These 34 prepositions are shown in Table 1 (below,
beyond, and near were used in the trial set).

3.3 Gold Standard Production

Unlike previous Senseval lexical sample tasks,
tagging was not performed as a separate step. Rather,
sense tagging was completed as an integral part of
TPP. Funding was unavailable to perform additional
tagging with other lexicographers and the appropriate
interannotator agreement studies have not yet been
completed. At this time, only qualitative assessments
of the tagging can be given.

As indicated, the sense inventory for each
preposition evolved as the lexicographer examined

®The full database is viewable in the Online TPP
(http://www.clres.com/cgi-bin/onlineTPP/find prep.cgi

).




the set of FrameNet instances. Multiple sources (such
as Quirk et al.) and lexicographic experience were
important components of the sense tagging. The
tagging was performed without any deadlines and
with full adherence to standard lexicographic
principles. Importantly, the availability of the
FrameNet corpora facilitated the sense assignment,
since many similar instances were frequently
contiguous in the instance set (e.g., associated with
the same target word and frame).

Another important factor suggesting higher
quality in the sense assignment is the quality of the
sense inventory. Unlike previous Senseval lexical
sample tasks, the sense inventory was developed
using lexicographic principles and was quite stable.
In arriving at the sense inventory, the lexicographer
was able to compare ODE with its predecessor
NODE, noting in most cases that the senses had not
changed or had changed in only minor ways.

Finally, the lexicographer had little difficulty in
making sense assignments. The sense distinctions
were well enough drawn that there was relatively
little ambiguity given a sentence context. The
lexicographer was not constrained to selecting one
sense, but could tag a preposition with multiple
senses as deemed necessary. Out 025,000 instances,
only 350 instances received multiple senses.

4 Task Organization and Evaluation

The organization followed standard SemEval
(Senseval) procedures. The data were prepared in
XML, using Senseval DTDs. That is, each instance
was labeled with an instance identifier as an XML
attribute. Within the <instance> tag, the FrameNet
sentence was labeled as the <context> and included
one item, the target preposition, in the <head> tag.
The FrameNet sentence identifier was used as the
instance identifier, enabling participants to make use
of other FrameNet data. Unlike lexical sample tasks
for open class words, only one sentence was provided
as the context. Although no examination of whether
this is sufficient context for prepositions, it seems
likely that all information necessary for preposition
disambiguation is contained in the local context.

A trial set of three prepositions was provided (the
three smallest instance sets that had been developed).
For each of the remaining 34 prepositions, the data
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was split in a ratio of two to one between training and
test data. The training data included the sense
identifier. Table 1 shows the total number of
instances for each preposition, along with the number
in the training and the test sets.

Answers were submittedin the standard Senseval
format, consisting of the lexical item name, the
instance identifier, the system sense assignments, and
optional comments. Although participants were not
restricted to selecting only one sense, all did so and
did not provide either multiple senses or weighting of
different senses. Because of this, a simple Perl script
was used to score the results, giving precision, recall,
and F-score.” The answers were also scored using the
standard Senseval scoring program, which records a
result for “attempted” rather than F-score, with
precision interpreted as percent of attempted
instances that are correct and recall as percent of
total instances that are correct.® Table 1 reports the
standard SemEval recall, while Tables 2 and 3 use
the standard notions of precision and recall.

5 Results

Tables 2 and 3 present the overall fine-grained and
coarse-grained results, respectively, for the three
participating teams (University of Melbourne, Kog
University, and Instituto Trentino di Cultura, IRST).
The tables show the team designator, and the results
over all prepositions, giving the precision, the recall,
and the F-score. The table also shows the results for
two baselines. The FirstSense baseline selects the
first sense of each preposition as the answer (under
the assumption that the senses are organized
somewhat according to prominence). The FreqSense
baseline selects the most frequent sense from the
training set. Table 1 shows the fine-grained recall
scores for each team for each preposition. Table 1
also shows the entropy and perplexity for each
preposition, based on the data from the training sets.

"Precision is the percent of total correct instances and
recall is the percent of instances attempted, so that an
F-score can be computed.

®The standard SemEval (Senseval) scoring program,
scorer2, does not work to compute a coarse-grained
score for the preposition instances, since senses are
numbers such as “4(2a)” and not alphabetic.



Table 2. Fine-Grained Scores
(All Prepositions - 8096 Instances)

Team Prec | Rec F
MELB-YB 0.693(1.000] 0.818
KU 0.547(1.000] 0.707
IRST-BP 0.496( 0.864| 0.630
FirstSense 0.289( 1.000] 0.449
FreqSense 0.396] 1.000{ 0.568

Table 3. Coarse-Grained Scores
(All Prepositions - 8096 Instances)

Team Prec | Rec F
MELB-YB 0.755(1.000] 0.861
KU 0.642(1.000] 0.782
IRST-BP 0.610(0.864] 0.715
FirstSense 0.441(1.000] 0.612
FregSense 0.480( 1.000] 0.649

As canbe seen, all participating teams performed
significantly better than the baselines. Additional
improvements occurred at the coarse grain, although
the differences are not dramatically higher.

All participating teams used supervised systems,
using the training data for their submissions. The
University of Melbourne used a maximum entropy
system using a wide variety of syntactic and semantic
features. Ko¢ University used a statistical language
model (based on Google ngram data) to measure the
likelihood of various substitutes for various senses.
IRST-BP used Chain Clarifying Relationships, in
which contextual lexical and syntactic features of
representative contexts are used for learning sense
discriminative patterns. Further details on their
methods are available in their respective papers.

6 Discussion

Examination of the detailed results by preposition in
Table 1 shows that performance is inversely related
to polysemy. The greater number of senses leads to
reduced performance. The first sense heuristic has a
correlation of -0.64; the most frequent sense heuristic
has a correlation of -0.67. the correlations for
MELB, KU, and IRST are -0.40, -0.70, and -0.56,
respectively. The scores are also negatively
correlated with the number of test instances. The
correlations are -0.34 and -0.44 for the first sense
and the most frequent sense heuristics. For the
systems, the scores are -0.17, -0.48, and -0.39 for
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Melb, KU, and IRST.

The scores for each preposition are strongly
negatively correlated with entropy and perplexity, as
frequently observed in lexical sample disambiguation.
For MELB-YB and IRST-BP, the correlation with
entropy is about -0.67, while for KU, the correlation
is -0.885. For perplexity, the correlation is -0.55 for
MELB-YB, -0.62 for IRST-ESP, and -0.82 for KU.

More detailed analysis is required to examine the
performance for each preposition, particularly for the
most frequent prepositions (of, in, from, with, to, for,
on, at, into, and by). Performance on these
prepositions ranged from fairly good to mediocre to
relatively poor. In addition, a comparison of the
various attributes of the TPP sense information with
the different performances might be fruitful. Little of
this information was used by the various systems.

7 Conclusions

The SemEval-2007 preposition disambiguation task
canbe considered successful, with results that canbe
exploited in general NLP tasks. In addition, the task
has generated considerable information for further
examination of preposition behavior.
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Fine-Grained Recall

Number of Instances Participating Teams Baselines

First | Freq
Prepostition | Senses | Ent | Perp [ Total | Training | Test [ Melb | KU [ IRST | Sense | Sense
about 6| 0.63| 1.54] 1074 710] 364| 0.885| 0.934( 0.780| 0.885] 0.885
above 9| 1.80| 3.49 71 48 23] 0.652] 0.522| 0.565| 0.043] 0.609
across 3|1 0.23] 1.17 470 319] 151 0.960| 0.960( 0.914| 0.960| 0.960
after 11[ 2.15] 4.44 156 103 53| 0.472| 0.585[ 0.585| 0.434] 0.434
against 10| 1.89| 3.69 287 195 92| 0.880| 0.793| 0.826| 0.446| 0.435
along 4] 0.30] 1.23 538 365| 173 0.954| 0.954( 0.936| 0.954| 0.954
among 4] 1.55] 2.93 150 100 50| 0.660| 0.680( 0.620| 0.300| 0.300
around 6] 2.05| 4.13 490 335] 155| 0.561| 0.535( 0.381| 0.155] 0.452
as 2] 0.00| 1.00 258 174 84| 1.000( 1.000| 0.988] 1.000| 1.000
at 12| 2.38| 521 1082 715] 367 0.790| 0.662[ 0.646| 0.425] 0.425
before 4] 1.33] 2.51 67 47 20| 0.600| 0.850| 0.800| 0.450| 0.450
behind 9| 1.31] 2.47 206 138 68| 0.662| 0.676[ 0.471| 0.662| 0.662
beneath 6| 122 233 85 57 28| 0.714] 0.679| 0.750( 0.571] 0.571
beside 3| 0.00] 1.00 91 62 29| 1.000| 1.000| 1.000| 1.000| 1.000
between 91 2.11| 4.31 313 211 102| 0.814| 0.765]| 0.892| 0.422| 0.422
by 22| 2.53| 5.77 758 510| 248| 0.730| 0.556( 0.391| 0.000| 0.371
down 5| 1.18] 2.26 485 332] 153| 0.654| 0.647[ 0.680| 0.438]| 0.438
during 2] 1.00] 2.00 120 81 39| 0.769| 0.564| 0.667| 0.615] 0.385
for 15| 2.84| 7.17 1429 951] 478| 0.573| 0.395[ 0.456| 0.036| 0.238
from 16| 2.85| 7.21| 1784 1206 578| 0.642| 0.415] 0.512| 0.279( 0.279
in 15| 2.81| 7.01[ 2085 1397 688| 0.561| 0.436] 0.494| 0.362| 0.362
inside 50 1.63] 3.10 105 67 38| 0.579| 0.579( 0.605| 0.368]| 0.526
into 10| 2.14] 4.41 901 604| 297| 0.616| 0.539( 0.586| 0.290| 0.451
like 7] 1.26] 2.40 391 266| 125| 0.856| 0.808| 0.592( 0.120| 0.768
of 20| 3.14| 8.80| 4482 3004| 1478| 0.681| 0.374| 0.144( 0.000| 0.205
off 71 1.16] 2.23 237 161 76| 0.658| 0.776| 0.408| 0.171] 0.763
on 25| 3.42]|10.68| 1313 872 441| 0.624( 0.469| 0.351| 0.218]| 0.206
onto 3] 0.60] 1.52 175 117 58| 0.879| 0.879( 0.776| 0.879| 0.879
over 17| 2.52| 5.73 298 200 98| 0.510| 0.510( 0.480| 0.010] 0.327
round 8| 2.31| 4.95 263 181 82| 0.610( 0.512| 0.000| 0.037| 0.378
through 16| 2.71] 6.54 649 441| 208| 0.524| 0.538| 0.481[ 0.322| 0.495
to 17| 2.43| 5.38[ 1755 1183 572| 0.745| 0.579] 0.558| 0.322| 0.322
towards 6| 071 1.63 316 214| 102] 0.931] 0.873| 0.833 0.873| 0.873
with 18] 3.05| 8.27[ 1769 1191 578| 0.699| 0.455] 0.635| 0.149( 0.249
Total 332 24653 16557 8096[ 0.693[ 0.547| 0.496] 0.289| 0.396
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Abstract

This paper presents the coarse-grained En-
glish all-words task at SemEval-2007. We
describe our experience in producing a
coarse version of the WordNet sense inven-
tory and preparing the sense-tagged corpus
for the task. We present the results of par-
ticipating systems and discuss future direc-
tions.

1 Introduction

It is commonly thought that one of the major obsta-
cles to high-performance Word Sense Disambigua-
tion (WSD) is the fine granularity of sense inven-
tories. State-of-the-art systems attained a disam-
biguation accuracy around 65% in the Senseval-3
all-words task (Snyder and Palmer, 2004), where
WordNet (Fellbaum, 1998) was adopted as a ref-
erence sense inventory. Unfortunately, WordNet is
a fine-grained resource, encoding sense distinctions
that are difficult to recognize even for human an-
notators (Edmonds and Kilgarriff, 2002). Making
WSD an enabling technique for end-to-end applica-
tions clearly depends on the ability to deal with rea-
sonable sense distinctions.

The aim of this task was to explicitly tackle the
granularity issue and study the performance of WSD
systems on an all-words basis when a coarser set
of senses is provided for the target words. Given
the need of the NLP community to work on freely
available resources, the solution of adopting a dif-
ferent computational lexicon is not viable. On the
other hand, the production of a coarse-grained sense
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inventory is not a simple task. The main issue
is certainly the subjectivity of sense clusters. To
overcome this problem, different strategies can be
adopted. For instance, in the OntoNotes project
(Hovy et al., 2006) senses are grouped until a 90%
inter-annotator agreement is achieved. In contrast,
as we describe in this paper, our approach is based
on a mapping to a previously existing inventory
which encodes sense distinctions at different levels
of granularity, thus allowing to induce a sense clus-
tering for the mapped senses.

We would like to mention that another SemEval-
2007 task dealt with the issue of sense granularity
for WSD, namely Task 17 (subtask #1): Coarse-
grained English Lexical Sample WSD. In this paper,
we report our experience in organizing Task 07.

2 Task Setup

The task required participating systems to annotate
open-class words (i.e. nouns, verbs, adjectives, and
adverbs) in a test corpus with the most appropriate
sense from a coarse-grained version of the WordNet
sense inventory.

2.1 Test Corpus

The test data set consisted of 5,377 words of run-
ning text from five different articles: the first three
(in common with Task 17) were obtained from the
WSIJ corpus, the fourth was the Wikipedia entry for
computer programming', the fifth was an excerpt of
Amy Steedman’s Knights of the Art, biographies of
Italian painters>. We decided to add the last two

Uhttp://en.wikipedia.org/wiki/Computer_programming
2http://www.gutenberg.org/etext/529
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article | domain words | annotated
doo1 JOURNALISM 951 368
d002 | BoOK REVIEW 987 379
doo3 TRAVEL 1311 500
d004 | COMPUTER SCIENCE 1326 677
d005 | BIOGRAPHY 802 345
total 5377 2269

Table 1: Statistics about the five articles in the test
data set.

texts to the initial dataset as we wanted the corpus to
have a size comparable to that of previous editions
of all-words tasks.

In Table 1 we report the domain, number of run-
ning words, and number of annotated words for the
five articles. We observe that articles d003 and d004
are the largest in the corpus (they constitute 51.87%
of it).

2.2 Creation of a Coarse-Grained Sense
Inventory

To tackle the granularity issue, we produced a
coarser-grained version of the WordNet sense inven-
tory’ based on the procedure described by Navigli
(2006). The method consists of automatically map-
ping WordNet senses to top level, numbered entries
in the Oxford Dictionary of English (ODE, (Soanes
and Stevenson, 2003)). The semantic mapping be-
tween WordNet and ODE entries was obtained in
two steps: first, we disambiguated with the SSI algo-
rithm (Navigli and Velardi, 2005) the definitions of
the two dictionaries, together with additional infor-
mation (hypernyms and domain labels); second, for
each WordNet sense, we determined the best match-
ing ODE coarse entry. As a result, WordNet senses
mapped to the same ODE entry were assigned to the
same sense cluster. WordNet senses with no match
were associated with a singleton sense.

In contrast to the automatic method above, the
sense mappings for all the words in our test cor-
pus were manually produced by the third author, an
expert lexicographer, with the aid of a mapping in-
terface. Not all the words in the corpus could be
mapped directly for several reasons: lacking entries
in ODE (e.g. adjectives underlying and shivering),

We adopted  WordNet available  from:

http://wordnet.princeton.edu

2.1,
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different spellings (e.g. after-effect vs. aftereffect,
halthearted vs. half-hearted, etc.), derivatives (e.g.
procedural, gambler, etc.). In most of the cases, we
asked the lexicographer to map senses of the orig-
inal word to senses of lexically-related words (e.g.
WordNet senses of procedural were mapped to ODE
senses of procedure, etc.). When this mapping was
not straightforward, we just adopted the WordNet
sense inventory for that word.

We released the entire sense groupings (those in-
duced from the manual mapping for words in the
test set plus those automatically derived on the other
words) and made them available to the participants.

2.3 Sense Annotation

All open-class words (i.e. nouns, verbs, adjectives,
and adverbs) with an existing sense in the WordNet
inventory were manually annotated by the third au-
thor. Multi-word expressions were explicitly iden-
tified in the test set and annotated as such (this was
made to allow a fair comparison among systems in-
dependent of their ability to identify multi-word ex-
pressions).

We excluded auxiliary verbs, uncovered phrasal
and idiomatic verbs, exclamatory uses, etc. The
annotator was allowed to tag words with multiple
coarse senses, but was asked to make a single sense
assignment whenever possible.

The lexicographer annotated an overall number
of 2,316 content words. 47 (2%) of them were ex-
cluded because no WordNet sense was deemed ap-
propriate. The remaining 2,269 content words thus
constituted the test data set. Only 8 of them were as-
signed more than one sense: specifically, two coarse
senses were assigned to a single word instance* and
two distinct fine-grained senses were assigned to 7
word instances. This was a clear hint that the sense
clusters were not ambiguous for the vast majority of
words.

In Table 2 we report information about the pol-
ysemy of the word instances in the test set. Over-
all, 29.88% (678/2269) of the word instances were
monosemous (according to our coarse sense inven-
tory). The average polysemy of the test set with the
coarse-grained sense inventory was 3.06 compared
to an average polysemy with the WordNet inventory

4d005.5004.t015



polysemy N \" A R all

monosemous | 358 | 86 | 141 | 93 | 678
polysemous 750 | 505 | 221 | 115 | 1591
total 1108 | 591 | 362 | 208 | 2269

Table 2: Statistics about the test set polysemy (N =
nouns, V = verbs, A = adjectives, R = adverbs).

of 6.18.

2.4 Inter-Annotator Agreement

Recent estimations of the inter-annotator agreement
when using the WordNet inventory report figures of
72.5% agreement in the preparation of the English
all-words test set at Senseval-3 (Snyder and Palmer,
2004) and 67.3% on the Open Mind Word Expert an-
notation exercise (Chklovski and Mihalcea, 2002).

As the inter-annotator agreement is often consid-
ered an upper bound for WSD systems, it was de-
sirable to have a much higher number for our task,
given its coarse-grained nature. To this end, beside
the expert lexicographer, a second author indepen-
dently performed part of the manual sense mapping
(590 word senses) described in Section 2.2. The
pairwise agreement was 86.44%.

We repeated the same agreement evaluation on
the sense annotation task of the test corpus. A sec-
ond author independently annotated part of the test
set (710 word instances). The pairwise agreement
between the two authors was 93.80%. This figure,
compared to those in the literature for fine-grained
human annotations, gives us a clear indication that
the agreement of human annotators strictly depends
on the granularity of the adopted sense inventory.

3 Baselines

We calculated two baselines for the test corpus: a
random baseline, in which senses are chosen at
random, and the most frequent baseline (MFS), in
which we assign the first WordNet sense to each
word in the dataset.

Formally, the accuracy of the random baseline
was calculated as follows:

1 7 1

m ; |CoarseSenses(w;)|

BLRand =
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where T' is our test corpus, w; is the i-th word
instance in 7', and CoarseSenses(w;) is the set of
coarse senses for w; according to the sense cluster-
ing we produced as described in Section 2.2.

The accuracy of the MFS baseline was calculated
as:

7|

Zé(wi, 1)

i=1

1
BLnrs 7

where 6(wj, k) equals 1 when the k-th sense of
word w; belongs to the cluster(s) manually associ-
ated by the lexicographer to word w; (0 otherwise).
Notice that our calculation of the MFS is based on
the frequencies in the SemCor corpus (Miller et al.,
1993), as we exploit WordNet sense rankings.

4 Results

12 teams submitted 14 systems overall (plus two
systems from a 13" withdrawn team that we will
not report). According to the SemEval policy for
task organizers, we remark that the system labelled
as UoR-SSI was submitted by the first author (the
system is based on the Structural Semantic Inter-
connections algorithm (Navigli and Velardi, 2005)
with a lexical knowledge base composed by Word-
Net and approximately 70,000 relatedness edges).
Even though we did not specifically enrich the al-
gorithm’s knowledge base on the task at hand, we
list the system separately from the overall ranking.
The results are shown in Table 3. We calcu-
lated a MFS baseline of 78.89% and a random base-
line of 52.43%. In Table 4 we report the F1 mea-
sures for all systems where we used the MFS as a
backoff strategy when no sense assignment was at-
tempted (this possibly reranked 6 systems - marked
in bold in the table - which did not assign a sense
to all word instances in the test set). Compared
to previous results on fine-grained evaluation exer-
cises (Edmonds and Kilgarriff, 2002; Snyder and
Palmer, 2004), the systems’ results are much higher.
On the other hand, the difference in performance
between the MFS baseline and state-of-the-art sys-
tems (around 5%) on coarse-grained disambiguation
is comparable to that of the Senseval-3 all-words ex-
ercise. However, given the novelty of the task we
believe that systems can achieve even better perfor-



System A P R F1
NUS-PT 100.0 | 82.50 | 82.50 | 82.50
NUS-ML 100.0 | 81.58 | 81.58 | 81.58
LCC-WSD 100.0 | 81.45 | 81.45 | 81.45
GPLSI 100.0 | 79.55 | 79.55 | 79.55
BLuFs 100.0 | 78.89 | 78.89 | 78.89
UPV-WSD 100.0 | 78.63 | 78.63 | 78.63
TKB-UO 100.0 | 70.21 | 70.21 | 70.21
PU-BCD 90.1 | 69.72 | 62.80 | 66.08
RACAI-SYNWSD | 100.0 | 65.71 | 65.71 | 65.71
SUSSX-FR 72.8 | 71.73 | 52.23 | 60.44
USYD 95.3 | 58.79 | 56.02 | 57.37
UOFL 92.7 | 52.59 | 48.74 | 50.60
SUSSX-C-WD 72.8 | 54.54 | 39.71 | 45.96
SUSSX-CR 72.8 | 54.30 | 39.53 | 45.75
UoR-ssI' | 100.0 | 8321 | 83.21 | 83.21 |

Table 3: System scores sorted by F1 measure (A =
attempted, P = precision, R = recall, F1 = F1 mea-
sure, ': system from one of the task organizers).

mance by heavily exploiting the coarse nature of the
sense inventory.

In Table 5 we report the results for each of the
five articles. The interesting aspect of the table is
that documents from some domains seem to have
predominant senses different from those in Sem-
Cor. Specifically, the MFS baseline performs more
poorly on documents d004 and d00S, from the
COMPUTER SCIENCE and BIOGRAPHY domains
respectively. We believe this is due to the fact that
these documents have specific predominant senses,
which correspond less often to the most frequent
sense in SemCor than for the other three documents.
It is also interesting to observe that different systems
perform differently on the five documents (we high-
light in bold the best performing systems on each
article).

Finally, we calculated the systems’ performance
by part of speech. The results are shown in Table
6. Again, we note that different systems show dif-
ferent performance depending on the part-of-speech
tag. Another interesting aspect is that the perfor-
mance of the MFS baseline is very close to state-of-
the-art systems for adjectives and adverbs, whereas
it is more than 3 points below for verbs, and around
5 for nouns.
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System F1
NUS-PT 82.50
NUS-ML 81.58
LCC-WSD 81.45
GPLSI 79.55
BLumFs 78.89
UPV-WSD 78.63
SUSSX-FR 77.04
TKB-UO 70.21
PU-BCD 69.72
RACAI-SYNWSD | 65.71
SUSSX-C-WD 64.52
SUSSX-CR 64.35
USYD 58.79
UorL 54.61
UOR-SSI' | 83.21 |

Table 4: System scores sorted by F1 measure with
MES adopted as a backoff strategy when no sense
assignment is attempted (f: system from one of the
task organizers). Systems affected are marked in
bold.

System N v A R

NUS-PT 82.31 | 78.51 | 85.64 | 89.42
NUS-ML 81.41 | 78.17 | 82.60 | 90.38
LCC-WSD 80.69 | 78.17 | 85.36 | 87.98
GPLSI 80.05 | 74.45 | 82.32 | 86.54
BLrs 77.44 | 75.30 | 84.25 | 87.50
UPV-WSD 79.33 | 72.76 | 84.53 | 81.25
TKB-UO 70.76 | 62.61 | 78.73 | 74.04
PU-BCD 71.41 | 59.69 | 66.57 | 55.67
RACAI-SYNWSD | 64.02 | 62.10 | 71.55 | 75.00
SUSSX-FR 68.09 | 51.02 | 57.38 | 49.38
USYD 56.06 | 60.43 | 58.00 | 54.31
UOFL 57.65 | 48.82 | 25.87 | 60.80
SUSSX-C-WD 52.18 | 35.64 | 42.95 | 46.30
SUSSX-CR 51.87 | 35.44 | 42.95 | 46.30
UOR-SSI' | 84.12 | 78.34 | 85.36 | 88.46 |

Table 6: System scores by part-of-speech tag (N
= nouns, V = verbs, A = adjectives, R = adverbs)
sorted by overall F1 measure (best scores are marked
in bold, T: system from one of the task organizers).



doo1 do02 doo3 doo4 doos

System P R P R P R P R P R
NUS-PT 88.32 88.32 | 88.13 88.13 | 83.40 83.40 | 76.07 76.07 | 81.45 81.45
NUS-ML 86.14 86.14 | 88.39 88.39 | 81.40 81.40 | 76.66 76.66 | 79.13 79.13
LCC-WSD 87.50 87.50 | 87.60 87.60 | 81.40 81.40 | 75.48 75.48 | 80.00 80.00
GPLSI 83.42 8342 | 86.54 86.54 | 80.40 80.40 | 73.71 73.71 | 771.97 7T7.97
BLarFs 85.60 85.60 | 84.70 84.70 | 77.80 77.80 | 75.19 75.19 | 74.20 74.20
UPV-WSD 84.24 84.24 | 80.74 80.74 | 76.00 76.00 | 77.11 77.11 | 77.10 77.10
TKB-UO 78.80 78.80 | 72.56 72.56 | 69.40 69.40 | 70.75 70.75 | 58.55 58.55
PU-BCD 77.16  67.94 | 7552 6755 | 64.96 58.20 | 68.86 61.74 | 64.42 60.87
RACAI-SYNWSD | 71.47 71.47 | 72.82 72.82 | 66.80 66.80 | 60.86 60.86 | 59.71 59.71
SUSSX-FR 79.10 57.61 | 73.72 53.30 | 74.86 52.40 | 67.97 48.89 | 65.20 51.59
USYD 62.53 61.69 | 59.78 57.26 | 60.97 57.80 | 60.57 56.28 | 47.15 45.51
UOFL 61.41 59.24 | 5593 52.24 | 48.00 45.60 | 53.42 47.27 | 4438 41.16
SUSSX-C-WD 66.42 48.37 | 61.31 4433 | 55.14 38.60 | 50.72 36.48 | 42.13 33.33
SUSSX-CR 66.05 48.10 | 60.58 43.80 | 59.14 41.40 | 48.67 35.01 | 40.29 31.88
UOR-SSI 86.14 86.14 \ 8549 8549 | 79.60 79.60 | 86.85 86.85 | 75.65 75.65 ‘

Table 5: System scores by article (best scores are marked in bold, T: system from one of the task organizers).

S Systems Description

In order to allow for a critical and comparative in-
spection of the system results, we asked the partici-
pants to answer some questions about their systems.
These included information about whether:

1. the system used semantically-annotated and
unannotated resources;

2. the system used the MFS as a backoff strategy;

3. the system used the coarse senses provided by
the organizers;

4. the system was trained on some corpus.

We believe that this gives interesting information
to provide a deeper understanding of the results. We
summarize the participants’ answers to the question-
naires in Table 7. We report about the use of seman-
tic resources as well as semantically annotated cor-
pora (SC = SemCor, DSO = Defence Science Organ-
isation Corpus, SE = Senseval corpora, OMWE =
Open Mind Word Expert, XWN = eXtended Word-
Net, WN = WordNet glosses and/or relations, WND
= WordNet Domains), as well as information about
the use of unannotated corpora (UC), training (TR),
MES (based on the SemCor sense frequencies), and
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the coarse senses provided by the organizers (CS).
As expected, several systems used lexico-semantic
information from the WordNet semantic network
and/or were trained on the SemCor semantically-
annotated corpus.

Finally, we point out that all the systems perform-
ing better than the MFS baseline adopted it as a
backoff strategy when they were not able to output a
sense assignment.

6 Conclusions and Future Directions

It is commonly agreed that Word Sense Disambigua-
tion needs emerge and show its usefulness in end-
to-end applications: after decades of research in the
field it is still unclear whether WSD can provide
a relevant contribution to real-world applications,
such as Information Retrieval, Question Answering,
etc. In previous Senseval evaluation exercises, state-
of-the-art systems achieved performance far below
70% and even the agreement between human anno-
tators was discouraging. As a result of the discus-
sion at the Senseval-3 workshop in 2004, one of the
aims of SemEval-2007 was to tackle the problems
at the roots of WSD. In this task, we dealt with the
granularity issue which is a major obstacle to both
system and human annotators. In the hope of over-
coming the current performance upper bounds, we



System SC DSO SE OMWE XWN WN WND OTHER UC|TR |[MFS|CS
GPLSI vVoxoy X X 4 X X RV RRVAR RV
LCC-WSD vV o oxo oV v v X X X (VI VIV
NUS-ML vVooxXo XX X X X X N RV VAR
NUS-PT \/ \/ X X X X X Parallel corpus | X \/ \/ \/
PU-BCD vVooxXoox X X X X X X [V | x|V
RACAI-SYNWSD | X X X X x v X ViIix|] x|V
SUSSX-C-WD | X X X X X X X X Vx| x| x
SUSSX-CR X X X X X X X X Vx| x| x
SUSSX-FR XX XX X X X X VIix| x|V
TKB-UO X X x X X X X X | X | x | X
UOFL X X X X v v X X X | x| x | x
UOR-SSI! X X X X x X SSILKB | X | X | y/ | X
UPV-WSD X X x X x v X X | X | /| X
USYD vVoxoy/ X X 4 X X NARVAIRVARRYA

Table 7:

Information about participating systems (SC = SemCor, DSO = Defence Science Organisation

Corpus, SE = Senseval corpora, OMWE = Open Mind Word Expert, XWN = eXtended WordNet, WN =
WordNet glosses and/or relations, WND = WordNet Domains, UC = use of unannotated corpora, TR = use
of training, MFS = most frequent sense backoff strategy, CS = use of coarse senses from the organizers, '

system from one of the task organizers).

proposed the adoption of a coarse-grained sense in-
ventory. We found the results of participating sys-
tems interesting and stimulating. However, some
questions arise. First, it is unclear whether, given
the novelty of the task, systems really achieved the
state of the art or can still improve their performance
based on a heavier exploitation of coarse- and fine-
grained information from the adopted sense inven-
tory. We observe that, on a technical domain such
as computer science, most supervised systems per-
formed worse due to the nature of their training set.
Second, we still need to show that coarse senses can
be useful in real applications. Third, a full coarse
sense inventory is not yet available: this is a major
obstacle to large-scale in vivo evaluations. We be-
lieve that these aspects deserve further investigation
in the years to come.
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Abstract ing of rattlesnakeis not listed in WordNet whereas
the meat reading fazhickenis.
We provide an overview of the metonymy As there is no common framework or corpus for

resolution shared task organised within figurative language resolution, previous computa-
SemEval-2007. We describe the problem, tional works (Fass, 1997; Hobbs et al., 1993; Barn-
the data provided to participants, and the den etal., 2003, among others) carry out only small-
evaluation measures we used to assess per- scale evaluations. In recent years, there has been
formance. We also give an overview of the  growing interest in metaphor and metonymy resolu-
systems that have taken part in the task, and tion that is either corpus-based or evaluated on larger

discuss possible directions for future work. datasets (Martin, 1994; Nissim and Markert, 2003;
Mason, 2004; Peirsman, 2006; Birke and Sarkaar,

1 Introduction 2006; Krishnakamuran and Zhu, 2007). Still, apart

Both d di biguati q q t.,E‘rom (Nissim and Markert, 2003; Peirsman, 2006)
oth word sense disambiguation and hamed entl ho evaluate their work on the same dataset, results

:ecli)gnltllon thave ?eneflted (Ian_orr;:]ougly from Isr:\j[]e re hardly comparable as they all operate within dif-
ask evaluations, for example in the Senseval, arent frameworks.

and CoNLL frameworks. Similar campaigns have This situation motivated us to organise the first

not been developed for the resolution of flgurat'\/eshared task for figurative language, concentrating on

!anguage, such as metgphor, rnetonymy, idioms a?ﬁletonymy. In metonymy one expression is used to
irony. However, resolution of figurative language is

) : refer to the referent of a related one, like the use of
an important complement to and extension of Wordn animal name for its meat. Similarly, in Ex. 1,
Sense dlsamblguatlo_n as .'t often qleals with Wor&etnam the name of a location, refers to an event (a
senses that are not listed in the lexicon. For examv\-lar) that happened there.

ple, the meaning oftopoverin the sentencéle saw

teaching as a stopover on his way to bigger thing§l) Sex, drugs, an¥fietnam have haunted Bill

is a metaphorical sense of the sense “stopping place Clinton’s campaign.

in a physical journey”, with the literal sense listed
in WordNet 2.0 but the metaphorical one not bein
listed! The same holds for the metonymic readin
of rattlesnake(for the animal’s meat) irRoast rat-
tlesnake tastes like chickénAgain, the meat read- (2) BMW slipped 4p to 31p

HisBMW went on to race at Le Mans

In Ex. 2 and 3BMW, the name of a company, stands
QOI’ its index on the stock market, or a vehicle manu-
gfactured by BMW, respectively.

IThis example was taken from the Berkely Master Metapho(3)

list (Lakoff and Johnson, 1980) . he i f Vi ies has b
2From now on, all examples in this paper are taken from thJ e iImportance of resolving metonymies has been

British National Corpus (BNC) (Burnard, 1995), but Ex. 23.  shown for a variety of NLP tasks, such as ma-
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chine translation (Kamei and Wakao, 1992), ques- place-for-people a place stands for any per-
tion answering (Stallard, 1993), anaphora resolutiosons/organisations associated with it. These can be
(Harabagiu, 1998; Markert and Hahn, 2002) angovernments (Ex. 6), affiliated organisations, incl.
geographical information retrieval (Leveling andsports teams (Ex. 7), or the whole population (Ex. 8).
Hartrumpf, 2006). Often, the referent is underspecified (Ex. 9).
Although metonymic readings are, like all figu- .
rative readings, potentially open ended and can tgg) America did once try to ban alcohol.
innovative, the regularity of usage for word groupg7) ~ England lost in the semi-final.

helps in establishing a common evaluation frameg) [...] the incarnation was to fulfil the
work. Many other location names, for instance, can promise td srael and to reconcile the world
be used in the same fashion ¥®tnamin Ex. 1. with God.

Thus, given a semantic class (e.g. location), on
can specify several regular metonymic patterns (e.g.
place-for-event) that instances of the class are likely
to undergo. In addition to literal readings, regu- place-for-event a location name stands for an
lar metonymic patterns and innovative metonymi@vent that happened in the location (see Ex. 1).
readings, there can also be so-called mixed read-
ings, similar to zeugma, where both a literal and a pIace-for-proQuct a place stands 'for a product
metonymic reading are evoked (Nunberg, 1995). manufactured in the place, Beordeauxin Ex. 10.
The metonymy task is a lexical sample task fof10) a smootiBordeaux that was gutsy enough

English, consisting of two subtasks, one concentrat- to cope with our food

ing on the semantic cladscation, exemplified b :
9 " plned by - othermet a metonymy that does not fall into any
country names, and another one concentratingron - )
of the prespecified patterns, as in Ex. 11, whdesv

ganisation exemplified by company names. PartiCi_Jerse ofers to tvpical local tunes
pants had to automatically classify preselected coun- y yp '
try/company names as having a literal or non-literaj11)  The thing about the record is the influ-

) The G-24 group expressed readiness to pro-
vide Albania with food aid.

meaning, given a four-sentence context. Addition- ences of the music. The bottom end is very
ally, participants could attempt finer-grained inter- New York/New Jersey and the top is very
pretations, further specifying readings into prespec- melodic.

ified metonymic patterns (such as place-for-event) h gi involved. tri . dif
and recognising innovative readings. When two predicates are involved, triggering a dif-

ferent reading each (Nunberg, 1995), the annotation
2 Annotation Categories category ismixed. In Ex. 12, both a literal and a

. . . . lace-for-people reading are involved.
We distinguish between literal, metonymic, andp peop g

mixed readings for locations and organisations. 1{12) they arrived inNigeria, hitherto a leading
the case of a metonymic reading, we also specify critic of [...]

the actual patterns. The annotation categories we
motivated by prior linguistic research by ourselve
(Markert and Nissim, 2006), and others (Fass, 1997:heliteral reading for organisation names describes

S N
.2 Organisations

Lakoff and Johnson, 1980). references to the organisation in general, where an
_ organisation is seen as a legal entity, which consists
2.1 Locations of organisation members that speak with a collec-

Literal readings for locations compriskcative tive voice, and which has a charter, statute or defined
(Ex. 4) andpolitical entity interpretations (Ex. 5). aims. Examples of literal readings include (among
others) descriptions of the structure of an organisa-
tion (see Ex. 13), associations between organisations
(see Ex. 14) or relations between organisations and
M etonymic readings encompass four types: products/services they offer (see Ex. 15).

4) coral coast oPapua New Guinea.
(5) Britain’s current account deficit.
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(13) NATO countries object-for-name all names can be used as mere

ksignifiers, instead of referring to an object or set of
objects. In Ex. 22, bot&hevroletandFord are used
as strings, rather than referring to the companies.

(14) Sun acquired that part of Eastman-Koda
Cos Unix subsidary

(15) Inté’s Indeo video compression hardware

M etonymic readings include six types: (22)  Chevrolet is feminine because of its sound
(it's a longer word tharf~ord, has an open

- org-for-members an organisation stands for vowel at the end, connotes Frenchness).

its members, such as a spokesperson or official

(Ex. 16), or all its employees, as in Ex. 17. object-for-representation a name can refer to a

(16)  Last FebruaryBM announced [...] representation (such as a photo or painting) of the

referent of its literal reading. In Ex. 2B)alta refers

(17)  Its customary to go to work in black or i, 5 grawing of the island when pointing to a map.
white suits. [...]Woolworths wear them

- org-for-event an organisation name is used to re—(23) This isMalta

fer to an event associated with the organisation (e.

a scandal or bankruptcy), as in Ex. 18. % Data Collection and Annotation

We used the CIA Factbodkand the Fortune 500
list as sampling frames for country and company
names respectively. All occurrences (including plu-
- org-for-product the name of a commercial or- ral forms) of all names in the sampling frames were
ganisation can refer to its products, as in Ex. 3.  extracted in context from all texts of the BNC, Ver-
- — sion 1.0. All samples extracted are coded in XML
- org-for-facility organisations can also stand for . ) .
" o .and contain up to four sentences: the sentence in
the facility that houses the organisation or one of itS | .
branches, as in the following example. which the country/company name occurs, two bg-
fore, and one after. If the name occurs at the begin-
(19) The opening of &McDonald’s is a major ning or end of a text the samples may contain less
event than four sentences.
) L For both the location and the organisation subtask,
- org-for-index an organisation name can be useq,, .andgom subsets of the extracted samples were
for an index that indicates its value (see EX. 2). selected as training and test set, respectively. Before
- othermet  a metonymy that does not fall into any metonymy annotation, samples that were not under-
of the prespecified patterns, as in Ex. 20, wHgae-  stood by the annotators because of insufficient con-
clays Banlkstands for an account at the bank. text were removed from the datsets. In addition, a
o sample was also removed if the name extracted was
(20)  funds [...] had been paid inBarclays 5 homonym not in the desired semantic class (for ex-
Bank. ampleMr. Greenlandwhen annotating location$).
Mixed readings exist for organisations as well. For those names that do have the semantic class
In Ex. 21, both an org-for-index and an org-for-l 0cati on oror gani sati on, metonymy anno-
members pattern are invoked. tation was performed, using the categories described
in Section 2. All training set annotation was carried
(21)  Barclays slipped 4p to 351p after confirm- ot independently by both organisers. Annotation
ing 3,000 more job losses. was highly reliable with &appa(Carletta, 1996) of

2.3 Class-independent categories

(18)  the resignation of Leon Brittan from Trade
and Industry in the aftermath ®¥estland.

ht t ps: // www. ci a. gov/ ci a/ publ i cati ons/

Apart from class-specific metonymic readings, somgact book/ i ndex. ht m _
Given that the task is not about standard Named Entity

patterns seem to apply across classes to all namesﬁ&ognition, we assume that the general semantic clasg of th
the SemEval dataset, we annotated two of them. name is already known.
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Table 1: Reading distribution for locations

larity: coarse medium or fine with an increasing
number and specification of target classification

reading train  test ] -

literal 737 721 categories, and thus difficulty. At thedarselevel,
mixed 1520 only a distinction between literal and non-literal was
othermet 9 11 . L

obj-for-name 0o 4 asked for;mediumasked for a distinction between
obj-for-representation 0 0 literal, metonymic and mixed readingfine needed
place-for-people 161 141 a classification into literal readings, mixed readings,
place-for-event 3 10 .
place-for-product 0 1 any of the class-dependent and class-independent
total 925 908 metonymic patterns (Section 2) or an innovative

metonymic reading (categont her et ).

Table 2: Reading distribution for organisations ~ SYStems were evaluated via accuracy (acc) and

reading train_ test coverage (cov), allowing for partial submissions.
literal 690 520 . o
. __ # correct predictions _ # predictions

n:ﬁ(ed ¢ 5194 608 acc = # predictions cov = # samples
otherme
obj-for-name 8 6 .
obj-for-representation 1 0 For each target categorywe also measured:
org-for-members 220 161 .. __ # correct assignments of c
org-for-event 2 1 precwzonc#— # assignments off c
org-for-product 74 67 — correct assignments of c
org-for-?acility 15 16 recalle ? dataset insmﬁces of

. __ 2precisioncrecall
?Ortga-ror-mdex 1093 8432 fscore. = precisionc+recall.

A baseline, consisting of the assignment of the most
frequent category (always literal), was used for each

.88/.89 for locations/organisatioRs As agreement .
atlc'ﬁl_sk and granularity level.

was established, annotation of the test set was ¢

ried out by the first organiser. All cases which wer

not entirely straightforward were then independently

checked by the second organiser. Samples whog¢e received five submissionsFH, GYDER,

readings could not be agreed on (after a reconciipl3, UTD-HLT- CG XRCE-M. All tackled

iation phase) were excluded from both training anthe location task; threeQYDER, UTD- HLT- CG,

test set. The reading distributions of training and tesXRCE- M) also patrticipated in the organisation task.

sets for both subtasks are shown in Tables 1 and 2All systems were full submissions (coverage of 1)
In addition to a simple text format including only and participated at all granularity levels.

the metonymy annotation, we provided participants

with several linguistic annotations of both training®-1 Methodsand Features

and testset. This included the original BNC tokeniQut of five teams, fourRUH, GYDER, upl3,

sation and part-of-speech tags as well as manuallyrD- HLT- CG) used supervised machine learning,

annotated dependency relations for each annotatgftiuding single FUH, GYDER, up13) as well

name (e.gBMW subj-of-slipfor Ex. 2). as multiple classifiers UTD- HLT- CG). A range

of learning paradigms was represented (including

instance-based learning, maximum entropy, deci-

Teams were allowed to participate in the locatiorsion trees, etc.). One participarXRCE- M built a

or organisation task or both. We encouraged supefybrid system, combining a symbolic, supervised

vised, semi-supervised or unsupervised approache&pproach based on deep parsing with an unsuper-
Systems could be tailored to recognisevised distributional approach exploiting lexical in-

metonymies at three different levels of granuformation obtained from large corpora.
Systemaup13 andFUHused mostly shallow fea-

ures extracted directly from the training data (in-
cluding parts-of-speech, co-occurrences and collo-

Systems and Results

4 Submission and Evaluation

®The training sets are part of the already available Mascar,
corpus for metonymy (Markert and Nissim, 2006). The test se
were newly created for SemEval.
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cations). The other systems made also use of syn-
tactic/grammatical features (syntactic roles, dete
mination, morphology etc.). Two of thenG{DER | LOCATION-coarse

Table 5: Overview of scores
base| min  max  ave

) : _[Taccuracy 0.7947 0.754 0.852 0.815
and UTD- HLT 'CG) epr0|ted' the manually anno- | e ralf 0849 0912 0884
tated grammatical roles provided by the organisers. non-literal-f 0.344 0576 0.472
All systems apart fronup13 made use of exter- | LOCATION-medium
- ccuracy 0.7947 0.750 0.848 0.812
nal knowledge resources such as lexical databaseg, . % 0849 0912 0889
for feature generalisation (WordNet, FrameNet, metonymic-f 0.331 0.580 0.47§
VerbNet, Levin verb classes) as well as other co —E‘ggi-TfK)N . 0.000 0.083 0.017
- .. -fine
pora (the Mascara corpus for additional training m accuracy 0794 T 0741 08440801
terial, the BNC, and the Web). literal-f 0.849 00912 0.887
place-for-people-f 0.308 0.589 0.454
5.2 Performance place-for-event-f 0.000 0.167 0.033
place-for-product-f 0.000 undef 0.000
Tables 3 and 4 report accuracy for all systeiiEa- obj-for-name-f 0.000 0.667 0.133
ble 5 provides a summary of the results with lowest, Obrj]-for-rer;-f gn(;i(;e(l; ungel; gnggé
. thermet- . unae .
highest, and average accuracy and f-scores for eacﬁ”xed_f 0000 0083 0017
subtask and granularity levél. ORGANISATION-coarse
The task seemed extremely difficult, with 2 of the ?ccu:any 0.618 g-ggg 8-;% 8-;‘113
.. . . - iteral- . . .
5 systemsyp13, FUH) participating in the location | | " 0572 0652 0.615

task not beating the baseline. These two systems [E®RGANISATION-medium

lied mainly on shallow features with limited or no QCCUﬁCy 0.618 8-;(1)}1 8-;22 8-;13
: eral- . . .

use of exte.rnal resources, t'hu's suggestlng that.thesI etonymic-f 0553 0604 0577

features might only be of limited use for identify-| mixed-f 0.000 0.308 0.163

ing metonymic shifts. The organisers themselvesORGANISATION-fine

- : : - | accuracy 0.618] 0.700 0.728 0.713

hav_e come to similar conc_luglons in their own ex; .o .% 0808 0826 0811
periments (Markert and Nissim, 2002). The SyS- org-for-members-f 0.568 0.630 0.608
tems using syntactic/grammatical featuré¥DER, Org-zor-evegt-ft . 8-288 l(JJnSd(% g-ggg

. org-for-product- . . .

UTD- HLT- GG, XRCE- M could improve over the | o for-facility-f 0.000 0222 0.141
baseline whether using manual annotation or parsorg-for-index-f 0.000 undef 0.00Q
ing. These systems also made heavy use of featyr@Pi-for-name-f 0.250 ~ 0.800  0.592
.. e - . obj-for-rep-f undef undef undef
generalisation. Classification granularity had only & jihermet-f 0.000 undef 0.000
small effect on system performance. mixed-f 0.000 0.343 0.135

Only few of the fine-grained categories could be
distinguished with reasonable success (see the f-
scores in Table 5). These include literal readings,
and place-for-people, org-for-members, and org-forffow f-scores). An exception is the object-for-
product metonymies, which are the most frequentame pattern, whickKRCE- Mand UTD- HLT- CG
categories (see Tables 1 and 2). Rarer metonymiguld distinguish with good success. Mixed read-
targets were either not assigned by the systenisgs also proved problematic since more than one
at all (“undef” in Table 5) or assigned wrongly pattern is involved, thus limiting the possibilities
mce limitations we do not report precision, recaII,Of learning from a single training instance. Only
and f-score per class and refer the reader to each system déYDER succeeded in correctly identifiying a variety

scription provided within this volume. of mixed readings in the organisation subtask. No
The value “undef” is used for cases where the system did

not attempt any assignment for a given class, whereas the vaiSyStems could identify unconventional metonymies

“0” signals that assignments were done, but were not correct correctly. Such poor performance is due to the non-
SPIease note that results for the FUH system are sllghtly difregularity of the reading by deﬁnition, SO that ap_

ferent than those presented in the FUH system description pa . .

per. This is due to a preprocessing problem in the FUH systelmroa(:heS based on learning from similar examples

that was fixed only after the run submission deadline. alone cannot work too well.
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Table 3: Accuracy scores for all systems for all the locatisks®

task | / system— | baseline FUH UTD-HLT-CG XRCE-M GYDER upld

LOCATION-coarse 0.794 0.778 0.841 0.851 0.852 0.7%4
LOCATION-medium| 0.794  0.772 0.840 0.848 0.848 0.7%0
LOCATION-fine 0.794 0.759 0.822 0.841 0.844 0.741

Table 4: Accuracy scores for all systems for all the orgaiisaasks

task | / system— baseline UTD-HLT-CG XRCE-M GYDER
ORGANISATION-coarse 0.618 0.739 0.732 0.767
ORGANISATION-medium| 0.618 0.711 0.711 0.733
ORGANISATION-fine 0.618 0.711 0.700 0.728

6 Concluding Remarks S. Harabagiu. 1998. Deriving metonymic coercions from

WordNet. InWorkshop on the Usage of WordNet in Natural
There is a wide range of opportunities for future fig- Language Processing Systems, COLING-ACI, 98-148,
. . Montreal, Canada.
urative language resolution tasks. In the SemEval

: T . .R. Hobbs, M.E. Stickel, D.E. Appelt, and P. Martin. 1993.
corpus the reading distribution mirrored the aCtuaj Interpretation as abductionArtificial Intelligence 63:69-

distribution in the original corpus (BNC). Although  142.
realistic, this led to little training data for severals, kamei and T. Wakao. 1992. Metonymy: Reassessment, sur-
phenomena. A future option, geared entirely to- vey of acceptability and its treatment in machine transtati

wards system improvement, would be to use a strat- SYStems- IfProc. of ACL-92309-311.

i ; ; ; it _S. Krishnakamuran and X. Zhu. 2007. Hunting elusive
ified corpus, built with different acquisition strate metaphors using lexical resources. NAACL 2007 Work.

gies like active learning or specialised search proce- shop on Computational Approaches to Figurative Language
dures. There are also several options for expang:. | akoff and M. Johnson. 1980Metaphors We Live By
ing the scope of the task, for example to a wider Chicago University Press, Chicago, Ill.

range of semantic classes, from proper names t0Leveling and S. Hartrumpf. 2006. On metonymy recogni-
common nouns, and from lexical samples to an all- tion for gir. In Proceedings of GIR-2006: 3rd Workshop on

. Geographical Information Retrieval
words task. In addition, our task currently covers _ o
| t . d Id b tended t th K. Markert and U. Hahn. 2002. Understanding metonymies in
only metonymies and could be extended 10 OINer yisqqyrse Artificial Intelligence 135(1/2):145-198.

kinds of figurative language. K. Markert and M. Nissim. 2002. Metonymy resolution as a

classification task. IProc. of EMNLP-2002204-213.
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Abstract dressing any of the particular subtasks in any of the
_ _ languages.
In this paper we describe SemEval-2007 task | gection 2 we describe the methodology fol-
number 9 Multilevel Semantic Annotation gyed to develop the linguistic corpora for the task.
of Catalan and Spanigh In this task, we Sections 3 and 4 summarize the task setting and the

aim at evaluating and comparing automatic  haricipant systems, respectively. Finally, Section 5

systems for the annotation of several seman-  ,resents a comparative analysis of the results. For
tic linguistic levels for Catalan and Spanish. g additional information on corpora, resources,

Three semantic levels are considered: noun o mats; tagsets, annotation manuals, etc. we refer
sense disambiguation, named entity recogni-  the reader to the official website of the thsk

tion, and semantic role labeling.

1 Introduction 2 Linguistic corpora

The Multilevel Semantic Annotation of Catalan and! "€ €orpora used in this SemEval task are a subset of

Spanish task is split into the following three sub—CESS'ECE’ a multilingual Treebank, composed of
tasks: a Spanish (CESS-ESP) and a Catalan (CESS-CAT)

corpus of 500K words each (Marti et al., 2007b).
Noun Sense Disambiguatior{NSD): Disambigua- These corpora were enriched with different kinds of
tion of all frequent nouns (“all words” style). semantic information: argument structure, thematic
Named Entity Recognition(NER): The annotation roles, semantic class, named entities, and WordNet
of (possibly embedding) named entities with basisynsets for the 150 most frequent nouns. The an-
entity types. notation process was carried out in a semiautomatic

subtasks, i.e., the annotation of verbal predicatdBalic processes.

with semantic roles (SR), and verb tagging with A sequential approach was adopted for the anno-
semantic—class labels (SC). tation of the corpus, beginning with the basic lev-

_ _ els of analysis, i.e., POS tagging and chunking (au-
All semantic annotation tasks are performed Obmatically performed) and followed by the more

exactly the same corpora for each language. We prgsmpjex levels: syntactic constituents and functions
sented all the anno_tanon levels to_gether as a Corﬂ'nanually tagged) and semantic annotation (man-
plex global task, since we were interested in aps,) and semiautomatic processes with manual com-
proaches which address these problems jointly, POSjetion and posterior revision). Furthermore, some

sibly taking into account cross-dependencies among e iments concerning inter-annotator agreement
them. However, we were also accepting systems ap-

proaching the annotation in a pipeline style, or ad- “www. | si . upc. edu/ ~nl p/ seneval / nsacs. ht n
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were carried out at the syntactic (Civit et al., 2003R.4 Thematic Role Labeling / Semantic Class
and semantic levels (Marquez et al.,

2004) in ordeé , . : .
: f th both ar-
to evaluate the quality of the results. asic syntactic functions were tagged with both ar

guments and thematic roles, taking into account the
semantic class related to the verbal predicate (Taulé
etal., 2006b). We characterized predicates by means
The syntactic annotation consists of the labeling adf a limited number of Semantic Classes based on
constituents, including elliptical subjects, and syngvent Structure Patterns, according to four basic
tactic functions. The surface order was maintainegvent classes:states activities accomplishments
and only those constituents directly attached to arandachievementsThese general classes were split
kind of ‘Sentence’ root node were considered (‘'S’into 17 subclasses, depending on thematic roles and
‘S.NF’, 'S.F’, 'S*). The syntactic functions are: diathesis alternations.
subject (SUJ), direct object (OD), indirect object gjmjlar to PropBank, the set of arguments se-
(QI), attribute (ATR), predicative (CPRED), agentiected by the verb are incrementally numbered ex-
complement (CAG), and adjunct (CC). Other funcpressing the degree of proximity of an argument in
tions such as textual element (ET), sentence adjun@|ation to the verb (Arg0, Argl, Arg2, Arg3, Arg4).
(AO), negation (NEG), vocative (VOC) and verbip our proposal, each argument includes the the-
modifiers (MOD) were tagged, but did not receivematic role in its label (e.g., Arg1l-PAT). Thus, we
any thematic role. have two different levels of semantic description:
the argument position and the specific thematic role.
This information was previously stored in a verbal
We selected the 150 most frequent nouns in thiexicon for each language. In these lexicons, a se-
whole corpus and annotated their occurrences withantic class was established for each verbal sense,
WordNet synsets. No other word categories werand the mapping between their syntactic functions
treated (verbs, adjectives and adverbs). We usedndth the corresponding argument structure and the-
steady version of Catalan and Spanish WordNetg)atic roles was declared. These classes resulted
linked to WordNet 1.6. Each noun either matchedrom the analysis of 1,555 verbs from the Span-
a WordNet synset or a special label indicating a spésh corpus and 1,077 from the Catalan. The anno-
cific circumstance (for instance, the tag C2S inditation process was performed in two steps: firstly,
cates that the word does not appear in the dictiove annotated automatically the unambiguous cor-
nary). All this process was carried out manually. respondences between syntactic functions and the-
matic roles (Marti et al., 2007a); secondly, we man-
2.3 Named Entities ually checked the outcome of the previous process
and completed the rest of thematic role assignments.

2.1 Syntactic Annotation

2.2 Lexical Semantic Information: WordNet

The corpora were annotated with bagtrong and
weakNgmed Entities. Str?ng NEs ::orrespond to smé_5 Subset for SemEval-2007
gle lexical tokens (e.g., “[U.S:b¢”), while weak
NEs include, by definition, some strong entitiesThe corpora extracted from CESS-ECE to conform
(e.g., “The [president of [UShclper”). (Arévalo SemEval-2007 datasets are: (a) SemEval-CESS-
et al., 2004). Thus, NEs may embed. Six basic sé&eSP (Spanish), made of 101,136 words (3,611 sen-
mantic categories were distinguished: Person, Orgeences), with 29% of the corpus coming from the
nization, Location, Date, Numerical expression, an&panish EFE News Agency and 71% coming from
Others (Borrega et al., 2007). Lexesp, a Spanish balanced corpus; (b) SemEval-
Two golden rules underlie the definition of NEs inCESS-CAT (Catalan), consisting of 108,207 words
Spanish and Catalan. On the one hand, only a no(#,202 sentences), with 71% of the corpus consistinf
phrase can be a NE. On the other hand, its refereat Catalan news from EFE News Agency and 29%
must be unique and unambiguous. Finally, anoth@oming from the Catalan News Agency (ACN).
hard rule (although not 100% reliable) is that only a These corpora were split into training and test
definite singular noun phrase might be a NE. subsets following a a 90%-10% proportion. Each
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test set was also partitioned into two subsets: ‘inthe thematic role labels. ArgM’'s are the adjuncts.

domain’ and ‘out-of-domain’ test corpora. The firstColumns are ordered according to the textual order
is intended to be homogeneous with respect to tha the predicates.

training corpus and the second was extracted from a|| these annotations in column format are ex-

a part of the CESS-ECE corpus annotated later anghcted automatically from the syntactic-semantic
not involved in the development of the resource§ees from the CESS-ECE corpora, which were dis-
(e.g., verbal dictionaries). tributed with the datasets. Participants were also
provided with the whole Catalan and Spanish Word-
Nets (v1.6), the verbal lexicons used in the role la-
Data formats are similar to those of CoNLL-beling annotation, the annotation guidelines as well
2004/2005 shared tasks on SRL (column style pres the annotated corpora.

sentation of levels of annotation), in order to be

able to share evaluation tools and already developéd Participant systems

scripts for format conversion.

3 Task setting

About a dozen teams expressed their interest in the
In Figure 1 you can find an example of a fully antask. From those, only 5 registered and downloaded
notated sentence in the column-based format. Thegtasets, and finally, only two teams met the dead-
is one line for each token, and a blank line after thgne and submitted resultsiLk 2 (Tilburg Univer-
last token of each sentence. The columns, separatgg,) presented a system addressing Semantic Role
by blank spaces, represent different annotations fpeling, andupc (Technical University of Cat-
the sentence with a tagging along words. For strugonia) presented a system addressing all subtasks
tured annotations (parse trees, named entities, aplependently. The ILk2 SRL system is based
arguments), we use the Start-End format. Columnsy memory-based classification of syntactic con-
1-6 correspond to the input information; columns &jtyents using a rich feature setPc- used several
and above contain the information to be predictednachine learning algorithms for addressing the dif-
We can group annotations in five main categories: ferent subtasks (AdaBoost, SVM, Perceptron). For
BASIC_INPUT_INFO (columns 1-3). The basic input SRL, the system implements a re-ranking strategy
information, including: (ayvOorRD (column 1) words using global features. The candidates are generated
of the sentence; (b)N (column 2) target nouns of using a state—of-the—art SRL base system.
the sentence, marked with *' (those that are to be Although the task targeted at systems addressing
assigned WordNet synsets); @) (column 3) target all subtasks jointly none of the participants did it.
verbs of the sentence, marked with *' (those that argVe believe that the high complexity of the whole
to be annotated with semantic roles). task together with the short period of time avail-
EXTRA INPUT_INFO (columns 4-6). The extra input able were the main reasons for this failure. From
information, including: (a)EMMA (column 4) lem- this point of view, the conclusions are somehow dis-
mas of the words; (l0s (column 5) part-of-speech appointing. However, we think that we have con-
tags; (C)SYNTAX (column 6) Full syntactic tree. tributed with a very valuable resource for the future
NE (column 7). Named Entities. research qnd, although not cqmplete, the current sys-
tems provide also valuable insights about the task

NS (column 8). WordNet sense of target nouns. ;
_ ‘and are very good baselines for the systems to come.
SR (columns 9 and above). Information on semantic

roles, including: (apc (column 9). Semantic class 5 Evaluation

of the verb; (b)pPrROPS(columns 10 and above). For _ _ _

each target verb, a column representing the argi? the following subsections we present an analysis

ment structure. Core numbered arguments includ¥ the results obtained by participant systems in the
2For historical reasons we referred to these splits as ‘3LB’ *Some members of this team are also task organizers. This

and ‘CESS-ECE’, respectively. Participants in the taskaare is why we mark the team name with an asterisk.

tually using these names, but we opted for using a more simple *The upc+ team tried some inter-task features to improve
notation in this paper (see Section 5). SRL but initial results were not successful.
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BASI C_I NPUT_INFO-----> EXTRA INPUT_INFO ---------mmmmmmama oo - - > NENS------- > SR-----eee i >
WORD TN TV LEMVA PGS SYNTAX NE NS SC PROPS----------- >
Las - - el daof p0 (S(sn-SUJ(espec. f p*) * - *  (Argl- TEMF
conclusiones * - conclusion ncfp000 (grup. nom f p* * 05059980n * *
de - - de sps00 (sp(prep*) * - * *
la - - el daof sO (sn(espec. fs*) (ORG - * *
comi si on * - comsion ncf s000 (grup. nom f s* * 06172564n * *
Zapat ero - - Zapatero np00000 (grup. nont) (PER*) * *
, - -, Fc (S. F.R * * *
que - - que pr0ocn00 (relatiu-SUJ*) * (Arg0- CAU*) *
anpliara - * anpliar vm f 3s0 (gv*) * al (V) *
el - - el daOns0 (sn- CD( espec. ns*) * - (Argl- PAT* *
pl azo * - plazo ncns000 (grup. nom ns* * 10935385n * *
de - - de sps00 (sp(prep*) * - * *
trabaj o * - trabajo ncnms000 (sn(grup.nomns*))))) * 00377835n *) *
. - Fc *)))))) *) - - * *)
quedan - * quedar vm p3p0 (gv*) * b3 * (V)
para - - para sps00 (sp- CC(prep*) * - *  (ArgM TWMP*
despues_del - - despues_del spcmrs (sp(prep*) * - * *
ver ano * - verano ncns000 (sn(grup. nomns*)))) * 10946199n * *)

Fp * * - * *

Figure 1: An example of an annotated sentence.

three subtasks. Results on the test set are presentedhe left part of the table (“all words”) contains
along 2 dimensions: (alanguage (‘ca’=Catalan; results on the complete test sets, while the right part
‘es’=Spanish); (b)corpus source('in’=in—-domain (“selected words”) contains the results restricted to
corpus; ‘out’=out—of-domain corpus). We will usethe set of words with trained SVM classifiers. This
alanguage.sourceair to denote a particular test set.set covers 31.0% of the word occurrences in the
Finally, **" will denote the addition of the two sub- training set and 28.2% in the complete test set.
corpora, either in the language or source dimensions. The main observation is that training/test corpora
contain few sense variations. Sense distributions are
5.1 NSD very skewed and, thus, the simple baseline shows a
Results on the NSD subtask are presented in Tablevery high accuracy (almost 85%). Thec system
BSL stands for a baseline system consisting of a®nly improvesssL accuracy by one point. This can
signing to each word occurrence the most frequetie partly explained by the small size of the word-
sense in the training set. For new nouns the firétased training corpora. Also, this improvement is
sense in the corresponding WordNet is selected. Timinished becauserPc only treated a subset of
UPC team trained a SVM classifier for each word inwords. However, looking at the right-hand side
a pre-selected subset and applied the baseline in thkthe table, the improvement over the baseline is
rest of cases. The selected words are frequent worsléll modest (-3 points) when focusing only on the
(more than 15 occurrences in the training corpudyeated words. As a final observation, no significant
showing a not too skewed distribution of senses idifferences are observed across languages and cor-
the training set (the most predominant sense covepora sources.
less than 90% of the cases). No other teams prg—2

sented results for this task. NER

ATWords Selecied Words Re.sulits on the NER subtask are presented in Tab.Ie 2.
Test [ BSL UPC BSL UPC This time,BsL stands for a baseline system consist-
ca* | 85.49% | 86.47% | 70.06% | 72.75% ing of collecting a gazetteer with the strong NEs ap-
es.* | 84.22% | 85.10% | 61.80% | 65.17% o Iy L
sin | 8484% | 86.49% | 67.30% | 72.24% pearing in the training set and assigning the Iongest
*out | 85.02% | 85.33% | 67.07% | 67.87% matches of these NEs in the test set. Weak entities
** | 84.94%] 85.87% | 67.19% | 70.12% are simply ignored bgsL. UPC presented a system

which treats strong and weak NEs in a pipeline of
Table 1: Overall accuracy on the NSD subtask two processors. Classifiers trained with multiclass
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AdaBoost are used to predict the strong and weabut the need of fully recognizing their internal strong

NEs. See authors’ paper for details. NEs; (b) there is some redundancy in the corpus
when tagging many equivalent weak NEs in embed-

BSL upC ded noun phrases. It is worth noting that the low re-

Test | Prec. Recall Fy Prec. | Recall Fy . .

ca* | 75.85| 15.45| 25.68 | 80.94 | 77.96 | 79.42 sults for strong NEs come from classification rather

es* | 71.88| 12.07| 20.66 | 70.65| 65.69| 68.08 | than recognition (recognition is almost 100% given

*xin | 83.06 | 17.43| 28.82 | 78.21 | 74.04 | 76.09 “ "

sout | 68631 1220 2072 | 7621 | 7251 | 7431 the_ proper noun _P_oS tag), thus the re_call for weak

% 7445 14.11] 23.72 | 76.03 | 73.08 | 74.96 entities is not diminished by the errors in strong en-

tity classification.

Table 2: Overall results on the NER subtask

Prec. Recall Fi
) Strong NEs| 73.04% | 63.36% | 67.85
uPC system largely overcomes the baseline, Weak NEs | 78.96% | 78.91% | 78.93

mainly due to the low recall of the latter. By lan-

guages, results on Catalan are significantly betteiaple 4: Results on strong vs. weak named entities:

than those on Spanish. We think this is attributablgpc. team; Test corpus *.*

mainly to corpora variations across languages. By

corpus source, “in-domain” results are slightly bet-

ter, but the difference is small (1.78 points). Overall®-3 SRL

the results for the NER task are in the mid seventieSRL is the most complex and interesting problem in

a remarkable result given the small training set anghe task. We had two participants< 2 andupPc,

the complexity of predicting embedded NEs. which participated in both subproblems, i.e., label-
Detailed results on concrete entity types are préng arguments of verbal predicates with thematic

sented in Table 3 (sorted by decreasing. FAs ex- roles (SR), and assigning semantic class labels to

pected,DAT andNUM are the easiest entities to rec-target verbs (SC). Detailed results of the two sys-

ognize since they can be easily detected by simptems are presented in Tables 5 and 6.

patterns and POS tags. On the contrary, entity types

requiring more semantic information present fairly . E:CZI e IRLeE; =

lower results. ORG PER and LOC are in the sev- ca~ 84.49| 7797 81.10| 84.72 | 82.12 | 83.40

enties, whileoTH is by far the most difficult class, | es* | 83.88| 78.49| 81.10 | 84.30 | 83.98 | 84.14

showing a very low recall. This is not surprising ::'c?ut gj% 33:?3 gg:g‘g gj:;é g‘l":éi gg:g%

sinceOTH agglutinates a wide variety of entity caseg—== 84181 78241 81.10| 8450 | 83.07 | 83.78

which are difficult to characterize as a whole.

Prec— T Recall = Table 5: Overall results on the SRL subtask: seman-

DAT | 97.38% | 96.88%| 97.13 tic role labeling (SR)
NUM | 98.05% | 89.68% | 93.68
ORG ;g:g;‘; ;g:g%‘; ;gig The 1Lk 2 system outperformsPc: in both SR
Loc | 73.41% | 68.29% | 70.76 and SC. For SR, both systems use a traditional ar-
OTH | 56.90% | 37.79% | 45.41 chitecture of labeling syntactic tree nodes with the-
matic roles using supervised classifiers. We would
Table 3: Detailed results on the NER subtasRc  attribute the overall Fdifference (2.68 points) to
team; Test corpus *.* a better feature engineering byk 2, rather than
to differences in the Machine Learning techniques
Another interesting analysis is to study the differused. Overall results in the eighties are remarkably
ences between strong and weak entities (see Talbigh given the training set size and the granularity
4) . Contrary to our first expectations, results ormf the thematic roles (though we have to take into
weak entities are much better (up to 11 points account that systems work with gold parse trees).
higher). Weak NEs are simpler for two reasons: (algain, the results are comparable across languages
there exist simple patters to characterize them, witland slightly better in the “in-domain” test set.
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upc ILK2Z sults on the verbs not appearing in the training set
Test Prec. Recall [ Prec. Recall [

ca* 186571 86571 86571 9025] 8850 80.37| are lower, but the performance decrease is not dra-
es.* | 81.05| 81.05| 81.05| 84.30 | 83.63 | 83.83 matic (3—6 k points) indicating that generalization

*in 81.17 | 81.17| 81.17 | 84.68 | 83.11 | 83.89 i i i
*out | 86.72| 86.72 | 86.72| 90.04 | 89.08 | 89.56 to new predicates is fairly good.

*x 83.86 | 83.86 | 83.86| 87.12 | 85.81 | 86.46

UPC* ILK 2

Test Prec. Recall Fy Prec. Recall F
Table 6: Overall results on the SRL subtask: semahKnown | 84.39 | 78.43 | 81.30 | 84.88 | 83.46 | 84.16
tic class tagging (SC) New 81.31| 75.56 | 78.33| 79.34 | 77.81| 78.57

Table 8: Global results on semantic role labeling for
In the SC subproblem, the differences are simiknown versus new predicates. Test corpus *.*

lar (2.60 points). In this case.k 2 trained special-
ized classifiers for the task, whileec- used heuris- Acknowledgements The organizers would like to
tics based on the SR outcomes. As a referencthank the following people for their hard work on
the baseline consisting of tagging each verb witkhe corpora used in the task: Juan Aparicio, Manu
its most frequent semantic class achievewv&lues Bertran, Oriol Borrega, Niria Bufi, Joan Castellvi,
of 64.01, 63.97, 41.00, and 57.42 on ca.in, ca.oukjlaria Jestus Diaz, Marina Lloberes, Difda Mon-
es.in, es.out, respectively. Now, the results are sigerde, Aina Peris, Lourdes Puiggrés, Marta Re-
nificantly better in Catalan, and, surprisingly, thecasens, Santi Reig, and Barbara Soriano. This re-
‘out’ test corpora makes;Ro raise. The latter is an search has been partially funded by the Spanish
anomalous situation provoked by the ‘es.in’ tdet. government: Lang2World (TIN2006-15265-C06-
Table 7 shows the global SR results by numbere@6) and CESS-ECE (HUM-2004-21127-E) projects.
arguments and adjuncts Interestingly, tagging ad-
juncts is f_ar more difficult than tagging core argUReferences
menj[s (this result was also observed for Engllsh PArevalo, M., M. Civitand M. A. Marti. 2004. MICE: a Module
previous works). Moreover, the global difference - to Named-Entities Recognition and Classificatibrierna-
betweeniLk 2 and upPc systems is explained by tional Journal of Corpus Linguistic€)(1). John Benjamins,
their ability to tag adjuncts (70.22 vs. 58.37). In Amsterdam.
the core arguments both systems are tied. Also Brrrega, O., M. Taule, M. A. Marti. 2007. What do we mean
when we speak about Named Entities? Piroceedings of
the same table we can see the overall results on

) - ’ X i X aCorpus Linguisticgforthcoming). Birmingham, UK.
simplified SR setting, in which the thematic roles ar%ivit’ M., A. Ageno, B. Navarro, N. Bufi and M. A. Marti

eliminated from the SR labels keeping only the argu- 2003. Qualitative and Quantitative Analysis of Annotagotr
ment number (like other evaluations on PropBank). Agreement in the Development of Cast3LB. Rroceed-

The results are only.2 points higher in this setting. gﬁ’}f’;ggg)\évg_rﬁh%gzgT;evfggglfs and Linguistics Theories

UPC ILK 2 Marquez, L., M. Taulé, L. Padro, L. Villarejo and M. A. Mar
Test [ Prec. | Recal = Prec. | Recall = 2004. On the Quality of Lexical Resources for Word Sense
Arg 0041| 87.73| 890.05| 89.42 | 88.58 | 88.99 Disambiguation. InProceedings of the 4th ESTAL Confer-
Adj 64.72 | 53.16 | 58.37 | 72.54 | 68.04 | 70.22 ence, Advances in natural Language ProcessidCS, vol.
A-TR | 92.91| 90.15| 91.51| 91.31 | 90.45 | 90.88 3230, 209-221. Alicante, Spain.

Marti, M. A., M. Taulg, L. Marquez, and M. Bertran. 2007a.

Table 7: Global results on numbered arauments Anotacion semiautom.atica con papeles tematicos deoies ¢
. . 9 pus CESS-ECE. IRevista de la SEPLN - Monografia TIMM
(Arg), adjuncts (Adj), and numbered arguments (forthcoming).

. . * %
without thematic role tag (A'TR)' Test corpus *. Marti, M. A., M. Taulé, L. Marquez, and M. Bertran. 2007b.

CESS-ECE: A multilingual and Multilevel Annotated Cor-
Finally, Table 8 compares overall SR results on pus.E-pub., http://www.Isi.upc.edw/mbertran/cess-ece

known vs. new predicates. As expected, the reraule, M., J. Castellvi and M. A. Marti. 2006. Semantic

S — Classes in CESS-LEX: Semantic Annotation of CESS-ECE.
°By chance, the genre of this part of corpus is mainly liter- In Proceedings of the Fifth Workshop on Treebanks and Lin-

ary. We are currently studying how this is affecting perfarmoe guistic Theories (TLT-2006Prague, Czech Republic.

results on all subtasks and, particularly, semantic ckgging.
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Abstract ful to many applications such as question answer-

ing, summarisation, paraphrase acquisition (Dagan

In this paper we describe the English Lexical
Substitution task for SemEval. In the task,
annotators and systems find an alternative
substitute word or phrase for a target word in
context. The task involves both finding the
synonyms and disambiguating the context.
Participating systems are free to use any lex-

et al., 2006), text simplification and lexical acquisi-
tion (McCarthy, 2002). Crucially this task does not
specify the inventory for use beforehand to avoid
bias to one predefined inventory and makes it eas-
ier for those using automatically acquired resources
to enter the arena. Indeed, since the systems in
SemkEval did not know the candidate substitutes for

ical resource. There is a subtask which re-
quires identifying cases where the word is
functioning as part of a multiword in the sen-
tence and detecting what that multiword is.

a word before hand, the lexical resource is evaluated
as much as the context based disambiguation com-
ponent.

2 Task set up

1 Introduction . .
The task involves a lexical sample of nouns, verbs,

Word sense disambiguatiorw$b) has been de- adjectives and adverbs. Both annotators and sys-
scribed as a task in need of an application. Whilsems select one or more substitutes for the target
researchers believe that it will ultimately prove useword in the context of a sentence. The data was
ful for applications which need some degree of seselected from the English Internet Corpus of En-
mantic interpretation, the jury is still out on thisglish produced by Sharoff (2006) from the Inter-
point. One problem is thatsD systems have been net (http:/corpus.leeds.ac.uk/internet.html). This is
tested on fine-grained inventories, rendering the tagk balanced corpus similar in flavour to the BNC,
harder than it need be for many applications (Idéhough with less bias to British English, obtained
and Wilks, 2006). Another significant problem isby sampling data from the web. Annotators are not
that there is no clear choice of inventory for anyprovided with the PoS (noun, verb, adjective or ad-
given task (other than the use of a parallel corpugerb) but the systems are. Annotators can provide
for a specific language pair for a machine translationp to three substitutes but all should be equally as
application). good. They are instructed that they can provide a
The lexical substitution task follows on from phrase if they can’t think of a good single word sub-
some previous ideas (McCarthy, 2002) to examstitute. They can also use a slightly more general
ine the capabilities ofwsD systems built by re- word if that is close in meaning. There is RAME”
searchers on a task which has potential for NLIResponse if the target is part of a proper name and
applications. Finding alternative words that cariNIL” response if annotators cannot think of a good
occur in given contexts would potentially be usesubstitute. The subjects are also asked to identify

48

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 48-53,
Prague, June 2007. (©2007 Association for Computational Linguistics



if they feel the target word is an integral part of Pairwise inter-annotator agreement was 27.75%.
a phrase, and what that phrase was. This optiof8.93% had modes, and pairwise agreement with the
was envisaged for evaluation of multiword detecmode was 50.67%. Agreement is increased if we re-
tion. Annotators did sometimes use it for paraphragnove one annotator who typically gave 2 or 3 sub-
ing a phrase with another phrase. However, for astitutes for each item, which increased coverage but
item to be considered a constituent of a multiwordreduced agreement. Without this annotator, inter-
a majority of at least 2 annotators had to identify thennotator agreement was 31.13% and 64.7% with
same multiword- mode.

The annotators were 5 native English speakers Multiword detection pairwise agreement was
from the UK. They each annotated the entire datase32.30% and agreement on the identification of the
All annotations were semi-automatically lemmaexact form of the actual multiword was 44.13%.
tised (substitutes and identified multiwords) unless
the lemmatised version would change the meanirg Scoring
of the substitute or if it was not obvious what the

canonical version of the multiword should be. We have 3 separate subtasksbgt 2) oot and 3)
mw which we describe below? In the equations
2.1 Data Selection and results tables that follow we ugefor precision,

The data set comprises 2010 sentences, 201 tardefor recall, andMode P and Mode R where we
words each with 10 sentences. We released 300 fe@/culate precision and recall against the substitute
the trial data and kept the remaining 1710 for th&h0Sen by the majority of annotators, provided that
test release. 298 of the trial, and 1696 of the tedpere is a majority.

release remained after filtering items with less than L€t/ be the set of annotator$, be the set of test

2 nonNiL and NoNNAME responses and a few with items with 2 or more responses (nmn. or NAME)
erroneous PoS tags. The words included were sa0dh; be the set of responses for an itéra 7" for
lected either manually (70 words) from examinatiorfnnotator < H.

of a variety of lexical resources and corpora or au- For eachi € 7" we calculate the moder;) i.e.
tomatically (131) using information in these lexicalthe most frequent response provided that there is a
resources. Words were selected from those having@sponse more frequent than the others. The set of
number of different meanings, each with at least onéems where there is such a mode is referred to as
synonym. Since typically the distribution of mean-I'M. Let A (and AM) be the set of items frorf’

ings of a word is strongly skewed (Kilgarriff, 2004), (or T'M) where the system provides at least one sub-
for the test set we randomly selected 20 words ifititute. Leta; : i € A (ora; : i € AM) be the set
each PoS for which we manually selected the se®f guesses from the system for iteim For eachi
tenceg (we refer to these words asaN) whilst for we calculate the multiset unionHQ) for all h; for all

the remaining wordsRAND) the sentences were se-h € H and for each unique type-s) in H; will

lected randomly. have an associated frequengy-{q,..s) for the num-
ber of times it appears ;.
2.2 Inter Annotator Agreement For example: Given an item (id 9999) foappy;a

Since we have sets of substitutes for each item asgPposing the annotators had supplied answers as
annotator, pairwise agreement was calculated b#llows:

tween each pair of setgX, p2 € P) from each pos- annotator  responses
. . p10pg 1 glad merry
sible pairing ) asw 2 glad
3 cheerful glad
*Full instructions given to the annotators are posted at ‘51 _me_rrly
jovia

http://www.informatics.susx.ac.uk/research/nlp/mtogfiles/
instructions.pdf.

>There were only 19 verbs due to an error in automatic se- The scoring measures are as described in the doc-
lection of one of the verbs picked for manual selection of senument at http://nip.cs.swarthmore.edu/semeval/taaislO/
tences. taskl0documentation.pdf released with our trial data.
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then H; would beglad glad glad merry merry  we only have 5 annotators. With 10 guesses there is
cheerful jovial. Theres with associated frequenciesa better chance that the systems find the responses
would beglad 3 merry 2 cheerful 1 andjovial 1. of these 5 annotators. There is no ordering of the
guesses and th&lode scores give credit where the

best measures - This requires théest file produced H\eode was found in one of the system’s 10 guesses.

by the system which gives as many guesses as t

system believes are fitting, but where the credit D resca, {T€res
for each correct guess is divided by the number of p_ 2aiieA ;] 5)
guesses. The first guess in the list is taken as the | Al
best guesshp). S s, Freres
Zres€a~ fregres R — Zai:ieT ‘HZ‘ (6)
E A |‘ah;i‘| |T|
a;:t i 3
P = IA] (1) Mode P — Zai:ieAMlzf any guess € a; = m;
|AM|
re (7)
Zme‘% Mode B = Zai:ieTM 1if any guess € a; = m;
. 2 a;ieT T ) T M| ®
Mode P — S bgican Lif bg =m; 3 mw measures For this measure, a system must
oae I~ = |AM] (3) identify items where the target is part of a multiword
Lif ba — ms and what the multiword is. The annotators do not all
Mode R = Lvgienr Lif bg = ms (4) have linguistics background, they are simply asked

[TM]| if the target is an integral part of a phrase, and if so
A system is permitted to provide more than onevhat the phrase is. Sometimes this option is used
response, just as the annotators were. They céy the subjects for paraphrasing a phrase of the sen-
do this if they are not sure which response is betence, but typically it is used when there is a mul-
ter, however systems will maximise the score if theyiword. For scoring, a multiword item is one with
guess the most frequent response from the annot@-majority vote for the same multiword with more
tors. ForP and R the credit is divided by the num- than 1 annotator identifying the multiword.
ber of guesses that a system makes to prevent a systet MW be the subset off’ for which there
tem simply hedging its bets by providing many redis such a multiword response from a majority of
sponses. The credit is also divided by the number aft least 2 annotators. Letw; € MW be the
responses from annotators. This gives higher scoreaultiword identified by majority vote for item.
to items with less variation. We want to emphasiséet MW sys be the subset df for which there is a
test items with better agreement. multiword response from the system andvsys;
Using the example fohappy;a id 9999 above, if be a multiword specified by the system for itém
the system’s responses for this item wgkexl; cheer-
ful the credilt foragggg in the numerator of? and R detection P =

would be— = .286 > mwsys; MW sys 1 1.f mw; exists at i
For Mode P and Mode R we use the system’s | MW sys|
first guess and compare this to the mode of the anng- )
. etection R =
tators responses on items where there was a response

(9)

mwsys;e Mw 1 1 mw; exists at i

more frequent than the others. (10)
MW

oot measures This allows a system to make up to o | |

10 guesses. The credit for each correct guess is fgentification P =

divided by the number of guesses. This allows for 37, o c.crwsys 1 if mwsys; = mw;

the fact that there is a lot of variation for the task and MW sys| (11)
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identi fication R = SWAGL, SWAG2, USYD, UNT) to obtain counts for
, disambiguation, with some using algorithms to de-
Dmwsysiemw 1 1f mwsys; = mw; (12) rive domain (RsT1) or co-occurrenceTOR) infor-
|MW| mation from the BNC. Most systems did not use
. sense tagged data for disambiguation thomghB
31 Basdines did use SemCor (Miller et al., 1993b) for filtering in-
We produced baselines using WordNet 2.1 (Miller efrequent synonyms ananNT used a semi-supervised

measures. For the WordNeest baseline we found  gther techniques, including machine translation en-

the best ranked synonym using the criteria 1 10 gines,
below in order. For WordNetot we found up to 10

synonyms using criteria 1 to 4 in order until 10 wereb  Results
found:

In tables 1 to 3 we have ordered systems accord-

1. Synonyms from the first synset of the targetnd to R on thebest task, and in tables 4 to 6 ac-

word, and ranked with frequency data obtainegording to ® on oot. We show all scores as per-
from the BNC (Leech, 1992). centages i.e. we multiply the scores in section 3

by 100. In tables 3 and 6 we show results using
2. synonyms from the hypernyms (verbs anghe subset of items which were i) NOT identified as
nouns) or closely related classes (adjectives) @hultiwords (uMwT) ii) scored only on non multi-
that first synset, ranked with the frequency datayord substitutes from both annotators and systems
(i.e. no spaces)N\Mws). Unfortunately we do not
have space to show the analysis for then and
RAND subsets here. Please refer to the task website

4. synonyms from the hypernyms (verbs andor these results> We retain the same ordering for

all synsets of the target, ranked with the BNCOf the data. Although there are further differences
frequency data. in the systems which would warrant reranking on an

individual analysis, since we combined the subanal-
We also producedbest and oot baselines using yses in one table we keep the order as for 1 and 4
the distributional similarity measures |1, jaccard, corespectively for ease of comparison.
sine, lin (Lin, 1998) andsp (Lee, 1999Y. We took There is some variation in rank order of the sys-
the word with the largest similarity (or smallest dis-tems depending on which measures are u$edJ
tance forasp and 1) forbest and the top 10 fooot. is highest ranking otk for best. UNT is best at find-
For mw detection and identification we useding the mode, particularly onot, though it is the
WordNet to detect if a multiword in WordNet which most complicated system exploiting a great many
includes the target word occurs within a window oknowledge sources and componentRsT2 does
2 words before and 2 words after the target word. well at finding the mode irbest. The IRST2 best
R score is lower because it supplied many answers
4 Systems for each item however it achieves the bé&sscore

9 teams registered and 8 participated, and two @ theoot task. The baselines are oytperformed by
these teamssWAG andIRsT) each entered two sys- most systems. The WordNet baseline outperforms

tems, we distinguish the first and second systerﬁ@ose derived from distributional methods. The dis-
with a 1 and 2 suffix respectively. tributional methods, especially lin, show promising

fesults given that these methods are automatic and

3. Synonyms from all synsets of the target word
and ranked using the BNC frequency data.

The systems all used 1 or more predefined inve

tories. Most used web queriesif, MELB, UNT) The task website is at http://www.informatics.sussexkc.

or web data (Brants and Franz, 20063412, KU, research/nip/mccarthy/task10index.html.
- 5There is not a big difference betwedh and R because
“We used 0.99 as the parameter dofor this measure. systems typically supplied answers for most items.
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Systems| P R Mode P Mode R
KU 12.90 12.90] 20.65 20.65
UNT 12.77 12.77| 20.73 20.73 Systems| P R | Mode P Mode R
MELB 12.68 12.68| 20.41 20.41 IRST2 | 69.03 68.90| 5854 58.54
HIT 11.35 11.35| 18.86 18.86 UNT 49.19 49.19| 66.26 66.26
USYD 11.23 10.88| 18.22 17.64 KU 46.15 46.15 61.30 61.30
IRST1 8.06 8.06| 13.09 13.09 IRST1 | 41.23 41.20| 55.28 55.28
IRST2 6.95 6.94| 20.33 20.33 usYD 36.07 34.96| 43.66 42.28
TOR 298 298| 472 4.72 SWAG2 | 37.80 34.66| 50.18 46.02
HIT 33.88 33.88| 46.91 46.91
. swaGcl | 3553 32.83| 47.41 43.82
Table 1:best results TOR 1119 11.19| 14.63 14.63
Systems | P R Mode P Mode R
WordNet | 9.95 9.95[ 15.28 15.28 Table 4:00t results
lin 8.84 853| 14.69 14.23
11 8.11 7.82| 13.35 12.93
lee 6.99 6.74| 11.34 10.98
jaccard | 6.84 6.60| 11.17 10.81
cos 5.07 4.89| 7.64 7.40 Systems | P B | Mode P Mode B
WordNet | 29.70 29.35] 40.57 40.57
Table 2:best baseline results lin 27.70 26.72| 40.47 39.19
11 24.09 23.23| 36.10 34.96
_ . _ lee 20.09 19.38| 29.81 28.86
don’t require hand-crafted inventories. As yet we | jaccard | 18.23 17.58| 26.87 26.02
haven’t combined the baselines with disambiguation | cos 14.07 13.58| 20.82 20.16
methods. .
Only HIT attempted thenw task. It outperforms Table 5:00t baseline results
all baselines from WordNet.
5.1 Post Hoc Analysis
Choosing a lexical substitute for a given word is NMWT NMWS
not clear cut and there is inherently variation in the Systems| P R P R
task. Since it is quite likely that there will be syn- IRST2 ;i‘i‘s‘ ;i‘ig ;i-éi ;i-gi
. . UNT . . . .
onyms that the five annotatprs do ngt think of we 5 1843 4843 49737 4972
conducted a post h_oc_: analysis to see if the synonyms RSTL 2311 4308 4513 4511
selected by the original annotators were better, on USYD 37.26 36.17| 40.13 38.89
the whole, than those in the systems responses. We SwWAG2 | 39.95 36.51| 40.97 37.75
randomly selected 100 sentences from the subset of [ HIT 3560 35.60| 36.63 36.63
items which had more than 2 single word substitutes Swacl | 3749 34.64] 3836 3567
9 ' TOR 11.77 11.77] 1222 12.22

no NAME responses, and where the target word was

Table 6: Further analysis faot

NMWT NMWS
Systems| P R P R

KU 13.39 13.39| 14.33 13.98

UNT 13.46 13.46| 13.79 13.79

MELB 13.35 13.35| 14.19 13.82 T WordNet BL
HIT 11.97 11.97| 1255 12.38 P R P R

UsYD 11.68 11.34| 12.48 12.10
IRST1 8.44 8.44 | 8.98 8.92

detection 45.34 56.15| 43.64 36.92
identification | 41.61 51.54| 40.00 33.85

IRST2 7.25 7.24| 7.67 7.66
TOR 3.22 3.22 | 3.32 3.32

Table 7:Mw results
Table 3: Further analysis fdrest
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good | reasonable] bad

Fellowship to the first author. We also acknowledge support
Sys 9.07 19.08 71.85

origA | 37.36 41.01 21.63 to the second author from INTEROP NoE (508081" EU
FP). We thank the annotators for their hard work. We thank
Table 8: post hoc results Serge Sharoff for the use of his Internet corpus, Julie Wemds

the software we used for producing the distributional saniy
baselines and Suzanne Stevenson for suggestirmpthask .
not one of those identified as a multiword (i.e. a ma-
jority vote by 2 or more annotators for the same mul-
tiword as described in section 2). We then mixed thReferences
substitutes from the human annotators with those horsten Brants and Alex Franz. 2006. Web 1T 5-gram
the systems. Three fresh annotafosgre given the  corpus version 1.1. Technical Report.

test sentence_and asked to categorise the randomly Dagan, Oren Glickman, Alfio Gliozzo, Efrat Mar-
ordered substitutes as good, reasonable or bad. Wemorshtein, and Carlo Strapparava. 2006. Direct word
take the majority verdict for each substitute, but if sense matching for lexical substitution. Pnoceed-

there is one reasonable and one good verdict, theningsof the 21st International Conference on Computa-

we categorise the substitute as reasonable. The perLional Linguistics and 44th Annual Meeting of the As-

. ..~ sociation for Computational Linguistics, Sydney, Aus-
centage of substitutes for systems (sys) and original ¢ajia, July. Association for Computational Linguistics.

annotators (origA) categorised as good, reasonable

and bad by the post hoc annotators are shown in t§2ncy Ide and Yorick Wilks. 2006. Making sense about
. sense. In Eneko Agirre and Phil Edmonds, editors,
ble 8. We see the substitutes from the humans have\\prq sense Disambiguation, Algorithms and Applica-

a higher proportion of good or reasonable responsestions, pages 47—73. Springer.

by the post hoc annotators compared to the SUbSH_dam Kilgarriff. 2004. How dominant is the common-
tutes from the systems. ' '

est sense of a word? Rroceedings of Text, Speech,
Dialogue, Brno, Czech Republic.

6 Conclusions and Future Directions o o S
Lillian Lee. 1999. Measures of distributional similarity.

We think this task is an interesting one in which to In Proceedings of the 37th Annual Meeting of the As-
evaluate automatic approaches of capturing lexical °¢/ation for Computational Linguistics, pages 25-32.
meaning. There is an inherent variation in the tas&eoffrey Leech. 1992. 100 million words of English:
because several substitutes may be possible for athe British National Corpus. Language Research,
given context. This makes the task hard and scoring 28(1):1-13.

is less straightforward than a task which has fixebekang Lin. 1998. An information-theoretic definition
choices. On the other hand, we believe the task taps©f similarity. In Proceedings of the 15th International
into human understanding of word meaning and we COnferénce on Machine Learning, Madison, W1.

hope that computers that perform well on this tasbiana McCarthy. 2002. Lexical substitution as a task for
will have potential in NLP applications. Since a Wsd evaluation. IrProceedings of the ACL Workshop
pre-defined inventory is not used, the task allows us gﬂ&f’é‘éﬁiﬁ;;ﬁgg‘g:%gﬁEic,egﬁég%ﬁfl‘fs A
to compare lexical resources as well as disambigua-

tion techniques without a bias to any predefined inGeorge Miller, Richard Beckwith, Christine Fellbaum,

; ; : PR _ David Gross, and Katherine Miller, 1993alntro-
ventory. It is possible for those interested in disam duction to WordNet: an On-Line Lexical Database.

bigua'tion to focu§ on this, r.ather than the choice of . //clarity. princeton.edu/pub/WordNet/Spapers. ps.
substitutes, by using the union of responses from thg A Miller. Claudia L « Randee Tendi. and
. : eorge A. Miller, Claudia Leacock, Randee Tengi, an
annotators in future experiments. Ross T Bunker. 1993b. A semantic concordance. In
Proceedings of the ARPA Workshop on Human Lan-
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"Again, these were native English speakers from the UK.
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Abstract

We made use of parallel texts to gather train-
ing and test examples for the English lexi-
cal sample task. Two tracks were organized
for our task. The first track used examples
gathered from an LDC corpus, while the
second track used examples gathered from
a Web corpus. In this paper, we describe
the process of gathering examples from the
parallel corpora, the differences with similar
tasks in previous SENSEVAL evaluations,
and present the results of participating sys-
tems.

1 Introduction

As part of the SemEval-2007 evaluation exercise, we
organized an English lexical sample task for word
sense disambiguation (WSD), where the sense-
annotated examples were semi-automatically gath-
ered from word-aligned English-Chinese parallel
texts. Two tracks were organized for this task, each
gathering data from a different corpus. In this paper,
we describe our motivation for organizing the task,
our task framework, and the results of participants.

Past research has shown that supervised learning
is one of the most successful approaches to WSD.
However, this approach involves the collection of
a large text corpus in which each ambiguous word
has been annotated with the correct sense to serve as
training data. Due to the expensive annotation pro-
cess, only a handful of manually sense-tagged cor-
pora are available.

An effort to alleviate the training data bottle-
neck is the Open Mind Word Expert (OMWE)
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project (Chklovski and Mihalcea, 2002) to collect
sense-tagged data from Internet users. Data gath-
ered through the OMWE project were used in the
SENSEVAL-3 English lexical sample task. In that
task, WordNet-1.7.1 was used as the sense inven-
tory for nouns and adjectives, while Wordsmyth?
was used as the sense inventory for verbs.

Another source of potential training data is par-
allel texts. Our past research in (Ng et al., 2003;
Chan and Ng, 2005) has shown that examples gath-
ered from parallel texts are useful for WSD. Briefly,
after manually assigning appropriate Chinese trans-
lations to each sense of an English word, the English
side of a word-aligned parallel text can then serve as
the training data, as they are considered to have been
disambiguated and “sense-tagged” by the appropri-
ate Chinese translations.

Using the above approach, we gathered the train-
ing and test examples for our task from parallel texts.
Note that our examples are collected without manu-
ally annotating each individual ambiguous word oc-
currence, allowing us to gather our examples in a
much shorter time. This contrasts with the setting of
the English lexical sample task in previous SENSE-
VAL evaluations. In the English lexical sample task
of SENSEVAL-2, the sense tagged data were cre-
ated through manual annotation by trained lexicog-
raphers. In SENSEVAL-3, the data were gathered
through manual sense annotation by Internet users.

In the next section, we describe in more detail
the process of gathering examples from parallel texts
and the two different parallel corpora we used. We
then give a brief description of each of the partici-

http:/www.wordsmyth.net

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 54-58,
Prague, June 2007. (©2007 Association for Computational Linguistics



pating systems. In Section 4, we present the results
obtained by the participants, before concluding in
Section 5.

2 Gathering Examplesfrom Parallel
Corpora

To gather examples from parallel corpora, we fol-
lowed the approach in (Ng et al., 2003). Briefly, af-
ter ensuring the corpora were sentence-aligned, we
tokenized the English texts and performed word seg-
mentation on the Chinese texts (Low et al., 2005).
We then made use of the GIZA++ software (Och and
Ney, 2000) to perform word alignment on the paral-
lel corpora. Then, we assigned some possible Chi-
nese translations to each sense of an English word
w. From the word alignment output of GIZA++, we
selected those occurrences of w which were aligned
to one of the Chinese translations chosen. The En-
glish side of these occurrences served as training
data for w, as they were considered to have been dis-
ambiguated and “sense-tagged” by the appropriate
Chinese translations. The English half of the par-
allel texts (each ambiguous English word and its 3-
sentence context) were used as the training and test
material to set up our English lexical sample task.

Note that in our approach, the sense distinction
is decided by the different Chinese translations as-
signed to each sense of a word. This is thus
similar to the multilingual lexical sample task in
SENSEVAL-3 (Chklovski et al., 2004), except that
our training and test examples are collected with-
out manually annotating each individual ambiguous
word occurrence. The average time needed to assign
Chinese translations for one noun and one adjective
is 20 minutes and 25 minutes respectively. This is
a relatively short time, compared to the effort other-
wise needed to manually sense annotate individual
word occurrences. Also, once the Chinese transla-
tions are assigned, more examples can be automat-
ically gathered as more parallel texts become avail-
able.

We note that frequently occurring words are usu-
ally highly polysemous and hard to disambiguate.
To maximize the benefits of our work, we gathered
training data from parallel texts for a set of most fre-
quently occurring noun and adjective types in the
Brown Corpus. Also, similar to the SENSEVAL-3
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Dataset Avg. no. | Avg. no. of examples
of senses | Training Test
LDC noun 5.2 197.6 98.5
LDC adjective 3.9 125.6 62.9
Web noun 35 182.0 91.3
Web adjective 2.8 88.8 44.6

Table 1. Average number of senses, training exam-
ples, and test examples per word.

English lexical sample task, we used WordNet-1.7.1
as our sense inventory.

21 LDC Corpus

We have two tracks for this task, each track using a
different corpus. The first corpus is the Chinese En-
glish News Magazine Parallel Text (LDC2005T10),
which is an English-Chinese parallel corpus avail-
able from the Linguistic Data Consortium (LDC).

From this parallel corpus, we gathered examples
for 50 English words (25 nouns and 25 adjectives)
using the method described above. From the gath-
ered examples of each word, we randomly selected
training and test examples, where the number of
training examples is about twice the number of test
examples.

The rows LDC noun and LDC adjective in Table
1 give some statistics about the examples. For in-
stance, each noun has an average of 197.6 training
and 98.5 test examples and these examples repre-
sent an average of 5.2 senses per noun.? Participants
taking part in this track need to have access to this
LDC corpus in order to access the training and test
material in this track.

2.2 Web Corpus

Since not all interested participants may have access
to the LDC corpus described in the previous sub-
section, the second track of this task makes use of
English-Chinese documents gathered from the URL
pairs given by the STRAND Bilingual Databases.?
STRAND (Resnik and Smith, 2003) is a system that
acquires document pairs in parallel translation auto-
matically from the Web. Using this corpus, we gath-
ered examples for 40 English words (20 nouns and

20nly senses present in the examples are counted.
3http://www.umi acs.umd.edu/~resnik/strand



20 adjectives).

The rows Web noun and Web adjective in Table 1
show that we selected an average of 182.0 training
and 91.3 test examples for each noun and these ex-
amples represent an average of 3.5 senses per noun.
We note that the average number of senses per word
for the Web corpus is slightly lower than that of the
LDC corpus.

2.3 Annoctation Accuracy

To measure the annotation accuracy of examples
gathered from the LDC corpus, we examined a ran-
dom selection of 100 examples each from 5 nouns
and 5 adjectives. From these 1,000 examples, we
measured a sense annotation accuracy of 84.7%.
These 10 words have an average of 8.6 senses per
word in the WordNet-1.7.1 sense inventory. As de-
scribed in (Ng et al., 2003), when several senses
of an English word are translated by the same Chi-
nese word, we can collapse these senses to obtain a
coarser-grained, lumped sense inventory. If we do
this and measure the sense annotation accuracy with
respect to a coarser-grained, lumped sense inventory,
these 10 words will have an average of 6.5 senses per
word and an annotation accuracy of 94.7%.

For the Web corpus, we similarly examined a ran-
dom selection of 100 examples each from 5 nouns
and 5 adjectives. These 10 words have an average of
6.5 senses per word in WordNet-1.7.1 and the 1,000
examples have an average sense annotation accuracy
of 85.0%. After sense collapsing, annotation ac-
curacy is 95.3% with an average of 4.8 senses per
word.

2.4 Training and Test Data from Different
Documents

In our previous work (Ng et al., 2003), we conducted
experiments on the nouns of SENSEVAL-2 English
lexical sample task. We found that there were cases
where the same document contributed both training
and test examples and this inflated the WSD accu-
racy figures. To avoid this, during our preparation
of the LDC and Web data, we made sure that a doc-
ument contributed only either training or test exam-
ples, but not both.
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3 Participating Systems

Three teams participated in the Web corpus track
of our task, with each team employing one system.
There were no participants in the LDC corpus track,
possibly due to the licensing issues involved. All
participating systems employed supervised learning
and only used the training examples provided by us.

31 CITYU-HIF

The CITYU-HIF team from the City University of
Hong Kong trained a naive Bayes (NB) classifier
for each target word to be disambiguated, using
knowledge sources such as parts-of-speech (POS) of
neighboring words and single words in the surround-
ing context. They also experimented with using dif-
ferent sets of features for each target word.

3.2 HIT-IR-WSD

The system submitted by the HIT-IR-WSD team
from Harbin Institute of Technology used Support
Vector Machines (SVM) with a linear kernel func-
tion as the learning algorithm. Knowledge sources
used included POS of surrounding words, local col-
locations, single words in the surrounding context,
and syntactic relations.

3.3 PKU

The system submitted by the PKU team from Peking
University used a combination of SVM and maxi-
mum entropy classifiers. Knowledge sources used
included POS of surrounding words, local colloca-
tions, and single words in the surrounding context.
Feature selection was done by ignoring word fea-
tures with certain associated POS tags and by se-
lecting the subset of features based on their entropy
values.

4 Results

As all participating systems gave only one answer
for each test example, recall equals precision and
we will only report micro-average recall on the Web
corpus track in this section.

Table 2 gives the overall results obtained by each
of the systems when evaluated on all the test exam-
ples of the Web corpus. We note that all the par-
ticipants obtained scores which exceed the baseline
heuristic of tagging all test examples with the most



System ID Contact author Learning algorithm Score
HIT-IR-WSD | Yuhang Guo, <astronaut@ir.hit.edu.cn> SVM 0.819
PKU Peng Jin, <jandp@pku.edu.cn> SVM and maximum entropy | 0.815
CITYU-HIF | Oi Yee Kwong, <rlolivia@cityu.edu.hk> NB 0.753
MFS - Most frequent sense baseline | 0.689

Table 2: Overall micro-average scores of the participants and the most frequent sense (MFS) baseline.

Noun MFS | CITYU-HIF | HIT-IR-WSD | PKU | Adjective MES | CITYU-HIF | HIT-IR-WSD | PKU
age 0.486 0.643 0.743 0.700 || ancient 0.778 0.667 0.778 0.741
area 0.480 0.693 0.773 0.773 || bad 0.857 0.857 0.905 0.905
body 0.872 0.897 0.910 0.923 || common 0.533 0.567 0.533 0.633
change 0411 0.400 0.578 0.611 || early 0.769 0.846 0.769 0.769
director 0.580 0.890 0.960 0.960 || educational | 0.911 0.911 0.911 0.911
experience 0.830 0.830 0.880 0.840 || free 0.760 0.792 0.854 0.917
future 0.889 0.889 0.990 0.990 || high 0.630 0.926 0.815 0.852
interest 0.308 0.165 0.813 0.780 || human 0.872 0.987 0.962 0.962
issue 0.651 0.711 0.892 0.855 || little 0.450 0.750 0.650 0.650
life 0.820 0.830 0.860 0.740 || long 0.667 0.690 0.786 0.714
material 0.719 0.719 0.781 0.641 || maor 0.870 0.902 0.880 0.913
need 0.907 0.907 0.918 0.918 || medica 0.738 0.787 0.800 0.725
performance | 0.410 0.570 0.690 0.700 || national 0.267 0.467 0.667 0.700
program 0.590 0.590 0.730 0.690 || new 0.441 0.441 0.529 0.559
report 0.870 0.840 0.880 0.870 || present 0.875 0.917 0.875 0.875
system 0.510 0.700 0.610 0.730 || rare 0.727 0.818 0.727 0.909
time 0.455 0.673 0.733 0.693 || serious 0.879 0.879 0.879 0.879
today 0.800 0.750 0.800 0.780 || smple 0.795 0.818 0.864 0.864
water 0.882 0.921 0.868 0.895 || small 0.714 0.929 0.893 0.929
work 0.644 0.743 0.842 0.891 || third 0.888 0.988 0.963 0.963
Micro-avg 0.656 0.719 0.813 0.802 || Micro-avg | 0.757 0.823 0.831 0.842

Table 3: Micro-average scores of the most frequent
sense baseline and the various participants on each
noun.

frequent sense (MFS) in the training data. This sug-
gests that the Chinese translations assigned to senses
of the ambiguous words are appropriate and provide
sense distinctions which are clear enough for effec-
tive classifiers to be learned.

In Table 3 and Table 4, we show the scores ob-
tained by each system on each of the 20 nouns and
20 adjectives. For comparison purposes, we also
show the corresponding MFS score of each word.
Paired t-test on the results of the top two systems
show no significant difference between them.

5 Conclusion

We organized an English lexical sample task using
examples gathered from parallel texts. Unlike the
English lexical task of previous SENSEVAL evalua-
tions where each example is manually annotated, we
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Table 4: Micro-average scores of the most frequent
sense baseline and the various participants on each
adjective.

only need to assign appropriate Chinese translations
to each sense of a word. Once this is done, we auto-
matically gather training and test examples from the
parallel texts. All the participating systems of our
task obtain results that are significantly better than
the most frequent sense baseline.
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Abstract

This paper presents the task definition, re-
sources, and the single participant system
for Task 12: Turkish Lexical Sample Task
(TLST), which was organized in the Se-
mEval-2007 evaluation exercise. The
methodology followed for developing the
specific linguistic resources necessary for

the task has been described in this context.

A language-specific feature set was defined
for Turkish. TLST consists of three pieces
of data: The dictionary, the training data,
and the evaluation data. Finally, a single
system that utilizes a simple statistical
method was submitted for the task and
evaluated.
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precede the verb. Turkish, as a widely-spoken lan-
guage, is appropriate for semantic researches.

TLST utilizes some resources that are explained
in Section 2-5. In Section 6 evaluation of the sys-
tem is provided. In section 7 some concluding re-
marks and future work are discussed.

2 Corpus

Lesser studied languages, such as Turkish suffer
from the lack of wide coverage electronic re-
sources or other language processing tools like on-
tologies, dictionaries, morphological analyzers,
parsers etc. There are some projects for providing
data for NLP applications in Turkish like METU
Corpus Project (Oflazer et al., 2003). It has two
parts, the main corpus and the treebank that con-
sists of parsed, morphologically analyzed and dis-
ambiguated sentences selected from the main cor-
pus, respectively. The sentences are given in XML
format and provide many syntactic features that

Effective parameters for word sense disambigugan pe helpful for WSD. This corpus and treebank

tion (WSD) may vary for different languages ang

an be used for academic purposes by contract.

word types. Although, some parameters aré com-The texts in main corpus have been taken from
mon in many languages, some others may be lafterent types of Turkish written texts published

guage specific. Turkish is an interesting languagg 1990 and afterwards. It has about two million

that deserves being examined semantically. Turlgorgs It includes 999 written texts taken from 201
ish is based upon suffixation, which dn‘ferentlategookS 87 papers and news from 3 different Turk-
it sharply from the majority of European languagegy, daily newspapers. XML and Text Encoding

and many others. Like all Turkic languages, Turkpitiative (TEI) style annotation have been used.
ish is agglutinative, that is, grammatical func8onTpe gistribution of the texts in the Treebank is
are |'nd|cated by addmg_varlous_ suffixes to steMgimilar to the main corpus. There are 6930 sen-
Turkish has a SOV (Subject-Object-Verb) sentenggnces in this Treebank. These sentences have been
structure but other orders are possible underlnertebarsed morphologically analyzed and disambigu-
discourse situations. As a SOV language whetgaqy |y Tyrkish, a word can have more than one

objects precede the verb, Turkish has postpositiogﬁalysis, so having disambiguated texts is very
rather than prepositions, and relative clauses th?ﬁportant.
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<?xml version="1.0" encoding="windows-1254" ?>
- <Set sentence$1">
-<S No="1">
<W IX="1" LEM="" MORPH="" IG="[(1,"soguk+Adj")(2,"Adv+Ly")]
REL="[2,1,(MODIFIER)] ">Sagsuk¢a</W>
<W IX="2" LEM="" MORPH="" IG="[(1,"yanitla+Verb+Pos+Past+Alsg")]'
REL="[3,1,(SENTENCE)]'>yanitladim</W>
<W IX="3" LEM="" MORPH="" IG="[(1,".+Punc")] " REL="[,()]">.</W>

</S>
</Set
Figure 1: XML file structure of the Treebank

Main English # Train Test Total #of
Words |translation Senses MFS size size instances
Nouns
ara distance, break, interval, look for 7 53 192 63 255
bas head, leader, beginning, top, main, principal 5 34 68 22 90
el hand, stranger, country 3 75 113 38 151
g6z eye, glance, division, drawer 3 48 92 27 119
kiz girl, virgin, daughter, get hot, get angry 2 72 96 21 117
on front, foreground, face, breast, prior, preliminanterior 5 21 72 23 95
sira queue, order, sequence, turn, regularity, occasiek 7 30 85 28 113
Ust upper side, outside, clothing 7 20 69 23 92
yan side, direction, auxiliary, askew, burn, be on beealight 5 21 65 31 96
yol way, road, path, method, manner, means 6 17 68 29 97
Average 5 39 92 31 123
Verbs
al take, get, red 24 180 963 125 1088
bak look, fac, examine 4 136 207 85 292
calis work, study, start 4 33 103 61 164
cik climb, leave, increase 6 45 138 87 225
gec pass,happen, late 11 51 164 90 254
gel come, arrive, fit, seem 20 154 346 215 561
gir enter, fit, begin, penetrate 6 88 163 84 247
git go, leave, last, be over, pass 13 130 214 120 334
gor see, understand, consider 5 155 206 68 274
konus talk, speak 6 42 129 63 192
Average 9.9 1014 263.3 99.8 363.1
Others
buylk big, extensive, important, chief, great, elder 6 34 97 26 123
dogru straight, true, accurate, proper, fair, line tovea@ound 6 29 81 38 119
kucuk little, small, young, insignificant, kid 4 14 45 14 59
oyle such, so, that 4 20 51 23 74
son last, recent, final 2 76 86 18 104
tek single, unigue, alone 2 38 40 10 50
Average 4 352 66.7 21.5 88.2

Table 1: Target words in the SEMEVAL-1 Turkish Lexii Sample task
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Frequencies of the words have been found asisttaken from the dictionary; therefore there is no
is necessary to select appropriate ambiguous wonaised for linguistic processing of the dictionary.
for WSD. There are 5356 different root words and
627 of these words have 15 or more occurrencés, Training and Evaluation Data

and the rest have less. In Table 1 statistical information about the final
The XML files contains tagging information Intraining and testing sets of TLST is summarized.

the word (morphological analysis) and senten . .
level as a parse tree as shown in Figure 1. In '[C{fge data have been provided for 3 words in the

X . ) . trial set and 26 words in the final training ansitte
word level, inflectional forms are provided. And ming sets (10 nouns, 10 verbs and 6 other POS for

the sentence level relations among words a : : L
given. The S tag is for sentence and W tag is f(gﬁe rest of POS including adjectives and adverbs).

r
the word. IX is used for index of the word in thet:urt]?f]ebﬁﬁnmE)Z?g;dsgrzoﬁsl?figé;TnF:ﬁfegegrvé%E’
sentence, LEM is left as blank and lemma is given X

in the MORPH tag as a part of it with the morloho[emented depending on the number of senses that

logical analysis of the word. REL is for parsin ppecific word has. For a few words, however,

information. It consists of three parts, two nunsbe Oefv;;ll‘e](; ?;?;npé%?nixf;g?euéz;hvi;%?izc?'f;&%?tﬁg
and a relation. For example REL="[2, 1, (MODI- ' 9

FIER)]" means this word is modifying the first in_ar_np_les in the corpus, therefore they were either
eliminated or some other examples drawn from

flectional group of the second word in the sen ternal resources were added in the same format
tence. The structure of the treebank data was dg- '

signed by METU. Initially lemmas were decided to n the average, the selected words ha_ve 6.7
senses, verbs, however, have more. Approximately

be provided as a tag by itself, however, lemmas 0 .
left as blank. This does not mean that lemmas :? % of the examples for each word were delivered

. . o
not available in the treebank; the lemmas are givgﬁ training data, whereas approximately 30% was

as a part of “IG" tag. Programs are available forreserved as evaluation data. The distribution ef th

extracting this information for the time being. Al>enses in training and evaluation data has been

o ept proportional. The sets are given as plain text
&?;t;ggosagfsﬁi r;r?jtir'ﬁzte;rilsrograms and thereby |82 for each word under each POS. The samples

The sense tags were not included in the treeba]c [ the wo_rds that can belong_ to more than one
2 S are listed under the majority class. POS is

and had to be added manually. Sense tagging 12 Vided for each sample
been checked in order to obtain gold standard datd pie.
We have extracted example sentences of the tar-

Initial tagging process has been finished by a sin t word(s) and some features from the XML files.

gle tagger and controlled. Two other native speak en tab delimited text files including structural
in the team tagged and controlled the exampleshd sense tag information are obtained. In these
;?(?tgliesrhg:iii g;i% ;V \?\,Sé r((:aoLnap r:?jtlggl By tahrce(;a rr;[ri?sg; ﬁn'es each Iineghas contextual information. that are
y ought to be effective (Orhan and Altan, 2006;
Orhan and Altan, 2005) in Turkish WSD about the
target words. In the upper level for each of them
3 Dictionary XML file id, sentence number and the order of the
ambiguous word are kept as a unique key for that
The dictionary is the one that is published bgpecific target. In the sentence level, three categ
TDK ! (Turkish Language Foundation) and it igies of information, namely the features related to
open to public via internet. This dictionary list® the previous words, target word itself and the sub-
senses along with their definitions and examplgequent words in the context are provided.
sentences that are provided for some senses. The
dictionary is used only for sense tagging and
enumeration of the senses for standardization. No

specific information other than the sense numbers

and the decision was finalized when about 90
agreement has been reached.

! http://tdk.org.tr/tdksozluk/sozara.htm
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Feature Example
File id 00002213148.xml
Sentence number 9
Order 0
Previous related word root/lemma tap
Previous related word POS(corrected) verb
Previous related word onthology levell abstraction
Previous related word onthology level2 attribute
Previous related word onthology level3 emotion
Previous related word POS verb
Previous related word POS(derivation) adv
Previous related word case marker ?
Previous related word possessor fl
Previous related word-target word relation modifier
Target word root/lemma sev
Target word POS verb
Target word POS(derivation) noun
Target word case marker abl
Target word possessor tr
Target word-subsequent word relation object
Subsequent related word root/lemma sikil
Subsequent related word POS(corrected) verb
Subsequent related word onthology levell abstracti
Subsequent related word onthology level2 attribute
Subsequent related word onthology level3 emotion
Subsequent related word POS verb
Subsequent related word POS(derivation) verb
Subsequent related word case marker ?
Subsequent related word possessor fl
Subsequent related word-target word relatjon  seeten
Fine-grained sense number 2
Coarse-grained sense number 2
#ne tuhafsey ; dgl mi ?
iyi olmamdan ; onu taparcasi|
Sentence sevmemden sikildi #

Table 2: Features and example
In the treebank relational structure, there can lyained (FG and CG respectively) sense numbers
more than one word in the previous context relateahd the sentence that has the ambiguous word have
to the target, however there is only a single word been added as the last three feature. FG senses are
the subsequent one. Therefore the data for #fle ones that are decided to be the exact senses.
words in the previous context is provided sepd&G senses are given as a set that are thought to be
rately. The features that are employed for previoymssible alternatives in addition to the FG sense.
and the subsequent words are the same and tli@ble 2 demonstrates the whole list of features
are the root word, POS(corrected), tags for ontgbrovided in a single line of data files along wéth
ogy level 1, level 2 and level 3, POS, inflecte@xample. The “?” in the features shows the missing
POS, case marker, possessor and relation. Hovwalues. This is actually corresponding to the fea-
ever for the target word only the root word, POSures that do not exist or can not be obtained from
inflected POS, case marker, possessor and relatine treebank due to some problematic cases. The
are taken into consideration. Fine and coarse-
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line that corresponds to this entry will be the-folin Table 3. The values are not so high, as it @n b
lowing line (as tab delimited): expected. The size of the training data is limited,
00002213148.xml 9 0 tap verb abstractiobut the size is the highest possible under these ci
attribute emotion verb adv ? fl modifier sev verlsumstances, but it should be incremented in the
noun abl tr object sikil verb abstraction attributeear future. The number of senses is high and pro-
emotion verb verb ? fl sentence 2 2 #ne tybgf; viding enough instances is difficult. The data and

degil mi ?iyi olmamdan ; onu taparcasinathe methodology for WSD will be improved by the

sevmemden sikildl .# experience obtained in SemEval evaluation exer-
cise.

5 Ontology The evaluation is done only for FG and CG

A small scale ontology for the target words arl%enses. For FG senses no partial points are as-

. . igned and 1 point is assigned for a correct match.
t,\rlft'r dcrec:/r]eﬁi)ge\:jvaast CSO;bS;Lucﬁt?Jdrii\-/rehrzi;irg:ﬁzh\:)vvtr on _the other hand, the CG senses are e_valuated
insufficient. Only the verbs have some levels O?artlally. If the answer tags are mat(_:hlng with any

. - . of the answer tags they are given points.
relations similar to English WordNet. The nouns,
adjectives, adverbs and other words that are fre-
quently used in Turkish and in the context of the Words FG CG
ambiguous words were not included. This is not a P R P R
suitable resource for fulfilling the requirements o Nouns | 0.15 0.50 0.65 0.4
TLST and an ontology specific to this task was ’ ’ ’ ’
required. The ontology covers the examples that | Verbs | 0,10 0,38/ 0,56 0,50
are selected and has three levels of relations that [Others | 0,13 0,50, 0,57 0,4
are supposed to be effective in the disambiguation [ Ayeragel0,13 0,46 0,59 0,48
process. We tried to be consistent with the Word-
Net tags; additionally we constructed the ontology
not only for nouns and verbs but for all the word§ Conclusion
that are in the context of the ambiguous words se-
lected. Additionally we tried to strengthen thearel In TLST we have prepared the first resources for
tion among the context words by using the sam&SD researches in Turkish. Therefore it has sig-
tags for all POS in the ontology. This is somehowificance in Turkish WSD studies. Although the
deviating from WordNet methodology, since eachesources and methodology have some deficien-
word category has its own set of classificatioit.in cies, a valuable effort was invested during the de-
) velopment of them. The resources and the method-
6 Evaluation ology for Turkish WSD will be improved by the

WSD is a new area of research in Turkish Th%xperience obtained in SemEval and will be open

. : 1 ublic in the very near future from
sense tagged dgta prqylded n .TL.ST are the fII’ﬁ?tp:lg)www.fatih.edu.tr/~zorha}lln/sensevallsensetzlzml.h
resources for this specific domain in Turkish. Due
to the Ilmlted and_ b_rand new resources ava”ablseferences
and the time restrictions the participation was.les
We submitted a very simple system that utilize@rhan, Z. and Altan, Z. 200émpact of Feature Selec-
statistical information. It is similar to the Naive tion for CorpusBased WSD in Turkish, LNAI,
Bayes approach. The features in the training dataSPringer-verlag, Vol. 4293: 868-878
was used individually and the probababilities obrhan z. and Altan Z. 200%ffective Features for Dis-
the senses are calculated. Then in the test phase t ambiguation of Turkish Verbs, IEC'05, Prague, Czech
probabilities of each sense is calculated with the Republic: 182-186
given features and the three highest-scored sengggzer, K., Say, B., Tur, D. Z. H. and Tur, G. 200
are selected as the answer. The average precisioBuilding A Turkish Treebank, Invited Chapter In
and recall values for each word category are givenBuilding And Exploiting Syntactically-Annotated
Corpora, Anne Abeille Editor, Kluwer Academic
Publishers.

v

=

Table 3: Average Precision and Recall values

2 http://www. hist.sabanciuniv.edu/TL/
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Abstract

This paper presents the task definition, re-
sources, participation, and comparative re-
sults for the Web People Search task, which
was organized as part of the SemEval-2007
evaluation exercise. This task consists of
clustering a set of documents that mention
an ambiguous person name according to the
actual entities referred to using that name.

1 Introduction

Finding information about people in the World Wide
Web is one of the most common activities of Internet
users. Person names, however, are highly ambigu-
ous. In most cases, the results for a person name
search are a mix of pages about different people
sharing the same name. The user is then forced ei-
ther to add terms to the query (probably losing recall
and focusing on one single aspect of the person), or
to browse every document in order to filter the infor-
mation about the person he is actually looking for.
In an ideal system the user would simply type a
person name, and receive search results clustered ac-
cording to the different people sharing that name.
And this is, in essence, the WePS (Web People
Search) task we have proposed to SemEval-2007
participants: systems receive a set of web pages
(which are the result of a web search for a per-
son name), and they have to cluster them in as
many sets as entities sharing the name. This task
has close links with Word Sense Disambiguation
(WSD), which is generally formulated as the task
of deciding which sense a word has in a given con-
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text. In both cases, the problem addressed is the res-
olution of the ambiguity in a natural language ex-
pression. A couple of differences make our prob-
lem different. WSD is usually focused on open-
class words (common nouns, adjectives, verbs and
adverbs). The first difference is that boundaries be-
tween word senses in a dictionary are often subtle
or even conflicting, making binary decisions harder
and sometimes even useless depending on the ap-
plication. In contrast, distinctions between people
should be easier to establish. The second difference
is that WSD usually operates with a dictionary con-
taining a relatively small number of senses that can
be assigned to each word. Our task is rather a case
of Word Sense Discrimination, because the number
of “senses” (actual people) is unknown a priori, and
it is in average much higher than in the WSD task
(there are 90,000 different names shared by 100 mil-
lion people according to the U.S. Census Bureau).

There is also a strong relation of our proposed
task with the Co-reference Resolution problem, fo-
cused on linking mentions (including pronouns) in
a text. Our task can be seen as a co-reference reso-
lution problem where the focus is on solving inter-
document co-reference, disregarding the linking of
all the mentions of an entity inside each document.

An early work in name disambiguation (Bagga
and Baldwin, 1998) uses the similarity between doc-
uments in a Vector Space using a “bag of words”
representation. An alternative approach by Mann
and Yarowsky (2003) is based on a rich feature space
of automatically extracted biographic information.
Fleischman and Hovy (2004) propose a Maximum
Entropy model trained to give the probability that

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 64—69,
Prague, June 2007. (©2007 Association for Computational Linguistics



two names refer to the same individual .

The paper is organized as follows. Section 2 pro-
vides a description of the experimental methodol-
ogy, the training and test data provided to the par-
ticipants, the evaluation measures, baseline systems
and the campaign design. Section 3 gives a descrip-
tion of the participant systems and provides the eval-
uation results. Finally, Section 4 presents some con-
clusions.

2 Experimental Methodology
2.1 Data

Following the general SemEval guidelines, we have
prepared trial, training and test data sets for the task,
which are described below.

2.1.1 Trial data

For this evaluation campaign we initially deliv-
ered a trial corpus for the potential participants. The
trial data consisted of an adapted version of the
WePS corpus described in (Artiles et al., 2006). The
predominant feature of this corpus is a high number
of entities in each document set, due to the fact that
the ambiguous names were extracted from the most
common names in the US Census. This corpus did
not completely match task specifications because it
did not consider documents with internal ambiguity,
nor it did consider non-person entities; but it was,
however, a cost-effective way of releasing data to
play around with. During the first weeks after releas-
ing this trial data to potential participants, some an-
notation mistakes were noticed. We preferred, how-
ever, to leave the corpus “as is” and concentrate our
efforts in producing clean training and test datasets,
rather than investing time in improving trial data.

2.1.2 Training data

In order to provide different ambiguity scenarios,
we selected person names from different sources:

US Census. We reused the Web03 corpus (Mann,
2006), which contains 32 names randomly picked
from the US Census, and was well suited for the
task.

Wikipedia. Another seven names were sampled
from a list of ambiguous person names in the En-
glish Wikipedia. These were expected to have a

"For a comprehensive bibliography on person name disam-
biguation refer to http://nlp.uned.es/weps
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few predominant entities (popular or historical), and
therefore a lower ambiguity than the previous set.

ECDL. Finally, ten additional names were ran-
domly selected from the Program Committee listing
of a Computer Science conference (ECDL 2006).
This set offers a scenario of potentially low am-
biguity (computer science scholars usually have a
stronger Internet presence than other professional
fields) with the added value of the a priori knowl-
edge of a domain specific type of entity (scholar)
present in the data.

All datasets consist of collections of web pages
obtained from the 100 top results for a person name
query to an Internet search engine 2. Note that 100
is an upper bound, because in some occasions the
URL returned by the search engine no longer exists.

The second and third datasets (developed explic-
itly for our task) consist of 17 person names and
1685 associated documents in total (99 documents
per name in average). Each web page was down-
loaded and stored for off-line processing. We also
stored the basic metadata associated to each search
result, including the original URL, title, position in
the results ranking and the corresponding snippet
generated by the search engine.

In the process of generating the corpus, the se-
lection of the names plays an important role, poten-
tially conditioning the degree of ambiguity that will
be found later in the Web search results. The reasons
for this variability in the ambiguity of names are di-
verse and do not always correlate with the straight-
forward census frequency. A much more decisive
feature is, for instance, the presence of famous en-
tities sharing the ambiguous name with less popular
people. As we are considering top search results,
these can easily be monopolized by a single entity
that is popular in the Internet.

After the annotation of this data (see section
2.1.4.) we found our predictions about the average
ambiguity of each dataset not to be completely ac-
curate. In Table 1 we see that the ECDL-06 average
ambiguity is indeed relatively low (except for the
documents for “Thomas Baker” standing as the most
ambiguous name in the whole training). Wikipedia
names have an average ambiguity of 23,14 entities

2We used the Yahoo! API from Yahoo! Search Web Ser-
vices (http://developer.yahoo.com/search/web/).



Name [ entities | documents [ discarded
Wikipedia names
John Kennedy 27 99 6
George Clinton 27 99 6
Michael Howard 32 99 8
Paul Collins 37 98 6
Tony Abbott 7 98 9
Alexander Macomb 21 100 14
David Lodge 11 100 9
Average 23,14 99,00 8,29
ECDL-06 Names
Edward Fox 16 100 36
Allan Hanbury 2 100 32
Donna Harman 7 98 6
Andrew Powell 19 98 48
Gregory Crane 4 99 17
Jane Hunter 15 99 59
Paul Clough 14 100 35
Thomas Baker 60 100 31
Christine Borgman 7 99 11
Anita Coleman 9 99 28
Average 15,30 99,20 30,30
WEBO3 Corpus
Tim Whisler 10 33 8
Roy Tamashiro 5 23 6
Cynthia Voigt 1 405 314
Miranda Bollinger 2 2 0
Guy Dunbar 4 51 34
Todd Platts 2 239 144
Stacey Doughty 1 2 0
Young Dawkins 4 61 35
Luke Choi 13 20 6
Gregory Brennan 32 96 38
Ione Westover 1 4 0
Patrick Karlsson 10 24 8
Celeste Paquette 2 17 2
Elmo Hardy 3 55 15
Louis Sidoti 2 6 3
Alexander Markham 9 32 16
Helen Cawthorne 3 46 13
Dan Rhone 2 4 2
Maile Doyle 1 13 1
Alice Gilbreath 8 74 30
Sidney Shorter 3 4 0
Alfred Schroeder 35 112 58
Cathie Ely 1 2 0
Martin Nagel 14 55 31
Abby Watkins 13 124 35
Mary Lemanski 2 152 78
Gillian Symons 3 30 6
Pam Tetu 1 4 2
Guy Crider 2 2 0
Armando Valencia 16 79 20
Hannah Bassham 2 3 0
Charlotte Bergeron 5 21 8
Average 5,90 47,20 18,00
Global average 10,76 71,02 26,00

Table 1: Training Data

per name, which is higher than for the ECDL set.
The WEBO3 Corpus has the lowest ambiguity (5,9
entities per name), for two reasons: first, randomly
picked names belong predominantly to the long tail
of unfrequent person names which, per se, have low
ambiguity. Being rare names implies that in average
there are fewer documents returned by the search en-
gine (47,20 per name), which also reduces the pos-
sibilities to find ambiguity.
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2.1.3 Test data

For the test data we followed the same process
described for the training. In the name selection we
tried to maintain a similar distribution of ambigu-
ity degrees and scenario. For that reason we ran-
domly extracted 10 person names from the English
Wikipedia and another 10 names from participants
in the ACL-06 conference. In the case of the US cen-
sus names, we decided to focus on relatively com-
mon names, to avoid the problems explained above.

Unfortunately, after the annotation was finished
(once the submission deadline had expired), we
found a major increase in the ambiguity degrees (Ta-
ble 2) of all data sets. While we expected a raise in
the case of the US census names, the other two cases
just show that there is a high (and unpredictable)
variability, which would require much larger data
sets to have reliable population samples.

This has made the task particularly challenging
for participants, because naive learning strategies
(such as empirical adjustment of distance thresholds
to optimize standard clustering algorithms) might be
misleaded by the training set.

2.1.4 Annotation

The annotation of the data was performed sepa-
rately in each set of documents related to an ambigu-
ous name. Given this set of approximately 100 doc-
uments that mention the ambiguous name, the an-
notation consisted in the manual clustering of each
document according to the actual entity that is re-
ferred on it.

When non person entities were found (for in-
stance, organization or places named after a person)
the annotation was performed without any special
rule. Generally, the annotator browses documents
following the original ranking in the search results;
after reading a document he will decide whether the
mentions of the ambiguous name refer to a new en-
tity or to a entity previously identified. We asked
the annotators to concentrate first on mentions that
strictly contained the search string, and then to pay
attention to the co-referent variations of the name.
For instance “John Edward Fox” or “Edward Fox
Smith” would be valid mentions. “Edward J. Fox”,
however, breaks the original search string, and we
do not get into name variation detection, so it will
be considered valid only if it is co-referent to a valid



Name [ entities [ doc ts | discarded
Wikipedia names
Arthur Morgan 19 100 52
James Morehead 48 100 11
James Davidson 59 98 16
Patrick Killen 25 96 4
William Dickson 91 100 8
George Foster 42 929 11
James Hamilton 81 100 15
John Nelson 55 100 25
Thomas Fraser 73 100 13
Thomas Kirk 72 100 20
Average 56,50 99,30 17,50
ACLO6 Names
Dekang Lin 1 99 0
Chris Brockett 19 98 5
James Curran 63 99 9
Mark Johnson 70 99 7
Jerry Hobbs 15 99 7
Frank Keller 28 100 20
Leon Barrett 33 98 9
Robert Moore 38 98 28
Sharon Goldwater 2 97 4
Stephen Clark 41 97 39
Average 31,00 98,40 12,80
US Census Names
Alvin Cooper 43 99 9
Harry Hughes 39 98 9
Jonathan Brooks 83 97 8
Jude Brown 32 100 39
Karen Peterson 64 100 16
Marcy Jackson 51 100 5
Martha Edwards 82 100 9
Neil Clark 21 99 7
Stephan Johnson 36 100 20
Violet Howard 52 98 27
Average 50,30 99,10 14,90
Global average 45,93 98,93 15,07
Table 2: Test Data
mention.

In order to perform the clustering, the annotator
was asked to pay attention to objective facts (bi-
ographical dates, related names, occupations, etc.)
and to be conservative when making decisions. The
final result is a complete clustering of the docu-
ments, where each cluster contains the documents
that refer to a particular entity. Following the pre-
vious example, in documents for the name “Edward
Fox” the annotator found 16 different entities with
that name. Note that there is no a priori knowledge
about the number of entities that will be discovered
in a document set. This makes the task specially
difficult when there are many different entities and
a high volume of scattered biographical information
to take into account.

In cases where the document does not offer
enough information to decide whether it belongs to
a cluster or is a new entity, it is discarded from the
evaluation process (not from the dataset). Another
common reason for discarding documents was the
absence of the person name in the document, usu-
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ally due to a mismatch between the search engine
cache and the downloaded URL.

We found that, in many cases, different entities
were mentioned using the ambiguous name within a
single document. This was the case when a doc-
ument mentions relatives with names that contain
the ambiguous string (for instance “Edward Fox”
and “Edward Fox Jr.”). Another common case of
intra-document ambiguity is that of pages contain-
ing database search results, such as book lists from
Amazon, actors from IMDB, etc. A similar case is
that of pages that explicitly analyze the ambiguity of
a person name (Wikipedia “disambiguation” pages).
The way this situation was handled, in terms of the
annotation, was to assign each document to as many
clusters as entities were referred to on it with the
ambiguous name.

2.2 Evaluation measures

Evaluation was performed in each document set
(web pages mentioning an ambiguous person name)
of the data distributed as test. The human annotation
was used as the gold standard for the evaluation.

Each system was evaluated using the standard pu-
rity and inverse purity clustering measures Purity is
related to the precision measure, well known in In-
formation Retrieval. This measure focuses on the
frequency of the most common category in each
cluster, and rewards the clustering solutions that in-
troduce less noise in each cluster. Being C' the set
of clusters to be evaluated, L the set of categories
(manually annotated) and n the number of clustered
elements, purity is computed by taking the weighted
average of maximal precision values:

C,
Purity = > Mmax Precision(Cj, L;)
~ n
7

where the precision of a cluster C; for a given cat-
egory L; is defined as:
Precision(C}, L;) = IGiN Ll
|Cil
Inverse Purity focuses on the cluster with maxi-
mum recall for each category, rewarding the clus-
tering solutions that gathers more elements of each

category in a corresponding single cluster. Inverse
Purity is defined as:



L
Inverse Purity = E Mmax Precision(L;, C;)
~ n
(3

For the final ranking of systems we used the har-
monic mean of purity and inverse purity Fi—, ;. The
F measure is defined as follows:

1
F=

) )
“ Purity + (1~ ) fverse Purity

Fo—,, 1s included as an additional measure giv-
ing more importance to the inverse purity aspect.
The rationale is that, for a search engine user, it
should be easier to discard a few incorrect web
pages in a cluster containing all the information
needed, than having to collect the relevant infor-
mation across many different clusters. Therefore,
achieving a high inverse purity should be rewarded
more than having high purity.

2.3 Baselines

Two simple baseline approaches were applied to the
test data. The ALL-IN-ONE baseline provides a
clustering solution where all the documents are as-
signed to a single cluster. This has the effect of al-
ways achieving the highest score in the inverse pu-
rity measure, because all classes have their docu-
ments in a single cluster. On the other hand, the
purity measure will be equal to the precision of the
predominant class in that single cluster. The ONE-
IN-ONE baseline gives another extreme clustering
solution, where every document is assigned to a dif-
ferent cluster. In this case purity always gives its
maximum value, while inverse purity will decrease
with larger classes.

2.4 Campaign design

The schedule for the evaluation campaign was set by
the SemEval organisation as follows: (i) release task
description and trial data set; (ii) release of training
and test; (iii) participants send their answers to the
task organizers; (iv) the task organizers evaluate the
answers and send the results.

The task description and the initial trial data set
were publicly released before the start of the official
evaluation.
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The official evaluation period started with the si-
multaneous release of both training and test data, to-
gether with a scoring script with the main evaluation
measures to be used. This period spanned five weeks
in which teams were allowed to register and down-
load the data. During that period, results for a given
task had to be submitted no later than 21 days af-
ter downloading the training data and no later than 7
days after downloading the test data. Only one sub-
mission per team was allowed.

Training data included the downloaded web
pages, their associated metadata and the human clus-
tering of each document set, providing a develop-
ment test-bed for the participant’s systems. We also
specified the source of each ambiguous name in the
training data (Wikipedia, ECDL conference and US
Census). Test data only included the downloaded
web pages and their metadata. This section of the
corpus was used for the systems evaluation. Partici-
pants were required to send a clustering for each test
document set.

Finally, after the evaluation period was finished
and all the participants sent their data, the task orga-
nizers sent the evaluation for the test data.

3 Results of the evaluation campaign

29 teams expressed their interest in the task; this
number exceeded our expectations for this pilot ex-
perience, and confirms the potential interest of the
research community in this highly practical prob-
lem. Out of them, 16 teams submitted results within
the deadline; their results are reported below.

3.1 Results and discussion

Table 3 presents the macro-averaged results ob-
tained by the sixteen systems plus the two baselines
on the test data. We found macro-average * prefer-
able to micro-average * because it has a clear inter-
pretation: if the evaluation measure is F, then we
should calculate F for every test case (person name)
and then average over all trials. The interpretation
of micro-average F is less clear.

The systems are ranked according to the scores

obtained with the harmonic mean measure Fi,—, , of
3Macro-average F consists of computing F for every test set

(person name) and then averaging over all test sets.
*Micro-average F consists of computing the average P and

IP (over all test sets) and then calculating F with these figures.



Macro-averaged Scores
F-measures
rank | team-id a=5 | a=yo | Pur | Inv_Pur
1 CU_COMSEM 78 ,83 72 ,88
2 IRST-BP 15 17 75 ,80
3 PSNUS 75 ;78 73 ,82
4 UVA ,67 ,62 ,81 ,60
5 SHEF ,66 73 ,60 ,82
6 FICO ,64 ;16 53 90
7 UNN ,62 ,67 ,60 73
8 ONE-IN-ONE ,61 ,52 1,00 47
9 AUG ,60 73 ,50 ,88
10 | SWAT-IV ,58 ,64 ,55 71
11 | UA-ZSA ,58 ,60 ,58 ,64
12 | TITPI 57 11 45 ,89
13 | JHU1-13 53 ,65 45 ,82
14 | DFKI2 ,50 ,63 ,39 ,83
15 | WIT ,49 ,66 ,36 93
16 | UC3M.13 48 ,66 35 95
17 | UBC-AS ,40 ,55 ,30 91
18 | ALL-IN-ONE ,40 ,58 ,29 1,00

Table 3: Team ranking

purity and inverse purity. Considering only the par-
ticipant systems, the average value for the ranking
measure was 0, 60 and its standard deviation 0, 11.

Results with Fi,— , are not substantially different
(except for the two baselines, which roughly swap
positions). There are some ranking swaps, but gen-
erally only within close pairs.

The good performance of the ONE-IN-ONE base-
line system is indicative of the abundance of single-
ton entities (entities represented by only one doc-
ument). This situation increases the inverse purity
score for this system giving a harmonic measure
higher than the expected.

4 Conclusions

The WEPS task ended with considerable success in
terms of participation, and we believe that a careful
analysis of the contributions made by participants
(which is not possible at the time of writing this re-
port) will be an interesting reference for future re-
search. In addition, all the collected and annotated
dataset will be publicly available > as a benchmark
for Web People Search systems.

At the same time, it is clear that building a re-
liable test-bed for the task is not simple. First of
all, the variability across test cases is large and un-
predictable, and a system that works well with the

Shttp://nlp.uned.es/weps
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names in our test bed may not be reliable in practi-
cal, open search situations. Partly because of that,
our test-bed happened to be unintentionally chal-
lenging for systems, with a large difference be-
tween the average ambiguity in the training and test
datasets. Secondly, it is probably necessary to think
about specific evaluation measures beyond standard
clustering metrics such as purity and inverse purity,
which are not tailored to the task and do not be-
have well when multiple classification is allowed.
We hope to address these problems in a forthcom-
ing edition of the WEPS task.
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Abstract market analysis, etc. are just some exam-

ples of application of these techniques. While
positive/negative valence annotation is an ac-
tive field of sentiment analysis, we believe that
a fine-grained emotion annotation would in-
crease the effectiveness of these applications.

The “Affective Text” task focuses on the
classification of emotions and valence (pos-
itive/negative polarity) in news headlines,
and is meant as an exploration of the connec-
tion between emotions and lexical seman-
tics. In this paper, we describe the data set Computer Assisted Creativity. The  automated
used in the evaluation and the results ob- generation of evaluative expressions with
tained by the participating systems. a bias on some polarity orientation are a
1 Introduction key cpmponent for automatic personali_zed
advertisement and persuasive communication.

All words can potentially convey affective mean-
ing. Every word, even those apparently neutral, caMerbal Expressivity in Human Computer Interaction.
evoke pleasant or painful experiences due to their ~Future human-computer interaction, accord-
semantic relation with emotional concepts or cate- INg to a widespread view, will emphasize
gories. Some words have emotional meaning with ~ haturalness and effectiveness and hence the
respect to an individual story, while for many others  incorporation of models of possibly many hu-
the affective power is part of the collective imagina- ~ Man cognitive capabilities, including affective
tion (e.g., words such as “mum”, “ghost”’, “war”). analysis and generation. For example, emo-
The automatic detection of emotion in texts is  tion expression by synthetic characters (e.g.,
becoming increasingly important from an applica-  €mbodied conversational agents) is considered
tive point of view. Consider for example the tasks ~ NOwW a key element for their believability.
of opinion mining and market analysis, affective Affective words selection and understanding is
computing, or natural language interfaces such as crucial for realizing appropriate and expressive
e-learning environments or educational/edutainment ~ conversations.
games. Possible beneficial effects of emotions on

) . The “Affective Text” task was intended as an ex-
memory and attention of the users, and in general or? . ) .
. . . . ploration of the connection between lexical seman-
fostering their creativity are also well-known in the

) tics and emotions, and an evaluation of various au-
field of psychology.

For instance, the following represent exam Iegomatic approaches to emotion recognition.
’ g rep P The task is not easy. Indeed, as (Ortony et

of applicative scenarios in which affective analysis - . .
PPIIC . . oo y_ al., 1987) indicates, besides words directly refer-
would give valuable and interesting contributions:

ring to emotional states (e.qg., “fear”, “cheerful”) and
Sentiment Analysis. Text categorization according for which an appropriate lexicon would help, there
to affective relevance, opinion exploration forare words that act only as an indirect reference to
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emotions depending on the context (e.g. “monster2.1 Data Set

“ghost”). We can call the formedirect affective _ _
wordsand the latteindirect affective word¢Strap-  The data set consisted of news headlines drawn from

parava et al., 2006). major newspapers such as New York Times, CNN,
and BBC News, as well as from the Google News
2 Task Definition search engine. We decided to focus our attention on

headlines for two main reasons. First, news have

We proposed to focus on the emotion classificatiofyPically a high load of emotional content, as they
of news headlines extracted from news web site§€scribe major national or worldwide events, and are
Headlines typically consist of a few words and ardVritten in a style meant to attract the attention of the
often written by creative people with the intentionfeaders. Second, the structure of headlines was ap-
to “provoke” emotions, and consequently to attrageropriate for our goal of conducting sentence-level
the readers’ attention. These characteristics maR&notations of emotions.

this type of text particularly suitable for use in an Two data sets were made available: a develop-
automatic emotion recognition setting, as the affeanent data set consisting of 250 annotated headlines,
tive/emotional features (if present) are guaranteed tind a test data set with 1,000 annotated headlines.
appear in these short sentences.

The structure of the task was as follows: 22 Data Annotation

Corpus: News titles, extracted from news web sitesTo perform the annotations, we developed a Web-
(such as Google news, CNN) and/or newspaased annotation interface that displayed one head-
pers. In the case of web sites, we can easiljne at a time, together with six slide bars for emo-
collect a few thousand titles in a short amountions and one slide bar for valence. The interval for
of time. the emotion annotations was sef@100], where 0

means the emotion is missing from the given head-

Objective: Provided a set of predefined six emotioriine, and 100 represents maximum emotional load.
labels (i.e., Anger, Disgust, Fear, Joy, Sadnes$he interval for the valence annotations was set to
Surprise), classify the titles with the appropri-[—100, 100}, where 0 represents a neutral headline,

ate emotion label and/or with a valence indica—100 represents a highly negative headline, ab@l
tion (positive/negative). corresponds to a highly positive headline.

Unlike previous annotations of sentiment or sub-

The emotion labeling and valence classificatiofectivity (Wiebe et al., 2005; Pang and Lee, 2004),
were seen as independent tasks, and thus a team wdch typically relied on binarg/1 annotations, we
able to participate in one or both tasks. The taséecided to use a finer-grained scale, hence allow-
was carried out in an unsupervised setting, and coi?d the annotators to select different degrees of emo-
sequently no training was provided. The reason b&onal load.
hind this decision is that we wanted to emphasize the The test data set was independently labeled by six
study of emotion lexical semantics, and avoid biasannotators. The annotators were instructed to select
ing the participants toward simple “text categorizathe appropriate emotions for each headline based on
tion” approaches. Nonetheless supervised systeme presence of words or phrases with emotional
were not precluded from participation, and in suclzontent, as well as the overall feeling invoked by
cases the teams were allowed to create their own sire headline. Annotation examples were also pro-
pervised training sets. vided, including examples of headlines bearing two

Participants were free to use any resources th&@ more emotions to illustrate the case where sev-
wanted. We provided a set words extracted fromaral emotions were jointly applicable. Finally, the
WordNet Affect (Strapparava and Valitutti, 2004),annotators were encouraged to follow their “first in-
relevant to the six emotions of interest. Howevertuition,” and to use the full-range of the annotation
the use of this list was entirely optional. scale bars.
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2.3 Inter-Annotator Agreement UPARY7: This is a rule-based system using a lin-

We conducted inter-tagger agreement studies foiStic approach. A first pass through the data "un-
each of the six emotions and for the valence arf@pitalizes” common words in the news title. The
notations. The agreement evaluations were carriéyStem then used the Stanford syntactic parser on
out using the Pearson correlation measure, and #f¢ modified title, and tried to identify what is being
shown in Table 1. To measure the agreement amofgd @bout the main subject by exploiting the depen-
the six annotators, we first measured the agreemé#fNCy graph obtained from the parser.

between each annotator and the average of the re-Eachword was first rated separately for each emo-
maining five annotators, followed by an averagdion (the six emotions plus Compassion) and for va-

over the six resulting agreement figures. lence. Next, the main subject rating was boosted.
Contrasts and accentuations between “good” or

EMOTIONS “bad” were detected, making it possible to identify
Anger 49.55 surprising good or bad news. The system also takes
Disgust 44.51 into account: human will (as opposed to illness or
Fear 63.81 natural disasters); negation and modals; high-tech

Joy 59.91 context; celebrities.

Sadness 68.19 The lexical resource used was a combination
Surprise  36.07 of SentiwWordNet (Esuli and Sebastiani, 2006) and

VALENCE WordNetAffect (Strapparava and Valitutti, 2004),
Valence 78.01 which were semi-automatically enriched on the ba-

] ] sis of the original trial data.
Table 1: Pearson correlation for inter-annotator

agreement SICS: The SICS team used a very simple ap-
proach for valence annotation based on a word-space
model and a set of seed words. The idea was to cre-
ate two points in a high-dimensional word space -
one representing positive valence, the other repre-
Fine-grained evaluations were conducted using theenting negative valence - and then projecting each
Pearson measure of correlation between the systétadline into this space, choosing the valence whose
scores and the gold standard scores, averaged opeint was closer to the headline.
all the headlines in the data set. The word space was produced from a lemmatized
We have also run a coarse-grained evaluatioand stop list filtered version of the LA times cor-
where each emotion was mapped to a 0/1 classificgus (consisting of documents from 1994, released
tion (0 =[0,50), 1 =[50,100]), and each valence wafor experimentation in the Cross Language Eval-
mapped to a -1/0/1 classification (-1 = [-100,-50]uation Forum (CLEF)) using documents as con-
0 = (-50,50), 1 =[50,100]). For the coarse-grainegexts and standard TFIDF weighting of frequencies.
evaluations, we calculated accuracy, precision, ando dimensionality reduction was used, resulting in
recall. Note that the accuracy is calculated with rea 220,220-dimensional word space containing pre-
spect to all the possible classes, and thus it can @@minantly syntagmatic relations between words.
artificially high in the case of unbalanced datasetgalence vectors were created in this space by sum-
(as some of the emotions are, due to the high nunining the context vectors of a set of manually se-
ber of neutral headlines). Instead, the precision angcted seed words (8 positive and 8 negative words).
recall figures exclude the neutral annotations. For each headline in the test data’ Stop words and
words with frequency above 10,000 in the LA times
corpus were removed. The context vectors of the re-
Five teams have participated in the task, with fivenaining words were then summed, and the cosine of
systems for valence classification and three systertisee angles between the summed vector and each of
for emotion labeling. The following represents ahe valence vectors were computed, and the head-
short description of the systems. line was ascribed the valence value (computed as

2.4 Fine-grained and Coarse-grained
Evaluations

3 Participating Systems
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[cosine * 100 + 50]) of the closest valence vectoand a subset of the list of automatically obtained
(headlines that were closer to the negative valenegords with increase/decrease semantics, comple-
vector were assigned a negative valence value). mented with manual annotation. The full list con-
11 cases, a value of -0.0 was ascribed either becawusists of 450 words and expressions. Each entry in
no words were left in the headline after frequencyhe list of valence shifters has an action and scope
and stop word filtering, or because none of the reassociated with it, which are used by special han-
maining words occurred in the LA times corpus andlling rules that enable the system to identify such
thus did not have any context vector. words and phrases in the text and take them into ac-
count in sentence sentiment determination. In order
o : eto correctly determine the scope of valence shifters
competition: an unsupervised knowledge-based sys- .
in_a sentence, the system used a parse tree analysis

tem (ClaC) and a supervised corpus-based systeurrs1ing MiniPar.

(CLaC-NB). Both systems were used for assigning As a result of this processing, every headline re-

positive/negative and neutral valence to headlines on'. .
the scale [-100,100] ceived a system score assigned based on the com-

bined fuzzy Net Overlap Score of its constituents.
CLaC: The CLaC system relies on a knowledgeThis score was then mapped into the [-100 to 100]
based domain-independent unsupervised approastale as required by the task.

to headline valence detection and scoring. Th&LaC-NB: In order to assess the performance of

m hr main kin f knowl : ) . ) . :
syste uses three a ds o Kno edge 8a5|c Machine Learning techniques on headlines,
list of sentiment-bearing words, a list of valence

. : a second system ClaC-NB was also implemented.
shifters and a set of rules that define the scope and”. . P
L . : is system used a Mg Bayes classifier in order to
the result of the combination of sentlment-bearm%S

. ; sign valence to headlines. It was trained on a small
words and valence shifters. The unigrams used for
corpus composed of the development corpus of 250

sentence/headline classification were learned froWeadIines provided for this competition, plus an ad-

WordNet dlctlonary entries. .In order to take advanaitional 200 headlines manually annotated and 400
tage of the special properties of WordNet glosses ... . )

. gsitive and negative news sentences. The probabil-
and relations, we developed a system that used t| |ees assigned by the classifier were mapped to the [-
list of human-annotated adjectives from (Hatzivas; 9 y bp

siloglou and McKeown, 1997) as a seed list an&oo’ 100] scale as follows: all negative headlines re-

" . ceived the score of -100, all positive headlines were
learned additional unigrams from WordNet synsetS~ . .

: - assigned the score of +100, and the neutral headlines
and glosses. The list was then expanded by addi

ng.
to it all the words annotated with Positive or Neg—O%talned the score of 0.

ative tags in the General Inquirer. Each unigram itJA: In order to determine the kind and the amount
the resulting list had the degree of membership in thef emotions in a headline, statistics were gathered
category of positive or negative sentiment assignddom three different web Search Engines: MyWay,
to it using the fuzzy Net Overlap Score method deAlltheWeb and Yahoo. This information was used to
scribed in the team’s earlier work (Andreevskaia andbserve the distribution of the nouns, the verbs, the
Bergler, 2006). Only words with fuzzy member-adverbs and the adjectives extracted from the head-
ship score not equal to zero were retained in thine and the different emotions.
list. The resulting list contained 10,809 sentiment- The emotion scores were obtained through Point-
bearing words of different parts of speech. wise Mutual Information (PMI). First, the number
The fuzzy Net Overlap Score counts were comef documents obtained from the three web search
plemented with the capability to discern and takengines using a query that contains all the headline
into account some relevant elements of syntactiwords and an emotion (the words occur in an inde-
structure of the sentences. Two components wependent proximity across the web documents) was
added to the system to enable this capability: (1divided by the number of documents containing only
valence shifter handling rules and (2) parse trean emotion and the number of documents containing
analysis. The list of valence shifters was a comall the headline words. Second, an associative score
bination of a list of common English negationsbetween each content word and an emotion was es-
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timated and used to weight the final PMI score. Thd Results

obtained results were normalized in the 0-100 range.  les 2 and 3 show the results obtained by the par-

SWAT:. SWAT is a supervised system using an u
nigram model trained to annotate emotional conten
Synonym expansion on the emotion label words wa
also performed, using the Roget Thesaurus. In ad

tion to the development data provided by the tas
organizers, the SWAT team annotated an addition

ticipating systems. The tables show both the fine-
grained Pearson correlation measure and the coarse-
%rained accuracy, precision and recall figures.
- While further analysis is still needed, the results
hdicate that the task of emotion annotation is diffi-
It. Although the Pearson correlation for the inter-
gger agreement is not particularly high, the gap

set of 1000 headlines, which was used for training'between the results obtained by the systems and the

Fine Coarse
r Acc. Prec. Rec. F1
CLaC 4770 55.10 61.42 9.20 16.00
UPAR7 36.96 55.00 5754 8.78 15.24
SWAT 35.25 53.20 45.71 342 6.36
CLaC-NB 25.41 31.20 31.1866.38 42.43
SICS 20.68 29.00 28.41 60.17 38.60

upper bound represented by the annotator agreement
suggests that there is room for future improvements.
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Table 2: System results for valence annotations References

Fine Coarse
r Acc. Prec. Rec. F1
Anger
SWAT 2451 92.10 12.00 5.00 7.06
UA 23.20 86.40 12.74 21.6 16.03
UPAR7 32.33 93.60 16.67 1.66 3.02
Disgust
SWAT 18,55 97.20 0.00 0.00 -
UA 16.21 97.30 0.00 0.00 -
UPAR7 12.85 9530 0.00 0.00 -
Fear
SWAT 3252 84.80 25.00 14.40 18.27
UA 23.15 75.30 16.23 26.27 20.06
UPAR7 44,92 87.90 33.33 254 472
Joy
SWAT 26.11 80.60 35.41 9.44 1491
UA 235 81.80 40.00 222 421
UPAR7 22.49 82.20 5454 6.66 11.87
Sadness
SWAT 3898 87.70 3250 11.92 17.44
UA 12.28 88.90 25.00 0.91 1.76
UPAR7 40.98 89.00 48.97 22.02 30.38
Surprise
SWAT 11.82 89.10 11.86 10.93 11.78
UA 7.75 84.60 13.70 16.56 15.00
UPAR7 16.71 88.60 1212 1.25 227

Table 3: System results for emotion annotations
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Abstract

The TempEval task proposes a simple way
to evaluate automatic extraction of temporal
relations. It avoids the pitfalls of evaluat-
ing a graph of inter-related labels by defin-
ing three sub tasks that allow pairwise eval-
uation of temporal relations. The task not
only allows straightforward evaluation, it
also avoids the complexities of full tempo-
ral parsing.

1 Introduction

Newspaper texts, narratives and other texts describe
events that occur in time and specify the temporal
location and order of these events. Text comprehen-
sion, amongst other capabilities, clearly requires the
capability to identify the events described in a text
and locate these in time. This capability is crucial to
a wide range of NLP applications, from document
summarization and question answering to machine
translation.

Recent work on the annotation of events and tem-
poral relations has resulted in both a de-facto stan-
dard for expressing these relations and a hand-built
gold standard of annotated texts. TimeML (Puste-
jovsky et al., 2003a) is an emerging ISO standard
for annotation of events, temporal expressions and
the anchoring and ordering relations between them.
TimeBank (Pustejovsky et al., 2003b; Boguraev et
al., forthcoming) was originally conceived of as a
proof of concept that illustrates the TimeML lan-
guage, but has since gone through several rounds of
revisions and can now be considered a gold standard
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for temporal information. TimeML and TimeBank
have already been used as the basis for automatic
time, event and temporal relation annotation tasks in
a number of research projects in recent years (Mani
et al., 2006; Boguraev et al., forthcoming).

An open evaluation challenge in the area of tem-
poral annotation should serve to drive research for-
ward, as it has in other areas of NLP. The auto-
matic identification of all temporal referring expres-
sions, events and temporal relations within a text is
the ultimate aim of research in this area. However,
addressing this aim in a first evaluation challenge
was judged to be too difficult, both for organizers
and participants, and a staged approach was deemed
more effective. Thus we here present an initial eval-
uation exercise based on three limited tasks that we
believe are realistic both from the perspective of as-
sembling resources for development and testing and
from the perspective of developing systems capable
of addressing the tasks. They are also tasks, which
should they be performable automatically, have ap-
plication potential.

2 Task Description

The tasks as originally proposed were modified
slightly during the course of resource development
for the evaluation exercise due to constraints on data
and annotator availability. In the following we de-
scribe the tasks as they were ultimately realized in
the evaluation.

There were three tasks — A, B and C. For all
three tasks the data provided for testing and train-
ing includes annotations identifying: (1) sentence
boundaries; (2) all temporal referring expression as

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 75-80,
Prague, June 2007. (©2007 Association for Computational Linguistics



specified by TIMEX3; (3) all events as specified
in TimeML; (4) selected instances of temporal re-
lations, as relevant to the given task. For tasks A and
B a restricted set of event terms were identified —
those whose stems occurred twenty times or more in
TimeBank. This set is referred to as the Event Target
List or ETL.

TASK A This task addresses only the temporal re-
lations holding between time and event expressions
that occur within the same sentence. Furthermore
only event expressions that occur within the ETL are
considered. In the training and test data, TLINK an-
notations for these temporal relations are provided,
the difference being that in the test data the relation
type is withheld. The task is to supply this label.

TASK B This task addresses only the temporal
relations holding between the Document Creation
Time (DCT) and event expressions. Again only
event expressions that occur within the ETL are con-
sidered. As in Task A, TLINK annotations for these
temporal relations are provided in both training and
test data, and again the relation type is withheld in
the test data and the task is to supply this label.

TASK C Task C relies upon the idea of their being
a main event within a sentence, typically the syn-
tactically dominant verb. The aim is to assign the
temporal relation between the main events of adja-
cent sentences. In both training and test data the
main events are identified (via an attribute in the
event annotation) and TLINKSs between these main
events are supplied. As for Tasks A and B, the task
here is to supply the correct relation label for these
TLINKS.

3 Data Description and Data Preparation

The TempEval annotation language is a simplified
version of TimeML !. For TempEval, we use the fol-
lowing five tags: TempEval, s, TIMEX3, EVENT,
and TLINK. TempEval is the document root and s
marks sentence boundaries. All sentence tags in the
TempEval data are automatically created using the
Alembic Natural Language processing tools. The
other three tags are discussed here in more detail:

'See http://www.timeml .org for language specifica-
tions and annotation guidelines
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e TIMEX3. Tags the time expressions in the text.
It is identical to the TIMEX3 tag in TimeML.
See the TimeML specifications and guidelines
for further details on this tag and its attributes.
Each document has one special TIMEX3 tag,
the Document Creation Time, which is inter-
preted as an interval that spans a whole day.

e EVENT. Tags the event expressions in the text.
The interpretation of what an event is is taken
from TimeML where an event is a cover term
for predicates describing situations that happen
or occur as well as some, but not all, stative
predicates. Events can be denoted by verbs,
nouns or adjectives. The TempEval event an-
notation scheme is somewhat simpler than that
used in TimeML, whose complexity was de-
signed to handle event expressions that intro-
duced multiple event instances (consider, e.g.
He taught on Wednesday and Friday). This
complication was not necessary for the Tem-
pEval data. The most salient attributes encode
tense, aspect, modality and polarity informa-
tion. For TempEval task C, one extra attribute
is added: mainevent, with possible values
YES and NO.

e TLINK. This is a simplified version of the
TimeML TLINK tag. The relation types for the
TimeML version form a fine-grained set based
on James Allen’s interval logic (Allen, 1983).
For TempEval, we use only six relation types
including the three core relations BEFORE, AF-
TER, and OVERLAP, the two less specific re-
lations BEFORE-OR-OVERLAP and OVERLAP-
OR-AFTER for ambiguous cases, and finally the
relation VAGUE for those cases where no partic-
ular relation can be established.

As stated above the TLINKs of concern for each
task are explicitly included in the training and in the
test data. However, in the latter the relType at-
tribute of each TL.INK is set to UNKNOWN. For each
task the system must replace the UNKNOWN values
with one of the six allowed values listed above.

The EVENT and TIMEX3 annotations were taken
verbatim from TimeBank version 1.2.2 The annota-

>TimeBank 1.2 is available for free through the Linguistic
Data Consortium, see http://www.timeml .org for more



tion procedure for TLINK tags involved dual anno-
tation by seven annotators using a web-based anno-
tation interface. After this phase, three experienced
annotators looked at all occurrences where two an-
notators differed as to what relation type to select
and decided on the best option. For task C, there
was an extra annotation phase where the main events
were marked up. Main events are those events that
are syntactically dominant in the sentences.

It should be noted that annotation of temporal re-
lations is not an easy task for humans due to ram-
pant temporal vagueness in natural language. As a
result, inter-annotator agreement scores are well be-
low the often kicked-around threshold of 90%, both
for the TimeML relation set as well as the TempEval
relation set. For TimeML temporal links, an inter-
annotator agreement of (.77 was reported, where
agreement was measured by the average of preci-
sion and recall. The numbers for TempEval are even
lower, with an agreement of 0.72 for anchorings of
events to times (tasks A and B) and an agreement of
0.65 for event orderings (task C). Obviously, num-
bers like this temper the expectations for automatic
temporal linking.

The lower number for TempEval came a bit as
a surprise because, after all, there were fewer rela-
tions to choose form. However, the TempEval an-
notation task is different in the sense that it did not
give the annotator the option to ignore certain pairs
of events and made it therefore impossible to skip
hard-to-classify temporal relations.

4 Evaluating Temporal Relations

In full temporal annotation, evaluation of temporal
annotation runs into the same issues as evaluation of
anaphora chains: simple pairwise comparisons may
not be the best way to evaluate. In temporal annota-
tion, for example, one may wonder how the response
in (1) should be evaluated given the key in (2).

(1) {A before B, A before C, B equals C}
(2) {A after B, A after C, B equals C}

Scoring (1) at 0.33 precision misses the interde-
pendence between the temporal relations. What we
need to compare is not individual judgements but
two partial orders.

details.
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For TempEval however, the tasks are defined in
a such a way that a simple pairwise comparison is
possible since we do not aim to create a full temporal
graph and judgements are made in isolation.

Recall that there are three basic temporal relations
(BEFORE, OVERLAP, and AFTER) as well as three
disjunctions over this set (BEFORE-OR-OVERLAP,
OVERLAP-OR-AFTER and VAGUE). The addition
of these disjunctions raises the question of how to
score a response of, for example, BEFORE given a
key of BEFORE-OR-OVERLAP. We use two scor-
ing schemes: strict and relaxed. The strict scoring
scheme only counts exact matches as success. For
example, if the key is OVERLAP and the response
BEFORE-OR-OVERLAP than this is counted as fail-
ure. We can use standard definitions of precision
and recall

Precision = R./R
Recall = R./K

where R, is number of correct answers in the re-
sponse, R the total number of answers in the re-
sponse, and K the total number of answers in the
key. For the relaxed scoring scheme, precision and
recall are defined as

Precision = R.w/R
Recall = Row/K

where R.w reflects the weighted number of correct
answers. A response is not simply counted as 1 (cor-
rect) or O (incorrect), but is assigned one of the val-
ues in table 1.

B O A B-O O-A V
B 1 0 0 0.5 0 0.33
(6] 0 1 0 0.5 0.5 0.33
A 0 0 1 0 0.5 0.33
B-O | 05 0.5 0 1 0.5 0.67
O-A |0 0.5 0.5 0.5 1 0.67
\ 033 033 033 067 067 1

Table 1: Evaluation weights

This scheme gives partial credit for disjunctions,
but not so much that non-commitment edges out pre-
cise assignments. For example, assigning VAGUE as
the relation type for every temporal relation results
in a precision of 0.33.



5 Participants

Six teams participated in the TempEval tasks. Three
of the teams used statistics exclusively, one used a
rule-based system and the other two employed a hy-
brid approach. This section gives a short description
of the participating systems.

CU-TMP trained three support vector machine
(SVM) models, one for each task. All models used
the gold-standard TimeBank features for events and
times as well as syntactic features derived from the
text. Additionally, the relation types obtained by
running the task B system on the training data for
Task A and Task C, were added as a feature to the
two latter systems. A subset of features was selected
using cross-validations on the training data, dis-
carding features whose removal improved the cross-
validation F-score. When applied to the test data,
the Task B system was run first in order to supply
the necessary features to the Task A and Task C sys-
tems.

LCC-TE automatically identifies temporal refer-
ring expressions, events and temporal relations in
text using a hybrid approach, leveraging various
NLP tools and linguistic resources at LCC. For tem-
poral expression labeling and normalization, they
used a syntactic pattern matching tool that deploys a
large set of hand-crafted finite state rules. For event
detection, they used a small set of heuristics as well
as a lexicon to determine whether or not a token is
an event, based on the lemma, part of speech and
WordNet senses. For temporal relation discovery,
LCC-TE used a large set of syntactic and semantic
features as input to a machine learning components.

NAIST-japan defined the temporal relation iden-
tification task as a sequence labeling model, in
which the target pairs — a TIMEX3 and an EVENT
— are linearly ordered in the document. For analyz-
ing the relative positions, they used features from
dependency trees which are obtained from a depen-
dency parser. The relative position between the tar-
get EVENT and a word in the target TIMEX3 is used
as a feature for a machine learning based relation
identifier. The relative positions between a word in
the target entities and another word are also intro-
duced.

The USFD system uses an off-the-shelf Machine
Learning suite(WEKA), treating the assignment of
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temporal relations as a simple classification task.
The features used were the ones provided in the
TempEval data annotation together with a few fea-
tures straightforwardly computed from the docu-
ment without any deeper NLP analysis.

WVALI’s approach for discovering intra-
sentence temporal relations relies on sentence-level
syntactic tree generation, bottom-up propaga-
tion of the temporal relations between syntactic
constituents, a temporal reasoning mechanism
that relates the two targeted temporal entities to
their closest ancestor and then to each other, and
on conflict resolution heuristics. In establishing
the temporal relation between an event and the
Document Creation Time (DCT), the temporal ex-
pressions directly or indirectly linked to that event
are first analyzed and, if no relation is detected,
the temporal relation with the DCT is propagated
top-down in the syntactic tree. Inter-sentence tem-
poral relations are discovered by applying several
heuristics and by using statistical data extracted
from the training corpus.

XRCE-T used a rule-based system that relies on
a deep syntactic analyzer that was extended to treat
temporal expressions. Temporal processing is inte-
grated into a more generic tool, a general purpose
linguistic analyzer, and is thus a complement for a
better general purpose text understanding system.
Temporal analysis is intertwined with syntactico-
semantic text processing like deep syntactic analy-
sis and determination of thematic roles. TempEval-
specific treatment is performed in a post-processing
stage.

6 Results

The results for the six teams are presented in tables
2,3, and 4.

team strict relaxed

P R F P R F
CU-TMP | 0.61 | 0.61 | 0.61 | 0.63 | 0.63 | 0.63
LCC-TE | 0.59 | 0.57 | 0.58 | 0.61 | 0.60 | 0.60
NAIST 0.61 | 0.61 | 0.61 | 0.63 | 0.63 | 0.63
USFD* 0.59 | 0.59 | 0.59 | 0.60 | 0.60 | 0.60
WVALI 0.62 | 0.62 | 0.62 | 0.64 | 0.64 | 0.64
XRCE-T | 0.53 | 0.25 | 034 | 0.63 | 0.30 | 0.41
average 0.59 | 0.54 | 0.56 | 0.62 | 0.57 | 0.59
stddev 0.03 | 0.13 | 0.10 | 0.01 | 0.12 | 0.08

Table 2: Results for Task A



team strict relaxed

P R F P R F
CU-TMP | 0.75 | 0.75 | 0.75 | 0.76 | 0.76 | 0.76
LCC-TE | 0.75 | 0.71 | 0.73 | 0.76 | 0.72 | 0.74
NAIST 0.75 | 0.75 | 0.75 | 0.76 | 0.76 | 0.76
USFD* 073 | 0.73 | 0.73 | 0.74 | 0.74 | 0.74
WVALI 0.80 | 0.80 | 0.80 | 0.81 | 0.81 | 0.81
XRCE-T | 0.78 | 0.57 | 0.66 | 0.84 | 0.62 | 0.71
average 0.76 | 0.72 | 0.74 | 0.78 | 0.74 | 0.75
stddev 0.03 | 0.08 | 0.05 | 0.03 | 0.06 | 0.03

Table 3: Results for Task B

team strict relaxed

P R F P R F
CU-TMP | 0.54 | 0.54 | 0.54 | 0.58 | 0.58 | 0.58
LCC-TE | 0.55 | 0.55 | 0.55 | 0.58 | 0.58 | 0.58
NAIST 0.49 | 049 | 049 | 0.53 | 0.53 | 0.53
USFD* 0.54 | 0.54 | 0.54 | 0.57 | 0.57 | 0.57
WVALI 0.54 | 0.54 | 0.54 | 0.64 | 0.64 | 0.64
XRCE-T | 042 | 042 | 042 | 0.58 | 0.58 | 0.58
average 0.51 | 0.51 | 0.51 | 0.58 | 0.58 | 0.58
stddev 0.05 | 0.05 | 0.05 | 0.04 | 0.04 | 0.04

Table 4: Results for Task C

All tables give precision, recall and f-measure for
both the strict and the relaxed scoring scheme, as
well as averages and standard deviation on the pre-
cision, recall and f-measure numbers. The entry for
USFD is starred because the system developers are
co-organizers of the TempEval task.’

For task A, the f-measure scores range from 0.34
to 0.62 for the strict scheme and from 0.41 to 0.63
for the relaxed scheme. For task B, the scores range
from 0.66 to 0.80 (strict) and 0.71 to 0.81 (relaxed).
Finally, task C scores range from 0.42 to 0.55 (strict)
and from 0.56 to 0.66 (relaxed).

The differences between the systems is not spec-
tacular. WVALLI’s hybrid approach outperforms the
other systems in task B and, using relaxed scoring,
in task C as well. But for task A, the winners barely
edge out the rest of the field. Similarly, for task C
using strict scoring, there is no system that clearly
separates itself from the field.

It should be noted that for task A, and in lesser ex-
tent for task B, the XRCE-T system has recall scores
that are far below all other systems. This seems
mostly due to a choice by the developers to not as-
sign a temporal relation if the syntactic analyzer did
not find a clear syntactic relation between the two

3There was a strict separation between people assisting in

the annotation of the evaluation corpus and people involved in
system development.
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elements that needed to be linked for the TempEval
task.

7 Conclusion: the Future of Temporal
Evaluation

The evaluation approach of TempEval avoids the in-
terdependencies that are inherent to a network of
temporal relations, where relations in one part of the
network may constrain relations in any other part of
the network. To accomplish that, TempEval delib-
erately focused on subtasks of the larger problem of
automatic temporal annotation.

One thing we may want to change to the present
TempEval is the definition of task A. Currently, it
instructs to temporally link all events in a sentence
to all time expressions in the same sentence. In the
future we may consider splitting this into two tasks,
where one subtask focuses on those anchorings that
are very local, like ”... White House spokesman Mar-
lin Fitzwater [said] [late yesterday] that...”. We ex-
pect both inter-annotator agreement and system per-
formance to be higher on this subtask.

There are two research avenues that loom beyond
the current TempEval: (1) definition of other sub-
tasks with the ultimate goal of establishing a hierar-
chy of subtasks ranked on performance of automatic
taggers, and (2) an approach to evaluate entire time-
lines.

Some other temporal linking tasks that can be
considered are ordering of consecutive events in a
sentence, ordering of events that occur in syntactic
subordination relations, ordering events in coordi-
nations, and temporal linking of reporting events to
the document creation time. Once enough temporal
links from all these subtasks are added to the en-
tire temporal graph, it becomes possible to let confi-
dence scores from the separate subtasks drive a con-
straint propagation algorithm as proposed in (Allen,
1983), in effect using high-precision relations to
constrain lower-precision relations elsewhere in the
graph.

With this more complete temporal annotation it
is no longer possible to simply evaluate the entire
graph by scoring pairwise comparisons. Instead
the entire timeline must be evaluated. Initial ideas
regarding this focus on transforming the temporal
graph of a document into a set of partial orders built



around precedence and inclusion relations and then
evaluating each of these partial orders using some
kind of edit distance measure.*

We hope to have taken the first baby steps with
the three TempEval tasks.
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SemEval-2007 Task 16: Evaluation of Wide Coverage KnowledgResources

1

Using large-scale knowledge bases, such as Wo
Net (Fellbaum, 1998), has become a usual, ofte!]
necessary, practice for most current Natural La
guage Processing (NLP) systems. Even now, build-
ing large and rich enough knowledge bases for
broad—coverage semantic processing takes a gré)&
deal of expensive manual effort involving large re-
search groups during long periods of developmen?.a
In fact, dozens of person-years have been invested

the development of wordnets for various language
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Abstract

This task tries to establish the relative qual-

ity of available semantic resources (derived

by manual or automatic means). The qual-

ity of each large-scale knowledge resource
is indirectly evaluated on a Word Sense Dis-

ambiguation task. In particular, we use

Senseval-3 and SemEval-2007 English Lex-
ical Sample tasks as evaluation bechmarks
to evaluate the relative quality of each re-

source. Furthermore, trying to be as neu-
tral as possible with respect the knowledge
bases studied, we apply systematically the
same disambiguation method to all the re-

sources. A completely different behaviour is

observed on both lexical data sets (Senseval-
3 and SemEval-2007).

Introduction
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245,509 semantic relatiohs That is, around one
thousand new relations per month. But this data
does not seems to be rich enough to support ad-
vanced concept-based NLP applications directly. It
seems that applications will not scale up to work-
ing in open domains without more detailed and rich
general-purpose (and also domain-specific) seman-
tic knowledge built by automatic means.

Fortunately, during the last years, the research
community has devised a large set of innovative
methods and tools for large-scale automatic acqui-
sition of lexical knowledge from structured and un-
structured corpora. Among others we can men-
tion eXtended WordNet (Mihalcea and Moldovan,
2001), large collections of semantic preferences ac-
quired from SemCor (Agirre and Martinez, 2001,
Agirre and Martinez, 2002) or acquired from British
National Corpus (BNC) (McCarthy, 2001), large-
scale Topic Signatures for each synset acquired from
the web (Agirre and de la Calle, 2004) or acquired
from the BNC (Cuadros et al., 2005). Obviously,

rEp_ese semantic resources have been acquired using a

ery different set of methods, tools and corpora, re-

I;ulting on a different set of new semantic relations

etween synsets (or between synsets and words).
Many international research groups are working
knowledge-based WSD using a wide range of ap-
proaches (Mihalcea, 2006). However, less attention
s been devoted on analysing the quality of each
mantic resource. In fact, each resource presents
%i erent volume and accuracy figures (Cuadros et

(Vossen, 1998). For example, in more than ten yea?é" 2006).

of manual construction (from version 1.5 to 2.1),

In this paper, we evaluate those resources on the

WordNet passed from 103,445 semantic relations to *Symmetric relations are counted only once.

81

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 81-86,
Prague, June 2007. (©2007 Association for Computational Linguistics



SemEval-2007 English Lexical Sample task. For Baselines P | R [F

: . TRAIN 65.1| 65.1| 65.1
comparison purposes, we also include the results of TRAIN-MFS | 545 | 545 545
the same resources on the Senseval-3 English Lex- WN-MFS 53.0 | 53.0| 53.0

SEMCOR-MFS| 49.0 | 49.1 | 49.0
RANDOM 19.1] 19.1| 19.1

ical sample task. In both cases, we used only the
nominal part of both data sets and we also included
some basic baselines.

Table 2: P, R and F1 results for English Lexical Sam-

> Evaluation Eramework ple Baselines of Senseval-3

In order to compare the knowledge resources, all the gemcor MES (SEMCOR-MFS) This method
resources are evaluated as Topic Signatures (TQ)jects the most frequent sense of the target word
That is, word vectors with weights associated t0 & semcor.

particular synset. Normally, these word vectors are \yorqNet MES (WN-MFS): This method selects
obtained by collecting from the resource under study, . first sense in WN1.6 of the target word.

the word senses appearing as direct relatives. ThiSTRAIN-MFS - This method selects the most fre-

simple representation tries to be as neutral as POS§lient sense in the training corpus of the target word.
ble with respect to the resources studied. ) Train Topic Signatures (TRAIN) : This baseline
A common WSD method has been applied {Q,ges the training corpus to directly build a Topic Sig-

all_knowledge resources on the test examples fyre using TFIDF measure for each word sense.

Senseval-3 and SemEval-2007 English lexical sanyge that this baseline can be considered as an
ple tasks. A simple word overlapping counting is, per-bound of our evaluation.
performed between the Topic Signature and the test e 2 presents the precision (P), recall (R) and

example. The synset having higher overlapping; measure (harmonic mean of recall and preci-
word counts is selected. In fact, this is a very siMgjqn) of the different baselines in the English Lexical
ple WSD method which only considers the topica, e exercise of Senseval-3. In this table, TRAIN
information around the word to be disambiguated a5 peen calculated with a vector size of at maxi-
Finally, we should remark that the results are n%um 450 words. As expected, RANDOM baseline
skewed (for instance, for resolving ties) by the mosiyyaing the poorest result. The most frequent senses
frequent sense in WN or any other statistically pregyiained from SemcCor (SEMCOR-MFS) and WN
dicted knowledge. (WN-MFS) are both below the most frequent sense
As an example, table 1 shows a test example @f the training corpus (TRAIN-MFS). However, all

SemEval-2007 corresponding to the first sense of thg them are far below the Topic Signatures acquired
noun capital. In bold there are the words that appegising the training corpus (TRAIN).

in its corresponding Topic Signature acquired from 15pie 3 presents the precision (P), recall (R) and

the web. F1 measure (harmonic mean of recall and preci-

Note that although there are several importardjon) of the different baselines in the English Lexical
related words, the WSD process implements &gample exercise of SemEval-2007. Again, TRAIN
act word form matching (no preprocessing is pefhas peen calculated with a vector size of at max-
formed). imum 450 words. As before, RANDOM baseline
obtains the poorest result. The most frequent senses
obtained from SemCor (SEMCOR-MFS) and WN
We have designed a number of basic baselines (WN-MFS) are both far below the most frequent
order to establish a complete evaluation frameworgense of the training corpus (TRAIN-MFS), and all
for comparing the performance of each semantic r&f them are below the Topic Signatures acquired us-
source on the English WSD tasks. ing the training corpus (TRAIN).

RANDOM : For each target word, this method se- Comparing both lexical sample sets, SemEval-
lects a random sense. This baseline can be consBB07 data appears to be more skewed and simple for
ered as a lower-bound. WSD systems than the data set from Senseval-3: less

2.1 Basic Baselines
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<instance 1I0="19:0@ I1@wsjJOI/WHIZ8@wsj@en@on” doCSrc="wsy <context>
“ A sweeping restructuring of the industry is possible . " r&tard & Poor 's Corp. says First Boston , Shearspn
and Drexel Burnham Lambert Inc. , in particular , are likedyhiave difficulty shoring up theitredit standing in
months ahead . What worries credit-rating concerns the mdbat Wall Street firms are taking long-temsks
with their own<head> capital </head> via leveraged buy-out and junk bond financings . That 's adepafrom
their traditional practice of transferring almost filancing risks toinvestors. Whereas conventional securitiels
financings are structured to be sold quickly , Wall Streeew penchant for leveraged buy-outs and junk bonds
resulting in long-term lending commitments that stretchfoumonths or years .

</context> </instance-

S

Table 1: Example of test id for capital#n which its corregtseis 1

Baselines Pl R|IH low to port the knowledge associated to a particular

TRAIN 876 876 87.6 : h ; .

TRAIN-MFS 81.2 | 796 | 80.4 WN version to the rest of WN versions.

\éVE’\'M'\égSR VES 2(23-‘21 22'2 %-g The current version of the MCR contains 934,771

RANDOM 274l 274 272 semantic relations between synsets, most of them

acquired by automatic means. This represents al-
Table 3: P, R and F1 results for English Lexical SamMost four times larger than the Princeton WordNet
ple Baselines of SemEval-2007 (245,509 unique semantic relations in WordNet 2.1).
Hereinafter we will refer to each semantic re-
source as follows:
polysemous (as shown by the RANDOM baseline), \yN (Fellbaum, 1998): This resource uses the
less similar than SemCor word sense frequency digjrect relations encoded in WN1.6 or WN2.0 (for
tributions _(as shown by SemCor-MFS), more Simiinstance, tree#n#1—hyponymteak#n#2). We also
lar to the first sense of WN (as shown by WN-MFS)eqteq WN (using relations at distances 1 and 2),

much more skewed to the first sense of the training,n3 (using relations at distances 1 to 3) and WN
corpus (as shown by TRAIN-MFS), and much MOrRysing relations at distances 1 to 4).

easy to be learned (as shown by TRAIN). XWN (Mihalcea and Moldovan, 2001): This re-
source uses the direct relations encoded in eXtended

3 Large scale knowledge Resources WN (for instance, teak#n#2—glosswood#n#1).

The evaluation presented here covers a wide rangeWN*XWN: This resource uses the direct rela-
of large-scale semantic resources: WordNet (WNJons included in WN and XWN. We also tested
(Fellbaum, 1998), eXtended WordNet (Mihalce WN-+XWN)? (using either WN or XWN relations
and Moldovan, 2001), large collections of semandt distances 1 and 2, for instance, tree#n#1-related—
tic preferences acquired from SemCor (Agirre and”WOOd#n#1).
Martinez, 2001; Agirre and Martinez, 2002) or ac- SPBNC(McCarthy, 2001): This resource contains
quired from the BNC (McCarthy, 2001), large-scale’07,618 selectional preferences acquired for sub-
Topic Signatures for each synset acquired from thi@cts and objects from BNC.
web (Agirre and de la Calle, 2004) or SemCor (Lan- spSemCor(Agirre and Martinez, 2002): This re-
des et al., 2006). source contains the selectional preferences acquired
Although these resources have been derived uf9r subjects and objects from SemCor (for instance,
ing different WN versions, using the technology forread#v#1-tobj>book#n#1).
the automatic alignment of wordnets (Daudé et al., MCR (Atserias et al.,, 2004): This resource
2003), most of these resources have been integrateses the direct relations included in MCR but ex-
into a common resource called Multilingual Cen<luding spBNC because of its poor performance.
tral Repository (MCR) (Atserias et al., 2004) main-Thus, MCR contains the direct relations from
taining the compatibility among all the knowledgeWN (as tree#n#1-hyponym-teak#n#2), XWN
resources which use a particular WN version as @s teak#n#2—gloss-wood#n#1), and spSemCor
sense repository. Furthermore, these mappings dks read#v#1-tobjbook#n#1) but not the indi-
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Source #relations political_party#n#1| 2.3219
Princeton WN1.6 138,091 party#n#l 2.3219
Selectional Preferences from SemCor 203,546 election#n#1 1.0926
New relations from Princeton WN2.0 42,212 nominee#n#1 0.4780
Gold relations from eXtended WN 17,185 candidate#n#1 0.4780
Silver relations from eXtended WN 239,249 campaigner#n#1 | 0.4780
Normal relations from eXtended WN 294,488 regime#n#1 0.3414
Total 934,771 identification#n#1 | 0.3414
government#n#l | 0.3414

Table 4: Semantic relations uploaded in the MCR 2‘3?,2%‘2{3222@?3 8:2212

Table 5: Topic Signatures for party#n#1 obtained

rect relations of (WN+XWNj (tree#n#1-related— from Semcor (11 out of 719 total word senses)
>wood#n#1). We also tested MEGRusing rela- .

tions at distances 1 and 2), which also integrates
(WN+XWN)? relations.

Table 4 shows the number of semantic relations " table 5, there is an example of the first word-
between synset pairs in the MCR. senses we calculate from party#n#1.
The total number of relations between WN

3.1 Topic Signatures synsets acquired from SemcCor is 932,008.

Topic Signatures (TS) are word vectors related to
particular topic (Lin and Hovy, 2000). Topic Signa-
tures are built by retrieving context words of a targetrable 6 presents ordered by F1 measure, the perfor-
topic from large corpora. In our case, we considefance of each knowledge resource on Senseval-3
word senses as topics. and the average size of the TS per word-sense. The
For this study, we use two different large-scaleaverage size of the TS per word-sense is the number
Topic Signatures. The first constitutes one of thef words associated to a synset on average. Obvi-
largest available semantic resource with around 1Qfusly, the best resources would be those obtaining
million relations (between synsets and words) ametter performances with a smaller number of asso-
quired from the web (Agirre and de la Calle, 2004)ciated words per synset. The best results for preci-
The second has been derived directly from SemCasion, recall and F1 measures are shown in bold. We
TSWEB?2: Inspired by the work of (Leacock et also mark in italics those resources using non-direct
al., 1998), these Topic Signhatures were constructedlations.
using monosemous relatives from WordNet (syn- Surprisingly, the best results are obtained by
onyms, hypernyms, direct and indirect hyponymsTSSEM (with F1 of 52.4). The lowest result is ob-
and siblings), querying Google and retrieving up t@ained by the knowledge directly gathered from WN
one thousand snippets per query (that is, a wolghainly because of its poor coverage (R of 18.4 and
sense), extracting the words with distinctive fref1 of 26.1). Also interesting, is that the knowledge
quency using TFIDF. For these experiments, Wgntegrated in the MCR although partly derived by
used at maximum the first 700 words of each TS. automatic means performs much better in terms of
TSSEM: These Topic Signatures have been comprecision, recall and F1 measures than using them
structed using the part of SemCor having all wordseparately (F1 with 18.4 points higher than WN, 9.1
tagged by PoS, lemmatized and sense tagged akhan XWN and 3.7 than spSemCor).
cording to WN1.6 totalizing 192,639 words. For Despite its small size, the resources derived from
each word-sense appearing in SemCor, we gathgemCor obtain better results than its counterparts
all sentences for that word sense, building a TS ustsing much larger corpora (TSSEM vs. TSWEB and
ing TFIDF for all word-senses co-occurring in thosespSemCor vs. spBNC).
sentences. Regarding the basic baselines, all knowledge re-
mxa_ si . ehu. es/ | xa/ r esour ces/ sources surpass RANDOM, but none achieves nei-
sensecor pus ther WN-MFS, TRAIN-MFS nor TRAIN. Only

Evaluating each resource
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KB P R F1 | Av. Size KB P R F1 | Av. Size
TSSEM 525|524 524 103 (WN+XWN)? | 54,9 51.1 | 52.9 5,153
MCR? 451 | 45.1 | 45.1| 26,429 TSWEB 54.8 | 47.8 | 51.0 700
MCR 453 | 43.7 | 445 129 XWN 50.1| 39.8 | 44.4 96
spSemCor | 43.1 | 38.7 | 40.8 56 WN+XWN 454 | 36.8 | 40.7 101
(WN+XWN)? | 38.5| 38.0 | 38.3 5,730 MCR 40.2 | 35.5| 37.7 149
WN+XWN 40.0 | 34.2 | 36.8 74 TSSEM 35.1| 32.7 | 33.9 428
TSWEB 36.1| 359 | 36.0 1,721 MCR? 324|295 309| 24,89
XWN 38.8| 325|354 69 WN?3 29.3| 26.3 | 27.7 584
WN3 35.0| 34.7 | 34.8 503 WN? 259 | 27.4| 26.6 72
WIN* 33.2|33.1| 33.2 2,346 spSemCor | 31.4 | 23.0| 26.5 51.0
W2 33.1| 27.5| 30.0 105 WN? 26.1| 23.9| 24.9 2,710
spBNC 36.3| 25.4 | 29.9 128 WN 36.8| 16.1 | 22.4 13
WN 4491 184 | 26.1 14 spBNC 244 | 18.1| 20.8 290

Table 6: P, R and F1 fine-grained results for th@able 7: P, R and F1 fine-grained results for the
resources evaluated individually at Senseval-03 Emesources evaluated individually at SemEval-2007,
glish Lexical Sample Task. English Lexical Sample Task .

KB Rank
TSSEM obtains better results than SEMCOR-MFS MCR+(WN+XWN)>+TSWEB+TSSEM| 55.5
and is very close to the most frequent sense of WN
(WN-MFS) and the training (TRAIN-MFS). Table 8: F1 fine-grained results for the 4 system-
Table 7 presents ordered by F1 measure, the p@embinations on Senseval-3
formance of each knowledge resource on SemEval-
2007 and its average size of the TS per word-sénse o , ,
g combinations are performed following a very basic
The best results for precision, recall and F1 mea-
. . .. strategy (Brody et al., 2006).
sures are shown in bold. We also mark in italics Rank-Based Combinai Rank) Each
those resources using non-direct relations. ank-base ombination ( an ) Each se-
mantic resource provides a ranking of senses of the

Interestingly, on SemEval-2007, all the knowl- ord to be disambiguated. For each sense, its place-
edge resources behave differently. Now, the bes g ' 'SP

results are obtained by (WN+XWRYwith F1 of ments according to each of the methods are summed

52.9), followed by TSWEB (with F1 of 51.0). The and the sense with the lowest total placement (clos-
lowest result is obtained by the knowledge encode%St tob;‘wst place) is ser:ected. it with

in spBNC mainly because of its poor precision (P of Ta e_8 presents the F1 measure res_ut with re-
24.4 and F1 of 20.8). spect this method when combining four different se-

Regarding the basic baselines, spBNC, WN (anﬁ]amIC respurces on t.he Sen§eval-3 tgst set. o

also WN: and WN!) and spSemCor do not sur- Regarding the basic baselines, this combination
pass RANDOM, and none achieves neither wnoutperforms the most frequent sense of SemCor
MFS, TRAIN-MFS nor TRAIN. Now, WN+XWN, (SEMCOR-MFS with F1 of 49.1), WN (WN-MFS
XWN, TSWEB and (WN+XWN} obtain better re- with F1 of 53.0) and, the training data (TRAIN-MFS

sults than SEMCOR-MFS but far below the mostVith F1 of 54.5).

frequent sense of WN (WN-MFS) and the training Table 9 presents the F1 measure result with re-
(TRAIN-MFS). spect the rank mthod when combining the same four

different semantic resources on the SemEval-2007
5 Combination of Knowledge Resources test set.

In order to evaluate deeply the contribution of each KB RERK
knowledge resource, we also provide some resultS [ \CR+(WN+XWN)?+TSWEB+TSSEM| 38.9
of the combined outcomes of several resources. The

3The average size is different with respect Senseval-3 bé[able_g: _Fl fine-grained results for the 4 system-
cause the words selected for this task are different combinations on SemEval-2007
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In this case, the combination of the four resourceB. Agirre and D. Martinez. 2002. Integrating selectional
obtains much lower result. Regarding the baselines, Preferences in wordnet.  IRroceedings of GWC,
this combination performs lower than the most fre- MYsore. India.
quent senses from SEMCOR, WN or the training. Atserias, L. Villarejo, G. Rigau, E. Agirre, J. Car-
data. This could be due to the poor individual per- roll, B. Magnini, and Piek Vossen. 2004. The mean-
formance of the knowledge derived from SemCor ing multilingual central reppsitory. IRroceedings of

S GWC, Brno, Czech Republic.
(spSemCor, TSSEM and MCR, which integrates
spSemCaor). Possibly, in this case, the knowledg®. Brody, R. Navigli, and M. Lapata. 2006. Ensem-
comming from SemCor is counterproductive. Inter- Plé methods for unsupervised wsd. Rroceedings of
estingly, the knowledge derived from other sources COLING-ACL, pages 97-104.
(XWN from WN glosses and TSWEB from the M. Cuadros, L. Padro, and G. Rigau. 2005. Comparing
web) seems to be more robust with respect corpus methods for automatic acquisition of topic signatures.
changes. In Proceedings of RANLP, Borovets, Bulgaria.

M. Cuadros, L. Padro, and G. Rigau. 2006. An empirical
6 Conclusions study for automatic acquisition of topic signatures. In
Proceedings of GWC, pages 51-59.
Although this task had no participants, we provide; Daude, L. Padro, and G. Rigau. 2003. Validation and
the performances of a large set of knowledge re- Tyning of Wordnet Mapping Techniques. Rnoceed-
sources on two different test sets: Senseval-3 andingsof RANLP, Borovets, Bulgaria.
SemEvaIT2007 English Lexical Sample @Sk'. W . Fellbaum, editor. 1998M\brdNet. An Electronic Lexi-
also provide the results of a system combination of 5 patabase. The MIT Press.
four large-scale semantic resources. When evalu- _ _
ated on Senseval-3, the combination of knowledge- Landes, C. Leacock, and R. Tengi. 2006. Build-
the most-frequent classifiers How-mg a semantlc_concordance of english. V}brd_Net.
SOUrces surpass X q i ) ' An electronic lexical database and some applications.
ever, a completely different behaviour is observed m|T Press, Cambridge MA., 1998, pages 97—104.
on SemEval-2007 data test. In fact, both corpora L « M. Chod 4 G. Mill 1998. U
: - . Leacock, M. Chodorow, and G. Miller. . Us-
present very different characteristics. The result ing Corpus Statistics and WordNet Relations for Sense
show that some resources seems to be less depengentification. Computational Linguistics, 24(1):147—
dant than others to corpus changes. 166.

Obviously, theS('a'resuIts suggest that m'uch MOIE Linand E. Hovy. 2000. The automated acquisition of
research on acquiring, evaluating and using large- topic signatures for text summarization. Pnoceed-
scale semantic resources should be addressed. ings of COLING. Strasbourg, France.

D. McCarthy. 2001.Lexical Acquisition at the Syntax-
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SemEval-2007 Task 17: English Lexical Sample, SRL and All Words

Sameer S. Pradhan
BBN Technologies,
Cambridge, MA 02138

Abstract

This paper describes our experience in
preparing the data and evaluating the results
for three subtasks of SemEval-2007 Task-17
— Lexical Sample, Semantic Role Labeling
(SRL) and All-Words respectively. We tab-
ulate and analyze the results of participating
systems.

1 Introduction

Correctly disambiguating words (WSD), and cor-
rectly identifying the semantic relationships be-
tween those words (SRL), is an important step for
building successful natural language processing ap-
plications, such as text summarization, question an-
swering, and machine translation. SemEval-2007
Task-17 (English Lexical Sample, SRL and All-
Words) focuses on both of these challenges, WSD
and SRL, using annotated English text taken from
the Wall Street Journal and the Brown Corpus.
It includes three subtasks: i) the traditional All-
Words task comprising fine-grained word sense dis-
ambiguation using a 3,500 word section of the Wall
Street Journal, annotated with WordNet 2.1 sense
tags, ii) a Lexical Sample task for coarse-grained
word sense disambiguation on a selected set of lex-
emes, and iii) Semantic Role Labeling, using two
different types of arguments, on the same subset of
lexemes.
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2 Word Sense Disambiguation

2.1 English fine-grained All-Words

In this task we measure the ability of systems to
identify the correct fine-grained WordNet 2.1 word
sense for all the verbs and head words of their argu-
ments.

2.1.1 Data Preparation

We began by selecting three articles
wsj .0105. nrg (on homelessness), wsj 0186. nrg
(about a book on corruption), and wsj 0239. nrg
(about hot-air ballooning) from a section of the WSJ
corpus that has been Treebanked and PropBanked.
All instances of verbs were identified using the
Treebank part-of-speech tags, and also the head-
words of their noun arguments (using the PropBank
and standard headword rules). The locations of the
sentences containing them as well as the locations
of the verbs and the nouns within these sentences
were recorded for subsequent sense-annotation. A
total of 465 lemmas were selected from about 3500
words of text.

We use a tool called STAMP written by Ben-
jamin Snyder for sense-annotation of these in-
stances. STAMP accepts a list of pointers to the in-
stances that need to be annotated. These pointers
consist of the name of the file where the instance
is located, the sentence number of the instance, and
finally, the word number of the ambiguous word
within that sentence. These pointers were obtained
as described in the previous paragraph. STAMP also
requires a sense inventory, which must be stored in
XML format. This sense inventory was obtained by
querying WordNet 2.1 and storing the output as a

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 87-92,
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set of XML files (one for each word to be anno-
tated) prior to tagging. STAMP works by displaying
to the user the sentence to be annotated with the tar-
get word highlighted along with the previous and the
following sentences and the senses from the sense
inventory. The user can select one of the senses and
move on to the next instance.

Two linguistics students annotated the words with
WordNet 2.1 senses. Our annotators examined each
instance upon which they disagreed and resolved
their disagreements. Finally, we converted the re-
sulting data to the Senseval format. For this dataset,
we got an inter-annotator agreement (ITA) of 72%
on verbs and 86% for nouns.

2.1.2 Results

A total of 14 systems were evaluated on the All
Words task. These results are shown in Table 1.
We used the standard Senseval scorer — scor er 21
to score the systems. All the F-scores? in this table
as well as other tables in this paper are accompanied
by a 95% confidence interval calculated using the
bootstrap resampling procedure.

2.2 OntoNotes English Lexical Sample WSD

It is quite well accepted at this point that it is dif-
ficult to achieve high inter-annotator agreement on
the fine-grained WordNet style senses, and with-
out a corpus with high annotator agreement, auto-
matic learning methods cannot perform at a level
that would be acceptable for a downstream applica-
tion. OntoNotes (Hovy et al., 2006) is a project that
has annotated several layers of semantic information
— including word senses, at a high inter-annotator
agreement of over 90%. Therefore we decided to
use this data for the lexical sample task.

2.2.1 Data

All the data for this task comes from the 1M word
WSJ Treebank. For the convenience of the partici-
pants who wanted to use syntactic parse information
as features using an off-the-shelf syntactic parser,
we decided to compose the training data of Sections
02-21. For the test sets, we use data from Sections

1http ://www.cse.unt.edu/" rada/senseval/senseval3/scorin

2scorer2 reports Precision and Recall scores for each system. For a sys-

tem that attempts all the words, both Precision and Recall are the same. Since a

few systems had missing answers, they got different Precision and Recall scores.
Therefore, for ranking purposes, we consolidated them into an F-score.
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Train Test Total
Verb 8988 | 2292 | 11280
Noun | 13293 | 2559 | 15852
Total | 22281 | 4851

Table 2: The number of instances for Verbs and
Nouns in the Train and Test sets for the Lexical Sam-
ple WSD task.

01, 22, 23 and 24. Fortunately, the distribution of
words was amenable to an acceptable number of in-
stances for each lemma in the test set. We selected
a total of 100 lemmas (65 verbs and 35 nouns) con-
sidering the degree of polysemy and total instances
that were annotated. The average ITA for these is
over 90%.

The training and test set composition is described
in Table 2. The distribution across all the verbs and
nouns is displayed in Table 4

2.2.2 Results

A total of 13 systems were evaluated on the Lexi-
cal Sample task. Table 3 shows the Precision/Recall
for all these systems. The same scoring software was
used to score this task as well.

2.2.3 Discussion

For the all words task, the baseline performance
using the most frequent WordNet sense for the lem-
mas is 51.4. The top-performing system was a su-
pervised system that used a Maximum Entropy clas-
sifier, and got a Precision/Recall of 59.1% — about 8
points higher than the baseline. Since the coarse and
fine-grained disambiguation tasks have been part of
the two previous Senseval competitions, and we hap-
pen to have access to that data, we can take this op-
portunity to look at the disambiguation performance
trend. Although different test sets were used for ev-
ery evaluation, we can get a rough indication of the
trend. For the fine-grained All Words sense tagging
task, which has always used WordNet, the system
performance has ranged from our 59% to 65.2 (Sen-
seval3, (Decadt et al., 2004)) to 69% (Seneval2,
(Chklovski and Mihalcea, 2002)). Because of time
constraints on the data preparation, this year’s task
has proportionally more verbs and fewer nouns than
ﬁfevious All-Words English tasks, which may ac-
count for the lower scores.

As expected, the Lexical Sample task using coarse



[[ Rank [ Participant [ SystemID | Classifier [ F
1 | Stephen Tratz <stephen.tratz@pnl .gov> PNNL MaxEnt 59.1+4.5
2 | Hwee Tou Ng <nght@comp.nus.edu.sg> NUS-PT SVM 58.7+4.5
3 | Rada Mihalcea <rada@cs.unt.edu> UNT-Yahoo Memory-based 58.3£4.5
4 | Cai Junfu <caijunfu@gmail .com> NUS-ML naive Bayes 57.6+4.5
5 | Oier Lopez de Lacalle <jibloleo@si .ehu.es> UBC-ALM kNN 54.4+45
6 | David Martinez <davidm@csse.unimelb.edu.au> | UBC-UMB-2 kNN 54.0+4.5
7 | Jonathan Chang <jcone@princeton.edu> PU-BCD Exponential Model | 53.94+4.5
8 | Radu ION <radu@racai -ro> RACAI Unsupervised 52.7+4.5
9 | Most Frequent \WWordNet Sense Baseline N/A 51.44+4.5

10 | Davide Buscaldi <dbuscaldi@dsic.upv.es> UPV-WSD Unsupervised 46.9+4.5
11 | Sudip Kumar Naskar <sudip.naskar@gmail.com> | JU-SKNSB Unsupervised 40.2+4.5
12 | David Martinez <davidm@csse.unimelb.edu.au> | UBC-UMB-1 Unsupervised 39.9+4.5
14 | Rafael Berlanga <berlanga@uji .es> tkb-uo Unsupervised 32.5+4.5
15 | Jordan Boyd-Graber <jbg@princeton.edu> PUTOP Unsupervised 13.24+4.5
Table 1: System Performance for the All-Words task.

[ Rank | Participant | System [ Classifier [ F |

1 | CaiJunfu <caijunfu@gmail .com> NUS-ML SVM 88.7+1.2

2 | Oier Lopez de Lacalle <jibloleo@si.ehu.es> | UBC-ALM SVD+kNN 86.9+1.2

3 | Zheng-Yu Niu <niu_zy@hotmai I .com> I12R Supervised 86.44+1.2

4 | Lucia Specia <Ispecia@gmail .com> USP-IBM-2 SVM 85.7+1.2

5 | Lucia Specia <Ispecia@gmail .com> USP-IBM-1 ILP 85.1+1.2

5 | Deniz Yuret <dyuret@ku.edu.tr> KU Semi-supervised | 85.1+1.2

6 | Saarikoski <harri.saarikoski@helsinki.fi> | OE naive Bayes, SVM | 83.8+1.2

7 | University of Technology Brno VUTBR naive Bayes 80.3+1.2

8 | Ana Zelaia <ana.zelaia@ehu.es> UBC-ZAS SVD+kNN 79.9+1.2

9 | Carlo Strapparava <strappa@itc.it> ITC-irst SVM 79.6+1.2

10 | Most frequent sensein training Baseline N/A 78.0+1.2

11 | Toby Hawker <toby@it.usyd.edu.au> USYD SVM 74.3+1.2

12 | Siddharth Patwardhan <sidd@cs.utah.edu> UMND1 Unsupervised 53.84+1.2

13 | Saif Mohammad <smm@cs . toronto.edu> Tor Unsupervised 52.1+1.2

- | Toby Hawker <toby@it.usyd.edu.au> USsYD* SVM 89.1+1.2

- | Carlo Strapparava <strappa@itc.it> ITCx SVM 89.1+1.2

Table 3: System Performance for the OntoNotes Lexical Sample task. Systems marked with an * were

post-competition bug-fix submissions.

grained senses provides consistently higher per-
formance than previous more fine-grained Lexical
Sample Tasks. The high scores here were foreshad-
owed in an evaluation involving a subset of the data
last summer (Chen et al., 2006). Note that the best
system performance is now closely approaching the
ITA for this data of over 90%. Table 4 shows the
performance of the top 8 systems on all the indi-
vidual verbs and nouns in the test set. Owing to
space constraints we have removed some lemmas
that have perfect or almost perfect accuracies. At the
right are mentioned the average, minimum and max-
imum performances of the teams per lemma, and at
the bottom are the average scores per lemma (with-
out considering the lemma frequencies) and broken
down by verbs and nouns. A gap of about 10 points

&9

between the verb and noun performance seems to
indicate that in general the verbs were more difficult
than the nouns. However, this might just be owing
to this particular test sample having more verbs with
higher perplexities, and maybe even ones that are
indeed difficult to disambiguate — in spite of high
human agreement. The hope is that better knowl-
edge sources can overcome the gap still existing be-
tween the system performance and human agree-
ment. Overall, however, this data indicates that the
approach suggested by (Palmer, 2000) and that is be-
ing adopted in the ongoing OntoNotes project (Hovy
et al., 2006) does result in higher system perfor-
mance. Whether or not the more coarse-grained
senses are effective in improving natural language
processing applications remains to be seen.



I Lenma [ ST s ] T ] t] 1] 2] 3] 4] 5] 6] 7] 8] Average | Min | Max ||

tunv [ 13 ] 8 340 62 58 61 40 55 52 [ 53 27 | 44 49 27 61
gov | 12 | 6 244 61 64 69 38 66 43 | 46 31 | 39 49 31 69
come.v 10 9 186 43 49 46 56 60 37 23 23 | 49 43 23 60
set.v 9 5 174 42 62 50 52 57 50 | 57 36 50 52 36 62
hold.v 8| 7 129 24 58 46 50 54 54 | 38 50 | 67 52 38 67
raisev 716 147 34 50 44 29 26 44 | 26 24 | 12 32 12 50
work.v 715 230 43 74 65 65 65 72 | 67 46 | 65 65 46 74
keep.v 7 6 260 80 56 54 52 64 56 | 52 48 51 54 48 64
start.v 6 | 4 214 38 53 50 47 55 45 | 42 37 | 45 47 37 55
lead.v 6| 6 165 39 69 69 85 69 51 | 69 36 | 46 62 36 85
seev 6 5 158 54 56 54 46 54 57 52 48 | 48 52 46 57
ask.v 6| 3 348 58 84 72 72 78 76 | 52 67 | 66 71 52 84
find.v 5 3 174 28 93 93 86 89 82 82 75| 86 86 75 93
fi x.v 5| 3 32 2 50 50 50 50 50 0 0| 50 38 0 50
buy.v 51| 3 164 46 83 80 80 83 78 | 76 70 | 76 78 70 83
begin.v 4| 2 114 48 83 65 75 69 79 | 56 50 | 56 67 50 83
kill.v 4 1 111 16 88 88 88 88 88 | 88 88 | 81 87 81 88
join.v 4 | 4 68 18 44 50 50 39 56 | 57 39 | 4 47 39 57
end.v 4| 3 135 21 90 86 86 90 62 | 87 86 | 67 82 62 90
do.v 4| 2 207 61 92 90 90 93 93 | 90 85 | 84 90 84 93
examine.v 3|2 26 3 | 100 | 100 67 | 100 | 100 | 67 | 100 | 33 83 33 100
report.v 3 2 128 35 89 91 91 91 91 91 91 | 86 90 86 91
regard.v 3 3 40 14 93 93 86 86 64 | 86 57 | 93 82 57 93
recall.v 3|1 49 15 | 100 | 100 87 87 93 | 87 87 | 87 91 87 100
prove.v 3|2 49 22 90 88 82 80 90 | 86 70 | 74 82 70 90
claim.v 3|2 54 15 67 73 80 80 80 | 80 80 | 87 78 67 87
build.v 3 3 119 46 74 67 74 61 54 | 74 61 72 67 54 74
feel.v 3 3 347 51 71 69 69 74 76 | 69 61 71 70 61 76
carev 3|3 69 7 43 43 43 43 | 100 | 29 57 | 57 52 29 100
contribute.v 212 35 18 67 72 72 67 50 | 61 50 | 67 63 50 72
maintain.v 212 61 10 80 80 70 | 100 80 | 90 9 | 80 84 70 100
complain.v 2 1 32 14 93 86 86 86 86 | 86 86 79 86 79 93
propose.v 212 34 14 | 100 86 | 100 86 | 100 | 93 79| 79 90 79 100
promise.v 212 50 8 88 88 75 88 |75 62 | 88 80 62 88
produce.v 2|2 115 44 82 82 7 73 7 | 75 77 | 80 78 73 82
prepare.v 2 2 54 18 94 83 89 89 83 86 83 | 83 86 83 94
explain.v 2 2 85 18 94 89 94 89 94 | 89 89 94 92 89 94
believev 212 202 55 87 78 78 86 84 | 78 74 | 80 81 74 87
occur.v 212 47 22 86 73 91 96 86 | 96 86 | 82 87 73 96
grant.v 212 19 5 | 100 80 80 80 40 | 80 60 | 80 75 40 100
enjoy.v 2 2 56 14 50 57 57 50 64 | 57 50 57 55 50 64
need.v 2 2 195 56 89 82 86 89 8 | 78 70 70 81 70 89
disclose.v 111 55 14 93 93 93 93 93 | 93 93 | 93 93 93 93
point.n 91 6 469 150 91 91 89 91 92 [ 87 84 [ 79 88 79 92
position.n 716 268 45 78 78 78 53 56 | 65 58 | 64 66 53 78
defense.n 7 7 120 21 57 48 52 43 48 29 48 | 48 46 29 57
carrier.n 7 3 111 21 71 71 71 71 67 71 71 62 70 62 71
order.n 714 346 57 93 95 93 91 93 | 92 9 | 91 92 90 95
exchange.n 51 3 363 61 92 90 92 85 9 | 88 82 | 79 87 79 92
system.n 51| 3 450 70 79 73 66 67 59 | 63 63 | 61 66 59 79
source.n 5 5 152 35 86 80 80 63 83 | 68 60 29 69 29 86
space.n 5 2 67 14 93 100 93 93 93 | 86 86 71 89 71 100
base.n 51| 4 92 20 75 80 75 50 65 | 40 5 | 75 64 40 80
authority.n 4| 3 90 21 86 86 81 62 71 | 33 71 | 81 71 33 86
people.n 4| 4 754 115 96 96 95 96 95 | 90 91 | 91 94 90 96
chance.n 41 3 91 15 60 67 60 60 67 73 20 73 60 20 73
part.n 41 3 481 71 90 90 92 97 Q0 | 74 66 66 83 66 97
hour.n 4| 2 187 48 83 85 92 83 77 | 90 58 | 92 83 58 92
development.n 3|3 180 29 | 100 79 86 79 76 | 62 79 | 62 78 62 100
president.n 3|3 879 177 98 97 98 97 93 | 9% 97 | 8 95 85 98
network.n 3 3 152 55 91 87 98 89 84 | 88 87 | 82 88 82 98
future.n 3|3 350 146 97 96 9 97 83 | 98 89 | 8 92 83 98
effect.n 3|2 178 30 97 93 80 93 80 | 90 77 | 83 87 77 97
state.n 3|3 617 72 85 86 86 83 82 | 79 83 | 82 83 79 86
power.n 3 3 251 47 92 87 87 81 77 77 7 74 81 74 92
bill.n 3 3 404 102 98 99 98 96 90 | 96 96 22 87 22 99
arean 3|3 326 37 89 73 65 68 84 | 70 68 | 65 73 65 89
job.n 3|3 188 39 85 80 77 90 80 | 82 69 | 82 80 69 90
management.n 212 284 45 89 78 87 73 98 | 76 67 | 64 79 64 98
condition.n 2 2 132 34 91 82 82 56 76 | 78 74 76 7 56 91
policy.n 2 2 331 39 95 97 97 87 95 | 97 90 64 90 64 97
rate.n 212 1009 145 90 88 92 81 92 | 89 88 | 91 89 81 92
drug.n 2|2 205 46 94 94 96 78 94 | 94 87 | 78 89 78 96

Average | Overdl 86 83 83 82 82 [ 79 7 | 77

Verbs 78 75 73 76 73 70 65 70

Nouns 89 87 86 81 83 | 80 77 76

Table 4: an Supervised system performance per predicate. (Column legend — S=number of senses in training; s=number senses appearing more than 3 times;
T=instances in training; t=instances in test.; The numbers indicate system ranks.)
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3 Semantic Role Labeling

Subtask 2 evaluates Semantic Role Labeling (SRL)
systems, where the goal is to locate the constituents
which are arguments of a given verb, and to assign
them appropriate semantic roles that describe how
they relate to the verb. SRL systems are an impor-
tant building block for many larger semantic sys-
tems. For example, in order to determine that ques-
tion (1a) is answered by sentence (1b), but not by
sentence (1c), we must determine the relationships
between the relevant verbs (eat and feed) and their
arguments.

(1) a. What do lobsters like to eat?

b. Recent studies have shown that lobsters pri-
marily feed on live fish, dig for clams, sea
urchins, and feed on algae and eel-grass.

c. In the early 20th century, Mainers would
only eat lobsters because the fish they
caught was too valuable to eat themselves.

Traditionally, SRL systems have been trained on
either the PropBank corpus (Palmer et al., 2005)
— for two years, the CoNLL workshop (Carreras
and Marquez, 2004; Carreras and Marquez, 2005)
has made this their shared task, or the FrameNet
corpus — Senseval-3 used this for their shared task
(Litkowski, 2004). However, there is still little con-
sensus in the linguistics and NLP communities about
what set of role labels are most appropriate. The
PropBank corpus avoids this issue by using theory-
agnostic labels (ARGO, ARG, ..., ARGbH), and
by defining those labels to have only verb-specific
meanings. Under this scheme, PropBank can avoid
making any claims about how any one verb’s ar-
guments relate to other verbs’ arguments, or about
general distinctions between verb arguments and ad-
juncts.

However, there are several limitations to this ap-
proach. The first is that it can be difficult to make
inferences and generalizations based on role labels
that are only meaningful with respect to a single
verb. Since each role label is verb-specific, we can
not confidently determine when two different verbs’
arguments have the same role; and since no encoded
meaning is associated with each tag, we can not
make generalizations across verb classes. In con-
trast, the use of a shared set of role labels, such
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[ System [ Type [ Precision | Recall ] F |
UBC-UPC Open 84.51 82.24 | 83.36+0.5
UBC-UPC Closed 85.04 | 82.07 | 83.52+0.5
RTV Closed 81.82 70.37 | 75.66+0.6
Without “say”

UBC-UPC Open 78.57 74.70 | 76.60+0.8
UBC-UPC Closed 78.67 | 73.94 | 76.23+0.8
RTV Closed 74.15 57.85 | 65.00+£0.9

Table 5: System performance on PropBank argu-
ments.

as VerbNet roles, would facilitate both inferencing
and generalization. VerbNet has more traditional la-
bels such as Agent, Patient, Theme, Beneficiary, etc.
(Kipper et al., 2006).

Therefore, we chose to annotate the corpus us-
ing two different role label sets: the PropBank role
set and the VerbNet role set. VerbNet roles were
generated using the SemLink mapping (Loper et al.,
2007), which provides a mapping between Prop-
Bank and VerbNet role labels. In a small number of
cases, no VerbNet role was available (e.g., because
VerbNet did not contain the appropriate sense of the
verb). In those cases, the PropBank role label was
used instead.

We proposed two levels of participation in this
task: i) Closed — the systems could use only the an-
notated data provided and nothing else. ii) Open -
where systems could use PropBank data from Sec-
tions 02-21, as well as any other resource for training
their labelers.

3.1 Data

We selected 50 verbs from the 65 in the lexical sam-
ple task for the SRL task. The partitioning into train
and test set was done in the same fashion as for the
lexical sample task. Since PropBank does not tag
any noun predicates, none of the 35 nouns from the
lexical sample task were part of this data.

3.2 Results

For each system, we calculated the precision, re-
call, and F-measure for both role label sets. Scores
were calculated using the srl - eval . pI script from
the CoNLL-2005 scoring package (Carreras and
Marquez, 2005). Only two teams chose to perform
the SRL subtask. The performance of these two
teams is shown in Table 5 and Table 6.



[ System [ Type [ Precision | Recall ] F
UBC-UPC Open 85.31 82.08 | 83.66+0.5
UBC-UPC Closed 85.31 | 82.08 | 83.66+0.5
RTV Closed 81.58 70.16 | 75.44+0.6
Without “say”

UBC-UPC Open 79.23 73.88 | 76.46+0.8
UBC-UPC Closed 79.23 | 73.88 | 76.46+0.8
RTV Closed 73.63 57.44 | 64.53+0.9

Table 6: System performance on VerbNet roles.

3.3 Discussion

Given that only two systems participated in the task,
it is difficult to form any strong conclusions. It
should be noted that since there was no additional
VerbNet role data to be used by the Open system, the
performance of that on PropBank arguments as well
as VerbNet roles is exactly identical. It can be seen
that there is almost no difference between the perfor-
mance of the Open and Closed systems for tagging
PropBank arguments. The reason for this is the fact
that all the instances of the lemma under consider-
ation was selected from the Propbank corpus, and
probably the number of training instances for each
lemma as well as the fact that the predicate is such
an important feature combine to make the difference
negligible. We also realized that more than half of
the test instances were contributed by the predicate
“say” — the performance over whose arguments is in
the high 90s. To remove the effect of “say” we also
computed the performances after excluding exam-
ples of “say” from the test set. These numbers are
shown in the bottom half of the two tables. These
results are not directly comparable to the CoNLL-
2005 shared task since: i) this test set comprises
Sections 01, 22, 23 and 24 as opposed to just Sec-
tion 23, and ii) this test set comprises data for only
50 predicates as opposed to all the verb predicates in
the CoNLL-2005 shared task.

4 Conclusions

The results in the previous discussion seem to con-
firm the hypothesis that there is a predictable corre-
lation between human annotator agreement and sys-
tem performance. Given high enough ITA rates we
can can hope to build sense disambiguation systems
that perform at a level that might be of use to a con-
suming natural language processing application. It
is also encouraging that the more informative Verb-
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| Net roles which have better/direct applicability in

downstream systems, can also be predicted with al-
most the same degree of accuracy as the PropBank
arguments from which they are mapped.
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Semeval 2007 Task 18: Arabic Semantic L abeling
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Abstract

In this paper, we present the details of the
Arabic Semantic Labeling task. We describe
some of the features of Arabic that are rele-
vant for the task. The task comprises two
subtasks: Arabic word sense disambiguation
and Arabic semantic role labeling. The task
focuses on modern standard Arabic.

1 Introduction

Recent years have witnessed a surge in available re-
sources for the Arabic language.! The computa-
tional linguistics community is just about starting
to exploit these resources toward several interesting
scientific and engineering goals. The Arabic lan-
guage is interesting from a computational linguistic
perspective. It is significantly different from English
hence creating a challenge for existing technology to
be easily portable to Arabic. The Arabic language is
inherently complex due to its rich morphology and
relative free word order. Moreover, with the exis-
tence of several interesting varieties, the spoken ver-
naculars, we are witnessing the emergence of written
dialectal Arabic everyday on the web, however there
are no set standards for these varieties.

We have seen many successful strides towards
functional systems for Arabic enabling technolo-
gies, but we are yet to read about large Arabic NLP
applications such as Machine Translation and Infor-
mation Extraction that are on par with performance
on the English language. The problem is not the ex-
istence of data, but rather the existence of data an-
notated with the relevant level of information that

TAuthor 1 is supported by DARPA contract Contract No.

HR0011-06-C-0023. Authors 2, 3 and 4 are supported by the
US Central Intelligence Service.
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is useful for NLP. This task attempts a step towards
the goal of creating resources that could be useful
for such applications.

In this task, we presented practitioners in the field
with challenge of labeling Arabic text with seman-
tic labels. The labels constitute two levels of gran-
ularity: sense labels and semantic role labels. We
specifically chose data that overlapped such that we
would have the same data annotated for different
types of semantics, lexical and structural. The over-
all task of Arabic Semantic Labeling was subdivided
into 4 sub-tasks: Arabic word sense disambiguation
(AWSD), English to Arabic WSD task (EAWSD),
argument detection within the context of semantic
role labeling, and argument semantic role classifica-
tion.

Such a set of tasks would not have been feasible
without the existence of several crucial resources:
the Ar abi ¢ Tr eebank (ATB) (Maamouri et al.,
2004), the Ar abi ¢ Wor dNet (AWN) (Elkateb et
al., 2006), and the Pi | ot Arabi ¢ Propbank
(APB).?

This paper is laid out as follows: Section 2 will
describe some facts about the Arabic language; Sec-
tion 3 will present the overall description of the
tasks; Section 4 describes the word sense disam-
biguation task; Section 5 describes the semantic role
labeling task.

2 TheArabic Language

In the context of our tasks, we only deal with MSA.3
Arabic is a Semitic language. It is known for its
templatic morphology where words are made up of
2Funded by DARPA subcontract to BBN Inc. to University

of Colorado, LDC-UPenn and Columbia University.
3In this paper we use MSA and Arabic interchangeably.
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roots and affixes. Clitics agglutinate to words. For
instance, the surface word otz 4 wbHsnAthm?*
‘and by their virtues[fem.]’, can be split into the con-
junction w ‘and’, preposition b ‘by’, the stem HsnAt
‘virtues [fem.]’, and possessive pronoun hm ‘their’.
Arabic is different from English from both the mor-
phological and syntactic perspectives which make it
a challenging language to the existing NLP technol-
ogy that is too tailored to the English language.

From the morphological standpoint, Arabic ex-
hibits rich morphology. Similar to English, Ara-
bic verbs are marked explicitly for tense, voice and
person, however in addition, Arabic marks verbs
with mood (subjunctive, indicative and jussive) in-
formation. For nominals (nouns, adjectives, proper
names), Arabic marks case (accusative, genitive and
nominative), number, gender and definiteness fea-
tures. Depending on the genre of the text at hand,
not all of those features are explicitly marked on nat-
urally occurring text.

Arabic writing is known for being underspecified
for short vowels. Some of the case, mood and voice
features are marked only using short vowels. Hence,
if the genre of the text were religious such as the
Quran or the Bible, or pedagogical such as children’s
books in Arabic, it would be fully specified for all
the short vowels to enhance readability and disam-
biguation.

From the syntactic standpoint, Arabic, different
from English, is considered a pro-drop language,
where the subject of a verb may be implicitly en-
coded in the verb morphology. Hence, we observe
sentences such as Jld! sV AKl AlbrtgAl “ate-[he]
the-oranges’, where the verb Akl encodes that the
subject is a 3rd person masculine singular. This sen-
tence is exactly equivalent to Jladl 57 o4 hw Akl Al-
brtgAl ‘he ate the-oranges’. Inthe Ar abi ¢ Tr ee-
bank (ATB), we observe that 30% of all sentences
are pro-dropped for subject.

Also Arabic is different from English in that it ex-
hibits a larger degree of free word order. For ex-
ample, Arabic allows for subject-verb-object (SVO)
and verb-subject-object (VSQO) argument orders, as
well as, OSV and OVS. In the ATB, we observe
an equal distribution of both VSO and SVO orders

“We use the Buckwalter transliteration scheme to show ro-
manized Arabic (Buckwalter, 2002).
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each equally 35% of the time. An example of an
SVO sentence is ! ls87 Jl )V AlrjAl AKIWA Al-
brtgAl ‘the-men ate-them the-oranges’, this is con-
trasted with Jlasdl Jle )V 1AKI AlrjAl AlbrtgAl “ate
the-men the-oranges’.

Arabic exhibits more complex noun phrases than
English mainly to express possession. These con-
structions are known as idafa constructions. In these
complex structures an indefinite noun is followed
by a definite noun. For example, =yl J=, rjl Al-
byt ‘man the-house’ meaning ‘man of the house’.
Accordingly, MSA does not have a special preposi-
tional use to express possession in a manner similar
to English.

3 Overall Tasks Description

Given the differences between English and Arabic,
we anticipate that the process of automatically tag-
ging text with semantic information might take more
than just applying an English semantic labeler to
Arabic. With this in mind, we decided to design a
set of tasks that target different types of semantic
annotations. We designed an all-words style word
sense disambiguation (WSD) task for all the nouns
and verbs in Arabic running text. Moreover, we de-
signed another task where the participants are asked
to detect and classify semantic role labels (SRL) for
a large portion of newswire text. The WSD texts
are chosen from the same set used for SRL. All the
data is from the Ar abi ¢ Treebank 111 ver.
2 (ATB). The ATB consists of MSA newswire data
from Annhar newspaper, from the months of July
through November of 2002. The ATB is fully anno-
tated with morphological information as well syn-
tactic structural information. The released data for
the subtasks is unvowelized and romanized using
the Buckwalter transliteration scheme. The part of
speech (POS) tag set used in the released data for
both the WSD and the SRL sub-tasks is the reduced
tag set that is officially released with the ATB.

4 Task: WSD

In the context of this task, word sense disambigua-
tion is the process by which words in context are
tagged with their specific meaning definitions from
a predefined lexical resource such as a dictionary or
taxonomy. The NLP field has gone through a very



long tradition of algorithms designed for solving this
problem (Ide and Veronis, 1998). Most of the sys-
tems however target English since it is the language
with most resources. In fact a big push forward
dawned on English WSD with the wide release of
significant resources such as WordNet.

Arabic poses some interesting challenges for
WSD since it has an inherent complexity in its writ-
ing system. As mentioned earlier, written MSA is
underspecified for short vowels and diacritics. These
short vowels and diacritics convey both lexical and
inflectional information. For example, s klyp could
mean three different things, ‘all’, ‘kidney’ and “col-
lege’. Due to the undiacritized, unvowelized writing
system, the three meanings are conflated. If diacrit-
ics are explicitly present, we would observe a bet-
ter distinction made between s kly~p *all” or “col-
lege’, and i5 klyp ‘kidney’. Hence, full diacritiza-
tion may be viewed as a level of WSD. But crucially,
naturally occurring Arabic text conflates more words
due to the writing system.

To date, very little work has been published on
Arabic WSD. This is mainly attributed to the lack in
lexical resources for the Arabic language. But this
picture is about to change with the new release of an
Arabic WordNet (AWN).

Arabic WordNet Arabic WordNet (AWN) is a
lexical resource for modern standard Arabic. AWN
is based on the design and contents of Prince-
ton WordNet (PWN)(Fellbaum, 1998) and can be
mapped onto PWN as well as a number of other
wordnets, enabling translation on the lexical level to
and from dozens of other languages.

AWN focuses on the the Common Base Concepts
(Tufis, 2004), as well as extensions specific to Ara-
bic and Named Entities. The Base Concepts are
translated manually by authors 2 and 3 into Ara-
bic. Encoding is bi-directional: Arabic concepts
for all senses are determined in PWN and encoded
in AWN; when a new Arabic verb is added, exten-
sions are made from verbal entries, including verbal
derivations, nominalizations, verbal nouns, etc.

To date, the database comprises over 8,000
synsets with over 15,000 words; about 1,400 synsets
refer to Named Entities.

Task design With the release of the AWN, we
set out to design a sub-task on Arabic WSD. The
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task had only trial and test data released in an
XML compliant format marking instance, sentence
and document boundaries. The relevant words are
marked with their gross part of speech and underly-
ing lemma and English gloss information.

The participants are required to annotate the cho-
sen instances with the synset information from
AWN. Many of the entries in AWN are directly
mapped to PWN 2.0 via the byte offset for the
synsets.

The two subtasks data comprised 1176 verb and
noun instances: 256 verbs and 920 nouns. The an-
notators were only able to annotate 888 instances for
both English and Arabic due to gaps in the AWN.
Hence, the final data set comprised 677 nouns and
211 verbs. The gold standard data is annotated au-
thors 2 and 3 of Arabic (the annotators who created
the AWN). There was always an overlap in the data
of around 300 instances. In the English Arabic WSD
task, participants are provided with a specific En-
glish word in translation to an Arabic instance. They
are also given the full English translation of the Ara-
bic document. Unfortunately, there were no partici-
pants in the task.

5 Task: Semantic Role Labeling (SRL)

Shallow approaches to text processing have been
garnering a lot of attention recently. Specifically,
shallow approaches to semantic processing are mak-
ing large strides in the direction of efficiently and
effectively deriving tacit semantic information from
text. Semantic Role Labeling (SRL) is one such ap-
proach. With the advent of faster and powerful com-
puters, more effective machine learning algorithms,
and importantly, large data resources annotated with
relevant levels of semantic information Fr anmeNet
(Baker et al., 1998) and Pr obBank corpora (Palmer
et al., 2005), we are seeing a surge in efficient ap-
proaches to SRL (Carreras and Marquez, 2005).

SRL is the process by which predicates and their
arguments are identified and their roles defined in a
sentence.

To date, most of the reported SRL systems are for
English. We do see some headway for other lan-
guages such as German and Chinese. The systems
for the other languages follow the successful mod-
els devised for English, (Gildea and Jurafsky, 2002;



Xue and Palmer, 2004; Pradhan et al., 2003). How-
ever, no SRL systems exist for Arabic.

Challenges of Arabic for SRL Given the deep
difference between such languages, this method may
not be straightforward.

To clarify this point, let us consider Figure 1.

It illustrates a sample Arabic syntactic
tree with the relevant part of speech tags
and arguments defined. The sentence is
oo plol Lo @l ) J Wl s 2o Susdh 0¥l g 5 e
m&wE AIAmm AlmtHdp frD mhip nhAyp | AtAHp
AlfrSp AmAm gbrS meaning ‘The United Nations’
project imposed a final grace period as an oppor-
tunity for Cyprus’. As we see in the figure, the
predicate is frD ‘imposed” and it has two numbered
arguments: ARGO is the subject of the sentence
which is m&wE AIAmm AlmtHdp ‘United Nations
project’; ARG, in the object position, namely,
mhlp nhAyp “final grace period’. The predicate has
an ARGM-PRP (purpose argument) in | AtAHp
AlfrSp AmAm gbrS *as an opportunity for Cyprus’.

As exemplified earlier in Section 2, there are sev-
eral crucial structural differences between English
and Arabic. These differences can make the SRL
task much harder to resolve than it is for English.

Pro-drop could cause a problem for Arabic SRL
systems that do not annotate traces.

Passivization is marked with a short vowel that
hardly ever appears on unvocalized text.

The structural word order could create problems.
For instance for a sentence such as Wyl J= J} & ‘the
. (-
man reached—told the boy’, Alrjl ‘the man’ could
be an ARGO for the VSO, or ARG1 for an VOS.
Or for.the following structure j= }1 &b, gl Alwid
blg Alrjl “the boy reached the man’, Alwld ‘the boy’
could be an ARGO if it were a SVO sentence, or
could be an ARGL1 if it were an OV'S sentence.

Idafa constructions may cause problems for argu-
ment boundary detection systems unless the under-
lying parser is sensitive to these constructions. For
example, in the sentence illustrated in Figure 1, the
NP m&wE AIAmm AlmtHdp ‘the United Nations’
project’ is an idafa construction, so the scope of the
NP has to cover all three words and then assign the
ARG boundary to the correct NP.
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Arabic Propbank Taking into consideration
the possible challenges, an Ar abi ¢ Pr opbank
(APB) was created. APB comprises 200K words
from ATB 3 version 2 annotating the proposition
for each verb. The chosen verbs occur at least 12
times in the corpus covering 80% of the data. It
provides semantic role annotations for 454 verbal
predicates. The predicates are fully specified for
diacritization hence no two lexically variant verbs
are conflated. APB defines an overall 26 argument
types. We have excluded here 4 of these argument
types, three of which were absent from the training
data and ARGM-TER which marks ATB errors.
Once the verbs are chosen, the framers come up
with frames based on a combination of syntactic
and semantic behaviors expressed by the verb
and its core arguments. The framers use their
native intuition, look at a sample occurrence in the
data, and use external sources to aid them in the
frame-creating process. If the verb has more than
one sense, it is divided into more than one frame
depending on how it relates to its arguments. The
arguments themselves are chosen based not only
on what is deemed semantically necessary, but on
frequency of usage, as well. Figure 1 shows an
example predicate and its arguments annotated with
semantic role labels.

Task Design The Arabic SRL task is split into
an argument boundary detection task and an argu-
ment classification task. We released data for the
95 most frequent verbs. An important characteristic
of the data-set is the use of unvowelized Arabic in
the Buckwalter transliteration scheme. We released
the gold standard parses in the ATB as a source for
syntactic parses for the data. The data is annotated
with the reduced Bies POS tag set (in the LDC ATB
distribution). The data comprises a development
set of 886 sentences, a test set of 902 sentences,
and a training set of 8,402 sentences. The devel-
opment set comprises 1710 argument instances, the
test data comprises 1657 argument instances, and
training data comprises 21,194 argument instances.
For evaluation we use the official CoNLL evaluator
(Carreras and Marquez, 2005). The evaluation soft-
ware produces accuracy, precision, recall and Fz—;
metrics.
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5.1 Subtask : Argument Boundary Detection previous step of argument boundary detection. In

In this task, the participating systems are ex-
pected to detect the boundaries of arguments as-
sociated with designated predicates. The systems
are expected to identify the arguments with the
correct level of scoping. For instance, in our
running example sentence, the argument bound-
aries for the verb 3 frD ‘imposed’ are illus-
trated as follows: [m&wE AIAmm AlmtHdp] 4rc
[fI'D] Lemma: faroD [mhlp nhA}yp] ARG [I AtAHpAI'
frS AmAmM gbr§ srg. The three relevant argu-
ments are m&wE AlAmm AlmtHdp “the United Na-
tions Project’, mhlp nhA}yp “final grace-period’, and
| AtAHp AlfrSo AmAm gbrS ‘as an opportunity for
Cyprus’.

Only one system (CUNIT) participated in the sub-
task. CUNIT is an SVM based discriminative clas-
sification system based on different degrees polyno-
mial kernels. The best CUNIT system (with degree
2 kernel) achieves an Fz—; argument boundary de-
tection score of 93.68% on the development data and
94.06% on the test data. We note that the results on
the test data are higher than on the development data
indicating that the test data is relatively easier.

5.2 Subtask: Argument Classification

In this task, the participating systems are expected
to identify the class of the arguments detected in the
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this sub task we have 22 argument types. Table 1
illustrates the different argument types and their dis-
tributions between the dev, train and test sets.

The most frequent arguments are ARGO0, ARG1,
ARG2 and ARGM-TMP. This is similar to what we
see in the English Propbank. We note the additional
ARG types with the extension STR. These are for
stranded arguments. The tag STR is used when one
constituent cannot be selected and an argument has
two or more concatenated constituents. An exam-
ple of this type of ARG is (a8, 3 3,50 5o 3 it
{star fy nyw ywrk fy brwklyn ‘he settled in New
York, in Brooklyn’. In this case, fy nyw ywrk ‘in
New York™ is labeled ARG1 and fy brwklyn ‘in
Brooklyn’ is labeled ARG1-STR.

Only one system (CUNIT) participated in the
SRL subtask. CUNIT is an SVM based discrimina-
tive classification system based on different degrees
polynomial kernels. The best CUNIT system (with
degree 2 kernel) achieves an overall Fg_; score for
all arguments classification of 77.84% on the devel-
opment data and 81.43% on the test data. It is worth
noting that these results are run with the automatic
argument boundary detection as an initial step. In
both the test and the development results, the preci-
sion is significantly higher than the recall. For the
development set precision is 81.31% and the recall



#train | #dev | #test
ARGO 6,328 227 256
ARGO-STR 70 8 5
ARG1 7,858 702 699
ARG1-PRD 38 2 3
ARG1-STR 172 23 13
ARG2 1,843 191 180
ARG2-STR 32 5 4
ARG3 164 13 12
ARG4 15 0 4
ARGM 79 6 1
ARGM-ADV 994 103 115
ARGM-BNF 53 5 7
ARGM-CAU 89 12 11
ARGM-CND 38 6 3
ARGM-DIR 25 3 1
ARGM-DIS 56 8 5
ARGM-EXT 21 0 1
ARGM-LOC 711 82 61
ARGM-MNR 623 85 55
ARGM-NEG 529 76 39
ARGM-PRD 77 14 12
ARGM-PRP 343 42 27
ARGM-TMP 1,347 96 107

[ Total [ 21,194 | 1,710 | 1,657 |

Table 1: Distribution of training, development and test in-
stances on the different role types.

is 74.67%. For the test set, the precision is 84.71%
and the recall is 78.39%. We note that, similar to
the boundary detection sub-task, the results on the
test data are significantly higher than on the devel-
opment data which suggests that the test data is rel-
atively easier.

6 Conclusion

In this paper, we presented a description of Task 18
on Arabic Semantic labeling. Our goal was to rally
interest in Arabic Semantic labeling. On the word
sense disambiguation front, we have successfully
created an all-words sense annotated set of Arabic
nouns and verbs in running text. The set is anno-
tated with both Arabic WordNet synset labels and
their corresponding English WordNet 2.0 synset la-
bels. Unfortunately, no systems participated in the
WSD sub-tasks, however, we have prepared the data
for future endeavors and hopefully this will motivate
researchers in NLP to start experimenting with Ara-
bic WSD.

On the task of Semantic Role Labeling, we have
created a test, training and development set that has
been successfully validated through being employed
for building the first Arabic SRL system. Hopefully,
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this data will help propel research in Arabic SRL.
It is also worth noting that we currently have effec-
tively created a data set that is annotated for word
senses, lexical information such as full morpholog-
ical specifications, syntactic and semantic parses as
well as English glosses and translations.
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Abstract

This task consists of recognizing words
and phrases that evoke semantic frames as
defined in the FrameNet project (http:
//framenet.icsi.berkeley.edu),
and their semantic dependents, which are
usually, but not always, their syntactic
dependents (including subjects). The train-
ing data was FN annotated sentences. In
testing, participants automatically annotated
three previously unseen texts to match gold
standard (human) annotation, including pre-
dicting previously unseen frames and roles.
Precision and recall were measured both for
matching of labels of frames and FEs and
for matching of semantic dependency trees
based on the annotation.

1 Introduction

The task of labeling frame-evoking words with ap-
propriate frames is similar to WSD, while the task of
assigning frame elements is called Semantic Role
Labeling (SRL), and has been the subject of several
shared tasks at ACL and CoNLL. For example, in
the sentence “Matilde said, ‘I rarely eat rutabaga,”
said evokes the Statement frame, and eat evokes
the Ingestion frame. The role of SPEAKER in the
Statement frame is filled by Matilda, and the role
of MESSAGE, by the whole quotation. In the Inges-
tion frame, [ is the INGESTOR and rutabaga fills the
INGESTIBLES role. Since the ingestion event is con-
tained within the MESSAGE of the Statement event,
we can represent the fact that the message conveyed
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was about ingestion, just by annotating the sentence
with respect to these two frames.

After training on FN annotations, the participants’
systems labeled three new texts automatically. The
evaluation measured precision and recall for frames
and frame elements, with partial credit for incorrect
but closely related frames. Two types of evaluation
were carried out: Label matching evaluation, in
which the participant’s labeled data was compared
directly with the gold standard labeled data, and Se-
mantic dependency evaluation, in which both the
gold standard and the submitted data were first con-
verted to semantic dependency graphs in XML for-
mat, and then these graphs were compared.

There are three points that make this task harder
and more interesting than earlier SRL tasks: (1)
while previous tasks focused on role assignment, the
current task also comprises the identification of the
appropriate FrameNet frame, similar to WSD, (2)
the task comprises not only the labeling of individ-
ual predicates and their arguments, but also the inte-
gration of all labels into an overall semantic depen-
dency graph, a partial semantic representation of
the overall sentence meaning based on frames and
roles, and (3) the test data includes occurrences of
frames that are not seen in the training data. For
these cases, participant systems have to identify the
closest known frame. This is a very realistic sce-
nario, encouraging the development of robust sys-
tems showing graceful degradation in the face of un-
known events.

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 99-104,
Prague, June 2007. (©2007 Association for Computational Linguistics



2 Frame semantics and FrameNet

The basic concept of Frame Semantics is that many
words are best understood as part of a group of
terms that are related to a particular type of event
and the participants and “props” involved in it (Fill-
more, 1976; Fillmore, 1982). The classes of events
are the semantic frames of the lexical units (LUs)
that evoke them, and the roles associated with the
event are referred to as frame elements (FEs). The
same type of analysis applies not only to events but
also to relations and states; the frame-evoking ex-
pressions may be single words or multi-word ex-
pressions, which may be of any syntactic category.
Note that these FE names are quite frame-specific;
generalizations over them are expressed via explicit
FE-FE relations.

The Berkeley FrameNet project (hereafter FN)
(Fillmore et al., 2003) is creating a computer- and
human-readable lexical resource for English, based
on the theory of frame semantics and supported by
corpus evidence. The current release (1.3) of the
FrameNet data, which has been freely available for
instructional and research purposes since the fall
of 2006, includes roughly 780 frames with roughly
10,000 word senses (lexical units). It also contains
roughly 150,000 annotation sets, of which 139,000
are lexicographic examples, with each sentence an-
notated for a single predicator. The remainder are
from full-text annotation in which each sentence is
annotated for all predicators; 1,700 sentences are an-
notated in the full-text portion of the database, ac-
counting for roughly 11,700 annotation sets, or 6.8
predicators (=annotation sets) per sentence. Nearly
all of the frames are connected into a single graph
by frame-to-frame relations, almost all of which
have associated FE-to-FE relations (Fillmore et al.,
2004a)

2.1 Frame Semantics of texts

The ultimate goal is to represent the lexical se-
mantics of all the sentences in a text, based on
the relations between predicators and their depen-
dents, including both phrases and clauses, which
may, in turn, include other predicators; although this
has been a long-standing goal of FN (Fillmore and
Baker, 2001), automatic means of doing this are only
now becoming available.
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Consider a sentence from one of the testing texts:

(1) This geography is important in understanding
Dublin.

In the frame semantic analysis of this sentence,
there are two predicators which FN has analyzed:
important and understanding, as well as one which
we have not yet analyzed, geography. In addition,
Dublin is recognized by the NER system as a loca-
tion. In the gold standard annotation, we have the
annotation shown in (2) for the Importance frame,
evoked by the target important, and the annotation
shown in (3) for the Grasp frame, evoked by under-
standing.

(2) [pactor This geography] [cqp is] IMPOR-
TANT [ynperTaking 10 understanding Dublin].
linTERESTED PARTY INT]

(3) This geography is important in UNDER-
STANDING [pyenomEnony Dublin].
CNI]

The definitions of the two frames begin like this:

Importance: A FACTOR affects the outcome of an
UNDERTAKING, which can be a goal-oriented activ-
ity or the maintenance of a desirable state, the work
in a FIELD, or something portrayed as affecting an
INTERESTED_PARTY...

Grasp: A COGNIZER possesses knowledge about
the workings, significance, or meaning of an idea or
object, which we call PHENOMENON, and is able to
make predictions about the behavior or occurrence
of the PHENOMENON. ..

Using these definitions and the labels, and the fact
that the target and FEs of one frame are subsumed
by an FE of the other, we can compose the mean-
ings of the two frames to produce a detailed para-
phrase of the meaning of the sentence: Something
denoted by this geography is a factor which affects
the outcome of the undertaking of understanding the
location called “Dublin” by any interested party. We
have not dealt with geography as a frame-evoking
expression, although we would eventually like to.
(The preposition in serves only as a marker of the
frame element UNDERTAKING.)

In (2), the INTERESTED_PARTY is not a label on
any part of the text; rather, it is marked INI, for “in-
definite null instantiation”, meaning that it is con-
ceptually required as part of the frame definition,
absent from the sentence, and not recoverable from
the context as being a particular individual-meaning

[COGNIZER



that this geography is important for anyone in gen-
eral’s understanding of Dublin. In (3), the COG-
NIZER is “constructionally null instantiated”, as the
gerund understanding licenses omission of its sub-
ject. The marking of null instantiations is important
in handling text coherence and was part of the gold
standard, but as far as we know, none of the partici-
pants attempted it, and it was ignored in the evalua-
tion.

Note that we have collapsed the two null instan-
tiated FEs, the INTERESTED_PARTY of the impor-
tance frame and the COGNIZER in the Grasp frame,
since they are not constrained to be distinct.

2.2 Semantic dependency graphs

Since the role fillers are dependents (broadly speak-
ing) of the predicators, the full FrameNet annotation
of a sentence is roughly equivalent to a dependency
parse, in which some of the arcs are labeled with role
names; and a dependency graph can be derived algo-
rithmically from FrameNet annotation; an early ver-
sion of this was proposed by (Fillmore et al., 2004b)
Fig. 1 shows the semantic dependency graph de-
rived from sentence (1); this graphical representa-
tion was derived from a semantic dependency XML
file (see Sec. 5). It shows that the top frame in this
sentence is evoked by the word important, although
the syntactic head is the copula is (here given the
more general label “Support”). The labels on the
arcs are either the names of frame elements or indi-
cations of which of the daughter nodes are seman-
tic heads, which is important in some versions of
the evaluation. The labels on nodes are either frame
names (also colored gray), syntactic phrases types
(e.g. NP), or the names of certain other syntactic
“connectors”, in this case, Marker and Support.

3 Definition of the task
3.1 Training data

The major part of the training data for the task con-
sisted of the current data release from FrameNet
(Release 1.3), described in Sec.2 This was supple-
mented by additional training data made available
through SemEval to participants in this task. In ad-
dition to updated versions of some of the full-text an-
notation from Release 1.3, three files from the ANC
were included: from Slate.com, “Stephanopoulos
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Figure 1: Sample Semantic Dependency Graph

Crimes” and “Entrepreneur as Madonna”, and from
the Berlitz travel guides, “History of Jerusalem”.

3.2 Testing data

The testing data was made up of three texts, none
of which had been seen before; the gold standard
consisted of manual annotations (by the FrameNet
team) of these texts for all frame evoking expres-
sions and the fillers of the associated frame ele-
ments. All annotation of the testing data was care-
fully reviewed by the FN staff to insure its cor-
rectness. Since most of the texts annotated in the
FN database are from the NTI website (www.nti.
org), we decided to take two of the three test-
ing texts from there also. One, “China Overview”,
was very similar to other annotated texts such
as “Taiwan Introduction”, “Russia Overview”, etc.
available in Release 1.3. The other NTI text,
“Work Advances”, while in the same domain, was
shorter and closer to newspaper style than the rest
of the NTI texts. Finally, the “Introduction to



Sents | NEs Frames
Tokens ‘ Types
Work 14 31 174 77
China 39 90 405 125
Dublin 67 86 480 165
Totals | 120 207 | 1059 [ 272 |

Table 1: Summary of Testing Data

Dublin”, taken from the American National Cor-
pus (ANC, www .americannationalcorpus.
org) Berlitz travel guides, is of quite a different
genre, although the “History of Jerusalem” text in
the training data was somewhat similar. Table 1
gives some statistics on the three testing files. To
give a flavor of the texts, here are two sentences;
frame evoking words are in boldface:

From “Work Advances”: “The Iranians are now
willing to accept the installation of cameras only
outside the cascade halls, which will not enable the
IAEA to monitor the entire uranium enrichment
process,’ the diplomat said.

From “Introduction to Dublin”: And in this
city, where literature and theater have historically
dominated the scene, visual arts are finally com-
ing into their own with the new Museum of Modern
Art and the many galleries that display the work of
modern Irish artists.

4 Participants

A number of groups downloaded the training or test-
ing data, but in the end, only three groups submitted
results: the UTD-SRL group and the LTH group,
who submitted full results, and the CLR group who
submitted results for frames only. It should also be
noted that the LTH group had the testing data for
longer than the 10 days allowed by the rules of the
exercise, which means that the results of the two
teams are not exactly comparable. Also, the results
from the CLR group were initially formatted slightly
differently from the gold standard with regard to
character spacing; a later reformatting allowed their
results to be scored with the other groups’.

The LTH system used only SVM classifiers, while
the UTD-SRL system used a combination of SVM
and ME classifiers, determined experimentally. The
CLR system did not use classifiers, but hand-written
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symbolic rules. Please consult the separate system
papers for details about the features used.

5 [Evaluation

The labels-only matching was similar to previous
shared tasks, but the dependency structure evalua-
tion deserves further explanation: The XML seman-
tic dependency structure was produced by a program
called fttosem, implemented in Perl, which goes
sentence by sentence through a FrameNet full-text
XML file, taking LU, FE, and other labels and using
them to structure a syntactically unparsed piece of a
sentence into a syntactic-semantic tree. Two basic
principles allow us to produce this tree: (1) LUs are
the sole syntactic head of a phrase whose semantics
is expressed by their frame and (2) each label span
is interpreted as the boundaries of a syntactic phrase,
so that when a larger label span subsumes a smaller
one, the larger span can be interpreted as a the higher
node in a hierarchical tree. There are a fair num-
ber of complications, largely involving identifying
mismatches between syntactic and semantic headed-
ness. Some of these (support verbs, copulas, mod-
ifiers, transparent nouns, relative clauses) are anno-
tated in the data with their own labels, while oth-
ers (syntactic markers, e.g. prepositions, and auxil-
iary verbs) must be identified using simple syntactic
heuristics and part-of-speech tags.

For this evaluation, a non-frame node counts as
matching provided that it includes the head of the
gold standard, whether or not non-head children of
that node are included. For frame nodes, the partici-
pants got full credit if the frame of the node matched
the gold standard.

5.1 Partial credit for related frames

One of the problems inherent in testing against un-
seen data is that it will inevitably contain lexical
units that have not previously been annotated in
FrameNet, so that systems which do not generalize
well cannot get them right. In principle, the deci-
sion as to what frame to add a new LU to should be
helped by the same criteria that are used to assign
polysemous lemmas to existing frames. However,
in practice this assignment is difficult, precisely be-
cause, unlike WSD, there is no assumption that all
the senses of each lemma are defined in advance; if



the system can’t be sure that a new use of a lemma
is in one of the frames listed for that lemma, then
it must consider all the 800+ frames as possibili-
ties. This amounts to the automatic induction of
fine-grained semantic similarity from corpus data, a
notoriously difficult problem (Stevenson and Joanis,
2003; Schulte im Walde, 2003).

For LUs which clearly do not fit into any exist-
ing frames, the problem is still more difficult. In the
course of creating the gold standard annotation of
the three testing texts, the FN team created almost 40
new frames. We cannot ask that participants hit upon
the new frame name, but the new frames are not cre-
ated in a vacuum; as mentioned above, they are al-
most always added to the existing structure of frame-
to-frame relations; this allows us to give credit for
assignment to frames which are not the precise one
in the gold standard, but are close in terms of frame-
to-frame relations. Whenever participants’ proposed
frames were wrong but connected to the right frame
by frame relations, partial credit was given, decreas-
ing by 20% for each link in the frame-frame relation
graph between the proposed frame and the gold stan-
dard. For FEs, each frame element had to match the
gold standard frame element and contain at least the
same head word in order to gain full credit; again,
partial credit was given for frame elements related
via FE-to-FE relations.

6 Results
Text Group Recall Prec. F1
Dublin | UTD-SRL | 0.4188 | 0.7716 | 0.5430
China | UTD-SRL | 0.5498 | 0.8009 | 0.6520
Work | UTD-SRL | 0.5251 | 0.8382 | 0.6457
Dublin | LTH 0.5184 | 0.7156 | 0.6012
China | LTH 0.6261 | 0.7731 | 0.6918
Work | LTH 0.6606 | 0.8642 | 0.7488
Dublin | CLR 0.3984 | 0.6469 | 0.4931
China | CLR 0.4621 | 0.6302 | 0.5332
Work | CLR 0.5054 | 0.7452 | 0.6023

Table 2: Frame Recognition only

The strictness of the requirement of exact bound-
ary matching (which depends on an accurate syntac-
tic parse) is compounded by the cascading effect of
semantic classification errors, as seen by comparing
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Text ‘ Group ‘ Recall ‘ Prec. F1
Label matching only

Dublin | UTD-SRL | 0.27699 | 0.55663 | 0.36991
China | UTD-SRL | 0.31639 | 0.51715 | 0.39260
Work | UTD-SRL | 0.31098 | 0.62408 | 0.41511
Dublin | LTH 0.36536 | 0.55065 | 0.43926
China | LTH 0.39370 | 0.54958 | 0.45876
Work | LTH 0.41521 | 0.61069 | 0.49433
Semantic dependency matching

Dublin | UTD-SRL | 0.26238 | 0.53432 | 0.35194
China | UTD-SRL | 0.31489 | 0.53145 | 0.39546
Work | UTD-SRL | 0.30641 | 0.61842 | 0.40978
Dublin | LTH 0.36345 | 0.54857 | 0.43722
China | LTH 0.40995 | 0.57410 | 0.47833
Work | LTH 0.45970 | 0.67352 | 0.54644

Table 3: Results for combined Frame and FE recog-
nition

the F-scores in Table 3 with those in Table 2. The
difficulty of the task is reflected in the F-scores of
around 35% for the most difficult text in the most
difficult condition, but participants still managed to
reach F-scores as high as 75% for the more limited
task of Frame Identification (Table 2), which more
closely matches traditional Senseval tasks, despite
the lack of a full sense inventory. The difficulty
posed by having such an unconstrained task led to
understandably low recall scores in all participants
(between 25 and 50%). The systems submitted by
the teams differed in their sensitivity to differences
in the texts: UTD-SRL’s system varied by around
10% across texts, while LTH’s varied by 15%.

There are some rather encouraging results also.
The participants rather consistently performed bet-
ter with our more complex, but also more useful and
realistic scoring, including partial credit and grad-
ing on semantic dependency rather than exact span
match (compare the top and bottom halves of Table
3). The participants all performed relatively well on
the frame-recognition task, with precision scores av-
eraging 63% and topping 85%.

7 Discussion

The testing data for this task turned out to be espe-
cially challenging with regard to new frames, since,
in an effort to annotate especially thoroughly, almost



40 new frames were created in the process of an-
notating these three specific passages. One result
of this was that the test passages had more unseen
frames than a random unseen passage, which prob-
ably lowered the recall on frames. It appears that
this was not entirely compensated by giving partial
credit for related frames.

This task is a more advanced and realistic version
of the Automatic Semantic Role Labeling task of
Senseval-3 (Litkowski, 2004). Unlike that task, the
testing data was previously unseen, participants had
to determine the correct frames as a first step, and
participants also had to determine FE boundaries,
which were given in the Senseval-3.

A crucial difference from similar approaches,
such as SRL with PropBank roles (Pradhan et al.,
2004) is that by identifying relations as part of a
frame, you have identified a gestalt of relations that
enables far more inference, and sentences from the
same passage that use other words from the same
frame will be easier to link together. Thus, the
FN SRL results are translatable fairly directly into
formal representations which can be used for rea-
soning, question answering, etc. (Scheffczyk et
al., 2006; Frank and Semecky, 2004; Sinha and
Narayanan, 2005).

Despite the problems with recall, the participants
have expressed a determination to work to improve
these results, and the FN staff are eager to collabo-
rate in this effort. A project is now underway at ICSI
to speed up frame and LU definition, and another to
speed up the training of SRL systems is just begin-
ning, so the prospects for improvement seem good.

This material is based in part upon work sup-
ported by the National Science Foundation under
Grant No. II1S-0535297.
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Abstract

This paper presents a combined super-
vised and unsupervised approach for multi-
document person name disambiguation.
Based on feature vectors reflecting pairwise
comparisons between web pages, a classifi-
cation algorithm provides linking informa-
tion about document pairs, which leads to
initial clusters. In addition, two different
clustering algorithms are fed with matrices
of weighted keywords. In a final step the
“seed” clusters are combined with the results
of the clustering algorithms. Results on the
validation data show that a combined classi-
fication and clustering approach doesn't al-
ways compare favorably to those obtained
by the different algorithms separately.

Introduction

Ghent University Association
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have looked for coreference chains within each doc-
ument, take the context of these chains for creating
summaries about each entity and convert these sum-
maries into a bag of words. Documents get clustered
using the standard vector space model. Other re-
searchers have taken this search for distinctive key-
words one step further and tried to come up with
“concepts” describing the documents. Fleischman
and Hovy (2004) introduce the “maximum entropy
model”: a binary classifier determines whether two
concept-instance pairs refer to the same individ-
ual. Pedersen (2006) presented an unsupervised ap-
proach using bigrams in the contexts to be clustered,
thus aiming at a concept level semantic space instead
of a word level feature space.

For the semeval contest, we approached the task
from a double supervised and unsupervised perspec-
tive. For the supervised classification, the task was
redefined in the form of feature vectors containing
disambiguating information on pairs of documents.

Finding information about people on the WorldIn addition to this, different clustering approaches
Wide Web is one of the most popular activities ofwere applied on matrices of keywords. These results
Internet users. Given the high ambiguity of persofvere then merged by taking the classification output
names and the increasing amount of information ofiS basic "seed” clusters, which were then enhanced
the web, it becomes very important to organize thi§Y the results from the clustering experiments.

large amount of information into meaningful clus-

ters referring each to one single individual.
The problem of resolving name ambiguity onthe feature vectors and the keyword matrices. The
the Internet has been approached from different aclassification and clustering experiments, and the
gles. Mann and Yarowsky (2003) have proposed final combination of the different outputs are dis-
Web based clustering technique relying on a feazussed in Section 3. Section 4 gives an overview of
ture space combining biographic facts and assodie results on the test data and Section 5 summarizes
ated names, whereas Bagga and Baldwin (199&e main findings of the paper.
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In the remainder of this paper, Section 2 intro-
duces the data sets and describes the construction of
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2 Data sets and feature construction cations named in the different documents. In a simi-

o lar way, the “NE” feature returns the inter-document
The data we have used for training our system Wel&erlap between all other named entities.

made available in the framework of the SemEval Starting with the assumption that overlapping

(task 13: Web People'S'earch) cqmpetition (Art"e%RL and email addresses usually point to the same
?t al, 2007),; _AIS pre,l,lr_nlnary tr§ur|1|ng corpus (rs'individual, we have also extracted URL, email and
erred to as “tria dbata mlour artu;]e), we used 'tl €domain addresses from the web pages. Therefore we
WePS corpus (Web People Searc corpus)! aval ahﬂ%ve combined pattern matching rules and markup
at http://nlp.uned.es/weps. For the real training Selsformation (HTML <href> tag). The link of the
this trial set was expanded in order to cover differ—document itself has been added to the set of URL
ent degrees of amblc?wtyl/ (k‘)’?W common r:'_ahmes’C;"?l'nks. Some filtering on the list has been performed
common names and cele rity hames whic ten E)oncerning length (to exclude garbage) and content
monopolize search results). The training corpus Iz, eycjude non-distinctive URL addresses such as
composed of 40 sets of 100 web pages, each sghey imi).  Pair-wise comparison of documents

corresponding to the first 100 results for a Persofy;itn respect to overlapping URL, email and domain
name query. The documents were manually clu§1-ames resulted in 3 binary features

tered. Documents that couldn’'t be clustered prop- Another binary feature we have extracted is the
erly have been put in a “discarded” section. Teﬁt

. . ocation, based on our simple supposition that if
data have been constructed in a similar way (30 sets P PP .

two documents are hosted in the same city, they
of 100 web pages).

most probably refer to the same person (but not

The dct? ntent of tr}e web pag(-;s ha; bhe(TIn PrePIOice versa). For converting IP-addresses to city lo-
cessed by means of a memory-based shallow parseiisns we have used MaxMind GeolP(tm) open

(MBSP) (Daelemans and van den Bosch, 200_5%'0urce databaggwhich was sufficient for our needs.
From the MBSP, we used the regular expression

based toke_nizer, the part-of-speech tagger and text, A bag of weighted keywords

chunker using the memory-based tagger MBT. On

the basis of the preprocessed data we construct a ri€Re input source for extracting our distinctive key-
feature space that combines biographic facts and di¢0rds is double: both the entire (preprocessed) con-
tinctive characteristics for a given person, a list ofent of the web pages as well as snippets and titles of
weighted keywords and meta data information abotocuments are used. Keywords extracted from snip-

the web page. pets and titles get a predefined -rather high- score,
as we consider them quite important. For determin-
2.1 Feature vector construction ing the keyword relevance of the words extracted

The following biographic facts and related nameégom the content of the web pages, we have applied

entities were extracted from the preprocessed datﬁ;r:r)n (E;erngre]?;lln\;%rgg)Document Frequency (TF-

Information on date and place of birth, and on date )
Once all scores are calculated, all weighted key-

and place of death were extracted by means of arule-

based component. Furthermore, three named ew_ords get stored in a matrix, which serve as input

tity features were extracted on the basis of the shafcl(-)r the c!ustgrlng experlm_ents. The calculat.ed key-
low syntactic information provided by the memory—Word weight is also u_sed, In case of overlapplng key-
based shallow parser and additional gazetteer infowords’ as a feature in our pairwise comparison vec-

mation. Eurthermore, a *name” feature was aimelP" In case two keywords occurring in two different

at the extraction of further interesting name infor—documents are identical or recognized as synonyms

mation (E.g other surnames, family names) on thgnformation we obtain by using WordNgt we sum

person in focus, leading to the extraction of for exP the different weights of these keywords and store

ample “Ann Hill Carter Lee” and “Jo Ann Hill” for this value in the feature vector.
the documeqt collection on “Ann Hill". The “loca-  2p:/mww.maxmind.com/app/geolitecity
tion” feature informs on the overlap between all lo-  *http://wordnet.princeton.edu/
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3 Classification and Clustering algorithms  of the person in Wikipedia. We started with the as-
sumption that sets containing famous people (found
in Wikipedia) most probably contain a small amount
For the classification experiments, we used the e&f bigger clusters than sets describing “ordinary”
ger RIPPER rule learner (Cohen, 1995) which in- persons. According to this assumption, two differ-
duces a set of easily understandable if-then classht parameter sets were used for clustering. For
fication rules for the minority class and a defaultWikipedia people we have used the correlation co-
rule for the remaining class. The ruler learner wasfficient and g1 clustering type, for ordinary people
trained and validated on the trial and training datawe have used the cosine similarity measure and sin-
Given the completely different class distribution ofgle link clustering. For both categories the number
the trial and training data, viz. 10.6% positive in-of target output clusters equals (number of RIPPER
stances in the trial data versus 66.7% in the traireutput clusters + the number of documents*0.2).

ing data, we decided to omit the trial data and opti- Although the clustering results with the best set-
mize the learner on the basis of the more balancdthgs for hierarchical and agglomerative clustering
training data set. There was an optimization of tha&vere very close with regard to F-score (combining
class ordering parameter, the two-valued negativeurity and inverse purity, see (Artiles et al., 2007)
tests parameter, the hypothesis simplification paranfer a more detailed description), manual inspection
eter, the example coverage parameter, the parame@érthe content of the clusters has revealed big dif-
expressing the number of optimization passes arferences between the two approaches. Clusters that
the loss ratio parameter. The predicted positive paigre output by our hierarchical algorithm look more
wise classifications were then combined using a fdtomogeneous (higher purity), whereas inverse pu-
coreference resolution developed counting mechéity seems better for the agglomerative clustering.

3.1 Classification

nism (Hoste, 2005). Therefor we have decided to take the best of two
worlds and combined resulting clusters of both al-
3.2 Clustering Algorithms gorithms.

We experimented with several clustering algorithms; 5 Merging of clustering results

and settings on the trial and training data to de

cide on our list of parameter settings. We validate&'assification and clustering with optimal settings
the following three clustering algorithms.  First, resulted in three sets of clusters, one based on pair-

we compared output from k-means and hierarchicdl1S€ similarity vectors and two based on keyword

clustering algorithms. Next to that, we have run eX[natrices. Since the former set tends to have better

periments for agglomerative clusterihgvith differ- precision, which seems logical because more evi-

ent parameter combinations (2 similarity measuregem features are used for classification, we used this
and 5 clustering functions). All clustering experi-S€t as "seed” clusters. The two remaining sets were

ments take the weighted keywords matrix as input'Sed t© improve recall. _ i,
Based on the validation experiments, hierarchical M€rging was done in the following way: first we
and agglomerative clustering were further evaluategPmpPare the initial set with the resuit of the agglom-

to find out the optimal parameter settings. For hief€rative clustering by trying to find the biggest inter-

archical clustering, this led to the choice of the coS€Ction. We remove the intersection from the small-

sine distance metric, single-link hierarchical cluster€St cluster and add both clusters to the final set. The

ing and a 50% cluster size. For agglomerative clud€Sulting set of clusters is further improved by us-
tering, clustering accuracy was very dependent oJRY the result of the hlgrarchlcal cIu_stermg. Here we
the structure of the document set. This has made P!y @nother combining strategy: if two documents
use different strategies for clustering sets containin{"™ Oneé cluster in the initial set, but are in separate
“famous” and “non famous” people. As a distinctionCIUSterS in the other set, we merge these two clusters.
criterion we have chosen the presence/non-present@ple 1 lists all results of the separate clustering al-
gorithms as well as the final clustering results for
“http://glaros.dtc.umn.edu/gkhome/views/cluto the Wikipedia person hames. Second half of the ta-
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Person Name ‘ Ripper ‘ agglom. ‘ hierarch. ‘ merged Person Name ‘ Ripper ‘ agglom. ‘ hierarch. ‘ merged

Wikipedia ACL
Alexander Macomb| .69/.63 .64/.56 .571.47 | .79/.80 Chris Brockett 297,39 747.69 70/.61 | .79/.80
David Lodge 69/.65 | .69/.64 | .43/33 | .79/.85 Dekang Lin .69/.58 | .76/.67 | .59/.47 | .93/.89
George Clinton 65/.62 | .64/.59 | .54/.45 | .75/.80 Frank Keller 4841 | .68L.75| .64/.62 | .56/.71
John Kennedy .67/.62 | .70/.66 | .49/.39 | .76/.80 James Curran 5350 | .64/.77 | .75/.78 | .54L.72
Michael Howard .56/.54 .63/.62 .65/.58 .62/.75 Jerry Hobbs 50/.39 .02/.01 58147 | 74170
Paul Collins 54/.57 | .64/.62 | .63/.56 | .55/.62 Leon Barrett 47140 | .67/.74| .65/.66 | .57.73
Tony Abbott 63/59 | .67/.63 | .62/.54 | .77/.83 Mark Johnson 45/.42 | 5570 | .65..77 | .44/.65
Average Scores .731.76 .671.72 .62/.60 | .66/.75 Robert Moore .39/.37 .60/.71 .66/.68 | .46/.65
all Training Data Sharon Goldwater| .60/.49 .72/.61 .40/.29 | .91/.86
Stephen Clark 41/.42 | 53/.67 | .68/.75 | .461.67
Table 1: Results on Training Data Average Scares ‘ 49145 ‘ /581,63 ‘ -69/.69 ‘ 61774

Table 2: Results on Test Data
ble shows the average results for the separate and

combined algorithms. The first score always refersTeStSEt‘ Purity ‘ '”F)’efse‘ = ‘ =
urity | o =0.5 a=0.2

to F,, = 0.5, the second score refers ¢, = 0.2. Setl 57 85 o4 73
et2 .45 91 .58 .73

The average scores, that were calculated on th€S? o 5o 60 23
complete training set, show thRtPPERoOuUtperforms — Global 50 88 60 73

the combined clusters. Table 3: Purity/Inverse Purity Results on Test Data

4 Results on the test data

experiment with meta-learning, other merging tech-
niques and evaluation metrics. Furthermore, we will
For our classification algorithm, we have finally notinvestigate the impact of intra-document and inter-
kept the best settings for the training data, as thidocument coreference resolution on web people dis-
led to an alarming over-assignment of the positivembiguation.

class, thus linking nearly every document to each

other. Therefore, we were forced to define a mor® References

strict rule set. For the clustering algorithms, we have. Artiles and J. Gonzalo and S. Sekine. 200he SemEval-

h imal rameter in ri 20P7 WePS Evaluation: Establishing a benchmark for the Web
used the optimal parameter settings as described People Search Task, Proceedings of Semeval 2007, Association

4.1 Final settings

Section 3. for Computatlonal Linguistics.
A. Bagga and B. Baldwin. 199&ntity-based cross-document
4.2 Testresults co-referencing using the vector space model, Proceedings of

Table 2 lists the results for the separate and merg th 17th|nternat|ona| conference on Computational linguistics,

clustering for SET 1 in the test data (participants, Berger and R. Caruana and D. Cohn and D. Freitag and V.
in the ACL conference) and the average for all alMittal. 2000. Bridging the Lexical Chasm: Statistical Ap-

oaches to Answer Finding, Proc. Int. Conf. Reasearch and
gorithms. The average score, that has been calcy 4 opment in Information Retrieval, 192-199,

lated on the complete test set, shows that the CORjjiam w. Cohen. 1995. Fast Effective Rule Induction,
bined clusters outperform the separate algorithm@oceedings of the 12th International Conference on Machine
for F,, = 0.2, but the hierarchical algorithm out- -€&ning, 115-123. Tahoe City, CA.

. - Walter Daelemans and Antal van den Bosch. 200%mory-
performs the others fof,, = 0.5. Table 3 lists the Based Language Processing. Cambridge University Press.

average results for purity, inverse purity and the Fyeronique Hoste. 20080ptimization Issuesin Machine Learn-

measures. ing of Coreference Resolution. Phd dissertation, Antwerp Uni-
versity.
5 Conclusions M.B. Fleischman and E. Hovy. 2004 Multi-document per-

son name resolution, Proceedings of 42nd Annual Mesting of

he Association for Computational Linguistics (ACL), Reference
We proposed and validated a combined classificg ion Workshop,

tion and clustering approach for resolving web peog, Mmann and D. Yarowsky. 2002Jnsupervised personal name
ple ambiguity. In future work we plan to experimentdisambiguation, Proceedings of CoNLL-2003, 33-40. Edmon-
with clustering algorithms that don't require a prede o™ Canada.

fined b f clust test led bT Pedersen and A. Purandare and A. Kulkarni. 200&me
Ined number of Clusters, as our tests revealed a bijqyrimination by Clustering Smilar Contexts, Proceedings of
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Abstract

This paper describes our word sense dis-
ambiguation (WSD) system participating in
the SemEval-2007 tasks. The core system
is a fully supervised system based on a Na-
ive Bayes classifier using multiple knowl-
edge sources. Toward a larger goal of in-
corporating the intrinsic nature of individ-
ual target words in disambiguation, thus in-
troducing a cognitive element in automatic
WSD, we tried to fine-tune the results ob-
tained from the core system with human-
informed feature preference, and compared
it with automatic feature selection as com-
monly practised in statistical WSD. De-
spite the insignificant improvement ob-
served in this preliminary attempt, more
systematic analysis remains to be done for
a cognitively plausible account of the fac-
tors underlying the lexical sensitivity of
WSD, which would inform and enhance
the development of WSD systems in return.

1 Introduction

In recent years, many research teams all over the
world have gained rich experience on word sense
disambiguation (WSD) from the shared tasks of
the SENSEVAL workshops. The need for multiple
knowledge sources has become a golden rule, and
the “lexical sensitivity” once remarked by Resnik
and Yarowsky (1997) is addressed by various
means in statistical classifiers, such as learning an
optimal combination of the various knowledge
sources for individual target words (e.g. Mihalcea,
2002; Escudero et al., 2004). Another common
practice is to use an ensemble of classifiers. As
pointed out by Mihalcea et al. (2004), among the
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participating systems in the SENSEVAL-3 English
lexical sample task, “several of the top perform-
ance systems are based on combination of multiple
classifiers, which shows once again that voting
scheme that combine several learning algorithms
outperform the accuracy of individual classifiers”.
However, the advancement in WSD is rarely ac-
companied by any extensive account on the cogni-
tive aspects of the task or qualitative analysis of
the relation between the disambiguation results and
the nature of individual target words underlying
the apparent lexical sensitivity of the task.

Given that humans apparently use different
strategies in making sense of words, it might be
beneficial to have such cognitive aspects, including
the type and strength of various kinds of semantic
association, realised in NLP systems explicitly.
Thus in addition to an optimal combination of clas-
sifiers alone, to better understand the contribution
of different information types for different types of
target words, it is important to look at WSD in re-
lation to the very intrinsic nature of individual tar-
get words, which could comprise many factors
such as frequency, abstractness, sense relatedness
and parts-of-speech (POS). We thus use the con-
cept Information Susceptibility (Kwong, 2005) to
refer to the relationship between the intrinsic fea-
tures of a target word and its senses, and the effec-
tiveness of various lexical information to charac-
terise them.

Our current participation in SemEval-2007 is
thus intended as a means toward a larger goal, i.e.,
to incorporate a cognitive element into automatic
WSD systems. In particular, we tried to fine-tune
the results obtained from the core system with hu-
man-informed feature preference.

In Section 2, we will briefly describe the imple-
mentation of our disambiguation system and the
features used. In Section 3 we will discuss the
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human input on the target nature and the informa-
tiveness of various features. The experiments and
results are presented in Section 4, followed by a
conclusion in Section 5.

2 System Description

2.1 Core Classifier

The core system is a fully supervised one based on
a Naive Bayes classifier. We made use of the
Weka API (Witten and Frank, 2005) in our
implementation.  According to Yarowsky and
Radu (2002), Bayesian classifiers belong to one of
the aggregative models which depend heavily on
the multiple reinforcing feature clues obtainable
from wide context. Thus we use all features
described in Section 2.2 below for our core system.

2.2 Knowledge Sources

Only the training data provided by the task organ-
isers was used to train the system. We used four
major types of contextual features, which could be
classified into Target features, Local features,
Topical features and Syntactic features, as de-
scribed in Table 1. All features were converted to
binary features.

2.3 Feature Selection

On top of the core system, we tested two value-
added steps to accommodate for the lexical sensi-
tivity of WSD. One is automatic feature selection
(AFS), for which we used CfsSubsetEval (correla-
tion-based feature selection) as implemented in
Weka, based on the training samples of each target
word. The other is human-informed feature pref-
erence (HIF), for which we ran another Naive
Bayes classifier in parallel with a feature subset
deemed informative by human judges to fine-tune
the disambiguation results obtained from the core
system (see Sections 3 and 4 below).

3 Intrinsic Nature of Target Words

Leacock et al. (1998), for example, observed that
“the benefits of adding topical to local context
alone depend on syntactic category as well as on
the characteristics of the individual word”. In
other words, some target words happen to be more
“topical” than others and might therefore be more
susceptible to topical contextual features during
disambiguation. Others, however, might only be
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optimally disambiguated with other types of in-
formation.

Target Features
Wy Word form of the target word
Py POS of the target word
Local Features
P, POS of words at fixed positions
P, from the target word, including
Py the first and second word on its
P, left and the first and second word
on its right
W, Word forms of the words at fixed

W, positions from the target word,

W, including the first and second
Wi, word on its left and the first and
second word on its right
Topical Features
Wio.. Wi Content words appearing within
the window of ten words on each
side of the target word
Syntactic Features
P,P, POS bigrams composed of the
PPy target word and its neighbouring
PyPy, words, the non-immediate P_, Py
PyP., and Py P, are included to ac-
commodate for some flexibility
P,P,P, POS trigrams composed of the
PyP Py, target word and its neighbouring

words

Table 1 Features Used in the Naive Bayes Classifer

While statistical WSD has more or less reached
its ceiling, it is assumed that a more thorough un-
derstanding of the effectiveness of different types
of lexical information for characterising a word
sense and distinguishing it from others should be
able to further inform and enhance the develop-
ment of WSD systems. To this end, three under-
graduate linguistics students in the City University
of Hong Kong were asked to go through the train-
ing data for the Chinese lexical sample task in
SENSEVAL-3 and that for the multilingual Chi-
nese-English lexical sample task (Task 5) in Se-
mEval-2007. For each sense of a given target
word, they were asked to rate the difficulty, ab-
stractness, and topicality of the sense on a 3-point
scale. At the same time, they were asked to indi-



cate the type of information, among local POS,
local words, and contextual words (i.e. the topical
features in Table 1), which they reckon to be most
useful for disambiguating a given sample of the
target word.'

While the information collected from the human
judges is pending in-depth analysis, the feature
preference indicated by them was used to fine-tune
the results obtained from our core system. During
disambiguation, we run two Naive Bayes classifi-
ers in parallel, the core one on all features above,
and the other only on the type of information
deemed most useful by two or more of the human
judges, and use the latter to adjust the results from
the former, as further discussed in Section 4.2.

4 Experiment and Results

4.1 Datasets

We participated in the Multilingual Chinese-
English Lexical Sample Task (Task 5) and the
English Lexical Sample Task via English-Chinese
Parallel Text (Task 11).

Task 5 consists of 40 Chinese target words, 19
nouns and 21 verbs. The number of senses for the
target words ranges from 2 to 8, with an average of
3. There are altogether 2,680 training samples, i.e.
on average about 22 for each sense. A total of 935
testing instances were to be tagged, i.e. on average
about 23 for each target word. The data were from
People’s Daily. The sense tags are given in the
form of their English translations in the Chinese
Semantic Dictionary developed by the Institute of
Computational Linguistics of Peking University.
The task organiser has provided the data with word
segmentation and POS for each segmented word.

Task 11 consists of 40 English target words, in-
cluding 20 nouns and 20 adjectives. The average
number of training samples for each sense is about
42. The number of senses for the target words
ranges from 2 to 6, with an average of 3.125. The
average number of testing samples for each target
word is 68. The data were gathered from word-
aligned English-Chinese parallel texts.

In addition, we also used the SENSEVAL-3
Chinese lexical sample data during evaluation,
which contains 20 target words.

' To simplify the task for the human judges, we did not
distinguish between fixed-position local POS and n-
gram syntactic features, and only used the former.
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4.2 Evaluation

For Task 5, we made use of the segmentation and
POS information provided by the task organiser.
For Task 11, we first ran the data through the Brill
tagger (Brill, 1994) to obtain the POS, from which
we then extracted the feature values.

On top of the core system, we also tested two
value-added conditions, namely automatic feature
selection (AFS) and human-informed feature pref-
erence (HIF). For the latter, we run a separate Na-
ive Bayes classifier in parallel to the core system,
using the knowledge source deemed most useful
for a given target word by two or more human
judges. When the probability of the best guess
from the core classifier is under a certain threshold,
the best guess from the other is used instead. For
the current experiment, the probability of the best
guess from the core classifier must at least double
that for the next best guess.

For evaluation, we ran a 10-fold cross validation
on the SemEval-2007 Task 5 training data, with
the core system and AFS. In addition, we tested
with the Senseval-3 Chinese lexical sample data.
We trained the classifier with the Senseval-3 train-
ing data, with the core classifier, AFS, and HIF.
The results are discussed below.

4.3 Results

Table 2 shows the evaluation results of the various
conditions described above.

Condition | Ave. Precision

SemEval-2007 training data (10-fold CV)

Core classifier 77.33%
Core classifier + AFS 85.51%
Senseval-3 testing data

Core classifier 60.2%
Core classifier + AFS 61.7%
Core classifier + HIF 60.7%

Table 2 Evaluation Results

Apparently, and as known and expected, feature
selection is useful for choosing an optimal set of
features for each target word. How this compares
and works together with human intuition and the
nature of the individual target words and senses is
what we would like to further investigate. In the
above experiment, fine-tuning with human-



informed feature preference did not improve the
performance as significantly as one would like to
see, and the effect varied with individual target
words. One possibility is that Naive Bayes classi-
fiers favour aggregative features, so it might not be
most appropriate to do the fine-tuning with a sepa-
rate classifier. Rather, we could explore the feasi-
bility of adjusting the weights of individual fea-
tures based on the feature preference.

Our next step is to perform in-depth and system-
atic analysis on the difficulty, abstractness and
topicality of the target words and senses, with the
information gathered from the human judges and
the confusion matrices generated from the experi-
ment, in association with psychological evidence
like semantic activation and the organisation of the
mental lexicon (e.g. Kwong, 2007).

4.4

The official scores for our system are shown in
Table 3.

Official Scores in SemEval-2007

Task System MicroAvg MacroAvg Rank
5 HIF 71.0% 74.9% 3/6

11 AFS 75.3%" - 3/3
Table 3 Official Scores for CITYU in SemEval-2007

Our scores are comparable to the state-of-the-art
results. Although the HIF step did not increase the
performance significantly, in view of the limitation
of state-of-the-art statistical WSD systems, every
minor improvement counts. It therefore remains
for us to further investigate the cognitive aspects of
WSD in relation to target nature and have them
systematically realised in WSD systems.

5 Conclusion

In this paper, we have described our system par-
ticipating in the SemEval-2007 multilingual Chi-
nese-English lexical sample task and English lexi-
cal sample task via English-Chinese parallel text.
Toward a larger goal of supplementing statistical

% A post-hoc analysis reveals a technical problem for six
of the target words in Task 11 (educational.a, change.n,
future.n, interest.n, need.n, program.n) which were not
properly processed by the system in one of the steps,
and the most frequent sense was used by default. Ignor-
ing these cases, a precision of 78.3% was obtained using
the task organiser’s key and scoring program.
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methods with some cognitive elements of WSD,
more systematic analysis of the intrinsic nature of
target words underlying the lexical sensitivity of
WSD is underway.
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Abstract

In SemEval-2007, CL Research participated in
the task for Frame Semantic Structure
Extraction. Participation in this task was used as
the vehicle for efforts to integrate and exploit
FrameNet in a comprehensive text processing
system. In particular, this involved steps to build
a FrameNet dictionary with CL Research’s
DIMAP dictionary software and to use this
dictionary (along with its semantic network
processing capabilities) in processing text into
XML representations. Implementation of the
entire integrated package is only in its initial
stages and was used to make only a bare
submission of frame identification. On this task,
over all texts, a recall of 0.372, a precision of
0.553, and an F-score of 0.445 were achieved.
Considering only targets included in the DIMAP
FrameNet dictionary, the overall F-score is
0.605. These results, competitive with the top
scoring system, support continued attempts at a
dictionary-based approach to frame structure
extraction.

1 Introduction

CL Research participated in the SemEval-2007 task
for Frame Semantic Structure Extraction. In
participating in this task, we integrated the use of
FrameNet in the Text Parser component of the CL
Research Knowledge Management System (KMS). In
particular, we created a FrameNet dictionary from
the FrameNet databases with the CL Research
DIM AP dictionary software and used this dictionary
as a lexical resource. This new lexical resource was
integrated in the same manner as other lexical
resources (including WordNet and the Oxford
Dictionary of English (ODE, 2004)). As such, the
FrameNet dictionary was available as the basis for
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sense disambiguation. In the CL Research Text
Parser, this integration was seamless, in which
disambiguation can be performed against several
lexical resources. This work attempts to expand on
semantic role labeling experiments in Senseval-3
(Litkowski, 2004a, and Litkowski, 2004b).

In the following sections, we first describe the
overall structure of the CL Research Knowledge
Management System and Text Parser, describing
their general parsing and text analysis routines. Next,
we describe the creation of the FrameNet dictionary,
particularly identifying design considerations to
exploit the richness of the FrameNet data. In section
4, we describe our submission for the SemEval task.
In section 5, we describe our results. Finally, we
identify next steps that can be taken within the CL
Research KMS and DIM AP environments to extend
the FrameNet data.

2 CL Research Text Processing

The CL Research Knowledge Management System
(KMS) is an integrated environment for performing
several higher level applications, particularly
question answering and summarization. The
underlying architecture of KMS relies on an XML
representation of texts that captures discourse
structure and discourse elements, particularly noun
phrases, verbs, and semantic roles (predominantly as
reified in prepositions). The texts that are represented
include primarily full texts as they may appear in
several forms, but also include questions, topic
specifications for which summaries are desired, and
keyword search expressions.

Text processing is an integrated component of
KMS, but for large-scale processing, a separate
system, the CL Research Text Parser is frequently
used. The same modules are used for both, with
different interfaces. Text processing is performed in
two stages: (1) syntactic parsing, generating a parse
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tree as output; and (2) discourse analysis, analyzing
the parse tree and building sets of data used torecord
information about discourse segments (i.¢., clauses),
discourse entities (primarily noun phrases, but also
including predicate adjective and adverb phrases),
verbs, and semantic relations (prepositions). After the
data structures are completed for an entire text during
the discourse analysis phase, they are used to create
a nested XML representation showing all the
elements and providing attributes of each component.

The parser is grammar-based and produces a
constituent structure, with non-terminals representing
syntactic components and leaves corresponding to the
words of the sentence. The parser generates some
dependency relationships by using dynamic grammar
rules added during parsing, particularly through sets
of subcategorization patterns associated with verbs
(and some other words in the dictionary). This allows
the identification of such things as sentence subjects,
preposition phrase attachments, and clause
attachments. Syntactic ambiguity is handled by
carrying forward a variable number of possible
parses (usually 40, but user adjustable for any
number), eliminating parses that are less well-formed.

The discourse analysis phase includes an
anaphora resolution component and detailed semantic
analyses of each sentence element. Many dependency
relationships are identified during this phase. The
semantic analysis includes a disambiguation
component for all words (using one or more of the
integrated dictionaries). The semantic analysis also
identifies (for later use in the XML representation)
relations between various sentence elements,
particularly identifying the complement and
attachment point for prepositions.'

To make use of the FrameNet data, it is first
necessary to put it into a form that can be used
effectively. For this purpose, a DIMAP dictionary is
used. Such dictionaries are accessible using btree
lookup, so rapid access is ensured during large-scale
text processing. Syntactic parsing proceeds at about
eight or nine hundred sentences per minute; the
discourse analysis phase is roughly the same
complexity. The result is that sentences are normally

'At present, the analysis of the complement and
attachment points examines only the highest ranked
attachment point, rather than examining other
possibilities (which are frequently identified in
parsing).
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processed at 300 to 500 sentences per minute.
3 A FrameNet Dictionary

The integration of FrameNet into KMS and Text
Parser is generally handled in the same way that
other dictionaries are used. Specifically, there is a
call to a disambiguation component to identify the
applicable sense. After this, FrameNet data are used
in a slightly different way. Disambiguation proceeds
sequentially through the words in a sentence, but the
labeling of components with frame elements is
performed only after a sentence has been fully
discourse-analyzed. This is necessary because the
location of frame elements requires full knowledge of
all components in a sentence, not just those which
precede a given target (i.e., in left-to-right parsing
and discourse analysis).

The main issue is the design of a FrameNet
dictionary; DIMAP provides sufficient capability to
capture all aspects of the FrameNet data
(Ruppenhofer, et al., 2006) in various types of built-
in data structures. First, it is necessary to capture
each lexical unit and to create a distinct sense for
each frame in which a lexeme is used. The current
FrameNet DIMAP dictionary contains 7575 entries,
with many entries having multiple senses.” For each
sense, the FrameNet part of speech, the definition, the
frame name, the ID number, and the definition source
(identified as FN or COD, the Concise Oxford
Dictionary) are captured from the FrameNet files.’

If there is an associated FrameNet lexical entry
file that contains frame element realizations, this
information is also captured in the appropriate sense.
In DIMAP, this is done in an attribute-value feature
structure. Each non-empty feature element realization
in the FrameNet data is captured. A DIMAP feature
attribute is constructed as a conflation of the phrase
type and the grammatical function, e.g. “NP (Dep)”.
The feature value is a conflation of the valence unit

*We unwittingly used an August 2006 version of
FrameNet, not the latest version that incorporated
frames developed in connection with full-text
annotation. This affects our results, as described below.

3The FrameNet dictionary data is captured using
FrameNet Explorer, a Windows interface for exploring
FrameNet frames, available for free download at CL
Research (http://www.clres.com).




frame element name and the number of annotations in
the FrameNet corpus, e.g., “Cognizer (28)”. This
manner of capturing FrameNet information is doneto
facilitate processing; the DIM AP feature structure is
frequently used to access information about lexical
items. Further experience will assess the utility of this
format.

Frames and frame elements are captured in the
same dictionary. However, they are not treated as
lexical units, but rather as “meta-entries”. In the
DIMAP dictionary, frame names are entered as
dictionary entries beginning with the symbol “#” and
frame elements are entered beginning with the symbol
“@?”. In these entries, different data structures of a
DIMAP entry are used to capture the different kinds
of relations between frames and frame elements (i.e.,
the frame-to-frame relations) that are found in the
FrameNet data. Thus, a frame will have a “frame-
element” link to each of its frame elements. It will
also have attribute-value features listing its frame
elements and their type (core, peripheral, or extra-
thematic).

With a dictionary structured as described, it is
possible not only to look up a lexical unit, but also to
traverse the various links that are reachable from a
given entry. Specifically, when a lexical unit is
recognized in processing the text, the first step is to
retrieve the entry for that item and to use the frame
element realization patterns to disambiguate among
the senses (if more than one of the same part of
speech). After a sentence has been completely
processed (as described above), the meta-entries
associated with each lexical unit can be examined
(and appropriate traversals to other meta-entries can
be followed) in order to identify which sentence
constituents fill the frame elements.

Specific routines for traversing the various
FrameNet links have not yet been developed.
However, this is primarily a matter of assessing
which traversals would be useful. Similar traversals
are used with other lexical resources, such as
WordNet, where, for example, inheritance hierarchies
and other WordNet relation links are routinely
traversed.

4 The SemEval FrameNet Submission

To participate in the SemEval FrameNet task, the
three test texts were wrapped into a standard XML
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representation used in processing texts. This wrapper
consists only of an overall <DOCS> tag, a subtag
<DOC> for each document, and a <TEXT> tag
surrounding the actual text. The text was included
with some minor changes. Since Text Parser includes
a sentence splitter, we had to make sure that the texts
would split into the identifiable sentences as given on
each line of the texts. Thus, for headers in the text,
we added a period at the end. Once we were sure that
the same number of sentences would be recognized,
we processed the texts using Text Parser, as
described in section 2.*

As mentioned above, the FrameNet dictionary
lookup occurred in a separate traversal of the parse
tree after the discourse analysis phase. During this
traversal, the base form of each noun, verb, adjective,
or adverb content word was looked up in the
FrameNet dictionary. If there was no entry for the
word, no further FrameNet processing was
performed. When an entry was found, each sense of
the appropriate part of speech is examined in order to
disambiguate among multiple senses. A score is
computed for each sense and the score with the
highest sense was selected.’

Having identified a sense in the FrameNet
dictionary, this was interpreted as finding a
FrameNet target, with the FrameNet frame as
identified in the lexical entry. Since the character
positions of each word in the source sentence are
included in the parse tree information, this
information was captured for inclusion in the output.
(Further implementation to identify the frame
elements associated with the target has not been
completed at this time. As a result, our submission
was only a partial completion of the FrameNet task.)

After completing the processing of each sentence,

*To make a submission for the FrameNet task, it was
necessary to initialize an XML object into which the
results could be inserted after processing each
sentence. This is not a usual component of Text Parser,
but was implemented solely for the purpose of
participating in this task.

3 At this time, all senses receive an identical score. The
first sense is selected. Senses are unsystematically
ordered as they were encountered in creating the
FrameNet dictionary. This will be extended to compute
a score based on the various frame element realization
patterns associated with each sense.



all FrameNet frame information that had been
identified was processed for inclusion in the XML
submission for this task. In particular, the annotation
sets required were incorporated into the XML object
that had been initialized. (Our annotation sets
included only the “Target” layer.) After all sentences
had been completed, the XML object was printed to
a file for submission.

5 Results

Our results are shown in Table 1, giving the recall,
precision, and F-score for each text and over all
texts. As indicated, these results are for only the
target identification subtask.’

Table 1. Target Identification Scores
Text Recall Precision | F-Score
Dublin 0.33403 0.53572] 0.41237
China 0.51148 0.52525| 0.51827
Iran 0.44828 0.66102| 0.53425
All 0.37240 0.55337| 0.44520

As indicated above, we used an early version of
the FrameNet databases that did not include all the
lexical units in the training and test texts. As a result,
we did not have FrameNet entries for 30 percent of
the words identified as targets in the test texts. Table
2 shows an estimate of the adjusted scores that would
result if those lexical items were included..

Table 2. Adjusted Target Identification Scores
Text Recall Precision | F-Score
Dublin 0.53445 0.65140| 0.58716
China 0.57037 0.62097|  0.59459
Iran 0.61494 0.72789|  0.66667
All 0.56144 0.65132| 0.60305

The results in Table 1 rank third of the four
teams participating in this subtask. With the results
in Table 2, our performance would improve to first
for two of the texts and just below the top team for
the other text.

®Corresponding to the “-¢ -n -t” options of the scoring
program. In these tables, “Dublin” refers to
IntroOfDublin, “China” to ChinaOverview, and
“Iran” to workAdvances.
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6 Future Steps

Participation in the FrameNet frame structure
extraction task has demonstrated the basic viability
of our approach. Many of the frames have been
recognized successfully. We have not yet examined
the extent to which the disambiguation among frames
is significant, particularly since there are not many
entries that have several senses. We have yet to
develop specific techniques for making use of the
frame element realization patterns. However, we
believe that a reasonable performance can be
expected since KMS and Text Parser produce output
that breaks sentences down into the types of
components that should be included as frame
elements.

The architecture of KMS, Text Parser, and
DIMAP provide significant opportunities for
extending our performance. In particular, since these
systems include the Oxford Dictionary of English, a
superset of the Concise Oxford Dictionary, there is
an opportunity for extending the FrameNet datasets.
The COD definitions in FrameNet can be mapped to
those in ODE and can be exploited to extend
FrameNet frames to lexical items not yet covered in
FrameNet.
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Abstract

For the Affective Text task at Semeval-
1/Senseval-4, the CLaC team compared a
knowledge-based, domain-independent ap-
proach and a standard, statistical machine
learning approach to ternary sentiment an-
notation of news headlines. In this paper
we describe the two systems submitted to
the competition and evaluate their results.
We show that the knowledge-based unsu-
pervised method achieves high accuracy and
precision but low recall, while supervised
statistical approach trained on small amount
of in-domain data provides relatively high
recall at the cost of low precision.

1 Introduction

Sentiment tagging of short text spans — sentences,
headlines, or clauses — poses considerable chal-
lenges for automatic systems due to the scarcity of
sentiment clues in these units: sometimes, the deci-
sion about the text span sentiment has to be based
on just a single sentiment clue and the cost of every
error is high. This is particularly true for headlines,
which are typically very short. Therefore, an ideal
system for sentiment tagging of headlines has to use
a large set of features with dependable sentiment an-
notations and to be able to reliably deduce the senti-
ment of the headline from the sentiment of its com-
ponents.

The valence labeling subtask of the Affective Text
task requires ternary — positive vs. negative vs.
neutral — classification of headlines. While such
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categorization at the sentence level remains rela-
tively unexplored®, the two related sentence-level,
binary classification tasks — positive vs. negative
and subjective vs. objective — have attracted con-
siderable attention in the recent years (Hu and Liu,
2004; Kim and Hovy, 2005; Riloff et al., 2006; Tur-
ney and Littman, 2003; Yu and Hatzivassiloglou,
2003). Unsupervised knowledge-based methods are
the preferred approach to classification of sentences
into positive and negative, mostly due to the lack of
adequate amounts of labeled training data (Gamon
and Aue, 2005). These approaches rely on presence
and scores of sentiment-bearing words that have
been acquired from dictionaries (Kim and Hovy,
2005) or corpora (Yu and Hatzivassiloglou, 2003).
Their accuracy on news sentences is between 65 and
68%.

Sentence-level subjectivity detection, where train-
ing data is easier to obtain than for positive vs. neg-
ative classification, has been successfully performed
using supervised statistical methods alone (Pang and
Lee, 2004) or in combination with a knowledge-
based approach (Riloff et al., 2006).

Since the extant literature does not provide clear
evidence for the choice between supervised machine
learning methods and unsupervised knowledge-
based approaches for the task of ternary sentiment
classification of sentences or headlines, we devel-
oped two systems for the Affective Text task at
SemEval-2007. The first system (CLaC) relies on
the knowledge-rich approach that takes into consid-

To our knowledge, the only work that attempted such clas-
sification at the sentence level is (Gamon and Aue, 2005) that
classified product reviews.
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eration multiple clues, such as a list of sentiment-
bearing unigrams and valence shifters, and makes
use of sentence structure in order to combine these
clues into an overall sentiment of the headline. The
second system (CLaC-NB) explores the potential of
a statistical method trained on a small amount of
manually labeled news headlines and sentences.

2 CLaC System: Syntax-Aware
Dictionary-Based Approach

The CLaC system relies on a knowledge-based,
domain-independent, unsupervised approach to
headline sentiment detection and scoring. The
system uses three main knowledge inputs: a list
of sentiment-bearing unigrams, a list of valence
shifters (Polanyi and Zaenen, 2006), and a set of
rules that define the scope and results of com-
bination of sentiment-bearing words with valence
shifters.

2.1 List of sentiment-bearing words

The unigrams used for sentence/headline classifica-
tion were learned from WordNet (Fellbaum, 1998)
dictionary entries using the STEP system described
in (Andreevskaia and Bergler, 2006b). In order to
take advantage of the special properties of WordNet
glosses and relations, we developed a system that
used the human-annotated adjectives from (Hatzi-
vassiloglou and McKeown, 1997) as a seed list and
learned additional unigrams from WordNet synsets
and glosses. The STEP algorithm starts with a
small set of manually annotated seed words that
is expanded using synonymy and antonymy rela-
tions in WordNet. Then the system searches all
WordNet glosses and selects the synsets that contain
sentiment-bearing words from the expanded seed
list in their glosses. In order to eliminate errors
produced by part-of-speech ambiguity of some of
the seed words, the glosses are processed by Brill’s
part-of-speech tagger (Brill, 1995) and only the seed
words with matching part-of-speech tags are consid-
ered. Headwords with sentiment-bearing seed words
in their definitions are then added to the positive or
negative categories depending on the seed-word sen-
timent. Finally, words that were assigned contra-
dicting — positive and negative — sentiment within
the same run were eliminated. The average accu-
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racy of 60 runs with non-intersecting seed lists when
compared to General Inquirer (Stone et al., 1966)
was 74%. In order to improve the list coverage,
the words annotated as “Positiv” or “Negativ” in the
General Inquirer that were not picked up by STEP
were added to the final list.

Since sentiment-bearing words in English have
different degree of centrality to the category of sen-
timent, we have constructed a measure of word cen-
trality to the category of positive or negative sen-
timent described in our earlier work (Andreevskaia
and Bergler, 2006a). The measure, termed Net Over-
lap Score (NOS), is based on the number of ties that
connect a given word to other words in the category.
The number of such ties is reflected in the num-
ber of times each word was retrieved from Word-
Net by multiple independent STEP runs with non-
intersecting seed lists. This approach allowed us
to assign NOSs to each unigram captured by mul-
tiple STEP runs. Only words with fuzzy member-
ship score not equal to zero were retained in the
list. The resulting list contained 10,809 sentiment-
bearing words of different parts of speech.

2.2 Valence Shifters

The brevity of the headlines compared to typical
news sentences? requires that the system is able to
make a correct decision based on very few sentiment
clues. Due to the scarcity of sentiment clues, the ad-
ditional factors, such as presence of valence shifters,
have a greater impact on the system performance on
headlines than on sentences or texts, where impact
of a single error can often be compensated by a num-
ber of other, correctly identified sentiment clues. For
this reason, we complemented the system based on
fuzzy score counts with the capability to discern and
take into account some relevant elements of syntac-
tic structure of sentences. We added to the system
two components in order to enable this capability:
(1) valence shifter handling rules and (2) parse tree
analysis.

Valence shifters can be defined as words that mod-
ify the sentiment expressed by a sentiment-bearing
word (Polanyi and Zaenen, 2006). The list of va-
lence shifters used in our experiments was a com-

2An average length of a sentence in a news corpus is over 20
words, while the average length of headlines in the test corpus
was only 7 words.



bination of (1) a list of common English nega-
tions, (2) a subset of the list of automatically ob-
tained words with increase/decrease semantics, and
(3) words picked up in manual annotation conducted
for other research projects by two trained linguists.
The full list consists of 490 words and expressions.
Each entry in the list of valence shifters has an action
and scope associated with it. The action and scope
tags are used by special handling rules that enable
our system to identify such words and phrases in the
text and take them into account in sentence senti-
ment determination. In order to correctly determine
the scope of valence shifters in a sentence, we intro-
duced into the system the analysis of the parse trees
produced by MiniPar (Lin, 1998).

As a result of this processing, every headline re-
ceived a score according to the combined fuzzy NOS
of its constituents. We then mapped this score,
which ranged between -1.2 and 0.99, into the
[-100, 100] scale as required by the competition or-
ganizers.

3 CLaC-NB System: Naive Bayes

Supervised statistical methods have been very suc-
cessful in sentiment tagging of texts and in subjec-
tivity detection at sentence level: on movie review
texts they reach an accuracy of 85-90% (Aue and
Gamon, 2005; Pang and Lee, 2004) and up to 92%
accuracy on classifying movie review snippets into
subjective and objective using both Nave Bayes and
SVM (Pang and Lee, 2004). These methods per-
form particularly well when a large volume of la-
beled data from the same domain as the test set is
available for training (Aue and Gamon, 2005). The
lack of sufficient data for training appears to be the
main reason for the virtual absence of experiments
with statistical classifiers in sentiment tagging at the
sentence level.

In order to explore the potential of statistical ap-
proaches on sentiment classification of headlines,
we implemented a basic Naive Bayes classifier with
smoothing using Lidstone’s law of succession (with
A=0.1). No feature selection was performed.

The development set for the Affective Text task
consisted of only 250 headlines, which is not suf-
ficient for training of a statistical classifier. In or-
der to increase the size of the training corpus, we
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augmented it with a balanced set of 900 manually
annotated news sentences on a variety of topics ex-
tracted from the Canadian NewsStand database? and
200 headlines from different domains collected from
Google News in January 20074,

The probabilities assigned by the classifier were
mapped to [-100, 100] as follows: all negative head-
lines received a score of -100, all positive headlines
+100, and neutral headlines 0.

4 Results and Discussion

Table 1 shows the results of the two CLaC systems
for valence labeling subtask of Affective Text task
compared to all participating systems average. The
best subtask scores are highlighted in bold.

System Pearson | Acc. | Prec. | Rec. | F1
correl.

CLaC 477 |551|614 |92 | 16

CLaC-NB 254 312|312 (664 | 42

| Task average | 33.2 [44.7 [44.85]29.6 | 23.7 |

Table 1: System results

The comparison between the two CLaC systems
clearly demonstrates the relative advantages of the
two approaches. The knowledge-based unsuper-
vised system performed well above average on three
main measures: the Pearson correlation between
fine-grained sentiment assigned by CLaC system
and the human annotation; the accuracy for ternary
classification; and the precision of binary (positive
vs. negative) classification. These results demon-
strate that an accurately annotated list of sentiment-
bearing words combined with sophisticated valence
shifter handling produces acceptably accurate senti-
ment labels even for such difficult data as news head-
lines. This system, however, was not able to provide
good recall.

On the contrary, supervised machine learning has
very good recall, but low accuracy relative to the
results of the unsupervised knowledge-based ap-
proach. This shortcoming could be in part reduced
if more uniformly labeled headlines were available

Shttp://ww. il . proquest.con product s_pgq/
descri ptions/ Canadi annewsst and. sht m

“The interannotator agreement for this data, as measured by
Kappa, was 0.74.



for training. However, we can hardly expect large
amounts of such manually annotated data to be
handy in real-life situations.

5 Conclusions

The two CLaC systems that we submitted to the
Affective Text task have tested the applicability of
two main sentiment tagging approaches to news
headlines annotation. The results of the two sys-
tems indicate that the knowledge-based unsuper-
vised approach that relies on an automatically ac-
quired list of sentiment-bearing unigrams and takes
into account the combinatorial properties of valence
shifters, can produce high quality sentiment annota-
tions, but may miss many sentiment-laden headlines.
On the other hand, supervised machine learning has
good recall even with a relatively small training set,
but its precision and accuracy are low. In our future
work we will explore the potential of combining the
two approaches in a single system in order to im-
prove both recall and precision of sentiment annota-
tion.
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Abstract

This system uses a background knowledge
base to identify semantic relations between
base noun phrases in English text, as eva-
luated in SemEval 2007, Task 4. Training
data for each relation is converted to state-
ments in the Scone Knowledge Representa-
tion Language. At testing time a new
Scone statement is created for the sentence
under scrutiny, and presence or absence of
a relation is calculated by comparing the
total semantic distance between the new
statement and all positive examples to the
total distance between the new statement
and all negative examples.

1 Introduction

This paper introduces a knowledge-based approach
to the task of semantic relation classification, as
evaluated in SemEval 2007, Task 4: “Classifying
Relations Between Nominals”. In Task 4, a full
sentence is presented to the system, along with the
WordNet sense keys for two noun phrases which
appear there and the name of a semantic relation
(e.g. “cause-effect”). The system should return
“true” if a person reading the sentence would con-
clude that the relation holds between the two la-
beled noun phrases.

Our system represents a test sentence with a se-
mantic graph, including the relation being tested
and both of its proposed arguments. Semantic dis-
tance is calculated between this graph and a set of
graphs representing the training examples relevant
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to the test sentence. A near-match between a test
sentence and a positive training example is evi-
dence that the same relation which holds in the
example also holds in the test. We compute se-
mantic distances to negative training examples as
well, comparing the total positive and negative
scores in order to decide whether a relation is true
or false in the test sentence.

2  Motivation

Many systems which perform well on related tasks
use syntactic features of the input sentence,
coupled with classification by machine learning.
This approach has been applied to problems like
compound noun interpretation (Rosario and Hearst
2001) and semantic role labeling (Gildea and Ju-
rafsky 2002).

In preparing our system for Task 4, we started
by applying a similar syntax-based feature analysis
to the trial data: 140 labeled examples of the rela-
tion ‘“content-container”. In 10-fold cross-
validation with this data we achieved an average f-
score of 70.6, based on features similar to the sub-
set trees used for semantic role labeling in (Mo-
schitti 2004). For classification we applied the up-
dated tree-kernel package (Moschitti 2006), distri-
buted with the svm-light tool (Joachims 1999) for
learning Support Vector Machines (SVMs).

Training data for Task 4 is small, compared to
other tasks where machine learning is commonly
applied. We had difficulty finding a combination
of features which gave good performance in cross-
validation, but which did not result in a separate
support vector being stored for every training sen-
tence — a possible indicator of overfitting. As an
example, the ratio of support vectors to training
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examples for the experiment described above was
.97, nearly 1-to-1.

As a result of this analysis we started work on
our knowledge-based system, with the goal of us-
ing the two approaches together. We were also
motivated by an interest in using relation defini-
tions and background knowledge from WordNet to
greater advantage. The algorithm we used in our
final submission is similar to recent systems which
discover textual entailment relationships (Haghig-
hi, Ng et al. 2005; Zanzotto and Moschitti 2006).
It gives us a way to encode information from the
relation definitions directly, in the form of state-
ments in a knowledge representation language.
The inference rules that are learned by this system
from training examples are also easier to interpret
than the models generated by an SVM. In small-
data applications this can be an advantage.

3 System Description: A Walk-Through

The example sentence below is taken (in abbre-
viated form) from the training data for Task 4, Re-
lation 7 “Content-Container” (Girju, Hearst et al.
2007):

The kitchen holds a cooker.

We convert this positive example into a semantic
graph by creating a new instance of the relation
Contains and linking that instance to the WordNet
term for each labeled argument ("kitch-
en%1:06:00::", "cooker%1:06:00::"). The result is
shown in Figure 1. WordNet sense keys (Fellbaum
1998) have been mapped to a term, a part of
speech (pos), and a sense humber.

Contains
{relation}

Figure 1. Semantic graph for the training example
"The kitchen holds a cooker".  Arguments are
represented by a WordNet term, part of speech,
and sense number.

container

This graph is instantiated as a statement using
the Scone Knowledge Representation System, or
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(new-statement {kitchen_n_1} {contains} {cooker_n_1})
(new-statement {artifact_n_1} {contains} {artifact_n_1})
(new-statement {whole_n_1} {contains} {whole_n_1})

Figure 2. Statements in Scone KR syntax, based
on generalizing the training example "The kitchen
holds a cooker".

“Scone” (Fahlman 2005). Scone gives us a way to
store, search, and perform inference on graphs like
the one shown above. After instantiating the graph
we generalize it using hypernym information from
WordNet. This generates additional Scone state-
ments which are stored in a knowledge base (KB),
shown in Figure 2. The first statement in the fig-
ure was generated verbatim from our training sen-
tence. The remaining statements contain hyper-
nyms of the original arguments.

For each argument seen in training, we also ex-
tract hypernyms and siblings from WordNet. For
the argument kitchen, we extract 101 ancestors
(artifact, whole, object, etc.) and siblings (struc-
ture, excavation, facility, etc.). A similar set of
WordNet entities is extracted for the argument
cooker. These entities, with repetitions removed,
are encoded in a second Scone knowledge base,
preserving the hierarchical (I1S-A) links that come
from WordNet. The hierarchy is manually linked
at the top level into an existing background Scone
KB where entities like animate, inanimate, person,
location, and quantity are already defined.

After using the training data to create these two
KBs, the system is ready for a test sentence. The
following example is also adapted from SemEval
Task 4 training data:

Equipment was carried in a box.

First we convert the sentence to a semantic
graph, using the same technique as the one de-
scribed above. The graph is implemented as a new
Scone statement which includes the WordNet pos
and sense number for each of the arguments:
“box_n_1 contains equipment_n_1".

Next, using inference operations in Scone, the
system verifies that the statement conforms to
high-level constraints imposed by the relation defi-
nition. If it does, we calculate semantic distances
between the argument nodes of our test statement
and the analogous nodes in relevant training state-
ments. A training statement is relevant if both of
its arguments are ancestors of the appropriate ar-



guments of the test sentence. In our example, only
two of the three KB statements from Figure 2 are
relevant to the test statement “box contains equip-
ment”: “whole contains whole” and “‘artifact con-
tains artifact”. The first statement, “kitchen con-
tains cooker” fails to apply because kitchen is not
an ancestor of box, and also because cooker is not
an ancestor of equipment.

Figure 3 illustrates the distance from “box con-
tains equipment” to “whole contains whole”, calcu-
lated as the sum of the distances between box-
whole and equipment-whole.

| Distance =2
Support =1/2

content !

Figure 3. Calculating the distance through the
knowledge base between "equipment contains box"
and “whole contains whole”. Dashed lines indicate
IS-A links in the knowledge base.

'|\ Distance = 2

Support =1/2
Contains
{relation}

! containe

The total number of these relevant, positive
training statements is an indicator of “support” for
the test sentence throughout the training data. The
distance between one such statement and the test
sentence is a measure of the strength of support.
To reach a verdict, we sum over the inverse dis-
tances to all arguments from positive relevant ex-
amples: in Figure 3, the test statement “box con-
tains equipment” receives a support score of (2 +
%+ 1+1),o0r3.

Counter-evidence for a test sentence can be cal-
culated in the same way, using relevant negative
statements. In our example there are no negative
training statements, so the total positive support
score (3) is greater than the counter-evidence score
(0), and the system verdict is “true”.

4 System Components in Detail

As the detailed example above shows, this system
is designed around its knowledge bases. The KBs
provide a consistent framework for representing
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knowledge from a variety of sources as well as for
calculating semantic distance.

4.1 Background knowledge

WordNet-extracted knowledge bases of the type
described in Section 3 are generated separately for
each relation. Average depth of these hierarchies
is 4; we store only hypernyms of WordNet depth 7
and above, based on experiments in the literature
by Nastase, et al. (2003; 2006).

Relation-specific and task-specific knowledge is
encoded by hand. For each relation, we examine
the relation definition and create a set of con-
straints in Scone formalism. For example, the de-
finition of “container-contains” includes the fol-
lowing restriction (taken from training data for
Task 4): There is strong preference against treat-
ing legal entities (people and institutions) as con-
tent.

In Scone, we encode this preference as a type
restriction on the container role of any Contains
relation: (new-is-not-a {container} {potential
agent})

During testing, before calculating semantic dis-
tances, the system checks whether the test state-
ment conforms to all such constraints.

4.2 Calculating semantic distance

Semantic distances are calculated between con-
cepts in the knowledge base, rather than through
WordNet directly. Distance between two KB en-
tites is calculated by counting the edges along the
shortest path between them, as illustrated in Figure
3. In the current implementation, only ancestors in
the IS-A hierarchy are considered relevant, so this
calculation amounts to counting the number of an-
cestors between an argument from the test sentence
and an argument from a training example. Quick
type-checking features which are built into Scone
allow us to skip the distance calculation for non-
relevant training examples.

5 Results & Conclusions

This system performed reasonably well for relation
3, Product-Producer, outperforming the baseline
(baseline guesses “true” for every test sentence).
Performance for this relation was also higher than
the average F-score for all comparable groups in
Task 4 (all groups in class “B4”). Average recall
for this system over all relations was mid-range,



compared to other participating groups. Average
precision and average f-score fell below the base-
line and below the average for all comparable
groups. These scores are given in Table 1.

Relation R P F
1. Cause-Effect 73.2 54.5 62.5
2. Instrument-Agency | 76.3 50.9 61.1
3. Product-Producer 79.0 71.0 74.8
4. Origin-Entity 63.9 54.8 59.0
5. Theme-Tool 48.3 53.8 50.9
6. Part-Whole 57.7 45.5 50.8
7. Content-Container | 68.4 59.1 63.4
Whole test set, not | 57.1 68.9 62.4
divided by relation

Average for CMU-AT | 66.7 55.7 60.4
Average for all B4 | 64.4 | 653 63.6
systems

Baseline: “alltrue” 100.0 | 48,5 64.8

Table 1. Recall, Precision, and F-scores, separated
by relation type. Baseline score is calculated by
guessing "true" for all test setences.

Analysis of the training data reveals that relation
3 is the class where target nouns occur most often
together in nominal compounds and base NPs, with
little additional syntax to connect them. While
other relations included sentences where the targets
were covered by a single VP, Product-Producer did
not. It seems that background knowledge plays a
larger role in identifying the Producer-Produces
relationship than it does for other relations. How-
ever this conclusion is softened by the fact that we
also spent more time in development and cross-
evaluation for relations 3 and 7, our two best per-
forming relations.

This system demonstrates a knowledge-based
framework that performs very well for certain re-
lations. Importantly, the system we submitted for
evaluation did not make use of syntactic features,
which are almost certainly relevant to this task.
We are already exploring methods for combining
the knowledge-based decision process with one
that uses syntactic evidence as well as corpus sta-
tistics, described in Section 2.
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Abstract

The increasing number of web sources is
exacerbating the named-entity ambiguity
problem. This paper explores the use of
various token-based and phrase-based fea-
tures in unsupervised clustering of web
pages containing personal names. From
these experiments, we find that the use of
rich features can significantly improve the
disambiguation performance for web per-
sonal names.

1 Introduction

As the sheer amount of web information expands
at an ever more rapid pace, the named-entity am-
biguity problem becomes more and more serious
in many fields, such as information integration,
cross-document co-reference, and question an-
swering. Individuals are so glutted with informa-
tion that searching for data presents real problems.
It is therefore crucial to develop methodologies
that can efficiently disambiguate the ambiguous
names from any given set of data.

In the paper, we present an approach that com-
bines unsupervised clustering methods with rich
feature extractions to automatically cluster re-
turned web pages according to which named en-
tity in reality the ambiguous personal name in a
web page refers to. We make two contributions to
approaches to web personal name disambiguation.
First, we seek to go beyond the kind of bag-of-
words features employed in earlier systems
(Bagga & Baldwin, 1998; Gooi & Allan, 2004;
Pedersen et al., 2005), and attempt to exploit deep
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semantic features beyond the work of Mann &
Yarowsky (2003). Second, we exploit some fea-
tures that are available only in a web corpus, such
as URL information and related web pages.

The paper is organized as follows. Section 2 in-
troduces our rich feature extractions along with
their corresponding similarity matrix learning. In
Section 3, we analyze the performance of our sys-
tem. Finally, we draw some conclusions.

2 Methodology

Our approach follows a common architecture for
named-entity disambiguation: the detection of
ambiguous objects, feature extractions and their
corresponding similarity matrix learning, and fi-
nally clustering.

Given a webpage, we first run a modified Beau-
tiful Soup' (a HTML parser) to extract a clean text
document for that webpage. In a clean text docu-
ment, noisy tokens, such as HTML tags and java
codes, are removed as much as possible, and sen-
tence segmentation is partially done by following
the indications of some special HTML tags. For
example, a sentence should finish when it meets a
“<table>" tag. Then each clean document contin-
ues to be preprocessed with MXTERMINATOR
(a sentence segmenter),” the Penn Treebank to-
kenization,’ a syntactic phrase chunker (Hacioglu,
2004), and a named-entity detection and co-
reference system for the ACE project’ called EX-

! http://www.crummy.com/software/Beautiful Soup
*http://www.id.cbs.dk/~dh/corpus/tools/MXTERMINATOR.
html

? http://www.cis.upenn.edu/~treebank/tokenization.html

* hitp://www.nist.gov/speech/tests/ace
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ERT’ (Hacioglu et al. 2005; Chen & Hacioglu,
2006).

2.1 The detection of ambiguous objects

For a given ambiguous personal name, for each
web page, we try to extract all mentions of the
ambiguous personal name, using three possible
varieties of the personal name. For example, the
three regular expression patterns for “Alexander
Markham” are “Alexander Markham,” “Markham,
Alexander,” and “Alexander .\. Markham” (“.\.”
can match a middle name). Web pages without
any mention of the ambiguous personal name of
interest are discarded and receive no further
processing.

Since it is common for a single document to
contain one or more mentions of the ambiguous
personal name of interest, there is a need to define
the object to be disambiguated. Here, we adopt
the policy of “one person per document” (all men-
tions of the ambiguous personal name in one web
page are assumed to refer to the same personal
entity in reality) as in Bagga & Baldwin (1998),
Mann & Yarowsky (2003) and Gooi & Allan
(2004). We therefore define an object as a single
entity with the ambiguous personal name in a
given web page. This definition of the object
(document-level object) might be mistaken, be-
cause the mentions of the ambiguous personal
name in a web page may refer to multiple entities,
but we found that this is a rare case (most of those
cases occur in genealogy web pages). On the other
hand, a document-level object can include much
information derived from that web page, so that it
can be represented by rich features.

Given this definition of an object, we define a
target entity as an entity (outputted from the
EXERT system) that includes a mention of the
ambiguous personal name. Then, we define a local
sentence as a sentence that contains a mention of
any target entity.

2.2 Feature extraction and similarity matrix
learning

Most of the previous work (Bagga & Baldwin,
1998; Gooi & Allan; 2004; Pedersen et al., 2005)
uses token information in the given documents. In
this paper, we follow and extend their work espe-
cially for a web corpus. On the other hand, com-

> http://sds.colorado.edu/EXERT
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pared to a token, a phrase contains more informa-
tion for named-entity disambiguation. Therefore,
we explore some phrase-based information in this
paper. Finally, there are two kinds of feature vec-
tors developed in our system: token-based and
phrase-based. A token-based feature vector is
composed of tokens, and a phrase-based feature
vector is composed of phrases.

2.2.1 Token-based features

There is a lot of token information available in a
web page: the tokens occurring in that web page,
the URL for that web page, and so on. Here, for
each web page, we tried to extract tokens accord-
ing to the following schemes.

Local tokens (Local): the tokens occurring in the
local sentences in a given webpage;

Full tokens (Full): the tokens occurring in a given
webpage;

URL tokens (URL): the tokens occurring in the
URL of a given webpage. URL tokenization
works as follows: split a URL at “:” and “.”, and
then filter out stop words that are very common in
URLs, such as “com,” “http,” and so on;

Title tokens in root page (TTRP): the title tokens
occurring in the root page of a given webpage.
Here, we define the root page of a given webpage
as the page whose URL is the first slash-
demarcated element (non-http) of the URL of the
given webpage. For example, the root page of
“http://www.leeds.ac.uk/calendar/court.htm”  is
“www.leeds.ac.uk”. We do not use all tokens in
the root page because there may be a lot of noisy
information.

Although Local tokens and Full tokens often
provide enough information for name disambigua-
tion, there are some ambiguity cases that can be
solved only with the help of information beyond
the given web page, such as URL tokens and
TTRP tokens. For example, in the web page
“Alexander Markham 009,” there is not sufficient
information to identify the “Alexander Markham.”
But from its URL tokens (“leeds ac uk calendar
court”) and the title tokens in its root page (“Uni-
versity of Leeds™), it is easy to infer that this
“Alexander Markham” is from the University of
Leeds, which can totally solve the name ambigu-
1ty.

Because of the noisy information in URL to-
kens and TTRP tokens, here we combine them
with Local tokens, using the following policy: for



each URL token and TTRP token, if the token is
also one of the Local tokens of other web pages,
add this token into the Local token list of the cur-
rent webpage. We do the same thing with Full
tokens.

Except URL tokens, the other three kinds of
tokens—Local tokens, Full tokens and TTRP to-
kens—are outputted from the Penn Treebank to-
kenization, filtered by a stop-word dictionary, and
represented in their morphological root form. But
tokens in web pages have special characteristics
and need more post-processing. In particular, a
token may be an email address or a URL that may
contain some useful information. For example,
“charlotte@la-par.org” indicates the “Charlotte
Bergeron” who works for PAR (the Public Affairs
Research Council) in LA (Los Angeles). To cap-
ture the fine-grained information in an email ad-
dress or a URL, we do deep tokenization on these
two kinds of tokens. For a URL, we do deep to-
kenization as URL tokenization; for an email ad-
dress, we split the email address at “@” and “.”,
then filter out the stop words as in URL tokeniza-
tion.

So far, we have developed two token-based fea-
ture vectors: a Local token feature vector and a
Full token feature vector. Both of them may con-
tain URL and TTRP tokens. Given feature vectors,
we need to find a way to learn the similarity ma-
trix. Here, we choose the standard TF-IDF method
to calculate the similarity matrix.

2.2.2 Phrase-based features

Since considerable information related to the am-
biguous object resides in the noun phrases in a
web page, such as the person’s job and the per-
son’s location, we attempt to capture this noun
phrase information. The following section briefly
describes how to extract and use the noun phrase
information. For more detail, see Chen & Martin
(2007).

Contextual base noun phrase feature: With
the syntactic phrase chunker, we extract all base
noun phrases (non-overlapping syntactic phrases)
occurring in the local sentences, which usually
include some useful information about the am-
biguous object. A base noun phrase of interest
serves as an element in the feature vector.

Document named-entity feature: Given the
EXERT system, a direct and simple way to use
the semantic information is to extract all named
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entities in a web page. Since a given entity can be
represented by many mentions in a document, we
choose a single representative mention to repre-
sent each entity. The representative mention is
selected according to the following ordered pref-
erence list: longest NAME mention, longest
NOMINAL mention. A representative mention
phrase serves as an element in a feature vector.

Given a pair of feature vectors consisting of
phrase-based features, we need to choose a simi-
larity scheme to calculate the similarity matrix.
Because of the word-space delimiter in English,
the feature vector comprises phrases, so that a
similarity scheme for phrase-based feature vectors
is required. Chen & Martin (2007) introduced one
of those similarity schemes, “two-level
SoftTFIDF”. First, a token-based similarity
scheme, the standard SoftTFIDF (Cohen et al.,
2003), is used to calculate the similarity between
phrases in the pair of feature vectors; in the sec-
ond phase, the standard SoftTFIDF is reformu-
lated to calculate the similarity for the pair of
phrased-based feature vectors.

First, we introduce the standard SoftTFIDF. In
a pair of feature vectors S and 7, S = (s, ..., Sp)
and T = (t;,... tn). Here, s (i=1...n)and t; j =
1...m) are substrings (tokens). Let CLOSE(6;, S;T)
be the set of substrings w € § such that there is
some ve T satisfying dist(w; v) > 0. The Jaro-
Winkler distance function (Winkler, 1999) is
dist(;). For we CLOSE(; S;T), let D(w;, T) =

max ,_, dist(w;v). Then the standard Soft TFIDF
is computed as

Soft TFIDF (S, T) =

zwecLOSE(s;S;T)V(W’ S) X V(W’ T) X D(W’ T)
V'(w, §)=1log (TFws +1)xlog (IDF.)
V (w,S)

\/ZWESV (w, S)?

where TF,, s is the frequency of substrings w in S,
and IDF,, is the inverse of the fraction of docu-
ments in the corpus that contain w. To compute
the similarity for the phrase-based feature vectors,
in the second step of “two-level SoftTFIDF,” the
substring w is a phrase and dist is the standard
SoftTFIDF.

So far, we have developed several feature mod-
els and learned the corresponding similarity ma-

Vw 8=




trices, but clustering usually needs only one
unique similarity matrix. In the results reported
here, we simply combine the similarity matrices,
assigning equal weight to each one.

2.3  Clustering

Although clustering is a well-studied area, a re-
maining research problem is to determine the op-
timal parameter settings during clustering, such as
the number of clusters or the stop-threshold, a
problem that is important for real tasks and that is
not at all trivial. Because currently we focus only
on feature development, we choose agglomerative
clustering with a single linkage, and simply use a
fixed stop-threshold acquired from the training
data.

3 Performance

Our system performs very well for the Semeval
Web People corpus, and Table 1 shows the
performances. There are two results in Table 1:
One is gotten from the evaluation of Semeval
Web People Track (SemEval), and the other is
evaluated with B-cubed evaluation (Bagga and
Baldwin, 1998). Both scores indicate that web
personal name disambiguation needs more effort.

Purity Inverse F F
Purity | (0=0.5) | (0=0.2)
SemEval | 0.72 0.88 0.78 0.83
Precision | Recall F F
(0=0.5) | (0=0.2)
B-cubed | 0.61 0.83 0.70 0.77

Table 1 The performances of the test data

4  Conclusion

Our experiments in web personal name disam-
biguation extend token-based information to a
web corpus, and also include some noun phrase-
based information. From our experiment, we first
find that it is not easy to extract a clean text
document from a webpage because of much noisy
information in it. Second, some common tools
need to be adapted to a web corpus, such as sen-
tence segmentation and tokenization. Many NLP
tools are developed for a news corpus, whereas a
web corpus is noisier and often needs some spe-
cific processing. Third, in this paper, we use some
URL information and noun phrase information in
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a rather simple way; more exploration is needed in
the future. Besides the rich feature extraction, we
also need more work on similarity combination
and clustering.
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Abstract Task A Eventdand times within the same sentence
Task B Eventg and document times

We approached the temporal relation identi- - Task C Matrix verb events in adjacent sentences
fication tasks of TempEval 2007 as pair-wise

classification tasks. We introduced a va- In each of these tasks, systems attempt to annotate
riety of syntactically and semantically mo-  pairs with one of the following relationsBEFORE,
tivated features, including temporal-logic- BEFOREOR-OVERLAP, OVERLAP, OVERLAP-OF-
based features derived from running our AFTER, AFTER Or VAGUE. Competing systems are
Task B system on the Task A and C data. instructed to find all temporal relations of these
We trained support vector machine models types in a corpus of newswire documents.

and achieved the second highest accuracies ~ We approach these tasks as pair-wise classifi-
on the tasks: 61% on Task A, 75% on Task B cation problems, where each event/time pair is

and 54% on Task C. assigned one of the TempEval relation classes
_ (BEFORE AFTER, etc.). Event/time pairs are en-
1 Introduction coded using syntactically and semantically moti-

In recent years, the temporal structure of text has b(\é‘:"ted features, and then used to train support vector

come a popular area of natural language processiﬁ@achhme (S\_/Md) cIa?sg!ers. ) q ol
research. Consider a sentence like- The remainder of this paper is structured as fol-

lows. Section 2 describes the features used to char-

(1) The top commander of a Cambodian resistanc&cterize event/time relations. Section 3 explains how

force said Thursday he has sentateamto  we used these features to train SVM models for each

recover the remains of a British mine removal task. Section 4 discusses the performance of our

expert kidnapped and presumed killed by models on the TempEval data, and Section 5 sum-
Khmer Rouge guerrillas almost two years agomarizes the lessons learned and future directions.

English speakers immediately recognize that- 2 Features
napping came first, thesending, and finallysaying,

even thoughbefore andafter never appeared in the ]\cNe used a vsrlety of_lexmr:]al,ds_%ntacnc and s?mantlc
text. How can machines learn to do the same? ~ |caUres to characterize the ditierent types of tempo-

The 2007 TempEval competition tries to addresEal relations. In each task, the events and times were

this question by establishing a common corpus Oﬁharacterlzed using the features:

which research systems can compete to find tempgrd The text of the event or time words
ral relations (Verhagen et al., 2007). TempEval con—; _
TempEval only considers events that occurred at least 20

s@ers the following types of event-time temporal "imes in the TimeBank (Pustejovsky et al., 2003) corpus for
lations: these tasks
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!
IN f;NP\ Delta VBD NP

|
For NP VP [evenTPosted]  netincome of $133 million

e T
[Timethe quarter] VI?N NP

ended  [1imE Sept 30]

Figure 1: A syntactic tree. The path betwgmsted andthe quarter is VBD-VP-S-PP-NP-NP

pos The parts of speeébf the words, e.gthiscru-  gold-type The type, e.gDATE or TIME.
cial moment has the parts of speecT-J>NN. gold-value The value, e.gPAST REF0Or 1990-09.
gov-prep Any prepositions governing the event orgold-func The temporal function, e.g:RUE.

time, e.g. induring the Iran-lraq war, the  These gold-standard event and time features are sim-
prepositionduring governs the evenkar, and jjar to those used by Mani and colleagues (2006).

in after ten years, the prepositiorafier governs  The features above don't capture much of the dif-
the timeten years. ferences between the tasks, so we introduced some

gov-verb The verb that governs the event or timeagy_specific features. Task A included the features:
e.g. inrgjected in peace talks, the verbrejected

governs the evertalks, and inwithdrawing on
Friday, the verbwithdrawing governs the time
Friday. For events that are verbs, this feature is
just the event itself.

gov-verb-pos The part of speecof the governing

inter-time The count of time expressions between
the event and time, e.g. in Figure 1, there is
one time expressioigept 30, between the event
posted and the timehe quarter.

inter-path The syntactic path between the event

verb, e.g.withdrawing has the part of speech ~ and the time, eg.  in Figure 1 the
VBG. path betweenposted and the quarter is
VBD >VP>S<PP<NP<NP.

aux Any auxiliary verbs and adverbs modifying the, h Th h. broken i h .
governing verb, e.g. ircould not come, the mierpati-parss The pam, broken imo free parts:

wordscould andnot are considered auxiliaries the tags from the event to the lowest common
for the eventome, and inwill begin withdraw- ancestor (LC_:A)' the LC_:A’ gnd the tags from the
ing on Friday, the wordswill andbegin are con- LCA to the time, e.g. in Figure 1 the parts are

sidered auxiliaries for the timriday VBD>VP, S andPP<NP<NP.
' inter-clause The number of clause nodes along the

Events were further characterized using the features syntactic path, e.g. in Figure 1 there is one
(the last six use gold-standard TempEval markup): clause node along the path, the topode.

modal Whether or not the event has one of the auxOur syntactic features were derived from a syntactic
iliaries, can, will, shall, may, or any of their tree, though Boguraev and Ando (2005) suggest that

variants ¢ould, would, etc.). some could be derived from finite state grammars.

gold-stem The stem, e.g. the stem falllen is fall. For Task C we included the following feature:
gold-pos The part-of-speech, e.§lOUN or VERB.
gold-class The semantic class, e. BEPORTING
gold-tense The tense, e.qRAST Or PRESENT
gold-aspect The aspect, e.RERFECTIVE
gold-polarity The polarity, e.gPOSOr NEG.

tense-rules The relation predicted by a set of tense
rules, where past tense events COREFORE
present tense events, present tense events come
BEFOREfuture tense events, etc. In the text:

(2) Finally today, we gyenT learned] that
the space agency has taken a giant leap
forward. Collins will be EyvenT Named]

2From MXPOST (ftp.cis.upenn.edu/pub/adwait/jmx/) commander of Space Shuttle Columbia.

Times were further characterized using the follow-
ing gold-standard TempEval features:
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Sincelearned is in past tense andamed is in Z\‘f:rt]‘:_rv‘\?/or . TaskA TaskB TaskC
future, the relation isléarned BEFORENamed). event-pos X X
o ) event-gov-prep X X
In preliminary experiments, the Task B system had  event-gov-verb X X
the best performance, so we ran this system on the Zzgm'ga;'verb'loos XX xx x2
data for Tasks A and C, and used the output to add  ,5qal X X
the following feature for both tasks: gold-stem X X 1
gold-pos X X
task-b-rel The relation predicted by combining the gold-class X X X
. gold-tense X X X
output of the Task B system with temporal gold-aspect X X
logic. For example, consider the text: gold-polarity X X
time-word X
(3) [Time 08-15-90 (=1990-08-15)] time-pos X
Irag’s Saddam Hussein time-gov-prep X
time-gov-verb X
[TimE today (=1990-08-15)] sought time-gov-verb-pos X
peace on another front by promising to timlg-aux X
H H gold-type
release soldiers captured during the gold-value X X
Iran-Iraq [eyenT War]. gold-func X
. inter-time X
If Task B said var BEFORE 08—15—90) inter-path X
then since08—15—90=1990—08—15=today, !nzer-plath-parts >>(<
. Inter-clause
the relation (var BEFOREtoday) must hold. tense-rules X
task-b-rel X X

3 Models
Table 1: Features used in each task. An X indicates

Using the features described in the previous sectiof, 4t the feature was used for that task. For Task C. 1
each temporal relation —an event paired with a img, g ates that the feature was used only for the first

or another event — was translated into a set of feqs,ent and not the second, and 2 indicates the reverse.
ture values. Pairing those feature values with the

TempEval labelsgEFORE AFTER, etc.) we trained
a statistical classifier for each task. We chose sup- —1ok| P R__F | P R__F

X : " A | 061 0.61 061 063 063 0.63
port vector machiné¢SVMs) for our classifiers as B | 075 075 0.75/ 0.76 0.76 0.76
they have shown good performance on a variety of € [ 054 054 054 0.60 0.60 0.60

natural Ianguzflge pr;)cessin? tasks (Kudo and Ma{"able 2: (P)recision, (R)ecall and (F)-measure of
sumoto, 2001; Pradhan et al., 2005). the models on each task. Precision, recall and F-

Using cross_-val|dat|ons on the 'trammg data, Weneasure are all equivalent to classification accuracy.
performed a simple feature selection where any fea-

ture whose removal improved the cross-validation
F-score was discarded. The resulting features fé¢ Results

gach task are listed in Table 1. After feature SEIEWe evaluated our classifers on the TempEval test
tlolnawe set thde SVMffre_e piarar?_ete_rs, el.)g. th? keHata. Because the Task A and C models derived fea-
netdegree an costo misciass ication, Y PENOMy a5 from the Task B temporal relations, we first ran

ing additional cross-validations on the training Clatat’he Task B classifer over all the data, and then ran the

and §electing the model parzmeters which yielde?ask A and Task C classifiers over their individual
the highest F-score for each task data. The resulting temporal relation classifications

SWe used the TinySVM implementation from were evalutated using the standard TempEval scor-
http://chasen.org/%7Etaku/software/TinySVM/ and  teain ing script. Table 2 summarizes these results.

one-vs-rest classifiers. o) del hi d f 61%
“We only experimented with polynomial kernels. ur moaeils achieved an accuracy o o on
Task A, 75% on Task B and 54% on Task C, the
second highest scores on all these tasks. The Temp-

Strict Relaxed
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Task Feature Removed

Model Accuracy

the TempEval tasks as pair-wise classification prob-

- 0.663 : , :
time-gov-prep 0.650 lems where pairs of events and times were assigned

A gold-value 0.652 a temporal relation class. We introduced a variety of
polartty e syntactic and semantic features, including paths be-
- 0.809 tween constituents in a syntactic tree, and temporal

B event-aux 0.780 relations deduced by running our Task B system on
gg:g:ifgg; g';gj the Task A and C data. Our models achieved an ac-
. 0534 curacy of 61% on Task A, 75% on Task B and 54%
event-QOV-\éerb-Z 8-5222 on Task C. Analysis of these models indicated that
event-aux- .525 ; : :

c gold-class-1 0526 no single feature dominated any given task, and sug-
gold-class-2 0.527 gested that future work should focus on new features
event-pos-2, task-b-rel 0.529 to better characterize temporal relations.

Table 3: Feature analysis. The ‘-’ lines show thes Acknowledgments

accuracy of the model with all features. _ _
This research was performed under an appointment

) ) of the first author to the DHS Scholarship and
Eval scoring script also reported a relaxed MeasUf&s|iowship Program, administered by the ORISE
where for example, systems could get partial Cred{hrough an interagency agreement between DOE
for matching' a gold standard label |i|€e\/ERLAPT and DHS. ORISE is managed by ORAU under DOE
OR-AFTER With OVERLAP Or AFTER. Under thiS  cqniract number DE-AC05-060R23100. All opin-

measure, our models achieved an accuracy of 63?%}13 expressed in this paper are the author's and
onTask A, 76% on Task B and 60% on Task C, agaif, not necessarily reflect the policies and views of

the second highest scores in the compgtition. DHS, DOE, or ORAU/ORISE.
We performed a basic feature analysis where, for
each feature in a task, a model was trained with that
feature removed and all other features retained. Weeferences
evaluated the performance of the resulting models goguraev and R. K. Ando. 2005. Timebank-driven
using cross-validations on the training dat&Eea- timeml analysis. In Graham Katz, James Pustejovsky,
tures whose removal resulted in the largest drops in and Frank Schilder, editorsAnnotating, Extracting
model performance are listed in Table 3. and Regsonmg algout'l'lmiz?d E\aentt'a Dagstuhl Sem-
For Task A, the most important features were the nars. iserman Research Foundation.
preposition governing the time and the time’s norJ. Kudo and Y. Matsumoto. 2001. Chunking with sup-
malized value. For Task B, the most important fea- POt vector machines. INAACL.
tures were the auxiliaries governing the event, and Mani, M. Verhagen, B. Wellner, C. M. Lee, and
the event's stem. For Task C, the most important J- Pustejovsky. 2006. Machine learning of temporal
features were the verb and auxiliaries governing the relations. INCOLING/ACL.
second event. For both Tasks A and C, the featuré&s Pradhan, K. Hacioglu, V. Krugler, W. Ward, J. H. Mar-
based on the Task B relations were one of the top tin, and.D. Jurafsky. 2005_. _Support vgctorleamingfor
six features. In general however, no single feature Zg?l?_rﬂc_gggument classificatiomachine Learning,
dominated any one task — the greatest drop in per- ' '

formance from removing a feature was only 2.9%. J- Pustejovsky, P. Hanks, R. Saur, A. See, R. Gaizauskas,
g y 0 A. Setzer, D. Radev, B. Sundheim, D. Day, L. Ferro,

and M. Lazo. 2003. The timebank corpus.Garpus
Linguistics, pages 647—656.

TempEval 2007 introduced a common dataset fQi. verhagen, R. Gaizauskas, F. Schilder, M. Hepple, and
work on identifying temporal relations. We framed J. Pustejovsky. 2007. Semeval-2007 task 15: Temp-
_— eval temporal relation identification. 18emEval-

>We used cross-validations on the training data to preserve 2007: 4th International Workshop on Semantic Evalu-
the validity of the TempEval test data for future research ations.

5 Conclusions
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Abstract language in the literature. It is based on a supervised

model that uses support vector machines (SVM)
In this paper, we present a system for Ara-  technology for argument boundary detection and ar-
bic semantic role labeling (SRL) based on  gument classification. It is trained and tested using
SVMs and standard features. The system is the pilot Arabic PropBank data released as part of
evaluated on the released SEMEVAL 2007  the SEMEVAL 2007 data. Given the lack of a re-
development and test data. The results show liable deep syntactic parser, in this research we use
an F;_; score of 94.06 on argument bound-  gold trees.

ary detection and an overallzE; score of The system yields an F-score of 94.06 on the sub
81.43 on the complete semantic role label- task of argument boundary detection and an F-score
ing task using gold parse trees. of 81.43 on the complete task, i.e. boundary plus

_ classification.
1 Introduction

. . L 2 SRL system for Arabic
There is a widely held belief in the computational

linguistics field that identifying and defining the The design of an optimal model for an Arabic SRL
roles of predicate arguments, semantic role labetystems should take into account specific linguis-
ing (SRL), in a sentence has a lot of potential fotic aspects of the language. However, a remarkable
and is a significant step towards the improvement afmount of research has already been done in SRL
important applications such as document retrievagnd we can capitalize from it to design a basic and
machine translation, question answering and infoeffective SRL system. The idea is to use the technol-
mation extraction. However, effective ways for seeegy developed for English and verify if it is suitable
ing this belief come to fruition require a lot morefor Arabic.
research investment. Our adopted SRL models use Support Vector Ma-
Since most of the available data resources are fehines (SVM) to implement a two steps classifica-
the English language, most of the reported SRL sy$on approach, i.e. boundary detection and argument
tems to date only deal with English. Nevertheless;lassification. Such models have already been in-
we do see some headway for other languages, suebstigated in (Pradhan et al., 2003; Moschitti et al.,
as German and Chinese (Erk and Pado, 2006; S@A05) and their description is hereafter reported.
and Jurafsky, 2004; Xue and Palmer, 2005). The _ _
systems for non-English languages follow the suc2-1 Predicate Argument Extraction
cessful models devised for English, e.g. (Gildea an@ihe extraction of predicative structures is carried out
Jurafsky, 2002; Xue and Palmer, 2004; Pradhan at the sentence level. Given a predicate within a
al., 2003). However, no SRL system exists for Aranatural language sentence, its arguments have to be
bic. properly labeled. This problem is usually divided
In this paper, we present a system for semantio two subtasks: (a) the detection of the boundaries,
role labeling for modern standard Arabic. To oui.e. the word spans of the arguments, and (b) the
knowledge, it is the first SRL system for a semiticclassification of their type, e.gArg0 and ArgM in
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NP/ \VP
NN/ \NP VBP/NP/ \pp
| SN SN e T

iji.e/project NNP JJ e flinstated NN IN NP PP
[ =YVnations ol VUnited dg/grace-period usli/final - Jfor NN NP IN NP
T I T | | |
ARGO Predicate ARGL i>UYallowing NN fui/before NNP

o allithe-chance  ,23/Cyprus

T
Figure 1: A syntactic parse tree of an Arabic sentente,
PropBank orAgent andGoal in FrameNet. and effective. In the classification phase, given an

The standard approach to learn both the detectiamseen sentence, all if§, , are generated and clas-
and the classification of predicate arguments is sursified by each individual classifi€r;. The argument

marized by the following steps: associated with the maximum among the scores pro-
1. Given a sentence from thesining-set, gener- vided by the individual classifiers is eventually se-
ate a full syntactic parse-tree; lected.

The above approach assigns labels independently

2. let’P and A be the set of predicates and thefor the different arguments in the predicate argument
set of parse-tree nodes (i.e. the potential argutructure. As a consequence the classifier output
ments), respectively; may generate overlapping arguments. Thus, to make
the annotations globally consistent, we apply a dis-
ambiguating heuristic that selects only one argument

* extract the feature representation $8t.;  among multiple overlapping arguments. The heuris-
e if the subtree rooted im covers exactly tic is based on the following steps:

the words of one argument of put £, ,
in T+ (positive examples), otherwise put ® if more than two nodes are involved, i.e. a

itin 7— (negative examples). noded and two or more of its descendants
are classified as arguments, then assumedthat
is not an argument. This choice is justified by
previous studies (Moschitti et al., 2005) show-
ing that for lower nodes, the role classification
is generally more accurate than for upper ones;

3. for each paikp,a) € P x A:

For instance, in Figure 1, for each combination
of the predicateinstated with the nodesNP, S,
VP, VPB, NNP, NN, PP, JJ or | N the instances
Finstated,o are generated. In case the nodex-
actly covers "project nations United”, "grace-period
final” or "for allowing the chance before Cyprus”, e if only two nodes are involved, i.e. they dom-
F, . will be a positive instance otherwise it will be a inate each other, then keep the one with the

negative one, €.gF 5 stated, 1N - higher SVM classification score.

TheT+ andT~ sets are used to train the bound-
ary classifier. To train the multi-class classifigrr 2-2 Standard Features
can be reorganized as positidg’., and negative The discovery of relevant features is, as usual, a
1,,, examples for each argument In this way, complex task. However, there is a common con-
an individual ONE-vs-ALL classifier for each argu-sensus on the set of basic features that should be
menti can be trained. We adopted this solution, acadopted. Among them, we select the following sub-

cording to (Pradhan et al., 2003), since it is simplset: (a)Phrase Type, Predicate Word, Head Word,
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Position and Voice as defined in (Gildea and Ju- - P;‘fgég/g 85%%%/'(') ggzg
rafsky, 2002); (b)Partial Path, No Direction Path, Test| 97.85% | 90.55% | 94.06
Head Word POS, First and Last Word/POS in Con-
stituent andSubCategorization as proposed in (Prad- Table 1: Boundary detection F1 results on the development
han et al., 2003); and (cyntactic Frame as de- 2nd testsets.

signed in (Xue and Palmer, 2004).

For example Phrase Type indicates the syntactic instances are distributed over 26 different role types.
type of the phrase labeled as a predicate argument,The training instances for the boundary detection
NP for Argl in Figure 1 whereas thiearse Tree Path  task relate to parse-tree nodes that do not correspond
contains the path in the parse tree between the pred-correct boundaries. For efficiency reasons, we use
icate and the argument phrase, expressed as a esly the first 350K training instances for the bound-
guence of nonterminal labels linked by direction (ugry classifier out of more than 700K available.
or down) symbolsVPB 1 VP T S | NP for Argl in The experiments are carried out with

Figure 1. the SVM-light-TK software available at
http://ai-nlp.info.uniroma2.it/moschitti/
3 Experiments which encodes tree kernels in the SVM-light soft-

In th _ _ _ it th h ware. This allows us to design a system which can
n these experiments, we investigate If the tec noléxploit tree kernels in future research. To implement

ogy prqposed N Previous work for_ automatic SRLthe boundary classifier and the individual argument
of English texts is suitable for Arabic SRL SyStemSclassifiers, we use a polynomial kernel with the

From this perspectiye, we tested each SR!‘_ phf'"st?efault regularization parameter (of SVM-light),
i.e. boundary detection and argument classmcatlo%,nd a cost-factor equal to 1

separately.

The final labeling accuracy that we derive us3.2 Official System Results
i he official NLL I . . -
mg the official Co v uatqr '(Carreras andOur system is evaluated using the official CONLL
Marquez, 2005) along with the official developmentv luator (Carrer nd Marauez. 2005 vail-
and test data SSBEMEVAL provides a reliable assess-- auato (Carreras a arquez, ), ava

ment of the accuracy achievable by our SRL modeﬁbflf hta; http://www [ si. upc. es/~srlconl 1/
Sort. .

3.1 Experimental setup Table 1 shows the F1 scores obtained on the de-
velopment and test data. We note that the F1 on the
; . ' - ' development set, i.e. 93.68, is slightly lower than
Task 18 on Arabic Semantic Labeling, which i yne resuit on the test set, i.e. 94.06. This suggests
sampled from thePi | ot Arabic PropBank. ¢ ihe test data isasier than the development set.

Shucz dr;t_a cc%versbthekg?lrrost frequzntA\ﬁarbs n Similar behavior can be observed for the role clas-
the Arabi ¢ Treeban ver. ( ) sification task in tablds2 and 3.

(Maamouri et al., 2004). The ATB consists of MSA Again, the overall F1 on the development set

newswire data fromAnnhar newspaper from the (77.85) is lower than the result on the test set (81.43).

monthg of July through NO‘{e’_“ber 2002. . This confirms that the test data is, indeedsier
An important characteristic of the dataset IShan the development set

the use of unvowelized Arabic in the Buckwalter

. . Regarding the F1 of individual arguments, we
transliteration scheme. We used the gold standahdo,[e that, as for English SRL, ARGO shows high

parses in the ATB as a source for syntactic parsev%tlues, 95.42 and 96.69 on the development and

for the data. The data comprises a development st%tat sets, respectively. Interestingly, ARG1 seems

of 886 sentences, a test set of 902 sentences, an
a training set of 8,402 sentences. The development ‘The arguments: ARG1-PRD, ARG2-STR, ARG4, ARGM,

set comprises 1,725 argument instances, the test daREM-BNF, ARGM-DIR, ARGM-DIS, ARGM-EXT and
RGM-REC have F1 equal to 0. To save space, we removed

. . . A
comprises ;'661 argument mstanc_:es, and trainifgem from the tables, but their presence makes the clagiifica
data comprises 21,194 argument instances. Thegek more complex than if they were removed from test data.

We use the dataset released in 8 &VEVAL 2007
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Precision] Recall | Fs— English SRL behavior as their lower value depends
Overall 81.31% | 74.67% | 77.85 9 . - P
ARGO 94.40% | 96.48% | 95.42 on the lower number of available training examples.
N | SHEZO BB 4 Conclusion
ARG1-STR 20.00% | 4.35% | 7.14 In this paper, we presented a first system for Arabic

0, 0, .

ﬁggg gg'g%oﬁ %';goﬁ gé'ég SRL system. The system yields results that are very
ARGM 100.00% | 16.67% | 28.57 promising, 94.06 for argument boundary detection
ARGM-ADV | 46.39% | 43.69% | 45.00 and 81.43 on argument classification.
ARGM-CND | 66.67% | 33.33% | 44.44 : . :
ARGM-DIS 60.00% | 37.50% | 46.15 For future work, we would like to experiment with
ARGM-LOC 69.00% | 84.15% | 75.82 explicit morphological features and different POS
ARGM-MNR | 63.08% | 48.24%  54.67 tag sets that are tailored to Arabic. The results pre-
ARGM-NEG | 87.06% | 97.37% | 91.93
ARGM-PRD | 25.00%| 7.14% | 11.11 sented here are based on gold parses. We would
ARGM-PRP | 85.29% | 69.05% | 76.32 like to experiment with automatic parses and shal-
ARGM-TMP | 82.05%)| 66.67% | 73.56 lower representations such as chunked data. Finally,

Table 2: Argument classification results on the developmenWe would like to experiment with more sophisti-

set. cated kernels, the tree kernels described in (Mos-
Presision Tl T chitti, 2004), i.e. models that have shown a lot of
B=1 . .
Overall 8471% | 78.39% | 81.43 promise for the English SRL process.
ARGO 96.50% | 96.88% | 96.69
ARGO-STR | 100.00%| 20.00% | 33.33 Acknowledgements
ARG1 92.06% | 89.56% | 90.79 The first author is funded by DARPA Contract No. HR0011-
ARG1-STR 33.33% | 15.38% | 21.05 06-C-0023.
ARG2 70.74% | 73.89% | 72.28
ARG3 50.00% | 8.33% | 14.29
ARGM-ADV | 64.29% | 54.78% | 59.15 References
ARGM-CAU | 100.00%| 9.09% | 16.67 Xavier Carreras and Lluis Marquez. 2005. Introductionhi®
ARGM-CND | 25.00% | 33.33%| 28.57 CONLL-2005 shared task: Semantic role labeling. Pho-
ARGM-LOC 67-502/0 88-522/0 76.60 ceedings of CONLL-2005, Ann Arbor, Michigan.
ARGM-MNR 54-170/" 47-270/" 50.49 Katrin Erk and Sebastian Pado. 2006. Shalmaneser - a flexi-
ARGM-NEG 80.85% | 97.44% | 88.37 ble toolbox for semantic role assignment.Aroceedings of
ARGM-PRD 20.00% | 8.33% | 11.76 LREC-06, Genoa, Italy.
ARGM-PRP 85.71% | 66.67% | 75.00 i i ; -
Daniel Gildea and Daniel Jurafsky. 2002. Automatic lalglin
ARGM-TMP 90.82% | 83.18% | 86.83 of semantic roles. Computational Linguistics, 28(3):245—

288.

Table 3:Argument classification results on the test set.  Mohamed Maamouri, Ann Bies, Tim Buckwalter, and Wig dan
Mekki. 2004. The Penn-Arabic Treebank : Building a large-
scale annotated Arabic corpus.

more difficult classify in Arabic than it is in En- Alessandro Moschitti, Ana-Maria Giuglea, Bonaventura Cop

i ; pola, and Roberto Basili. 2005. Hierarchical semantic
glish. In our current experiments, the F1 for role labeling. InProceedings of CoNLL-2005, Ann Arbor,

ARG1 is only 89.83 (compared to 95.42 for ARGO). michigan.
This may be attributed to two main factors. Ara-Alessandro Moschitti. 2004. A study on convolution kernels

bic allows for different types of syntactic config- for shallow semantic parsing. fproceedings of ACL-2004,
Barcelona, Spain.

urations, subject-verb-object, object-verb-subjectameer Pradhan, Kadri Hacioglu, Wayne Ward, James H. Mar-
verb-subject-object, hence the logical object of a tin, and Daniel Jurafsky. 2003. Semantic role parsing:

i ic hi ; ; _Adding semantic structure to unstructured textPhoceed-
!oredlcate is highly confusab(l)e with the logical su_b ings of |CDM-2003, Melbourne. USA.
ject. Moreover, around 30% of the ATB data iSyonglin sun and Daniel Jurafsky. 2004. Shallow seman-
pro-dropped, where the subject is morphologically tic parsing of chinese. lin Proceedings of NAACL 2004,

i ; ; Boston, USA.

marked on t.he verb and its absence is marked In.th lanwen Xue and Martha Palmer. 2004. Calibrating features
gold trees with an empty trace. In the current version for semantic role labeling. IRroceedings of EMNLP 2004,
of the data, the traces are annotated with the ARGO pages 88-94, Barcelona, Spain.

semantic role consistently allowing for the high re|Nianwen Xue and Martha Palmer. 2005. Automatic semantic
ative performance yielded role labeling for chinese verbs. IRroceedings of [JCAI,

Edinburgh, Scotland.
The F1 of the other arguments seems to follow the
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Abstract WePS data, but did not make any further customiza-

tion w.r.t. the special requirements of people disam-
We propose an IE based approach to people piguation. As our system was built to handle pure
disambiguation. We assume the mentioning texts rather than structured web pages, we relied
of NEs and the relational context of a per-  completely on linguistic information and did not ex-

son in the text to be important discriminat-  ploit the html structure of the documents provided.
ing features in order to distinguish different

people sharing a name. 2 Related Work

Our system was inspired by the preemptive and on-
demand IE approaches by Sekine and Shinyama
In this paper, we propose a system with a linguistSekine, 2006; Shinyama, 2006) that cluster news-
tic view on people disambiguation that exploits thdaper articles into classes of articles that talk about
relational and NE context of a person name as dihe same type of event. They proposed a system to
criminating features. discover in advance all possible relations and to re-

Texts about different people differ from eachturn them in form of tables.
other by the names of persons, p|aces and organiza.We took the idea of distinctive personal attributes
tions connected to these people and by the relatioA§ a criterion for disambiguation from the work of
in which a person’s name is connected to other entPollegala et al. (2006). They propose an unsu-
ties. Therefore we had the hypothesis that the NEs Rervised learning approach to extract phrases that
the documents for a person name should be a maimiquely identify a person from the web and use
distinctive criterion for disambiguating people.  these discriminative features for clustering.

Furthermore, the relational context of a perso%
name should also be able to give good clues for dis-
ambiguation. Sentence patterns related to a naniEhe goal of the WePS task is to cluster the 100
i.e. patterns that contain the name as subject areb pages returned by a web search engine for a
object like “be(Person X, lawyer)” often conveycertain name as search query and classify them w.r.t.
uniquely identifying information about a person.  the underlying different people they refer to.

Our system was not built specifically for the web The problem of clustering documents about peo-
people search task WePS (Artiles et al., 2007), buyle into different entities can be seen as two sub-
is an early version of an |IE system that has the moggroblems: The determination of the correct num-
general goal to discover relations between NEs. Waer of clusters and the clustering of the given doc-
see the WePS task as a specific instance of the setushents into this number of entities. These problems
tasks our system should be able to handle. Thereeuld either be solved consecutively by first estimat-
fore, we only adapted it slightly to work with the ing the number of classes and then produce this pre-

1 Introduction

System Overview
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html — text some kind of termination criterion has to be found
v that tells the algorithm when to stop clustering.

Cgsegleurteigr?e A good estimation of the number of different en-
n “ tities is a necessary prerequisite for successful clus-
__| semantig terlng. .Clusterlng into too many classes would mean
; ~ parsing assigning documents to classes that have actually no

- own entity they refer to. Clustering into too few

classes means merging two entities into one class.

Our initial intuition was to distinguish people by
normally unigue properties, like phone numbers or
set number of clusters or by determining the numbe@mail addresses. So we assumed that the number of
of classes dynamically during the clustering procesélifferent email addresses and phone numbers occur-

Figure 1 gives an overview of our system, thating in all documents for one name would be a good
clusters web documents into a pre-defined numbéteans to estimate the number of different persons
of classes, thereby being only concerned with theéharing this name, but we could not find any corre-
second problem and neglecting the estimation of difation between these features and the class number.
ferent namesakes for now. Therefore, we decided to estimate the average

Every web page in the WePS training data is regiumber of classes from the training data. The aver-
resented by the set of its files. As our system work&ge number of different people for one name in the
on plain text only, we first needed to separate thtaining data was about 18. Based on the observa-
textual parts of all files. Therefore, we extracted th&on that an underestimated number of classes leads
text from the html pages. We merged the texts frortp better results than assuming too many classes, we
all different html pages belonging to a single webdecided to guess 12 different persons for each name.
site into one document so that we obtained for every
person’s name00 text files as the basis for further 4-2 Preprocessing

clustering. For the extraction of plain text information from the
These text files were processed by a coreferenggeb pages, we used the html2téxtonverter. In
resolution tool. On the resulting texts, we ran botfgase that a web page consisted of more than one html
an NE tagger and an NLP tool for semantic parsingiocument, we put all the output from the converter
This tool represents sentences containing the respegto one single file. By omitting any wrapping of
tive person name as predicate argument structureshe html pages, we obviously lost useful structural
We constructed two feature vectors for each filgnformation but got the textual information for our
based on the counts of the NEs and predicate aguistic analysis.
gument structures that contain the specific person afterward, we applied several linguistic prepro-
name. Those feature vectors were our basis for th@ssing tools. We used coreference resolution to re-
clustering process. place pronouns referring to a person, and variations
The clustering unit of the system consecutivelysf a name (like “Mr. Smith” after a mention of “John
merged clusters, that at first contained a single filgmith” earlier in the text) with the person’s name in
each, until the pre-set number of classes was reachg@ form of its first mention in the text.
and returned the clustering as an xml file. For NE-tagging, we used the three NE types PER-
SON, LOCATION and ORGANIZATION. For both
NE tagging and coreference resolution, we used the
4.1 Estimating the Number of Classes LingPipe toolkit2. We counted the occurrences of

In principle, the number of different people that aresvery NE in every file and replaced all instances

represented in the data cannot be known in advanc®, their specific NE type combined with a uniquely
However, for the clustering process, either the NnUM- 1y /iww. mbayer.de/htmi2text/index.shtml
ber of classes has to be fixed before clustering, or 2http://www.alias-i.com/lingpipe/

Figure 1: System Overview

4 System Components
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identifying number, e.g. we replaced all occurrencese have not made any further use of the binary tree
of “Paris” with “LOCATION27", in order to ensure structure within each cluster.
that the predicate argument parser could work cor- We assigned every file to exactly one cluster. We
rectly and would not split up multi-word NEs into had neither a “discarded” category nor did we handle
two or more arguments. the possibility that a page refers to more than one
We passed all sentences with NEs that corperson and would hence belong to different clusters.
tained the specified persons family name (e.
“Mr. Cooper” for the name “Alvin Cooper”) to
MontyLingua 3, that returns a semantic represens 1 Training of Parameters

tation of the sentence like (“live” “PERSONZ2” .

' . ke (liv . We evaluated the system on the provided WePS

in LOCATION3"). These representations abstrac¥ - . . _
raining data to estimate the following parameters:

from the actual surface form of a sentence as ther¥ )
o . qumber of classes, number of best NEs to be consid-
represent every sentence in its underlying semantic

form (“predicate” “semantic subject” “semantic Ob_ered and weight of the NE vector compared to the

jectl”...) rather than just determining the syntactigaﬁern vector. . .
. . The relevant evaluation score is the F-measure
subject and objects of a sentence. We called these

structures “patterns” and kept only those that act & = 0'5). as the har_monlc mean of purity and in-
: ) verse purity as described by Hotho et al. (2003).
ally contained the respective NE.

As our attempt to use distinctive features for the
estimation of class numbers failed, we examined the

_ o influence of a wrongly estimated number of classes
We decided on building two vectors for every teXiy, the clustering results. Table 1 shows exemplarily

file, one for the NEs apd one for sentence patterngy o person names how the F-measure varies if the
connected to a person’s name in order to give t0 the,rrect number of classes is incorrectly assumed as a
NEs a weight different from that for the patterns.  pigher or lower value. We concluded that it is better

After tagging the documents for NEs, we countegy, estimate the class number too low than too high.
the frequency of the different occurring NEs for one

qS Experiments

4.3 Clustering

name. We built a first feature vector for each docu- name A. Macomb | E. Fox
t that tained tri th t fth correct number of classes 21 16

ment that contained as entries the counts of the oc- 10 classes assumed 076 .80
curring NEs in this document. We set a thresheld 12 classes assumed | 0.75 0.75
to use only then best NEs in the vectors, counted o classes assumed \ 072 | 0.76
i classes assumed 0.69 0.60

over all documents for one name. We then built for 18 classes assumed 0.60 0.58
every document a second feature vector containing 20classes assumed | 0.48 | 0.72
. 22 classes assumed 0.56 0.55

the counts of the MontyLingua patterns for the doc- 24 classes assumed 0.59 0.58
ument. 26 classes assumed 0,52 0.56

For the actual clustering process, we used hieragz e 1. F-measure for different numbers of as-
chical clustering. We started with every file, rePsumed classes

resented by a pair of normalized feature vectors, _ =

constituting a single cluster. As distance measure- Prl_marlly meant as a means to redu_cg _computa—
ment we used the weighted sum of the absolute dilon ime, we gave our system the possibility not to
tances between the centers of two clusters with r&S¢€ all occurring NES for (_:Iustenr?g, but only a cer-
gard to both feature vectors, respectively, i.e. wifin number of entities with maximal frequencies.
chose distance: w-distancgg-+ distanceatterns T_est runs d|.d not confirm our hypothesis that con-
In every step, we made a pairwise comparison of a:ﬁlderlng a higher number of NES leads to better re-
clusters and merged those with the lowest distancgu!ts (cf. table 2). qu both training of the number of
The clustering terminated when the algorithm camB =S @nd the NE weight we assumed that we already

down to the pre-set number @ clusters. So far knew the correct class_numbgr.
As the F-measure did not increase for more con-

3http://web.media.mit.edu/ hugo/montylingua/ sidered NEs, we believe that the most important NEs
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are already covered within the beBi0 and that A promising direction for further research in peo-
adding more NEs rather adds coincidental informgple search will certainly include a better control of
tion than any new important facts. Usually, the beghe number of classes. This could be done either
100 NEs already cover most of those which occuby estimating this number in advance, or by setting

more than once in a text. the number of classes dynamically during cluster-
ing. The latter could include comparing the size of
NEs | average. F-measufe | w | average F-measure
100 0.66 05 0.66 the current clusters to the overall feature space of all
200 0.68 1.0 0.68 clusters or an approach of counting occurrences of
500 0.68 2.0 0.68 . . e . L
1000 0.67 20 0.67 uniquely identifying attributes within a cluster.

_ _ ~ This second approach could match the original
Table 2.: varying the number of considered entitiepurpose of our system, namely to build tables that
and weight of the feature vectors represent the most salient relations in a set of docu-

. . . nts in the w. kine and Shinyama did. If h

The third parameter to estimate was the welghq1e ts in the way Sekine and Shinyama d d. sue
) a table, that represents the slots of a relation in its
w given to the NE feature vector compared to the o ) :
columns and every article in a row, is built for all

feature vector for sentence patterns. During trainin% .
) . ) ) ocuments in a cluster, we would expect the table to
this weight also appeared to have little influence on

. ntain roughly th me information in every row.
the clustering results (cf. 2). We have the hypothe3|CO ain rough'y the same informatio every 1o
that sentence pattern detection is not very success

for the often unstructured web page texts.

upe could define a consistency measure for the re-
sulting tables and stop clustering as soon as the ta-
bles are no longer consistent enough, i.e. when they
5.2 Results for WePS Test Data contain too much contradictory information.

In the WePS evaluation, our system scored with Acknowledgment

purity of 0.39, an inverse purity 06.83 and a result-
ing overall F-measurax(= 0.5) of 0.5. The work presented here was supported by a re-

One main reason for our test results to be Wors%earch grant from the Investitionsbank Berlin to the

than our training results is the fact that the test datQ':KI project IDEX (Interactive Dynamic |E).

had a much higher average number of classes (ab%'éferences
46 classes). Our F-measure was best for those names

; Javier Artiles, Julio Gonzalo and Satoshi Sekine. 2007.
with the fewest number of referents. We had an av? The SemEval-2007 WePS Evaluation: Establishing a

erage F—Measurex.(: 0.5) of 0.66 for those names  genchmark for the Web People Search Task. Proceed-
with less than 30 instances compared to an overall ings of Semeval 2007, ACL.

average 000.50. The.se n.umbers show the IMPOHanushka Bollegala, Yutaka Matsuo and Mitsuru
tance of a correct estimation of the assumed number ghizyka. 2006. Extracting Key Phrases to Disan

of referents for a name. biguate Personal Name Queries in Web Search. Pro-

Our purity was much lower than the inverse pu- ceedings of the Workshop on How Can Computational
rity, i.e. there is too much noise in our clustering Linguistics Improve Information Retrieval, p. 17—24.
compared to the real partition, whereas the real clugndreas Hotho, Steffen Staab and Gerd Stumme. 2003.
ters are well covered by our clustering. This is due Wordnet Improves Text Document Clustering.  Pro-

: . ceedings of the Semantic Web Workshop at SIGIR-
to a too low estimation of the number of referents. 2003, 26th Annual International ACM SIGIR Confer-

. ence, Toronto, Canada.
6 Conclusions and Future Work

Satoshi Sekine. 20060n-Demand IE. International
One obvious improvement , that would accommo- Committee on Comp. Ling. and the ACL.

date the general relation extraction idea of our Sysysuke Shinyama and Satoshi Sekine. 20@8eemp-
tem, is to include the use of structural information tive Information Extraction using Unrestricted Rela-
from the html documents in addition to our purely tion Discovery. Human Language Technology con-
linguistic view on web pages. Additionally, we ferer;_ce_—lll\lortr:(Arlp(e;r_ltcan chapter of the ACL annual
should weight our NEs using e.g. a TF/IDF formula. meeting, INew Tork -1y
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The starting point of our research is an approacE
for identifying relations between named entities ex:
ploiting only shallow linguistic information, such as
tokenization, sentence splitting, part-of-speech ta

FBK-IRST: Kernel Methods for Semantic Relation Extraction

Claudio Giuliano and Alberto Lavelli and Daniele Pighin and L orenza Romano
FBK-IRST, Istituto per la Ricerca Scientifica e Tecnologica
1-38050, Povo (TN), ITALY
{gi uli ano, | avel | i, pi ghi n,romano}@tc.it

Abstract

We present an approach for semantic rela-
tion extraction between nominals that com-
bines shallow and deep syntactic processing
and semantic information using kernel meth-
ods. Two information sources are consid-
ered: (i) the whole sentence where the re-
lation appears, and (ii) WordNet synsets and
hypernymy relations of the candidate nom-
inals. Each source of information is rep-
resented by kernel functions. In particu-
lar, five basic kernel functions are linearly
combined and weighted under different con-
ditions. The experiments were carried out
using support vector machines as classifier.
The system achieves an overall of 71.8%

on the Classification of Semantic Relations
between Nominals task at SemEval-2007.

Introduction

within a relation (e.g., agent and target of a gene in-
teraction). In the task of detectingotein-protein
interactions, we obtained state-of-the-art results on
two biomedical data sets. In addition, promising re-
sults have been recently obtained for relations such
aswork for andorg based irin the news domaih

In this paper, we investigate the use of the above
approach to discover semantic relations between
nominals. In addition to the original feature rep-
resentation, we have integrated deep syntactic pro-
cessing of the global context and semantic informa-
tion for each candidate nominals using WordNet as
external knowledge source. Each source of informa-
tion is represented by kernel functions. A tree kernel
(Moschitti, 2004) is used to exploit the deep syn-
tactic processing obtained using the Charniak parser
(Charniak, 2000). On the other hand, bag of syn-
onyms and hypernyms is used to enhance the repre-
sentation of the candidate nominals. The final sys-
tem is based on five basic kernel functions (bag-of-
words kernel, global context kernel, tree kernel, su-
ersense kernel, bag of synonyms and hypernyms
ernel) linearly combined and weighted under dif-
ferent conditions. The experiments were carried out
ISing support vector machines (Vapnik, 1998) as

ging and lemmatization (Giuliano et al., 2006). ACaSSifier

combination of kernel functions is used to represent
two distinct information sources: (i) the global con-
text where entities appear and (ii) their local con
texts. The whole sentence where the entities appe%

We present results on the Classification of Seman-
tic Relations between Nominals task at SemEval-
2007, in which sentences containing ordered pairs
frmarked nominals, possibly semantically related,

(global context is used to discover the presence C)pave to be classified. On this task, we achieve an

a relation between two entities. Windows of limited
size around the entitiegotal context} provide use-
ful clues to identify the roles played by the entities
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overall F; of 71.8% (B category evaluation), largely

outperforming all the baselines.

1 ) -
These results appear in a paper currently under revision.

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 141-144,
Prague, June 2007. (©)2007 Association for Computational Linguistics



2 Kerne Methodsfor Relation Extraction 3) Sél

In order to implement the approach based on syntac- Np/ \\/p\

tic and semantic information, we employed a linear psp vep— nb  —pp |
weighted combination of kernels, using supportvec- | ¢ \nd o NN INT NP

. - . " ‘ ‘ AN
tor machines as classifier. We designed two families some candy in PRP$ NN

. _ . . ] |
of basic kernels: syntactic kernels and semantic ker n\]y underwear

nels. These basic kernels are combined by expld}- S
ing the closure properties of kernels. We define our V‘P
composite kerneK ¢ (x1, x2) as follows VBD/NE, \PP

| | / N\
found Nl‘\IS II‘\I NP
_.agent_ in N‘N
__target._

YT Gt ) MY
—  Ki(x1, 1) Ki(2, 12)
where each basic kerndl; is normalized andv; €
{0, 1} is the kernel weight. The normalization factorFigure 1: Acontent-containerelation test sentence
plays an important role in allowing us to integrate inparse tree (a) and the corresponding RT structure (b).
formation from heterogeneous knowledge sources.
All basic kernels, but the tree kernel (see Section

2.1.3), are explicitly calculated as follows a relation exampldZ, we represent a contest as a
Ki(z1,12) = (¢(x1), d(22)), (2) row vector

where ¢(-) is the embedding vector. Even though ¢c(R) = (tf(t1,C).tf(t2,C),....tf (0, C)) € R', (3)
the resulting feature space has high dimensionali%
an efficient computation of Equation 2 can be carrieg
out explicitly since the input representations define
below are extremely sparse.

here the functiontf(t;,C’) records how many

mes a particular token; is used inC. Note that

is approach differs from the standard bag-of-words

as punctuation and stop words are includedgdn

2.1 Syntactic Kernels while the nominals are not. To improve the classi-

fication performance, we have further extended

to embed n-grams of (contiguous) tokens (up te

3). By substitutingpc into Equation 2, we obtain

211 Global Context Kernel the n-gram kernek,,, which counts uni-grams, bi-
Bunescu and Mooney (2005) and Giuliano et algrams, ..., n-grams that two patterns have in com-

(2006) successfully exploited the fact that relations1or?. The Global Contextkernel K¢ (R1, R) is

between named entities are generally expressed tigen defined as

ing only words that appear simultaneously in one of

the following three contexts.

Syntactic kernels are defined over the whole se
tence where the candidate nominals appear.

Krp(R1,R2) + Kp(Ri1, R2) + Kpa(R1,R2), (4)

Fore-Between Tokens before and between the tw"1'e€ Krs, Kp and Kpy are n-gram kemels
entities, e.g“the head of ORG], Dr. [PER]" . that operate on the Fore-Between, Between and

Between Only tokens between the two entities, e.gBEWEEN-After pattems respectively.

* [ORG] spokesmaf’ER]" . 2.1.2 Bag-of-Words Kernel
Between-After Tokens between and after the tWo g pag_of-words kernel is defined as the previ-

entities, e.g" [PER], a[O RG] professor” ous kernel but it operates on the whole sentence.

Here, we investigate whether this assumption i§.1.3 TreeKernd
also correct for semantic relations between nomi- ) )
nals. Our global context kernel operates on the con- Tree kemels can tr|gger automanp feature selec-
texts defined above, where each context is reprgpn and represent a viable alternative to the man-

sented using aag-of-words More formally, given %In the literature, it is also callegspectrunkernel.
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ual design of attribute-value syntactic features (Moswhere Ky,,4; and K4, are defined by substitut-
chitti, 2004). A tree kernelK'r(t1,t2) evaluates ing the embedding of the target and agent nominals
the similarity between two trees andt, in terms into Equation 2 respectively.
of the number of fragments they have in common.
Let N; be the set of nodes of a trédeand F = 222 SupersenseKernel
{f1, f2..., fi7} be the fragment space of and WordNet synsets are organized into 45 lexicogra-
t5. Then pher files, based on syntactic category and logical
groupings. E.g.noun.artifactis for nouns denoting
Kr(tyt2) = 30, eny, 2njens, i), () man-made objectsjoun.attributefor nouns denot-
ing attributes for people and objects etc. Huper-
where A(n;,n;) = Z',Ql I(n;) x Ix(n;) and sensekernel Kgs(R1, Ry) is a variant of the previ-
I(n) = 1if kis rooted inn, O otherwise. ous kernel that uses the names of the lexicographer
For this task, we defined ad-hocclass of struc- files (i.e., the supersense) to index the feature space.
tured features (Moschitti et al., 2006), the Reduced
Tree (RT), which can be derived from a sentenc8 Experimental Setup and Results

pars_e tree by the following steps: (1) remoye allthg Sentences have been tokenized, lemmatized, and
terminal nodes but those labeled as relation entiti

Bos tagged with TextP?o We considered each re-
and those POS tagged as verbs, auxiliaries, pre ggec W X :

" dal dverbs: (2 I th .pI%'tion as a different binary classification task, and
SIons, modais or adverbs, (2) remove all the Ne4ch sentence in the data set is a positive or negative
ternal nodes not covering any remaining terminal;

3 | th i ds with placeholders th éxample for the relation. The direction of the rela-
.( ).rep ace e en 'ty words with placenolders atﬁon is considered labelling the first argument of the
indicate the direction in which the relation should

hold. Fi 1sh i d1th " relation as agent and the second as target.
Rc')l' s-trulc?ljjrree ShOWs a parse tree and the Testiting A the experiments were performed using the

SVM package SVMLight-TK, customized to em-
22 Semantic Kernds bed our own kernels. We optimized the linear com-

In (Giul L 2006 d the local bination weightsw; and regularization parameter
n (Giuliano etal., ), we used the loca Contexﬁsing 10-fold cross-validation on the training set.

kernel to .|nfer' semantic information on the_ candiyya set the cost-factof to be the ratio between the
date entities (i.e., roles played by the entities). A

h K . de the WordN ﬁéjmber of negative and positive examples.
the task organizers provide the WordNet sense andrpp e 1 shows the performance on the test set. We

role for each nominal, we directly use this informa- .. e an overalF, of 71.8% (B category evalua-

tlr?nlto ein”Ch thekfeatulr.e sr|]oace agq do not InCIUOIf;i'\on), largely outperforming all the baselines, rang-
the local context kernel In the combination. ing from 48.5% to 57.0%. The average training plus

2.21 Bag of Synonymsand HypernymsKernel ~ test running time for a relation is about 10 seconds

By using the WordNet sense key provided, eac na Inte! Pentium M755 2.0 GHz. Figure 2 shqws
the learning curves on the test set. For all relations

nominal is represented by the bag of its synonyms t theme-toal rate classifier 1 be learned
and hypernyms (direct and inherited hypernymsfu. eme-tog acctrate classiiers can be fearne
using a small fraction of training.

Formally, given a relation example, each nominal
N is represented as a row vector 4 Discussion and Conclusion
on(R) = (f(t1,N), f(t2,N),.... f(t, N)) €R',  (6)  Experimental results show that our kernel-based ap-
proach is appropriate also to detect semantic rela-
tions between nominals. However, differently from

relation extraction between named entities, there is
not a common kernel setup for all relations. E.g.,

where the binary functiorf (¢;, N') records if a par-
ticular lemmat; is contained into the bag of syn-
onyms and hypernyms of N. THeag of synonyms

and hypernymgernel Kgg, ;7 (R1, R2) is defined as
3http://tcc.itc.it/proj ects/textpro/
Kiarget(R1, R2) + Kagent(R1, R2), @ *http://ai-nlp.info.uniroma2.it/noschitti/
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Learning Curve lected from the Web using heuristic patterns/queries,

90 — ‘ ‘ ‘ ‘ ‘ ‘ most of which implying Between patterns/contexts
I ) (e.g., for thecause-effectelation “* comes from *”,
“* out of *” etc.).
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Figure 2: Learning curves on the test set.
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FBK-irst: Lexical Substitution Task Exploiting
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Abstract

This paper summarizes FBK-irst participa-
tion at the lexical substitution task of the
SEMEVAL competition. We submitted two
different systems, both exploiting synonym
lists extracted from dictionaries. For each
word to be substituted, the systems rank the
associated synonym list according to a simi-
larity metric based on Latent Semantic Anal-
ysis and to the occurrences in the Web 1T
5-gram corpus, respectively. In particular,
the latter system achieves the state-of-the-art
performance, largely surpassing the baseline
proposed by the organizers.

1 Introduction

The lexical substitution (Glickman et al., 2006a) can
be regarded as a subtask of the lexical entailment,
in which for a given word in context the system is
asked to select an alternative word that can be re-
placed in that context preserving the meaning. Lex-
ical Entailment, and in particular lexical reference
(Glickman et al., 2006b)', is in turn a subtask of tex-
tual entailment, which is formally defined as a rela-
tionship between a coherent text 1" and a language
expression, the hypothesis H. T is said to entail H,
denoted by T' — H, if the meaning of H can be in-
ferred from the meaning of 7" (Dagan et al., 2005;
Dagan and Glickman., 2004). Even though this no-
tion has been only recently proposed in the computa-
tional linguistics literature, it attracts more and more
attention due to the high generality of its settings and
to the usefulness of its (potential) applications.

'In the literature, slight variations of this problem have been
also referred to as sense matching (Dagan et al., 2006).
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With respect to lexical entailment, the lexical sub-
stitution task has a more restrictive criterion. In
fact, two words can be substituted when meaning is
preserved, while the criterion for lexical entailment
is that the meaning of the thesis is implied by the
meaning of the hypothesis. The latter condition is in
general ensured by substituting either hyperonyms
or synonyms, while the former is more rigid because
only synonyms are in principle accepted.

Formally, in a lexical entailment task a system is
asked to decide whether the substitution of a par-
ticular term w with the term e in a coherent text
H, = HwH" generates a sentence H, = HleH"
such that H,, — H,, where H' and H" denote the
left and the right context of w, respectively. For
example, given the source word ‘weapon’ a system
may substitute it with the target synonym ‘arm’, in
order to identify relevant texts that denote the sought
concept using the latter term.

A particular case of lexical entailment is recog-
nizing synonymy, where both H,, — H, and H, —
H,, hold. The lexical substitution task at SEMEVAL
addresses exactly this problem. The task is not easy
since lists of candidate entailed words are not pro-
vided by the organizers. Therefore the system is
asked first to identify a set of candidate words, and
then to select only those words that fit in a particu-
lar context. To promote unsupervised methods, the
organizers did not provide neither labeled data for
training nor dictionaries or list of synonyms explain-
ing the meanings of the entailing words.

In this paper, we describe our approach to the
Lexical Substitution task at SEMEVAL 2007. We
developed two different systems (named IRST1-Isa
and IRST2-syn in the official task ranking), both ex-
ploiting a common lists of synonyms extracted from
dictionaries (i.e. WordNet and the Oxford Dictio-

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 145-148,
Prague, June 2007. (©2007 Association for Computational Linguistics



nary) and ranking them according to two different
criteria:

Domain Proximity: the similarity between each
candidate entailed word and the context of the
entailing word is estimated by means of a co-
sine between their corresponding vectors in the
LSA space.

Syntagmatic Coherence: querying a large corpus,
the system finds all occurrences of the target
sentence, in which the entailing word is substi-
tuted with each synonym, and it assigns scores
proportional to the occurrence frequencies.

Results show that both methods are effective. In
particular, the second method achieved the best per-
formance in the competition, defining the state-of-
the-art for the lexical substitution task.

2 Lexical Substitution Systems

The lexical substitution task is a textual entailment
subtask in which the system is asked to provide one
or more terms e € F C syn(w) that can be sub-
stituted to w in a particular context H,, = H'wH"
generating a sentence H, = H'eH" such that both
H, — H.and H, — H,, hold, where syn(w) is the
set of synonyms lemmata obtained from all synset in
which w appears in WordNet and H' and H" denote
the left and the right context of w, respectively.

The first step, common to both systems, consists
of determining the set of synonyms syn(w) for each
entailing word (see Section 2.1). Then, each system
ranks the extracted lists according to the criteria de-
scribed in Section 2.2 and 2.3.

2.1 Used Lexical Resources

For selecting the synonym candidates we used two
lexical repositories: WordNet 2.0 and the Oxford
American Writer Thesaurus (1°* Edition). For each
target word, we simply collect all the synonyms for
all the word senses in both these resources.

We exploited two corpora for our systems: the
British National Corpus for acquiring the LSA space
for ranking with domain proximity measure (Sec-
tion 2.2) and the Web IT 5-gram Version 1 corpus
from Google (distributed by Linguistic Data Consor-
tium)? for ranking the proposed synonyms accord-
ing to syntagmatic coherence (Section 2.3).

2 Available from http://www.ldc.upenn.edu/Catalog/
CatalogEntry.jsp?catalogld=LDC2006T13.
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No other resources were used and the sense rank-
ing in WordNet was not considered at all. Therefore
our system is fully unsupervised.

2.2 Domain Proximity

Semantic Domains are common areas of human dis-
cussion, such as Economics, Politics, Law (Magnini
et al., 2002). Semantic Domains can be described
by DMs (Gliozzo, 2005), by defining a set of term
clusters, each representing a Semantic Domain, i.e.
a set of terms having similar topics. A DM is repre-
sented by a k x k' rectangular matrix D, containing
the domain relevance for each term with respect to
each domain.

DMs can be acquired from texts by exploiting
term clustering algorithms. The degree of associ-
ation among terms and clusters, estimated by the
learning algorithm, provides a domain relevance
function. For our experiments we adopted a clus-
tering strategy based on Latent Semantic Analy-
sis (LSA) (Deerwester et al., 1990), following the
methodology described in (Gliozzo, 2005).

The input of the LSA process is a Term by Docu-
ment matrix T of the frequencies in the whole cor-
pus for each term. In this work we indexed all lem-
matized terms. The so obtained matrix is then de-
composed by means of a Singular Value Decompo-
sition, identifying the principal components of T'.

Once a DM has been defined by the matrix D, the
Domain Space is a k' dimensional space, in which
both texts and terms are associated to Domain Vec-
tors (DVs), i.e. vectors representing their domaill
relevance with respect to each domain. The DV ¢
for the term t; € V is the i row of D, where
V = {ti1,ta,...,t;} is the vocabulary of the cor-
pus. The DVs for texts are obtained by mapping the
document vectors d;-, represented in the vector space

model, into the vectors dz- in the Domain Space, de-
fined by

D(d;) = d;(I"°FD) = d (1)

[IDF IDF _

where is a diagonal matrix such that ¢; ;" =
IDF(w;) and IDF(w;) is the Inverse Document
Frequency of w;. The similarity among both texts
and terms in the Domain Space is then estimated by
the cosine operation.

To implement our lexical substitution criterion we
ranked the candidate entailed words according to
their domain proximity, following the intuition that
if two words can be substituted in a particular con-
text, then the entailed word should belong to the



same semantic domain of the context in which the
entailing word is located.

The intuition above can be modeled by estimating
the similarity in the LSA space between the pseudo
document, estimated by Equation 1, formed by all
the words in the context of the entailing word (i.e.
the union of H' and H"), and each candidate en-
tailed word in syn(w).

2.3 Syntagmatic Coherence

The syntagmatic coherence criterion is based on the
following observation. If the entailing word w in
its context H,, = H'wH" is actually entailed by
a word e, then there exist some occurrences on the
WEB of the expression H. = H leH™, obtained
by replacing the entailing word with the candidate
entailed word. This intuition can be easily imple-
mented by looking for occurrences of . in the Web
1T 5-gram Version 1 corpus.

Figure 1 presents pseudo-code for the synonym
scoring procedure. The procedure takes as input the
set of candidate entailed words E = syn(w) for the
entailing word w, the context H,, in which w oc-
curs, the length of the n-gram (2 < n < 5) and the
target word itself. For each candidate entailed word
e;, the procedure ngrams(H,,, w,e;,n) is invoked
to substitute w with e; in H,,, obtaining ., and re-
turns the set () of all n-grams containing e;. For ex-
ample, all 3-grams obtained replacing “bright” with
the synonym “intelligent” in the sentence “He was
bright and independent and proud.” are “He was in-
telligent”, “was intelligent and” and “intelligent and
independent”. The maximum number of n-grams
generated is 22:2 n. Each candidate synonym is
then assigned a score by summing all the frequen-
cies in the Web 1T corpus of the so generated n-
grams>. The set of synonyms is ranked according
the so obtained scores. However, candidates which
appear in longer n-grams are preferred to candidates
appearing in shorter ones. Therefore, the ranked list
contains first the candidate entailed words appearing
in 5-grams, if any, then those appearing in 4-grams,
and so on. For example, a candidate e; that appears
only once in 5-grams is preferred to a candidate es
that appears 1000 times in 4-grams. Note that this
strategy could lead to an output list with repetitions.

*Note that n-grams with frequency lower than 40 are not
present in the corpus.
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1: Given F, the set of candidate synonyms
2: Given H, the context in which w occurs
3: Given n, the length of the n-gram

4: Given w, the word to be substituted

5: BN — 1)

6: for each e; in ' do

7: Q — ngrams(H,w,e;,n)

8: score; «— 0

9: for each ¢; in Q do

10: Get the frequency f; of g;
11: score; < score; + f;

12: end for

13: if score; > 0 then add the pair {score;, e; }
in B’

14: end for

15: Return B’

Figure 1: The synonym scoring procedure

3 Evaluation

There are basically two scoring methodologies: (i)
BEST, which scores the best substitute for a given
item, and (ii) 0OT, which scores for the best 10 sub-
stitutes for a given item, and systems do not benefit
from providing less responses®.

BEST. Table 1 and 2 report the performance for the
domain proximity and syntagmatic coherence rank-
ing. Please note that in Table 2 we report both the
official score and a score that takes into account just
the first proposal of the systems, as the usual in-
terprsetation of BEST score methodology would sug-
gest’.

00T. Table 4 and 5 report the performance for the
domain proximity and syntagmatic coherence rank-
ing, scoring for the 10 best substitutes. The results
are quite good especially in the case of syntagmatic
coherence ranking.

Baselines. Table 3 displays the baselines respec-
tively for the BEST and OOT using WordNet 2.1
as calculated by the task organizers. They pro-
pose many baseline measures, but we report only the

*The task proposed a third scoring measure MW that scores
precision and recall for detection and identification of multi-
words in the input sentences. However our systems were not
designed for this functionality. For the details of all scoring
methodologies please refer to the task description documents.

SWe misinterpreted that the official scorer divides anyway
the figures by the number of proposals. So for the competition
we submitted the oot result file without cutting the words after
the first one.



P R
all | 8.06 8.06

Mode P Mode R
13.09 13.09

Table 1: BEST results for LSA ranking (IRST1-Isa)

P R Mode P Mode R
all 1293 1291 | 20.33 20.33
all (official) | 6.95  6.94 | 20.33 20.33
Table 2: BEST results for Syntagmatic ranking

(IRST2-syn)

WordNet one, as it is the higher scoring baseline. We
can observe that globally our systems perform quite
good with respect to the baselines.

4 Conclusion

In this paper we reported a detailed description of
the FBK-irst systems submitted to the Lexical En-
tailment task at the SEMEVAL 2007 evaluation cam-
paign. Our techniques are totally unsupervised, as
they do not require neither the availability of sense
tagged data nor an estimation of sense priors, not
considering the WordNet sense order information.
Results are quite good, as in general they signifi-
cantly outperform all the baselines proposed by the
organizers. In addition, the method based on syn-
tagmatic coherence estimated on the WEB outper-
forms, to our knowledge, the other systems sub-
mitted to the competition. For the future, we plan
to avoid the use of dictionaries by adopting term
similarity techniques to select the candidate entailed
words and to exploit this methodology in some spe-
cific applications such as taxonomy induction and
ontology population.
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P R
all | 41.23 41.20

Mode P Mode R
55.28 55.28

Table 4: 00T results for LSA ranking IRST1-1sa)

P R
all | 69.03 68.90

Mode P Mode R
58.54 58.54

Table 5: 0OT results for Syntagmatic ranking
(IRST2-syn)
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where each group contains all (and only those)
pages that refer to one unique entity. A page is
assigned to multiple groups if it mentions multiple

entities, for example “John F. Kennedy” and the

“John F. Kennedy Library”. The pages were se-

lected via a set of keyword queries, and the disam-
biguation is evaluated only on those query entities.
This differs from Fair Isaac’s system in a few key

ways: our system deals with mentions rather than
documents, our system does not require a filter on
mentions, and our system is generally used for
large collections of documents containing very

many names rather than small sets of highly am-
biguous documents dealing with one specific

name. Nevertheless, it was possible to run the Fair
Isaac entity disambiguation system on the Web
We use the term]tity to mean a Speciﬁc person orPeople Search task data with almost no modifica-
object. Amention is a reference to an entity sucHions and achieve accurate results.

as a word or phrase in a document. Taken to- The remaining sections of this paper describe
gether, all mentions that refer to the same redfair Isaac’s automatic entity disambiguation meth-

world object model that entity (Mitchell et al.odology and report on the performance of the sys-
2004). Entity disambiguation inherently involvedem on the WePS data.

resolving many-to-many relationships. Multiple

distinct stringsmay refer to the same entity. Si-2 Meéthodology

multaneously, multiple identical mentions refer 9, nstructured text. each document provides a
distinct entities (Bagga and Baldwin, 1998). _natural context for entity disambiguation. After
Fair Isaac’s entity d|sam_b|guat|on softwar_e i%leaning up extraneous markup we carry out
based largely on language-independent algorithmiginin-document co-reference resolution, aggregat-
that resolve mentions in the context of the entlr@|g information about each entity mentioned in
corpus. The system utilizes multiple types of consach document. We then use these entity attributes

text as evidence for determining whether two menyg features in determining which documents deal
tions correspond to the same entity and it autQsiih the same entity.

matically learns the weight of evidence of each
context item via corpus statistics. 2.1 Dealingwith Raw Web Data

tThle ggg;of_th(;: Web _Peo\p/)\llebSearch tatsk (Art”efhe first challenge in dealing with data from the
et al. ) is to assign Web pages to 9rOURReb is to decide which documents are useful and

Abstract

Entity disambiguation resolves the many-

to-many correspondence between mentions
of entities in text and unique real-world en-

tities. Fair Isaac’s entity disambiguation

uses language-independent entity context
to agglomeratively resolve mentions with

similar names to unique entities. This pa-
per describes Fair Isaac’s automatic entity
disambiguation capability and assesses its
performance on the SemEval 2007 Web
People Search task.

1 Introduction
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what text from those documents contains relevanames with which this context item appears), INF,
information. As a first pass, the first HTML file in as a weight indicating the salience of each context
a folder which contained the query name was usé@m. Co-occurrence with a common name pro-
as the main page. In retrospect, it might have beegites less indication that two mentions correspond
better to combine all portions of the page, ao the same entity than co-occurrence with an un-
choose the longest page. We copied the title eleemmon name. To reduce noise, only entities that
ment and converted all text chunks to paragraphs;cur within a given window of entities are in-
eliminating all other HTML and script. If no cluded in this vector. In all test runs, this window
HTML was found in the directory for a page, thds set to 10 entities on either side. Because of the
first text file which contained the query was useéffects that small corpora have on statistics, we
instead. added a large amount of newswire text to improve
frequency counts. Many of the query names would
have low frequency in a text corpus that is not
When dealing with unstructured text, a named e@bout them specifically, but have high frequency in
tity recognition (NER) system provides the input tdhis task because each document contains at least
the entity disambiguation. Due to time constraintene mention of them. This would cause the INF
and that Persons are the entity type of primary itveight to incorrectly estimate the importance of
terest, any mention that matches one of the queayty token; adding additional documents to the dis-
strings is automatically labeled as a Person, regambiguation run reduces this effect and brings fre-
less of its actual type. guency counts to more realistic levels.

As described in Blume (2005), the system next We similarly count title tokens that occur with
carries out entity type-specific parsing in order tthe entity and compute INF weights for the title
extract entity attributes such as titles, generatekens. Topic context, as described in Blume
standardized names (e.g. p_abdul_khan_p for “D2005), was used in some post-submission runs.
Abdul Q. Khan”), and populate the data structures We define a separate distance measure per con-
(token hashes) that are used to perform the withitext domain. We are able to discount the co-
document entity disambiguation. occurrence with multiple items as well as quantify

We err on the side of not merging entities rathétn unexpectedack of shared co-occurrence by
than incorrectly merging entities_ooking at mul- engineering each distance measure for each spe-
tiple documents provides additional statisticsgific domain. The score produced by each distance
Thus, the cross-document disambiguation proceg¥asure may be loosely interpreted as the log of
described in the next section will still merge somthe likelihood of tworandomly generated contexts

2.2 Within-Document Disambiguation

entities even within individual documents. sharing the observed degree of similarity.
_ _ _ In addition to the context-based distance meas-
2.3 Cross-Document Disambiguation ures, we utilize a lexical (string) distance measure

Our cross-document entity disambiguation relieg@sed on exactly the same transformations as used
on one key insight: an entity can be distinguishe® compare strings for intra-document entity dis-
by the company it keeps. If Abdul Khan 1 assoc@mbiguation plus the Soundex algorithm (Knuth
ates with different people and organizations at dit998) to measure whether two name tokens sound
ferent locations than Abdul Khan 2, then he ifhe same. A large negative score indicates a great
probably a different person. Furthermore, if it i§leal of similarity (log likelihood).

possible to compare two entities based on one typeThe process of cross-document entity disam-
of context, it is possible to compare them based étguation now boils down to repeatedly finding a
every type of context. pair of entities, comparing them (computing the

Within each domain, we require a finite set opum of the above distance measures), and merging
context items. In the domains of co-occurring lothem if the score exceeds some threshold. We
cations, organizations, and persons, these are fifnpute sets of keys based on lexical similarity
standardized names derived in the entity informa&nd compare only entities that are likely to match.
tion extraction phase of within-document disamIhe WePS evaluation only deals with entities that
biguation. We use the logarithm of the inversgatch a query. Thus, we added a new step of key
name frequency (the number of standard pers@gneration based on the query.
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3 Performance sponding document group. These metrics test the

) ) ) ) cross-document disambiguation rather than the
We have tested our entity disambiguation systefER and within-document disambiguation. These

on several semi-structured and unstructured te€¥etrics should not be used to compare between
data sets. Here, we report the performance on Werent versions of NER and within-document
training data provided for the Web People Seardlisambiguation, since the ground truth used in the
task. This corpus consists of raw Web pages Willya|uation is generated by these processes.
substantial variation in capitalization, punctuation, |y Taple 1, we compare a run with the additional
grammatr, and_ spelling — characf[erlstlcs that makRwswire data and the comparison key (our WePS
NER challenging. A few other issues also negaybmission), leaving out the additional newswire
tively impact our performance, including extraneyata and the additional comparison key, and leav-
ous text, long lists of entities, and the issue of flnqhg out only the additional comparison key.
ing the correct document to parse. _In Table 2, we compare runs based on the im-
The NER process identified a ratio of approxiproved NER (available only after the WePS sub-
mately 220 mentions per document across 3,3%3ssjon deadline). The first uses the same parame-
documents.  Within-document entity disambiguagers as our submission, the second uses an in-

tion reduced this to approximately 113 entities pgfreased threshold, and the third utilizes the word
document, which we refer to abocument-level  yector-based clustering (document topics).

entities. Of these, 3,383 Persons (including those Acc. |Prec. | RecalHarm. Purity
Organizations and Locations which were relabel 'ithExtraKeyO.670 0545 0908 0818

as Persons) contained a query name. Cro 5AddedDatin. 743 | 0.752] 0.584 0.841
document entity disambiguation reduced this RloExtraKey 6770 676" 6624 6861

976 distinct persons with 721 distinct standardizegt =~ its of pairwise comparisons and clus-

names. Thus, 2,407 merge operations were pef- . . . : )
formed in this step. On average, there are 48 mgérwse harmonic mean of purity and inverse purity

tions per auery name.  Our svstem found an ave&-] various disambiguation runs. Each metric is
per query . y gveraged across the individual results for every
age of 14 unique entities per query name. Int

gold standard, the average is 9 unique entities p jery hame.
query name. Acc. |Prec. | RecalHarm. Purity
Looking at the names that matched in the ouWithExtraKey0.690 | 0.618| 0.552 0.815

put, it is clear that NER is very important to thel.25 Thresh | 0.720 0.733 0.500 0.812
process. Post submission of our initial run, W&opic Info  |0.719| 0.645 0.54% 0.818
used proper tokenization of punctuation and anable 2. Results based on improved named entity
additional NER system, which corrected manyecognition. These should not be directly com-
mistakes in the grouping of nameAlso, many of pared against those in Table 1, since the different
the names that were incorrectly merged would n&ER vyields different ground truth for these evalua-
have been compared if not for the introduction aion metrics.
the additional key that compares all mentions that . N

Most of our metrics are based on pairwise com-

match a query name. : o
For the WePS evaluation submission. we corparisons — all document-level entities are compared
' gainst all other document-level entities that match

verted our results to document-level entities b . hether th .
mapping each mention to the document that it wd€ Same query name, noting whether the pair was

part of and removing duplicates. If we did not ﬁndcoreferent in the results and in the ground truth.

a mention in a document, we labeled the documeWIth such comparison, we obtain measures includ-

as a singleton entity. ing precision, recall, and accuracy. In this training

We also used a number of standard metrics fgpta, depc_sndmg on Wh.'Ch NER is “?ed' 35,000-
our internal evaluation. Most of these operate on0,000 pairwisé comparisons are possible.
document-level entities rather than on documen .We e_llso define a clusterv_wse measure of the
To convert the ground truth provided for the tastﬁqrmonlc mean b(_atween purity _and Inverse purity
to a form usable for these metrics, we assume u¥24{h _r%pect f[o mentions. This is (_Jl|fferent_ from the
each entity contains all mentions in the corrdN€tric provided by WePS, purity and inverse pu-
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rity at the document level. Since some documentsRefer ences

contain multiple entities, the latter metric does ng&rtiles, 3. Gonzalo, J. and Sekine, S. (2007). The Se-

perform Correqtly. _I\/Ientlons_, on f[he qther hand, mEval-2007 WePS Evaluation: Establishing a bench-
are always unique in our disambiguation. HOW- o for the Web People Search Task. In Proceed-

ever, because the ground truth was specified at thengs of Semeval 2007, Association for Computational
document level, documents containing multiple Linguistics.

entities that match a query yield ambiguous me%-agga A. and Baldwin, B. (1998). Entity-based Cross-

tions. These decrease all purity-related SCOres 4 - iment Coreferencing Using the Vector Space

equally a”‘?'_do not vary betwe_en runs. Model. 17" International Conference on Computa-
The addition of the newswire data improved re- tjona| Linguistics (CoLing-ACL). Montreal, Canada.

sults. Inclusion of an extra comparison based on 10-14 August, 1998, 79-85.
query name matches allowed for comparison
entities with names that do not match the format Benefits to NER, Relation Extraction, Link Analysis,

person names, and only slightly reduced overall and Inference. Slinternational Conference on Intel-

performance. The new NER run can only be cOm- jigence Analysis. McLean, Virginia. 2-5 May, 2005.
pared on the last three runs. to the system per-

forms better with topic context than without it. ~ ©00h C. H. and Allan, J. (2004). Cross-Document
In comparison, in the 2005 Knowledge Discov- Corefere$cehon Ia Largg S?ale Corpuli.LTHltlJr:AagLLan—

ery and Dissemination (KD-D) Challenge Task gBléi?oen Mzgsggh%gs):atts 02_?&23620(04 9_-16 )

ER-l1a (the main entity disambiguation task), we o ' ' ' '

achieved an accuracy of 94.5%. The margin défalashnikov, D. V. and Mehrotra, S. (2005). A Prob-

error in the evaluation was estimated at 3% due tobilistic Model for Entity Disambiguation Using Re-

errors in the “ground truth”. This was a pure dis- lationships. SIAM International Conference on Data

ambiguation task with no NER or name standardi- Mining (SDM). - Newport Beach, California. - 21-23
. . . . April, 2005.

zation required. The evaluation set contained 100

names, 9027 documents, and 583,152 pair-wi&8uth, D. E. (1998). The Art of Computer Program:-

ume, M. (2005). Automatic Entity Disambiguation:
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Wesley Professional.
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Abstract

For the metonymy resolution task at
SemEval-2007, the use of a memory-based
learner to train classifiers for the identifica-
tion of metonymic location names is inves-
tigated. Metonymy is resolved on different
levels of granularity, differentiating between
literal and non-literal readings on the coarse
level; literal, metonymic, and mixed read-
ings on the medium level; and a number of
classes covering regular cases of metonymy
on a fine level. Different kinds of context
are employed to obtain different features:
1) a sequence of n; synset IDs represent-
ing subordination information for nouns and
for verbs, 2) ng prepositions, articles, modal,
and main verbs in the same sentence, and 3)
properties of ng tokens in a context window
to the left and to the right of the location
name.

Different classifiers were trained on the
Mascara data set to determine which values
for the context sizes ni, ng, and n3 yield
the highest accuracy (ny = 4, ng = 3,
and n3 = 7, determined with the leave-one-
out method). Results from these classifiers
served as features for a combined classifier.
In the training phase, the combined classifier
achieved a considerably higher precision for
the Mascara data. In the SemEval submis-
sion, an accuracy of 79.8% on the coarse,
79.5% on the medium, and 78.5% on the
fine level is achieved (the baseline accuracy
is 79.4%).
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1 Introduction

Metonymy is typically defined as a figure of speech
in which a speaker uses one entity to refer to an-
other that is related to it (Lakoff and Johnson, 1980).
The identification of metonymy becomes important
for NLP tasks such as question answering (Stallard,
1993) or geographic information retrieval (Leveling
and Hartrumpf, 2006).

For regular cases of metonymy for locations and
organizations, Markert and Nissim have proposed
a set of metonymy classes. Annotating a subset of
the BNC (British National Corpus), they extracted a
set of metonymic proper nouns from two categories:
country names (Markert and Nissim, 2002) and or-
ganization names (Nissim and Markert, 2003).

In the metonymy resolution task at SemEval-
2007, the goal was to identify metonymic names in a
subset of the BNC. The task consists of two subtasks
for company and country names, which are further
divided into classification on a coarse level (recog-
nizing literal and non-literal readings), on a medium
level (differentiating non-literal readings into mixed
and metonymic readings), and on a fine level (iden-
tifying classes of regular metonymy, such as a name
referring to the population, place-for-people). The
task is described in more detail by Markert and Nis-
sim (2007).

2 System Description

2.1 Tools and Resources
The following tools and resources are used for the

metonymy classification:

e TIMBL 5.1 (Daelemans et al., 2004), a
memory-based learner for classification is em-

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 153-156,
Prague, June 2007. (©2007 Association for Computational Linguistics



ployed for training the classifiers (supervised
learning).!

e Mascara 2.0 — Metonymy Annotation Scheme
And Robust Analysis (Markert and Nissim,
2003; Nissim and Markert, 2003; Markert
and Nissim, 2002) contains annotated data for
metonymic names from a subset of the the
BNC.

e WordNet 2.0 (Fellbaum, 1998) serves as a lin-
guistic resource for assigning synset IDs and
for looking up subordination information and
frequency of readings.

e The TreeTagger (Schmid, 1994) is utilized for
sentence boundary detection, lemmatization,
and part-of-speech tagging. The English tag-
ger was trained on the PENN treebank and uses
the English morphological database from the
XTAG project (Karp et al., 1992). The param-
eter files were obtained from the web site.”

2.2 Different Kinds of Context

Following the assumption that metonymic location
names can be identified from the context, there are
different kinds of context to consider. At most, the
context comprises a single sentence in this setup.
Three kinds of context were employed to extract fea-
tures for the memory-based learner TIMBL:

e (: Subordination (hyponymy) information for
nouns and verbs from the left and right context
of the possibly metonymic name.

e (5: The sentence context for modal verbs, main
verbs, prepositions, and articles.

e (5: A context window of tokens left and right
of the location name.

The trial data provided (a subset of the Mascara
data) contained 188 non-literal location names (of
925 samples total). For a supervised learning ap-
proach, this is too few data. Therefore, the full
Mascara data was converted to form training data
consisting of feature values for context C', Cs, and

"Peirsman (2006) also employs TiMBL for metonymy reso-
lution, but trains a single classifier.

http://www.ims.uni-stuttgart.de/projek-
te/corplex/TreeTagger/
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Cs. The training data contained 509 metonymic an-
notations (of 2797 samples total). Some cases in
the Mascara corpus are filtered during processing,
including cases annotated as homonyms and cases
whose metonymy class could not be agreed upon.
The test data had a majority baseline of 82.8% accu-
racy for country names.

2.3 Features

The Mascara data was processed to extract the fol-
lowing features (no hand-annotated data from Mas-
cara was employed for feature values, i.e. no gram-
matical roles):

e For C'; (WordNet context): From a context of
nq verbs and nouns in the same sentence, their
distance to the location name is calculated. A
sequence of eight feature values of WordNet
synset IDs is obtained by iteratively looking up
the most frequent reading for a lemma in Word-
Net and determining its synset ID. Subordina-
tion information between synsets is used to find
a parent synset. This process is repeated until
a top-level parent synset is reached. No actual
word sense disambiguation is employed.

e For (5 (sentence context): Sentence bound-
aries, part-of-speech tags, and lemmatization
are determined from the TreeTagger output.
From a context window of nsy tokens, lemma
and distance are encoded as feature values for
prepositions, articles, modal, and main verbs

e For C3 (word context): From a context of ng
tokens to the left and to the right, the distance
between token and location name, three pre-
fix characters, three suffix characters, part-of-
speech tag, case information (U=upper case,
L=lower case, N=numeric, O=other), and word
length are used as feature values.

Table 1 and Table 2 show results for mem-
ory based learners trained with TiMBL. Perfor-
mance measures were obtained with the leave-one-
out method. The classifiers were trained on fea-
tures for different context sizes (n; ranging from 2
to 7) to determine the setting for which the highest
accuracy is achieved (e.g. 1., 2., and 3.). In the
next step, classifiers with a combined context were



Table 1: Results for training the classifiers on the
coarse location name classes (2797 instances, 509
non-literal, leave-one-out) for the Mascara data (P =

Table 2: Excerpt from results for training the clas-
sifiers on the fine location name classes (2797 in-
stances, leave-one-out) for the Mascara data.

precision, R = recall, F = F-score). ID n1.M2n3 fine class P R F
ID  ninams  coarse class P R F 1y 4,0,0 literal 0.851 0.895 0.873
L. 400 literal  0.850 0.893 0.871 Ly 4,00 pl-forp. 0366 0280 0318

. 1y 4,0,0 pl-for-e. 0370 0.270 0.312
1. 4,0,0 non-literal  0.377 0.289  0.327 .
. 2y 0,3,0 literal 0.848 0.876 0.862
2. 0,3,0 literal 0.848 0.874 0.860
. 2y 0,3,0 pl.-for-p.  0.332 0.276 0.301
2¢ 0,3,0 non-literal  0.342 0.295 0.317
. 2y 0,3,0 pl-for-e. 0.222 0.270 0.244
3¢ 0,0,7 literal 0.880 0.889 0.885 .
. 3r 0,0,7 literal 0.878 0.892 0.885
3¢ 0,0,7 non-literal  0.478 0.455 0.467
: 3 0,0,7 pl.-for-p. 0463 0.424 0.442
4. 43,0 literal 0.848 0.892 0.896
. 3f 0,0,7 pl-for-e. 0.279 0.324  0.300
4. 4,30 non-literal  0.368 0.282  0.320 .
. 4y 43,0 literal 0.851 0.899 0.875
5c 4,0,7 literal 0.860 0.913 0.885
BT 4y 43,0 pl.-for-p.  0.358 0.269 0.307
5e¢ 4,0,7 non-literal  0.459 0.332 0.385
. 4y 43,0 pl.-for-e. 0435 0.270 0.333
6. 0,3,7 literal 0.875 0.905 0.889 .
. 5f 4,0,7 literal 0.861 0914 0.887
6c 0,3,7 non-literal  0.496 0.420 0.455
. 5 4,0,7 pl.-for-p. 0452 0.322 0.377
Te 43,7 literal 0.860 0.918 0.888
Te 437 non-literal 0473 0332 0.390 5y 4,0,7 pl-for-e.0.550 0297 0.386
= 6y 0,3,7 literal 0.871 0.906 0.888
8: res.of 1.-7. literal 0.852 0.968 0.907 6y 0,3,7 pl-for-p.  0.468 0.383 0.422
8. res. of 1.-7. non-literal  0.639 0.248 0.357 6 0,3,7 pl.-for-e. 0.400 0.324 0.358
Tr 4,37 literal 0.861 0918 0.889
T 4,37 pl.-for-p. 0459 0323 0.378
1 selecting i ' A the hieh 7y 43,7 pl-for-e. 0500 0297 0.373
trained, selecting the setting with the highest accu-
» selecting g 1ehe 8 res.of 1,~7;  literal 0854 0963 0905
racy for a single context for '[l'lf.: comblnatl.on (e.g. 84 res.of 1;-7; pl-forp. 0573 0262 0360
4., b¢, 6., and 7.). As an additional experiment, a 8¢ res.of 14~7; pl-fore. 0833 0270 0.408

classifier was trained on classification results of the
classifiers described above (combination of 1-7, e.g.
8c). It was expected that the combination of features
from different kinds of context would increase per-
formance, and that the combination of classifier re-
sults would increase performance.

3 Evaluation Results

Table 3 shows results for the official submission.
Compared to results from the training phase on
the Mascara data (tested with the leave-one-out
method), performance is considerably lower. For
this data, the combined classifier achieved a consid-
erably higher precision (63.9% for non-literal read-
ings; 57.3% for the fine class place-for-people and
even 83.3% for the rare class place-for-event).
Performance may be affected by several reasons:
A number of problems were encountered while pro-
cessing the data. The TreeTagger automatically to-
kenizes its input and applies sentence boundary de-
tection. In some cases, the sentence boundary detec-
tion did not work well, returning sentences of more
than 170 words. Furthermore, the tagger output had
to be aligned with the test data again, as multi-word
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names (e.g. New York) were split into different to-
kens. In addition, the tag set of the tagger differs
somewhat from the official PENN tag set and in-
cludes additional tags for verbs.

In earlier experiments on metonymy classifica-
tion on a German corpus (Leveling and Hartrumpf,
2006), the data was nearly evenly distributed be-
tween literal and metonymic readings. This seems
to make a classification task easier because there is
no hidden bias in the classifier (i.e. the baseline of
always selecting the literal readings is about 50%).

Features are obtained by shallow NLP methods
only, not making use of a parser or chunker. Thus,
important syntactic or semantic information to de-
cide on metonymy might be missing in the features.
However, semantic features are more difficult to de-
termine, because reliable automatic tools for seman-
tic annotation are still missing. This is also indi-
cated by the fact that the grammatical roles (com-
prising syntactic features) in Mascara data are hand-
annotated.

However, some linguistic phenomena are already
implicitly represented by shallower features from



Table 3: Results for the coarse (908 samples: 721
literal, 187 non-literal), medium (721 literal, 167
metonymic, 20 mixed), and fine classification (721
literal, 141 place-for-people, 10 place-for-event, 1
place-for-product, 4 object-for-name, 11 othermet,
20 mixed) of location names.

class P R F
FUH.location.coarse (0.798 accuracy)
literal 0.812 0971 0.884
non-literal 0.543 0.134 0.214
FUH.location.medium (0.795 accuracy)
literal 0.810 0.970 0.883
metonymic 0.500 0.132  0.208
mixed 0.0 0.0 0.0
FUH.location.fine (0.785 accuracy)
literal 0.808 0.965 0.880
place-for-people 0.386  0.120 0.183

the surface level (given enough training instances).
For instance, active/passive voice may be encoded
by a combination of features for main verb/modal
verbs. If only a small training corpus is available,
overall performance will be higher when utilizing
explicit syntactic or semantic features.

Finally, the data may be too sparse for a super-
vised memory-based learning approach. The iden-
tification of rare classes of metonymy (e.g. place-
for-event) would greatly benefit from a larger corpus
covering these classes.

4 Conclusion

Evaluation results on the training data were very
promising, indicating a boost of precision by com-
bining classification results. In the training phase,
an accuracy of 83.7% was achieved on the coarse
level, compared to the majority baseline accuracy of
81.8%. For the submission for the metonymy res-
olution task at SemEval-2007, accuracy is close to
the majority baseline (79.4%) on the coarse (79.8%),
medium (79.5%), and fine (78.5%) level.

In summary, using different context sizes for dif-
ferent kinds of context and combining results of dif-
ferent classifiers for metonymy resolution increases
performance. The general approach would profit
from combining results of more diverse classifiers,
i.e. classifiers employing features extracted from the
surface, syntactic, and semantic context of a location
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name.
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Abstract

We present a corpus-based supervised lear-
ning system for coarse-grained sense disam-
biguation. In addition to usual features for
training in word sense disambiguation, our
system also uses Base Level Concepts au-
tomatically obtained from WordNet. Base
Level Concepts are some synsets that gene-
ralize a hyponymy sub-hierarchy, and pro-
vides an extra level of abstraction as well as
relevant information about the context of a
word to be disambiguated. Our experiments
proved that using this type of features re-
sults on a significant improvement of preci-
sion. Our system has achieved almost 0.8 F1
(fifth place) in the coarse—grained English
all-words task using a very simple set of fea-
tures plus Base Level Concepts annotation.

1 Introduction

The GPLSI system in SemEval's task @oarse—
grained English all-words consists of a corpus-

IXA NLP Group
EHU/UPV
Donostia, Basque Country
german. ri gau@hu. es

are slightly different from Base Concepts of Eu-
rowordNet (EWN) (Vossen et al., 1998), BalkaRet
or Meaning Projectbecause of the selection crite-
ria but also because our method is capable to define
them automatically. This type of features helps our
system to achieve 0.79550 F1 (over the First—-Sense
baseline, 0.78889) while only four systems outper-
formed ours being the F1 of the best one 0.83208.

WordNet has been widely criticised for being a
sense repository that often offers too fine—grained
sense distinctions for higher level applications like
Machine Translation or Question & Answering. In
fact, WSD at this level of granularity, has resisted
all attempts of inferring robust broad-coverage mo-
dels. It seems that many word—-sense distinctions are
too subtle to be captured by automatic systems with
the current small volumes of word—sense annotated
examples. Possibly, building class-based classifiers
would allow to avoid the data sparseness problem of
the word-based approach.

Thus, some research has been focused on deri-
ving different sense groupings to overcome the fine—
grained distinctions of WN (Hearst and Sdhe,

based supervised-learning method which uses 1a993) (Peters et al., 1998) (Mihalcea and Moldo-
cal context information. The system uses Base L&xun, 2001) (Agirre et al., 2003) and on using predefi-
vel Concepts (BLC) (Rosch, 1977) as features. Ifed sets of sense-groupings for learning class-based
short, BLC are synsets of WordNet (WN) (Fell-¢|assifiers for WSD (Segond et al., 1997) (Ciaramita
baum, 1998) that are representative of a certain hynd johnson, 2003) (Villarejo et al., 2005) (Curran,
ponymy sub-hierarchy. The synsets that are segos) (Ciaramita and Altun, 2006). However, most
lected to be BLC must accomplish certain condinf the later approaches used the original Lexico-
tions that will be explained in next section. BLCgraphical Files of WN (more recently called Super-
~ This paper has been supported by the European Union u

ﬂ_i
der the project QALL-ME (FP6 IST-033860) and the Spanish http:/Aww.illc.uva.nl/EuroWordNet/
Government under the project Text-Mess (TIN2006-15265- “http://www.ceid.upatras.gr/Balkanet

C06-01) and KNOW (TIN2006-15049-C03-01)
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senses) as very coarse—grained sense distinctiong #rilé Zﬂ?yi GroupinGT
However, not so much attention has been pa!d ON—19 [ socialgroup T
learning class-based classifiers from other available| 37 | organisation?,organizationl
sense—groupings such as WordNet Domains (Mag- 12 fs_zﬁb;'Shlf_“?ﬂEgns“tUt'ofll
. . . altn_s,religion..
nini and Cavaglia, 2000), SUMO labels (Niles and 5 | Christianity.2,church_1,Christianchurch1
Pease, 2001), EuroWordNet Bgse Concepts or TOp el | synset
Concept Ontology labels (Atserias et al., 2004). Ob- | 14 | entity_1,somethingl
viously, these resources relate senses at some lev gg ObtJ_feCttliphSt/S:cCilﬁbleCtl
. . . . L. artifact 1,artefa

of abstractlon using dlﬁereqt semantic criteria and —g3constructions structurel
properties that could be of interest for WSD. Pos- 79 | building 1,edificel
sibly, their combination could improve the overall 11 | placeof worshipl, ...
results since they offer different semantic perspecti- #r;g Z;s;?*z‘m”mhb”"d'ngl
ves of the data. I':urthermor.e, to our knowledge, t0 544t humanaction T,humanactivity 1
date no comparative evaluation have been performe 69 | activity_1
exploring different sense—groupings. 151> Celremor‘)@ T
. . . - religious.ceremonyd,religiousritual_.

This paper is organized as_ f_OIIOWS' In SeCtlo_n 2, 7 | service3,religiousservicel,divineservicel
we present a method for deriving fully automatica- 1 | church_3,churchservicel
lly a number of Base Level Concepts from any WN
version. Section 3 shows the details of the wholdable 1
system and finally, in section 4 some concluding rechureh

marks are provided.

: Possible Base Level Concepts for the noun

2 Automatic Selection of Base Level e Represent as many concepts as possible;

Concepts e Represent as many features as possible;

The notion of Base Concepts (hereinafter BC) was

introduced in EWN. The BC are supposed to be the As a result of this, Basic Level Concepts typically

concepts that play the most important role in the va2¢CU! N the middle of hierarchies and less than the

rious wordneté (Fellbaum, 1998) of different lan- maximum number of relations. BC mostly involve
’ Qe first principle of the Basic Level Concepts only.

guages. This role was measured in terms of tw o i
Our work focuses on devising simple methods for

main criteria: . . .
selecting automatically an accurate set of Basic Le-
e A high position in the semantic hierarchy; vel Concepts from WN. In particular, our method se-
lects the appropriate BLC of a particular synset con-
e Having many relations to other concepts; sidering the relative number of relations encoded in

o WN of their hypernyms.
Thus, the BC are the fundamental building blocks The process follows a bottom-up approach using

for establishing the relations in a wordnet and giVena chain of hypernym relations. For each synset

information about the dominant lexicalization paty, WN, the process selects as its Base Level Con-

terns in languages. BC are generalizations of featigpt the first local maximum according to the rela-
res or semantic components and thus apply t0 & Maze number of relations. For synsets having multi-
ximum number of concepts. Thus, the Lexwograﬁwe hypernyms, the path having the local maximum
Files (or Supersenses) of WN could be consider&gin higher number of relations is selected. Usually,
the most basic set of BC. this process finishes having a number of “fake” Base
Basic Level Concepts (Rosch, 1977) should nqtee| concepts. That is, synsets having no descen-

be confused with Base Concepts. BLC are the resyhns (or with a very small number) but being the
of a compromise between two conflicting principlesrst jocal maximum according to the number of re-

of characterization: lations considered. Thus, the process finishes che-
“http://wordnet.princeton.edu cking if the number of concepts subsumed by the
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S Se;;‘zs 'i'—fo S“persesngis were extracted from a windoyv-3.. + 3] except for
Verbs 11.00!| 867 103 the last type (S1TW). The reason of using 'SlTV\(
Nouns + Verbs | 7.66 | 6.16 3.47 features is to assure the learning of the baseline. Itis

well known that Semcor presents a higher frequency
on first senses (and it is also the baseline of the task
finally provided by the organizers).
preliminary list of BLC is higher than a certain th- Besides, these are the same features for both first
reshold. For those BLC not representing enougand second phases (obviously except for SITW be-
concepts according to a certain threshold, the pr@ause of the different target set of classes). Nevert-
cess selects the next local maximum following théeless, the training in both cases are quite different:
hypernym hierarchy. the first phase is class-based while the second is
An example is provided in table 1. This tableword-based. By word-based we mean that the lear-
shows the possible BLC for the noun “church” usinghing is performed using just the examples in Semcor
WN1.6. The table presents the hypernym chain fahat contains the target word. We obtain one classi-
each synset together with the number of relations effier per polysemous word are in the SemEval test
coded in WN for the synset. The local maxima alongorpus. The output of these classifiers is a sense-
the hypernym chain of each synset appears in bolctluster. In class-based learning all the examples in
Table 2 presents the polysemy degree for nourSemcor are used, tagging those ones belonging to a
and verbs of the different words when grouping itspecific class (BLC in our case) as positive exam-
senses with respect the different semantic classes pies while the rest are tagged as negatives. We ob-
SensEval-3. Senses stand for the WN senses, Blt&in so many binary classifiers as BLC are in Se-
for the Automatic BLC derived using a threshold ofmEval test corpus. The output of these classifiers
20 and SuperSenses for the Lexicographic Files @ true or false, “the example belongs to a class”

Table 2: Polysemy degree over SensEval-3

WN. or not. When dealing with a concrete target word,
only those BLC classifiers that are related to it are
3 The GPLSI system “activated” (i.e, “animal” classifier will be not used

The GPLSI system uses a publicly available implel© classify “church”), ensuring that the word will be
mentation of Support Vector Machines, SVMLight t2gged with coherent labels. In order to avoid statis-
(Joachims, 2002), and Semcor as learning corpu#cal bias because of very large set of negative exam-

Semcor has been properly mapped and labelled withes. the features are defined from positive examples
both BLC® and sense-clusters. only (although they are obviously used to characte-

Actually, the process of training-classification hagize all the examples).
two phases: first, one classifier is trained for each _
possible BLC class and then the SemEval test dafa Conclusions and further work

is classified and enriched with them, and second, . .
classifier for each target word is built using as addi-—Iahe WSD task seems to have reached its maxi-

tional features the BLC tags in Semcor and Semgnum accuracy figures with the usual framework.

val's test. Some of its limitations could come from the sense—

Then, the features used for training the classifier%ra_nUIarIty Of_ WN. In particular, SemEval's coarse-
are: lemmas, word forms, PoS tagBLC tags, and grained English all-words task represents a solution

first sense class of target word (S1TW). All featured’ this direction. ) ) )
—_— _ Nevertheless, the task still remains oriented to
http://svmlight.joachims.org/ words rather than classes. Then, other problems

5Because BLC are automatically defined from WN, some tu-_ . like dat iust b the lack of
ning must be performed due to the nature of the task 7. We hafd!S€ lIKe data sparseness Just because the lack o

not enough room to present the complete study but threshold Zequate and enough examples. Changing the set of
has been chosen, using$sEvaL -3 English all-words as test clagses could be a solution to enrich training corpora
data. Moreover, our tests showed roughly 5% of improvement . .

against not using these features. with many more examples Another option seems to

"TreeTagger (Schmid, 1994) was used be incorporating more semantic information.
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Abstract

Though the GYDER system has achieved
the highest accuracy scores for the
metonymy resolution shared task at
SemEval-2007 in all six subtasks, we don’t
consider the results (72.80% accuracy for
org, 84.36% for 1oc) particularly impres-
sive, and argue that metonymy resolution
needs more features.

1 Introduction

In linguistics metonymy means using one term, or
one specific sense of a term, to refer to another,
related term or sense. For example, in ‘the pen
is mightier than the sword’ pen refers to writing,
the force of ideas, while sword refers to military
force. Named Entity Recognition (NER) is of
key importance in numerous natural language pro-
cessing applications ranging from information ex-
traction to machine translation. Metonymic usage
of named entities is frequent in natural language.
On the basic NER categories person, place,
organisation state-of-the-art systems generally
perform in the mid to the high nineties. These sys-
tems typically do not distinguish between literal or
metonymic usage of entity names, even though this
would be helpful for most applications. Resolving
metonymic usage of proper names would therefore
directly benefit NER and indirectly all NLP tasks
(such as anaphor resolution) that require NER.
Markert and Nissim (2002) outlined a corpus-
based approach to proper name metonymy as a se-
mantic classification problem that forms the basis
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of the 2007 SemEval metonymy resolution task.
Instances like ‘He was shocked by Vietnam’ or
‘Schengen boosted tourism’ were assigned to broad
categories like place-for-event, sometimes
ignoring narrower distinctions, such as the fact that
it wasn’t the signing of the treaty at Schengen but
rather its actual implementation (which didn’t take
place at Schengen) that boosted tourism. But the
corpus makes clear that even with these (sometimes
coarse) class distinctions, several metonymy types
seem to appear extremely rarely in actual texts.
The shared task focused on two broad named en-
tity classes as metonymic sources, location and
org, each having several target classes. For more
details on the data sets, see the task description pa-
per Markert and Nissim (2007).

Several categories (e.g. place-for—-event,
organisation-for-index) did not contain a
sufficient number of examples for machine learn-
ing, and we decided early on to accept the fact that
these categories will not be learned and to concen-
trate on those classes where learning seemed feasi-
ble. The shared task itself consisted of 3 subtasks
of different granularity for both organisation and lo-
cation names. The fine-grained evaluation aimed
at distinguishing between all categories, while the
medium-grained evaluation grouped different types
of metonymic usage together and addressed literal /
mixed / metonymic usage. The coarse-grained sub-
task was in fact a literal / nonliteral two-class classi-
fication task.

Though GYDER has obtained the highest accu-
racy for the metonymy shared task at SemEval-2007
in all six subtasks, we don’t consider the results
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(72.80% accuracy for org, 84.36% for loc) par-
ticularly impressive. In Section 3 we describe the
feature engineering lessons learned from working on
the task. In Section 5 we offer some speculative re-
marks on what it would take to improve the results.

2 Learning

GYDER (the acronym was formed from the initials
of the author’ first names) is a maximum entropy
learner. It uses Zhang Le’s ' maximum entropy
toolkit, setting the Gaussian prior to 1. We used ran-
dom 5-fold cross-validation to determine the useful-
ness of a particular feature. Due to the small num-
ber of instances and features, the learning algorithm
always converged before 30 iterations, so the cross-
validation process took only seconds.

We also tested the classic C4.5 decision tree learn-
ing algorithm Quinlan (1993), but our early exper-
iments showed that the maximum entropy learner
was consistently superior to the decision tree clas-
sifier for this task, yielding about 2-5% higher accu-
racy scores on average on both tasks (on the training
set, using cross-validation).

3 Feature Engineering

We tested several features describing orthographic,
syntactic, or semantic characteristics of the Possibly
Metonymic Words (PMWs). Here we follow Nissim
and Markert (2005), who reported three classes of
features to be the most relevant for metonymy res-
olution: the grammatical annotations provided for
the corpus examples by the task organizers, the de-
terminer, and the grammatical number of the PMW.
We also report on some features that didn’t work.

3.1 Grammatical annotations

We used the grammatical annotations provided for
each PMW in several ways. First, we used as a
feature the type of the grammatical relation and the
word form of the related word. (If there was more
than one related word, each became a feature.) To
overcome data sparseness, it is useful to general-
ize from individual headwords Markert and Nissim
(2003). We used three different methods to achieve
this:

First, we used Levin’s (1993) verb classification
index to generalize the headwords of the most rele-
vant grammatical relations (subject and object). The
added feature was simply the class assigned to the
verb by Levin.

We also used WordNet (Fellbaum 1998) to gen-
eralize headwords. First we gathered the hypernym
path from WordNet for each headword’s sense#1 in
the train corpus. Based on these paths we collected
synsets whose tree frequently indicated metonymic
sense. We indicated with a feature if the headword
in question was in one of such collected subtrees.

Third, we have manually built a very small verb
classification ‘Trigger’ table for specific cases. E.g.
announce, say, declare all trigger the same feature.
This table is the only resource in our final system
that was manually built by us, so we note that on the
test corpus, disabling this ‘Trigger’ feature does not
alter org accuracy, and decreases 1oc accuracy by
0.44%.

3.2 Determiners

Following Nissim and Markert (2005), we distin-
guished between definite, indefinite, demonstrative,
possessive, wh and other determiners. We also
marked if the PMW was sentence-initial, and thus
necessarily determinerless. This feature was useful
for the resolution of organisation PMWs so we used
it only for the org tasks. It was not straightforward,
however, to assign determiners to the PMWs without
proper syntactic analysis. After some experiments,
we linked the nearest determiner and the PMW to-
gether if we found only adjectives (or nothing) be-
tween them.

3.3 Number

This feature was particularly useful to separate
metonymies of the org—for—-product class. We
assumed that only PMWs ending with letter s might
be in plural form, and for them we compared the web
search result numbers obtained by the Google APIL
We ran two queries for each PMWs, one for the full
name, and one for the name without its last charac-
ter. If we observed a significant increase in the num-
ber of hits returned by Google for the shorter phrase,

'http://homepages.inf.ed.ac.uk/s0450736/maxent_toolkit.html we set this feature for plural.
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3.4 PMW word form

We included the surface form of the PMW as a fea-
ture, but only for the org domain. Cross-validation
on the training corpus showed that the use of this
feature causes an 1.5% accuracy improvement for
organisations, and a slight degradation for locations.
The improvement perfectly generalized to the test
corpora. Some company names are indeed more
likely to be used in a metonymic way, so we be-
lieve that this feature does more than just exploit-
ing some specificity of the shared task corpora. We
note that the ranking of our system would have been
unaffected even if we didn’t use this feature.

3.5 Unsuccessful features

Here we discuss those features where cross-
validation didn’t show improvements (and thus were
not included in the submitted system).

Trigger words were automatically collected lists of
word forms and phrases that more frequently
appeared near metonymic PMWs.

Expert triggers were similar trigger words or
phrases, but suggested by a linguist expert to
be potentially indicative for metonymic usage.
We experimented with sample-level, sentence-
level and vicinity trigger phrases.

Named entity labels given by a state-of-the-art
named entity recognizer (Szarvas et al. 2000).

POS tags around PMWs.

Ortographical features such as capitalisation and
and other surface characteristics for the PMW
and nearby words.

Individual tokens of the potentially metonymic
phrase.

Main category of Levin’s hierarchical classification.

Inflectional category of the verb nearest to the PMW
in the sentence.

4 Results

Table 1. shows the accuracy scores of our submitted
system on fine classification granularity. As a base-
line, we also evalute the system without the Word-
Net, Levin, Trigger and PMW word form features.
This baseline system is quite similar to the one de-
scribed by Nissim and Markert (2005). We also pub-
lish the majority baseline scores.
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run majority | baseline | submitted
org train 5-fold 63.30 77.51 80.92
org test 61.76 70.55 72.80
loc train 5-fold 79.68 85.58 88.36
loc test 79.41 83.59 84.36

Table 1: Accuracy of the submitted system

We could not exploit the hierarchical structure of
the fine-grained tag set, and ended up treating it as
totally unstructured even for the mixed class, unlike
Nissim and Markert, who apply complicated heuris-
tics to exploit the special semantics of this class.

For the coarse and medium subtasks of the 1oc
domain, we simply coarsened the fine-grained re-
sults. For the coarse and medium subtasks of
the org domain, we coarsened the train corpus to
medium coarseness before training. This idea was
based on observations on training data, but was
proven to be unjustified: it slightly decreased the
system’s accuracy on the medium subtask.

coarse | medium fine
location 85.24 84.80 | 84.36
organisation | 76.72 73.28 | 72.80

Table 2: Accuracy of the GYDER system for each
domain / granularity

In general, the coarser grained evaluation did not
show a significantly higher accuracy (see Table 2.),
proving that the main difficulty is to distinguish be-
tween literal and metonymic usage, rather than sepa-
rating metonymy classes from each other (since dif-
ferent classes represent significantly different usage
/ context). Because of this, data sparseness remained
a problem for coarse-grained classification as well.

Per-class results of the submitted system for
both domains are shown on Table 3. Note
that our system never predicted 1oc values from
the four small classes place-for—event and
product, object-for—-name and other as
these had only 26 instances altogether. Since
we never had significant results for the mixed
category, in effect the loc task ended up a bi-
nary classification task between literal and
place-for-people.



loc class #  prec rec f
literal 721 86.83 9598 91.17
place-for-people | 141 68.22 51.77 58.87
mixed 20 25.00 5.00 833
othermet 11 - 0.0 -
place-for-event 10 - 0.0 -
object-for-name 4 - 0.0 -
place-for-product 1 - 0.0 -
org class #  prec rec f
literal 520 75.76 90.77 82.59
org-for-members | 161 65.99 60.25 62.99
org-for-product 67 82.76 35.82 50.00
mixed 60 4359 2833 3434
org-for-facility 16 100.0 12.50 22.22
othermet 8 - 0.0 -
object-for-name 6 50.00 16.67 25.00
org-for-index 3 - 0.0 -
org-for-event 1 - 0.0 -

Table 3: Per-class accuracies for both domains

While in the org set the system also ig-
nores the smallest categories othermet,
org-for-index and event (a total of 11
instances), the six major categories literal,
org-for—-members, org-for-product,
org-for-facility, object-for-name,
mixed all receive meaningful hypotheses.

5 Conclusions, Further Directions

The features we eventually selected performed well
enough to actually achieve the best scores in all six
subtasks of the shared task, and we think they are
useful in general. But it is worth emphasizing that
many of these features are based on the grammatical
annotation provided by the task organizers, and as
such, would require a better dependency parser than
we currently have at our disposal to create a fully
automatic system.

That said, there is clearly a great deal of merit to
provide this level of annotation, and we would like
to speculate what would happen if even more de-
tailed annotation, not just grammatical, but also se-
mantical, were provided manually. We hypothesize
that the metonymy task would break down into the
task of identifying several journalistic cliches such
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as “location for sports team”, “capital city for gov-
ernment”’, and so on, which are not yet always dis-
tinguished by the depth of the annotation.

It would be a true challenge to create a data set
of non-cliche metonymy cases, or a corpus large
enough to represent rare metonymy types and chal-
lenging non-cliche metonymies better.

We feel that at least regarding the corpus used for
the shared task, the potential of the grammatical an-
notation for PMWs was more or less well exploited.
Future systems should exploit more semantic knowl-
edge, or the power of a larger data set, or preferably
both.
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Abstract

HIT-IR-WSD is a word sense disambigua-
tion (WSD) system developed for English
lexical sample task (Task 11) of Semeval
2007 by Information Retrieval Lab, Harbin
Institute of Technology. The system is

section discusses the experimental results and
present the main conclusion of the work performed.

2  The Architecture of the System

HIT-IR-WSD system consists of 2 parts: feature
extraction and classification. Figure 1 portrays the
architecture of the system.

based on a supervised method using an
SVM classifier. Multi-resources including
words in the surrounding context, the part-
of-speech of neighboring words, colloca-
tions and syntactic relations are used. The
final micro-avg raw score achieves 81.9%
on the test set, the best one among partici-
pating runs.

1 Introduction

Lexical sample task is a kind of WSD evaluation
task providing training and test data in which a
small pre-selected set of target words is chosen and
the target words are marked up. In the training data
the target words’ senses are given, but in the test
data are not and need to be predicted by task par-
ticipants.

HIT-IR-WSD regards the lexical sample task
as a classification problem, and devotes to extract
effective features from the instances. We didn’t use
any additional training data besides the official
ones the task organizers provided. Section 2 gives
the architecture of this system. As the task pro-
vides correct word sense for each instance, a su-
pervised learning approach is used. In this system,
we choose Support Vector Machine (SVM) as
classifier. SVM is introduced in section 3. Know-
ledge sources are presented in section 4. The last
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Figure 1: The architecture of HIT-IR-WSD
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Features are extracted from original instances
and are made into digitized features to feed the
SVM classifier. The classifier gets the features of
training data to make a model of the target word.
Then it uses the model to predict the sense of target
word in the test data.

3 Learning Algorithm

SVM is an effective learning algorithm to WSD
(Lee and Ng, 2002). The SVM tries to find a
hyperplane with the largest margin separating the
training samples into two classes. The instances in
the same side of the hyperplane have the same
class label. A test instance’s feature decides the
position where the sample is in the feature space
and which side of the hyperplane it is. In this way,
it leads to get a prediction. SVM could be extended
to tackle multi-classes problems by using one-
against-one or one-against-rest strategy.

In the WSD problem, input of SVM is the fea-
ture vector of the instance. Features that appear in
all the training samples are arranged as a vector

space. Every instance is mapped to a feature vector.

If the feature of a certain dimension exists in a
sample, assign this dimension 1 to this sample, else
assign it 0. For example, assume the feature vector
space is <x1, x2, x3, x4, x5, x6, X7>; the instance is
“x2 x6 x5 x7”. The feature vector of this sample
should be <0, 1,0,0, 1, 1, 1>.

The implementation of SVM here is libsvm*
(Chang and Lin, 2001) for multi-classes.

4 Knowledge Sources

We used 4 kinds of features of the target word and
its context as shown in Table 1.

Part of the original text of an example is “...
This is the <head>age</head> of new media , the
eraof ...”.

this_0, be_0, the 0,
age t,of 1, new 1,
medium 1,, 1 the 1

Collocation

SYN_HEAD is
SYN_HEADPOS_VBZ
SYN_RELATION_PRD
SYN_HEADRIGHT

Syntactic

¢ MaltParser*
relation

Name ExtTrgglt;on Example
Surrounding | WordNet ..., this, be, age, new,
words (morph)? medium, , era, ...
Part-of- DT 0,VBZ 0,DT_0,

SVMTool? NN_t, IN_1,JJ 1,
speech NNS 1

! http://www.csie.ntu.edu.tw/~cjlin/libsvm/
% http://wordnet.princeton.edu/man/morph.3WN.html
? http://www.Isi.upc.es/~nlp/SVMTool/
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Table 1: Features the system extracted
The next 4 subsections elaborate these features.

4.1  Words in the Surrounding Context

We take the neighboring words in the context of
the target word as a kind of features ignoring their
exact position information, which is called bag-of-
words approach.

Mostly, a certain sense of a word is tend to ap-
pear in a certain kind of context, so the context
words could contain some helpful information to
disambiguate the sense of the target word.

Because there would be too many context words
to be added into the feature vector space, data
sparseness problem is inevitable. We need to re-
duce the sparseness as possible as we can. A sim-
ple way is to use the words’ morphological root
forms. In addition, we filter the tokens which con-
tain no alphabet character (including punctuation
symbols) and stop words. The stop words are
tested separately, and only the effective ones
would be added into the stop words list. All re-
maining words in the instance are gathered, con-
verted to lower case and replaced by their morpho-
logical root forms. The implementation for getting
the morphological root forms is WordNet (morph).

4.2  Part-of-Speechs of Neighboring Words

As mentioned above, the data sparseness is a se-
rious problem in WSD. Besides changing tokens to
their morphological root forms, part-of-speech is a
good choice too. The size of POS tag set is much
smaller than the size of surrounding words set.
And the neighboring words’ part-of-speeches also
contain useful information for WSD. In this part,
we use a POS tagger (Giménez and Marquez, 2004)
to assign POS tags to those tokens.

We get the left and right 3 words’ POS tags to-
gether with their position information in the target
words’ sentence.

For example, the word age is to be disambi-
guated in the sentence of *“... This is the

4 http://w3.msi.vxu.se/~nivre/research/MaltParser.html




<head>age</head> of new media , the era of ...”.
The features then will be added to the feature vec-
tor are “DT_0, VBZ_0, DT_0, NN_t, IN_1, JJ 1,
NNS_1", in which _0/_1 stands for the word with
current POS tag is in the left/right side of the target
word. The POS tag set in use here is Penn Tree-
bank Tagset”.

4.3

Different from bag-of-words, collocation feature
contains the position information of the target
words’ neighboring words. To make this feature in
the same form with the bag-of-words, we appended
a symbol to each of the neighboring words’ mor-
phological root forms to mark whether this word is
in the left or in the right of the target word. Like
POS feature, collocation was extracted in the sen-
tence where the target word belongs to. The win-
dow size of this feature is 5 to the left and 5 to the
right of the target word, which is attained by em-
pirical value. In this part, punctuation symbol and
stop words are not removed.

Take the same instance last subsection has men-
tioned as example. The features we extracted are
“this_0, be 0, the_0, age_t, of 1, new_1, me-
dium_1”. Like POS, 0/ 1 stands for the word is
in the left/right side of the target word. Then the
features were added to the feature vector space.

Collocations

4.4  Syntactic Relations

Many effective context words are not in a short
distance to the target word, but we shouldn’t en-
large the window size too much in case of includ-
ing too many noises. A solution to this problem is
to use the syntactic relations of the target word and
its parent head word.

We use Nivre et al., (2006)’s dependency parser.
In this part, we get 4 features from every instance:
head word of the target word, the head word’s POS,
the head word’s dependency relation with the tar-
get word and the relative position of the head word
to the target word.

Still take the same instance which has been
mentioned in the las subsection as example. The
features we extracted are “SYN_HEAD s,
SYN_HEADPOS VBZ,  SYN_RELATION_PRD,
SYN_HEADRIGHT”, in which SYN_HEAD is
stands for is is the head word of age;
SYN_HEADPOS_VBZ stands for the POS of the

3 http://www.lsi.upc.es/~nlp/SVMTool/PennTreebank.html
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head word is is VBZ; SYN_RELATION_PRD
stands for the relationship between the head word
is and target word age is PRD; and
SYN_HEADRIGHT stands for the target word age
is in the right side of the head word is.

5 Data Set and Results

This English lexical sample task: Semeval 2007
task 11° provides two tracks of the data set for par-
ticipants. The first one is from LDC and the second
from web.

We took part in this evaluation in the second
track. The corpus is from web. In this track the task
organizers provide a training data and test data set
for 20 nouns and 20 adjectives.

In order to develop our system, we divided the
training data into 2 parts: training and development
sets. The size of the training set is about 2 times of
the development set. The development set contains
1,781 instances.

4 kinds of features were merged into 15 combi-
nations. Here we use a vector (V) to express which
features are used. The four dimensions stand for
syntactic relations, POS, surrounding words and
collocations, respectively. For example, 1010
means that the syntactic relations feature and the
surrounding words feature are used.

Vv Precision V Precision
0001 78.6% 1001 78.2%
0010 80.3% 1010 81.9%
0011 82.0% 1011 82.8%
0100 70.4% 1100 73.3%
0101 79.0% 1101 79.1%
0110 82.1% 1110 82.5%
0111 82.9% 1111 82.9%
1000 72.6%

Table 2: Results of Combinations of Features

From Table 2, we can conclude that the sur-
rounding words feature is the most useful kind of
features. It obtains much better performance than
other kinds of features individually. In other words,
without it, the performance drops a lot. Among
these features, syntactic relations feature is the
most unstable one (the improvement with it is un-
stable), partly because the performance of the de-
pendency parser is not good enough. As the ones
with the vector 0111 and 1111 get the best perfor-

®http://nlp.cs.swarthmore.edu/semeval/tasks/task11/descript
ion.shtml




mance, we chose all of these kinds of features for
our final system.

A trade-off parameter C in SVM is tuned, and
the result is shown in Figure 2. We have also tried
4 types of kernels of the SVM classifier (parame-
ters are set by default). The experimental results
show that the linear kernel is the most effective as
Table 3 shows.

Performance Curve with C Parameter
84.00%
83.00%
82.00%
81.00%
80.00%
79.00%
78.00%
77.00%
76.00%
75.00%
74.00%

82.90% 82.90% 82.90%  82.90%

0.01 0.1 1 10 100

Figure 2: Accuracy with different C parameters

Kernel Polv- Sia-
Function | Linear Y RBF 9
nomial moid
Type
Accuracy | 82.9% | 68.3% | 68.3% | 68.3%
Table 3: Accuracy with different kernel function
types

Another experiment (as shown in Figure 3) also
validate that the linear kernel is the most suitable
one. We tried using polynomial function. Unlike
the parameters set by default above (g=1/k, d=3),
here we set its Gama parameter as 1 (g=1) but oth-
er parameters excepting degree parameter are still
set by default. The performance gets better when
the degree parameter is tuned towards 1. That
means the closer the kernel function to linear func-
tion the better the system performs.

Performance Curve with Degree
Parameter

B84.00%
B2.00%
80.00%
78.00%
76.00%
74.00%
72.00%
70.00%
68.00%
66.00%
64.00%

T160%

1 2 3 4

Figure 3: Accuracy with different degree in po-
lynomial function

In order to get the relation between the system
performance and the size of training data, we made
several groups of training-test data set from the
training data the organizers provided. Each of them
has the same test data but different size of training
data which are 2, 3, 4 and 5 times of the test data
respectively. Figure 4 shows the performance
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curve with the training data size. Indicated in Fig-
ure 4, the accuracy increases as the size of training
data enlarge, from which we can infer that we
could raise the performance by using more training
data potentially.

Performance curve

EERE G

B3.00% /
2.90%

23.00% / 82.90
B 8100% 30.80%
¥ 20, Co% A S0.80%

79.00% *

19.00%
78.00%
FERE
3 3 4 s Size of training data

(test data size is 1)

Figure 4: Accuracy’s trend with the training da-
ta size

Feature extraction is the most time-consuming
part of the system, especially POS tagging and
parsing which take 2 hours approximately on the
training and test data. The classification part (using
libsvm) takes no more than 5 minutes on the train-
ing and test data. We did our experiment on a PC
with 2.0GHz CPU and 960 MB system memory.

Our official result of HIT-IR-WSD is: micro-
avg raw score 81.9% on the test set, the top one
among the participating runs.
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Abstract

We have participated in the Multilingual
Chinese-English Lexical Sample Task of
SemEval-2007. Our system disambiguates
senses of Chinese words and finds the
correct translation in English by using the
web as WSD knowledge source. Since all
the statistic data is obtained from search
engine, the method is considered to be
unsupervised and does not require any
sense-tagged corpus.

1 Introduction

Due to the lack of sense tagged corpora (and the
difficulty of manually creating them), the
unsupervised method tries to avoid, or at least to
reduce, the knowledge acquisition problem, which
the supervised methods have to deal with. In order
to tackle the problem of the knowledge acquisition
bottleneck, we adopted an unsupervised approach
based on search engine, which does not require any
sense tagged corpus.

The majority of methods using the Web often try
to automatically generate sense tagged corpora
(Agirre and Martinez 2000;Agirre and Martinez
2004:Gonzalo et al. 2003; Mihalcea and Moldovan
1999;Santamaria et al. 2003). In this paper, we
experiment with our initial attempt on another
research trend that uses the Web not for extracting
training samples but helping disambiguate directly
during the translation selection process.

The approach we present here is inspired by
(Mihalcea and Moldovan 1999;Brill 2003; Rosso
et al. 2005; Dagan et al. 2006; McCarthy 2002).
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Suppose that source ambiguous words are apt to
appear with its target translation on bilingual web
pages either parallel or non-parallel. Instead of
searching the source language or target language
respectively on web, we try to let the search engine
think in a bilingual style. First, our system gets the
co-occurrence information of Chinese context and
its corresponding English context. Then it computes
association measurements of Chinese context and
English context in 4 kinds of way. Finally, it
selects the correct English translation by
computing the association measurements.

In view that this is the first international standard
evaluation to predict the correct English translation
for ambiguous Chinese word, we built HIT-WSD
system as our first attempt on disambiguation by using
bilingual web search and just want to testify validity
of our method.

2 HIT-WSD System

2.1 Disambiguation Process

HIT-WSD system disambiguates senses of Chinese
target ambiguous word and finds the correct
translation in English by searching bilingual
information on the web. Figure 1 gives the
flowchart of our proposed approach. Given an
ambiguous word with a Chinese sentence, we
easily create its Chinese context. English context
can be acquired from a Chinese-English dictionary and
the translation mapping set(offered by the
Multilingual Chinese-English Lexical Sample
Task). System puts Chinese context and English
context as queries on search engine individually
and collectively. After this step, frequency and co-
occurrence frequency of Chinese context and English

Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 169-172,
Prague, June 2007. (©2007 Association for Computational Linguistics



Chinese sentence,
bilingual mapping
and C-E dictionary

English
context

Chinese
context

English
Translation

Figure 1: Flowchart of HIT-WSD System

context will be found. Finally, our system selects the
most probable English translation by computing
association measurements.

Figure 2 gives an example of how the proposed
approach selects English translations of the
Chinese ambiguous word “#fj %% /dongyao” given
the sentence and its translation mapping set. This
instance comes from the training data of Multilin-
gual Chinese-English Lexical Sample Task of Sem-
eval2007. According to the translation mapping set,
Chinese target word “Z#j #% /dongyao” has two
English Translations: shake and vacillate.

English Context Candidates set is the
translations set of the Chinese context. System uses
translation mapping set to translate Chinese target
ambiguous word and uses an Chinese-English
dictionary to translate other words in Chinese
context. English Context Candidates set could be
any combination of translations and each
combination could be selected as the English context.

After getting the Chinese context and English
context, we put them as queries to search engine
and extract page counts (which can be considered
as frequency) which search engine returned. We
not only search Chinese context and English
context individually, but also put them together to
search engine.

Association measurements: the Dice coefficient,
point-wise mutual information, Log Likelihood
score and y % score are computed in the third phase
while we got all kinds of statistic results from
search engine. Finally, we determine the
translation by simply computing the association
measurements
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Search
Engine

Frequency and Co-
occurrence
Frequency of
Chinese context
and English context

Comparing
association
measurements

Instance: F#34F B T XS/ [ i T A Jg ) T
UE] T WRAFRE A BR R AN <head> ZJ7< /head> R SLH
FE AR IR AR A ORAIE

Chinese Ambiguous Word: &%

Translation Mapping Set: /j#%-shake/Z}j #%-vacillate
Translations of Chinese context in Chinese-English
dictionary: AN/not, 2&/is, i £k /line, S 31/ actualize

Chinese Context(CC): #£k A sl 2 Sl
English Context Candidates set:

Shake, shake is, not shake, line shake.../vacillate,
not vacillate, vacillate is, line vacillate...

English Context(EC): shake/vacillate

Putting on Search Engine and getting counts:
c(shake) = 1880000, c(vacillate) = 5450

c(Cc) =113000, c(cc, shake) = 77, c(CC, vacillate) =12
Computing association measurements:
Dice(CC, shake) =

2x¢(CC, shake)
((c(CC, shake) + c(shake)) x (c(CC, shake) + ¢(CC)
2x 77

(77 +1880000) x (77 + 113000))
Dice(CC, vacillate) =

=7.24e-10

2 x c(CC, vacillate)

((c(cc, vacillate) + c(vacillate)) x (c(cc, vacillate) + ¢(CC))
2x12

(12 +5450) x (12 + 11300)

Compare and Determine a Translation:
3.89e-8>7.24e-10, So the answer is vacillate.

=3.89e-8

Figure 2: Example of the Chinese ambiguous word
“Z)#E/dongyao” selection process




2.2  Experiment Settings

Although the Chinese context can be represented
with local features, topic features, parts of speech
and so on, we use sentence segment as Chinese
context in our experiment system. The sentence
segment is a window size = n segment of the
sentence including the ambiguous words.

English Context Candidates set could be any
combination of the translation of words appearing
in Chinese context. In our experiment system, we
just choose the translation of the Chinese target
ambiguous words in the translation mapping set as
English context.

We choose google! and baidu? as our search
engine, for they are both most widely used for
English and Chinese language respectively.

Putting Chinese context and English context as
queries to the search engine, we will get
corresponding page counts it returned as figure 2
shows.

Four statistical measurements were used in order
to measure the degree of association of Chinese
Context (CC) and English Context (EC). CC and
EC can be seen as two random events occuring in
the web page