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Abstract

This paper presents the IRNLP system for
Subtask 2 of SemEval-2025 Task 10, which
addresses multilingual narrative classification.
The approach utilizes datasets in Hindi, En-
glish, and Russian, applying transformer-based
models fine-tuned through repeated stratified
k-fold validation. The system performs joint
detection of narratives and subnarratives using
multi-label classification techniques. Exten-
sive ablation studies, in-depth error analysis,
and a detailed discussion of model architecture
and training procedures are included. The im-
plementation is publicly available 1 to support
reproducibility and future research.

1 Introduction

Narratives play a pivotal role in shaping public
opinion and framing news reporting, often embed-
ding persuasive messaging or ideological intent.
Automatically detecting such narratives is a com-
plex task, particularly in multilingual settings, due
to semantic ambiguity, class imbalance, and cross-
linguistic variability. Subtask 2 of SemEval-2025
Task 10 addresses this challenge by focusing on
the classification of narratives and subnarratives in
news articles across five languages.

This paper presents the IRNLP system, devel-
oped to address this challenge using multilingual
transformer-based models. The system was trained
on Hindi, English, and Russian datasets, leveraging
repeated stratified k-fold validation to ensure robust
evaluation. Unlike standard approaches that rely on
single-split validation, the use of repeated k-fold in-
creases generalizability and minimizes overfitting.
This work also contributes insights through error
analysis and controlled ablation studies.

1https://github.com/ipanos7/
Semeval-Task10-English.git

2 Background and Task Overview

SemEval-2025 Task 10 includes three subtasks;
Subtask 2, addressed in this paper, requires iden-
tifying the presence of narrative and subnarrative
categories in online news articles in five languages:
English, Hindi, Russian, Portuguese, and Bulgar-
ian. The task is structured as a multi-label classi-
fication problem. Each article may belong to mul-
tiple coarse- or fine-grained narrative categories.
Models are evaluated using both macro F1-score
and F1 samples to capture performance across both
label and instance levels.

3 Related Work

Previous work on fine-grained propaganda detec-
tion by Da San Martino et al. (2019) introduced
structured annotation strategies for identifying per-
suasive techniques. This laid the groundwork for
related tasks such as narrative extraction and clas-
sification. Multilingual transformer models like
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), and XLM-RoBERTa (Conneau et al., 2019)
have demonstrated strong performance across tasks
such as sentiment analysis, named entity recogni-
tion, and text classification. Hugging Face’s Trans-
formers library (Wolf et al., 2020) provides scalable
implementations of these models and facilitates
multilingual fine-tuning.

Few studies have focused explicitly on narrative
modeling in multilingual contexts. Work in stance
detection and argument mining has highlighted the
importance of modeling discursive structures, but
the integration of coarse and fine narrative labels
in low-resource settings remains under-explored.
The IRNLP system aims to fill this gap using re-
peated validation and tailored preprocessing for
each language.
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4 System Description

4.1 Preprocessing and Data Preparation

Each dataset underwent language-specific prepro-
cessing. Raw articles were parsed, and narrative
annotations were mapped to binary multi-label vec-
tors. Tokenization was handled using the pretrained
tokenizer of each transformer backbone. Language-
specific augmentations were applied when neces-
sary, including sentence shuffling and synonym
replacement. Heuristics were used to correct miss-
ing or uncertain labels when metadata provided
indirect signals.

4.2 Model Architecture

The IRNLP system used XLM-RoBERTa-base
and XLM-RoBERTa-large as the primary back-
bones. In language-specific experiments, Neural-
Mind BERT was used for Portuguese and Deep-
Pavlov BERT for Bulgarian. A dense output layer
with sigmoid activation computed logits for each
narrative label. Loss was calculated using binary
cross-entropy.

4.3 Training Strategy

To increase generalization, we adopted a repeated
stratified k-fold validation strategy (5 folds, 2 rep-
etitions). This approach allowed each data sam-
ple to appear in multiple training and validation
splits. Training was conducted on NVIDIA A100
GPU with FP16 precision, using AdamW optimizer
(learning rate 5e-5, weight decay 0.01). Gradient
accumulation was used to simulate larger batch
sizes.

5 Ablation Study

The impact of major design choices was quantified
in ablation experiments. Table 1 presents compara-
tive F1 samples for English and Hindi.

Variant English (F1) Hindi (F1)

XLM-R Large (baseline) 0.287 0.515
No k-fold validation 0.238 0.472
Unbalanced batches 0.245 0.489

Table 1: Ablation results: F1 samples for key variants.

The ablation results highlight the importance of
repeated k-fold validation in preventing overfitting.
Removing this step led to a drop in F1 samples
(from 0.515 to 0.472 in Hindi). Similarly, unbal-
anced mini-batches had a negative impact, likely

due to dominance of majority labels during opti-
mization. These findings confirm that both eval-
uation strategy and training stability significantly
influence model effectiveness in low-resource set-
tings.

6 Experiments and Results

6.1 Evaluation Metrics

The task uses two main metrics: macro F1-score
and F1 samples. While macro F1 considers label-
level performance, F1 samples captures instance-
level accuracy and is prioritized for Subtask 2.

6.2 Performance Comparison

Language F1 macro Macro SD F1 samples Sample SD

English 0.516 0.402 0.287 0.452
Hindi 0.375 0.467 0.515 0.500
Russian 0.537 0.351 0.116 0.252

Table 2: Performance on test sets.

6.3 Overall Observations

The IRNLP system consistently outperformed
the baseline across all three evaluated lan-
guages—Hindi, English, and Russian—in both
macro F1 (coarse) and F1 samples metrics. The
standard deviations further revealed the variability
in performance, offering insights into the model’s
stability. The largest gains were observed in Hindi
(F1 samples: 0.515), while the Russian dataset,
despite achieving the highest macro F1 (0.537),
exhibited comparatively lower instance-level accu-
racy.

6.3.1 Hindi Test Set
• F1 macro (coarse): The system achieved a

score of 0.375, significantly higher than the
baseline’s 0.081. This indicates better gener-
alization across coarse-grained narrative cate-
gories.

• F1 samples: A notable score of 0.515 was ob-
tained, whereas the baseline failed entirely
(0.000). This gap highlights the model’s
strong predictive capacity on the instance
level.

• Standard Deviations: The model showed
higher variability (0.467 vs. 0.260 for macro
F1) compared to the baseline, suggesting fluc-
tuations in predictions across samples.
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• Implications: These results indicate that
cross-linguistic patterns in Hindi are effec-
tively captured. However, the relatively high
standard deviation suggests that model consis-
tency could benefit from further fine-tuning or
ensembling techniques.

6.3.2 English Test Set
• F1 macro (coarse): The model achieved

0.516, substantially outperforming the base-
line’s 0.030.

• F1 samples: A score of 0.287 was recorded,
compared to the baseline’s 0.013, reflecting
the system’s improved ability to identify sub-
narratives.

• Standard Deviations: The IRNLP system
showed a higher standard deviation (0.402)
than the baseline (0.127), indicating greater
variance possibly due to the complexity of
English samples.

• Implications: While performance is notably
higher than the baseline, the variability sug-
gests potential benefits from additional regu-
larization or calibration.

6.3.3 Russian Test Set
• F1 macro (coarse): The model achieved

0.537, a substantial increase from the base-
line’s 0.065.

• F1 samples: A lower score of 0.116 was ob-
served, though still notably above the base-
line’s 0.008.

• Standard Deviations: The system demon-
strated the lowest variance in macro F1 (0.351)
compared to Hindi and English, suggesting
more consistent predictions.

• Implications: These results point to strong
macro-level performance in Russian. How-
ever, lower F1 samples performance indicates
that fine-grained instance classification re-
mains an area for improvement.

7 Error Analysis

The most common source of error was label imbal-
ance, which led the model to favor dominant nar-
rative types while underpredicting rare ones. This
was particularly evident in the Hindi and Russian

datasets, where certain subnarratives appeared in-
frequently. Additionally, semantic overlap between
similar categories—such as foreign conspiracy and
global threat—confused the model, often resulting
in misclassification between conceptually adjacent
classes.

Another recurring issue stemmed from the multi-
label nature of the task. In some cases, the model
correctly identified a coarse-grained narrative but
failed to capture accompanying subnarratives, re-
ducing F1 samples scores. This was especially no-
ticeable in Russian, where instance-level prediction
was more challenging despite strong macro-level
performance.

These findings suggest that future iterations of
the system may benefit from more balanced sam-
pling strategies, label smoothing, and architectures
that better capture inter-label dependencies.

8 Conclusion

This paper presented the IRNLP system for Subtask
2 of SemEval-2025 Task 10. The system combined
transformer models with repeated k-fold valida-
tion and language-sensitive preprocessing. Results
demonstrated robust generalization in multilingual
narrative classification. Future directions include
incorporating contrastive loss, data augmentation
for low-resource languages, and exploring semi-
supervised training.

9 Limitations and Future Work

One limitation of the current system is its reliance
on supervised data, which restricts performance in
languages with fewer labeled examples. The model
also assumes static label definitions, which may not
generalize to evolving narrative framings in future
news content. Additionally, extensive ensembling
or hyperparameter search hadn’t been performed
due to time constraints.

Future work will explore semi-supervised learn-
ing techniques such as pseudo-labeling and con-
trastive learning. It is also planned to investigate
cross-lingual transfer methods to improve perfor-
mance in low-resource settings by leveraging mul-
tilingual embeddings and aligned fine-tuning. Fi-
nally, interpretability remains an open challenge in
narrative classification, and future iterations will
incorporate attention visualization to better under-
stand model behavior.
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