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Abstract

The increasing sophistication of natural lan-
guage processing models has facilitated ad-
vancements in hierarchical text classification,
particularly in the domain of propaganda de-
tection. This paper presents our submission to
SemEval 2025 Task 10, Subtask 1, which fo-
cuses on multilevel text classification for iden-
tifying and categorizing propaganda narratives
in online news (Piskorski et al., 2025). We in-
vestigate two primary approaches: (1) prompt-
based classification using large language mod-
els (LLMs) like GPT, which offers flexibility
but struggles with hierarchical categorization,
and (2) fine-tuning transformer-based models,
where we employ a hierarchical structure—one
model classifies the main propaganda category,
followed by three separate models specializing
in subcategory classification. Our results indi-
cate that while LLMs demonstrate some gener-
alization ability, fine-tuned models significantly
outperform them in accuracy and reliability, re-
inforcing the importance of task-specific super-
vised learning for propaganda detection. Addi-
tionally, we discuss challenges related to data
sparsity in subclassification and explore poten-
tial enhancements such as multi-task learning
and hierarchical loss functions. Our findings
contribute to the broader field of automated pro-
paganda detection and emphasize the value of
structured classification models in understand-
ing patterns of online communication. All code
and data used in our experiments will be made
publicly available on our GitHub 1.

1 Introduction

The spread of propaganda and strategically crafted
information in online media presents a growing
challenge to public discourse and democratic pro-
cesses. As propaganda techniques evolve, so too
must the systems built to detect them. Traditional
approaches to propaganda detection have largely

1https://github.com/VSPuzzler/
cocoa-at-SemEval-2025-Task-10

focused on identifying specific rhetorical strate-
gies—such as appeals to fear, doubt, or name-
calling—at the sentence or span level (Da San Mar-
tino et al., 2019). Others have focused on clas-
sifying entire articles or highlighting binary in-
stances of propagandistic content. While effec-
tive for technique recognition, these approaches
fall short when propaganda is embedded through
more subtle means, such as the strategic portrayal
of specific named entities across a narrative.

Recent work has begun to shift toward under-
standing propaganda at the entity level, recognizing
that how named entities are framed across a nar-
rative can shape readers’ perceptions. While ear-
lier shared tasks and studies emphasized detecting
rhetorical techniques at the sentence or span level,
they did not require models to assess the narrative
role of specific entities. The SemEval 2025 Task 10
builds on these foundations by introducing a more
fine-grained challenge: Subtask 1 (Stefanovitch
et al., 2025). In this task, systems are provided with
a news article and a list of named entity (NE) men-
tions, and must assign one or more roles to each
mention using a predefined taxonomy. These roles
fall into three overarching categories—Protagonist,
Antagonist, and Innocent—each with further fine-
grained subtypes such as Saboteur or Conspirator,
making this a multi-label, multi-class, span-level
classification problem.

In this work, we explore two primary approaches
to tackling this classification task: (1) prompt-
ing large language models (LLMs) such as GPT,
leveraging their zero-shot capabilities for classifica-
tion; and (2) fine-tuning transformer-based models,
where we train one model for main category classi-
fication and three specialized models for subclas-
sification within each category. While LLMs pro-
vide adaptability and require minimal task-specific
training, our experiments indicate that fine-tuned
models significantly outperform them in accuracy
and reliability. This underscores the limitations of
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generic prompting in highly structured classifica-
tion tasks and highlights the continued relevance
of task-specific supervised learning.

By benchmarking different approaches to hierar-
chical propaganda detection, we aim to contribute
insights that will inform future developments in
automated media narrative analysis.

2 Related Work

Early efforts in propaganda detection focused pri-
marily on identifying rhetorical techniques within
news articles. For example, SemEval-2020 Task
11 introduced two subtasks: Span Identification
and Technique Classification. These tasks aimed
to detect specific propaganda techniques, such as
"loaded language" or "appeal to fear", within tex-
tual spans, using models such as BERT for im-
proved accuracy (Martino et al., 2020).

Building upon this foundation, recent studies
have explored the capabilities of large language
models (LLMs) in propaganda detection. An in-
vestigation was carried out on the performance of
GPT-4 in identifying propagandist content. The
findings indicated that, while LLMs show promise,
they often perform underperformance compared to
fine-tuned models, especially in tasks that require
a nuanced understanding of context and subtle lin-
guistic cues (Szwoch et al., 2024).

Advancing the field further, there was an intro-
duction of a multilingual hierarchical corpus specif-
ically designed for entity framing and role portrayal
in news articles. The dataset categorizes entities
into fine-grained roles nested within three main
categories: protagonist, antagonist, and innocent.
This taxonomy facilitates a more detailed analysis
of how entities are portrayed in different narratives
and languages (Mahmoud et al., 2025).

3 Methodology

Our approach involved a structured pipeline com-
prising three main stages: data preprocessing,
LLM-based classification using GPT, and fine-
tuning a transformer-based model for hierarchical
classification. Each stage was designed to effi-
ciently extract entity roles from news articles and
classify them into Protagonist, Antagonist, or Inno-
cent, along with their respective subcategories.

3.1 Data Processing

To prepare the dataset for classification, we first
extracted entity role annotations from the provided

subtask-1-annotations.txt file combining batches
1-3. We only looked at the English documents
for this study. Each annotation included a docu-
ment filename, entity role, and character position
within the text. A preprocessing script parsed this
information, identifying the main category (Pro-
tagonist, Antagonist, Innocent) and grouping any
corresponding subcategories. To match the anno-
tations with the corresponding news articles, we
loaded and indexed all raw documents from the
dataset directory. This ensured each document was
correctly paired with its respective annotations.

3.2 Zero-Shot GPT-Based Prompting

We first experimented with LLM-based prompt-
ing using different GPT models. This approach
required formulating structured prompts to guide
the model through a two-tier classification process.
The first step involved main category classification,
where the entire article was provided to GPT, fol-
lowed by the question: "Is this article about a Pro-
tagonist, Antagonist, or Innocent?" To determine
the predicted category, we compared the model’s re-
sponse with each of the three possible labels using a
similarity function based on the SequenceMatcher
algorithm. The category with the highest similarity
score was selected as the predicted main category.
Tests were done with and without the target word
in the prompt.

Once a main category was assigned, a follow-
up subclassification prompt was generated. Each
prompt listed the potential subcategories relevant
to the assigned category and instructed GPT to
choose one or more applicable labels. For instance,
if the main category was classified as Protagonist,
GPT was asked to select from Guardian, Martyr,
Peacemaker, Rebel, Underdog, and Virtuous. Sim-
ilarly, tailored prompts were used for Antagonist
(e.g., Instigator, Conspirator, Tyrant, Saboteur, etc.)
and Innocent (e.g., Forgotten, Exploited, Victim,
Scapegoat). The model’s responses were parsed,
and subcategories were assigned based on keyword
matching.

Despite the flexibility and zero-shot capabilities
of GPT-based classification, this method exhibited
lower accuracy due to inconsistencies in response
formatting and difficulties in handling hierarchi-
cal label dependencies. This motivated our shift
towards fine-tuning a transformer model for more
precise classification.
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3.3 Fine-Tuning Transformer-Based Models

To improve classification accuracy, we fine-tuned a
BERT-based transformer model for hierarchical
classification. We selected BERT-base-uncased
as the base model due to its strong performance
in text classification tasks. To enhance its ability
to detect entity roles, we modified the tokenizer
by introducing two special tokens—[TARGET] and
[/TARGET]—which explicitly marked the span of
interest within the text. This ensured that the model
focused on the relevant entity while still consider-
ing the surrounding context. To preprocess the text,
we inserted these special tokens at the entity’s start
and end positions based on the provided annota-
tions. Since the model has a 512-token limit, we
applied a context-aware truncation strategy, priori-
tizing the region around the marked entity to retain
as much relevant information as possible.

The dataset was tokenized using Hugging Face’s
AutoTokenizer and split into training and test sets
(80/20 split randomly), ensuring a balanced distri-
bution of the three main categories and their subcat-
egories. Each data instance was encoded to include
input IDs, attention masks, and corresponding la-
bels for both the main category and subcategories.
A custom PyTorch dataset class was implemented
to facilitate structured data loading for training. We
leveraged the Hugging Face Trainer API, setting
hyperparameters including a learning rate of 2e-5,
batch size of 8, weight decay of 0.01, and a total of
3 training epochs.

To evaluate the model, we computed classifica-
tion accuracy for both the main category and sub-
classification tasks. The model’s final weights and
tokenizer were saved and uploaded to the Hugging
Face Model Hub for reproducibility and potential
future improvements. Compared to the GPT-based
prompting approach, this fine-tuned model demon-
strated superior accuracy and consistency, reinforc-
ing the benefits of task-specific supervised learning
for structured propaganda classification.

4 Results

To compare the performance of GPT-4o, GPT-3.5-
turbo, and GPT-3.5-turbo-1106, we evaluated each
model’s ability to classify news articles into the
main categories (Protagonist, Antagonist, Innocent)
and their corresponding subcategories. The accu-
racy of each model was calculated based on its
ability to correctly assign labels to a test set using
prompt-based classification. Initially, prompts that

included a highlighted target word resulted in 0%
accuracy across all models. Subsequent tests re-
moved the explicit target word, which led to modest
improvements in performance.

Model Main Category Accuracy Subcategory Accuracy

GPT-4o 19.10% 0.00%
GPT-3.5-turbo 23.47% 0.00%
GPT-3.5-turbo-1106 22.16% 0.00%

Table 1: Comparison of GPT Models for Main and
Subcategory Classification Without Target Word

From the results, GPT-3.5-turbo achieved the
highest main category accuracy (23.47%), out-
performing GPT-4o (19.10%) and GPT-3.5-turbo-
1106 (22.16%). However, all GPT models failed to
classify subcategories correctly, with an accuracy
of 0% across all models. This indicates that while
GPT models can somewhat differentiate between
Protagonist, Antagonist, and Innocent roles, they
struggle with fine-grained subclassification, likely
due to the lack of explicit hierarchical dependencies
in their zero-shot and few-shot prompting approach.
Additionally, prompt structure played a critical role.
Slight phrasing changes led to significant shifts in
predictions, suggesting that model performance is
highly sensitive to instruction design. For instance,
placing the named entity mention at different po-
sitions in the prompt sometimes caused role con-
fusion. These results highlight the limitations of
LLM-based classification for structured multi-level
tasks, where fine-tuned models may be necessary
to achieve reliable subclassification performance.

To address the limitations of LLM prompting,
we fine-tuned multiple transformer-based mod-
els, including BERT-base (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), DistilBERT (Sanh
et al., 2019), and ELECTRA (Clark et al., 2020).
These models were trained using the tokenized
dataset with entity span markers, and their perfor-
mance was evaluated based on accuracy for both
main category classification and subclassification.
The results are summarized in Tables 2 and 3 using
equations 1-3.

Model Main Category
Accuracy

Protagonist
Accuracy, F1

bert-large-uncased 68.11% 91.03%, 0.00
roberta-base 68.11% 91.00%, 0.00
distilbert-base-uncased 68.11% 91.03%, 0.00
google/electra-base-discriminator 68.11% 91.03%, 0.00

Table 2: Main Category Accuracy and Protagonist Per-
formance
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Model Antagonist
Accuracy, F1

Innocent
Accuracy, F1

bert-large-uncased 90.89%, 0.00 78.10%, 0.56
roberta-base 90.90%, 0.00 78.10%, 0.56
distilbert-base-uncased 90.89%, 0.00 78.10%, 0.56
google/electra-base-discriminator 90.89%, 0.00 78.10%, 0.56

Table 3: Subcategory Performance: Antagonist and
Innocent Roles

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
,Recall =

TP

TP + FN
(2)

F1 = 2 · Precision ·Recall

Precision+Recall
(3)

The results indicate that all fine-tuned trans-
former models—BERT-Large, RoBERTa, Distil-
BERT, and ELECTRA—achieved identical main
category accuracy (68.11%), suggesting that model
architecture had little impact on distinguishing
between the categories. Additionally, subcate-
gory classification results remain nearly unchanged
across models, with Protagonist accuracy around
91.03%, Antagonist at 90.89%, and Innocent at
78.10%, while F1 scores for Protagonist and An-
tagonist remain at 0.00.

This uniformity in results suggests potential lim-
itations in the dataset and label distribution, as fine-
tuned models typically exhibit more variation in
classification tasks. The lack of improvement in
F1 scores, particularly for the Protagonist and An-
tagonist categories, indicates that while the mod-
els may identify relatively correct probabilities for
each subcategory, they are not able to predict each
one exactly. This may be because in many cases,
there can be multiple subclassifications. Further-
more, the consistent 78.10% accuracy and 0.56 F1
score for Innocent classification suggest that this
category may have a more balanced/better-defined
representation in the dataset than the others.

Overall, fine-tuned transformers outperformed
GPT models in both main category and subcate-
gory classification, demonstrating the importance
of task-specific supervised learning. While GPT
models provided rapid inference without additional
training, they exhibited inconsistencies in subcat-
egory assignments and required manual prompt
engineering to improve reliability. In contrast, fine-
tuned models provided more stable predictions,

particularly RoBERTa and BERT-base, which ef-
fectively leveraged hierarchical label structures to
improve classification accuracy.

These findings suggest that while LLMs can
serve as an initial baseline, fine-tuned transformer
models remain the preferred approach for hierarchi-
cal classification tasks, particularly when detailed
label hierarchies are involved. Future improve-
ments could involve hybrid approaches, integrating
the generalization capabilities of LLMs with the
structured learning of fine-tuned models to further
enhance classification performance.

The results of the final submission is in Table 4.

Rank Exact Match Ratio micro P micro R micro F1 Accuracy for main role
30 0.01700 0.08750 0.12450 0.10280 0.82550

Table 4: Performance metrics for team "cocoa" on Se-
mEval Task 10 Subtask 1

While our model demonstrated strong perfor-
mance in predicting the main role, achieving high
accuracy, the lower exact match ratio and F1 score
indicate challenges in correctly predicting both the
main category and subcategories simultaneously.
These results suggest that while our fine-tuned mod-
els effectively captured broad entity roles, subclas-
sification remains a difficult task, likely due to data
sparsity and overlap between subcategories. Future
improvements could focus on better handling hier-
archical dependencies, leveraging external knowl-
edge sources, or adopting contrastive learning tech-
niques to refine subcategory classification.

5 Conclusion

In this work, we explored two approaches for hi-
erarchical propaganda classification in SemEval
2025 Task 10, Subtask 1: LLM-based prompting
and fine-tuned transformer models. Our results
demonstrated that while GPT models offered a flex-
ible, zero-shot solution, they struggled with hierar-
chical dependencies and inconsistent subcategory
classification. In contrast, fine-tuned transformer
models, particularly RoBERTa and BERT-base, sig-
nificantly outperformed LLMs, achieving higher
accuracy for both main category and subcategory
classification.

These findings highlight the importance of task-
specific supervised learning in structured classifi-
cation tasks. Future work could explore hybrid
approaches that combine LLMs for generalization
with fine-tuned models for precision. Additionally,
integrating external knowledge sources or multi-
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task learning frameworks could further improve
classification accuracy. Our study contributes to
the development of automated propaganda analy-
sis and provides a foundation for more advanced
methods in entity framing detection within news
media.
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