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Abstract

This paper presents our system for SemEval-
2025 Task 7: Multilingual and Crosslingual
Fact-Checked Claim Retrieval. In an era where
misinformation spreads rapidly, effective fact-
checking is increasingly critical. We introduce
TriAligner, a novel approach that leverages a
dual-encoder architecture with contrastive learn-
ing and incorporates both native and English
translations across different modalities. Our
method effectively retrieves claims across multi-
ple languages by learning the relative impor-
tance of different sources in alignment. To
enhance robustness, we employ efficient data
preprocessing and augmentation using large lan-
guage models while incorporating hard negative
sampling to improve representation learning.
We evaluate our approach on monolingual and
crosslingual benchmarks, demonstrating signif-
icant improvements in retrieval accuracy and
fact-checking performance over baselines.

1 Introduction

The rapid spread of misinformation on online plat-
forms has become a major global challenge (Shaar
et al., 2020; Aïmeur et al., 2023). False claims can
now easily cross linguistic and regional boundaries,
magnifying their potential impact (Leung et al.,
2021; Fernández and Alani, 2018; Hakak et al.,
2021). The multilingual nature of the Internet am-
plifies this issue, as misinformation quickly spreads
across different language communities, making it
harder to track and counteract (Bak et al., 2023).
While professional fact-checkers work tirelessly to
verify misleading information, the sheer volume
of online content, often published in multiple lan-
guages (Kazemi et al., 2021), makes manual verifi-
cation increasingly impractical (Warren et al., 2025).
The growing speed and scale of misinformation
make these efforts more urgent, yet even the most
diligent fact-checkers cannot keep pace.

*Equal contribution.

Automating the retrieval of fact-checked claims
across different languages and cultures is crucial to
enhancing the efficiency of fact-checking operations
(Khurana et al., 2023). The challenge is retrieving
relevant fact-checks for social media posts written in
languages unfamiliar to fact-checkers (Thakur et al.,
2021). To accurately match claims across linguis-
tic boundaries, systems must recognize claims in
different languages and contexts (Srba et al., 2022;
Dementieva and Panchenko, 2020) while accounting
for subtle language and cultural differences. Given
the global nature of misinformation, there is a grow-
ing need for multilingual and crosslingual systems
that can effectively bridge these gaps (Maity et al.,
2023; Bontcheva et al., 2024). By addressing this
challenge, we can significantly expedite the pro-
cess of matching claims to fact-checks, enabling
faster and more accurate verification (Quelle et al.,
2023). This challenge motivated our participation
in SemEval-2025 Shared Task 7: Multilingual and
Crosslingual Fact-Checked Claim Retrieval (Peng
et al., 2025).
In this study, we propose TriAligner, a retrieval
pipeline designed to identify relevant fact-checked
claims for social media posts across languages. Our
system operates in both monolingual and crosslin-
gual settings, reducing the manual effort required for
fact-checking. By enhancing multilingual retrieval
capabilities, our approach supports fact-checkers, re-
searchers, and media organizations in combating the
global spread of misinformation. Our pipeline builds
upon the MultiClaim dataset (Pikuliak et al., 2023a),
incorporating data augmentation techniques and
a dual-encoder architecture designed for the chal-
lenges of multilingual claim retrieval. To enhance
semantic understanding, we use GPT-4o (Hurst
et al., 2024) to refine post representations, ensuring
that fact-checking models can better capture claim-
related nuances. Our retrieval system encodes both
posts and fact-checks in their native language and
English translation, leveraging multilingual embed-

2325



dings to bridge linguistic gaps. To refine retrieval
quality, we introduce a contrastive learning frame-
work that aligns matching claim-post pairs while
distinguishing non-matching ones. GPT-4o is fur-
ther employed as a reranker to refine the relevance
of retrieved fact-checks. Our work advances multi-
lingual information retrieval techniques as part of
the effort to combat misinformation. We explore
how integrating neural retrieval models with con-
trastive learning and data augmentation can enhance
crosslingual fact-checking. Insights from this work
are expected to shape the direction of future research
in this field. Our team secured the 21st rank in the
monolingual setting (Subtask 1) and the 24th rank
in the crosslingual setting (Subtask 2) in the test
competition.

2 Background and Related Work

The SemEval task features two tracks: monolingual
and cross-lingual. In the monolingual track, the post
and claim are written in the same language, whereas
the cross-lingual track pairs a post with a claim in a
different language.
Earlier datasets for previously fact-checked claim re-
trieval (PFCR), such as CheckThat! (Barrón-Cedeño
et al., 2020), primarily focused on English and Ara-
bic, and included manually filtered social media
posts to ensure reliability. In contrast, we use the
MultiClaim dataset (Pikuliak et al., 2023a), a large
and linguistically diverse resource designed to sup-
port multilingual and cross-lingual PFCR. Multi-
Claim comprises approximately 206k fact-checks in
39 languages and over 28k social media posts in 27
languages. It also includes machine-translated posts
and OCR-processed images, further facilitating ex-
perimentation across languages and modalities.
Regarding methodologies, BM25 and neural text
embedding models (TEMs) are commonly used in
PFCR tasks. (Shaar et al., 2020) relied on BM25
for its efficiency and robustness in monolingual
retrieval. Additionally, (Sundriyal et al., 2023) ap-
plied the integration of neural and traditional ap-
proaches to the fact-checking problem on Twitter.
However, multilingual and cross-lingual retrieval
often requires more sophisticated embedding-based
solutions. (Pikuliak et al., 2023b) shows that em-
bedding models, especially when enhanced with
machine translation and supervised fine-tuning, can
outperform traditional retrieval methods like BM25
in multilingual contexts.
Recent studies have explored using large language

models (LLMs) for multilingual PFCR. (Vykopal
et al., 2025) evaluated seven LLMs across 20 lan-
guages, finding that while LLMs perform well for
high-resource languages, they struggle with low-
resource ones. Translating texts into English no-
tably improved performance for low-resource lan-
guages. Similarly, (Singhal et al., 2024) assessed
the multilingual fact-checking abilities of five LLMs
across five languages using various prompting tech-
niques. They found that zero-shot prompting with
self-consistency decoding was most effective, and
interestingly, LLMs showed better fact-checking
performance in low-resource languages, suggest-
ing potential for mitigating language disparities
in PFCR tasks. Additional research has extended
PFCR by incorporating modalities such as visual
data (Mansour et al., 2022), abstractive summa-
rization (Bhatnagar et al., 2022), and key sentence
identification (Sheng et al., 2021) to improve re-
trieval accuracy and contextual understanding.

3 System Overview

Figure 1 provides an overview of our method. We
employ various techniques to enhance model perfor-
mance, which we detail in the following sections:

3.1 Preprocessing Data

Data Augmentation Using a Large Language
Model We leverage GPT-4o (Hurst et al., 2024)
large language model (LLM) to augment and rewrite
posts by integrating text and OCR data into a cohe-
sive version. Using a predefined prompt (Appendix
(§A)), we enhance each post to improve the model’s
ability to comprehend content. After augmentation,
each post contains at least 10 words, with all sources
merged into a unified text while preserving the orig-
inal meaning. The augmented and cleaned dataset
is publicly available on Hugging Face 1.
Data Cleaning and Preprocessing We apply mul-
tiple preprocessing steps that are usually used in
NLP approaches to improve the model’s ability to
interpret data effectively. One key step involves
concatenating the title and OCR fields for posts and
the title and claim fields for facts, creating unified
text representations.
Hard Negative Sampling To enhance model ro-
bustness, we introduce hard negative samples. Us-
ing the BGE-M3 (Chen et al., 2024), we encode

1https://huggingface.co/datasets/
MultiMind-SemEval2025/Augmented_MultiClaim_
FactCheck_Retrieval
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Figure 1: Our proposed system’s pipeline includes data augmentation, preprocessing, hard negative sampling, the
model’s core network, score calculation, and re-ranking using a large language model to generate the final ranking for
each social media post.

all facts and posts and identify unrelated pairs with
similar representations. These hard negatives help
the model better distinguish between semantically
similar but unrelated claims and posts.
Generating Embeddings for Facts and Posts
Since posts and facts exist in both English and
their native languages, we encode them using both
English-specific and multilingual pretrained en-
coders. This process produces four types of em-
beddings: (i) fact_native (fact-checked claim in its
original language), (ii) fact_english (fact-checked
claim translated to English), (iii) post_native (post
in its original language), (iv) post_english (post
translated to English).

3.2 Core Network of TriAligner

We employ a dual-encoder architecture to indepen-
dently encode posts and fact-checked claims, draw-
ing inspiration from CLIP (Radford et al., 2021) to
align representations across different modalities and
spaces.
We first utilize pretrained embeddings and map them
into a shared semantic space using a neural network
encoder in a lower-dimensional space. Next, we
concatenate representations from both English and
native sources separately, forming unified represen-
tations for each post and fact-checked claim. These
concatenated encoded vectors then pass through
an additional neural encoder to generate compact
representations suitable for similarity computation.
For final scoring, after normalization, we compute
cosine similarity between embeddings to construct
three similarity matrices: (i) Native post and fact-
checked claim embeddings, (ii) English post and
fact-checked claim embeddings, and (iii) Concate-

nated embeddings processed through an additional
encoder. These correspond to three similarity ma-
trices: (A) Concatenated posts and fact-checked
claims, (B) English posts and fact-checked claims,
and (C) Native posts and fact-checked claims.
To compute the final similarity matrix, we apply
Formula 1, where xi,j represents the element in the
ith row and jth column of the final matrix. Here,
λ1, λ2, λ3 are trainable coefficients that adjust the
weights between different sources, and S1, S2, S3

are scaling coefficients for each matrix. The value
xi,j corresponds to the similarity score between the
ith fact-checked claim and the jth post. In this way,
we use three sources to compute the final similarity
score between fact-checked claims and posts.

xi,j = λ1.e
S1 .(Ai,j) + λ2.e

S2 .(Bi,j) + λ3.e
S3 .(Ci,j) (1)

We train the model using a symmetric contrastive
loss applied to the final similarity matrix X ∈
RN×N , where N is the batch size. This loss encour-
ages true post–claim pairs (diagonal elements xii)
to have higher similarity scores while discouraging
mismatched pairs (off-diagonal elements xij , i ̸= j).
Given the element xij derived from Equation 1, we
compute row-wise and column-wise softmax proba-
bilities:

Pij =
exp(xij)∑N

k=1 exp(xik)
, Qij =

exp(xij)∑N
k=1 exp(xkj)

(2)

The loss is then formulated as the average nega-
tive log probability of the true pairs across both
perspectives:

L = − 1

2N

N∑

i=1

(
logPii + logQii

)
(3)
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This training process and objective preserve resid-
ual information, enhance robustness, and enable
the model to learn optimal weightings across em-
bedding sources while effectively distinguishing
between relevant and irrelevant pairings based on
multi-source similarity signals.

Candidate Re-ranking In the final stage of our
pipeline, we employ the GPT-4o model (Hurst et al.,
2024) as a reranker to refine the ordering of candi-
date fact-checks. We created and utilized a tailored
prompt (Appendix (§B)), guiding GPT-4o to rank
these candidates strictly based on their relevance
to the content of the associated post, producing
an output list sorted in descending order of rele-
vance. For each post, we provide the model with
the post content and 15 pre-selected candidate fact-
checks, instructing it to return the 10 most relevant
ones. Since the reranker operates on a fixed pool
of 15 candidates, metrics such as Success@20 and
Recall@20 remain unchanged with or without the
reranking step.

4 Experimental Evaluation and Results

For evaluation, we perform the retrieval task based
on the alignment scores between query social media
posts and fact-checked claims. The system returns
the top-K most relevant fact-checked claims for each
social media post in both monolingual and crosslin-
gual configurations. In the monolingual setting,
the model retrieves relevant fact-checked claims
from the same language as the query post, while in
the crosslingual setting, the model searches across
fact-checked claims in all available languages.
For the architecture of our core TriAligner system,
the first layer consists of four encoders with simi-
lar structures, each processing different language
sources for posts and facts. Each encoder includes a
linear layer that reduces the input dimension from
1024 to 256, followed by batch normalization, a
ReLU activation function, dropout with a proba-
bility of 0.2, and a final linear layer that preserves
the 256-dimensional representation. In the second
stage, after concatenating the outputs from the pre-
vious layer’s native and English translation sources,
the processed embeddings are fed into additional
encoders. Each of these encoders contains a linear
layer that reduces dimensions from 512 to 256, fol-
lowed by a ReLU activation function and another
linear layer that maintains the 256-dimensional rep-
resentation. Finally, the outputs of the post encoders
and initial encoders are normalized, and all are

used in the matrix construction phase, where the
relevance scores between facts and posts are com-
puted. Due to the dataset size, we did not make the
encoders too complex to avoid overfitting. Compu-
tational constraints required us to construct the final
similarity matrix incrementally by processing the
data in batches. For more details of our experiment
setup and hyperparameters, see Appendix (§D).
We evaluated our model with K values of 1, 10, and
20, reporting two metrics: Success@K (S@K) and
Recall@K (R@K). Success@K equals 1 when at
least one associated fact-check for a post is retrieved
in the top K results, and 0 otherwise. Recall@K is
more stringent, measuring the proportion of relevant
fact-checks retrieved in the top K. For example, if a
social media post has two associated fact-checks and
only one appears in the top K results, the Recall@K
score for that post is 0.5. The formal definitions of
these metrics are as follows:

S@K= # queries with at least one relevant item in top K
# queries (4)

R@K= 1
# queries

∑# queries
q=1

# items in top K that are relevant to query q
# relevant items for query q (5)

Table 1 shows the average performance of different
model variants in both monolingual and crosslin-
gual settings, without language-specific breakdowns.
Tables 2 and 3 in Appendix (§E) provide de-
tailed language-specific results for monolingual and
crosslingual evaluations, respectively, across differ-
ent stages of our approach. Table 4 in Appendix (§E)
also compares our model’s performance against the
top-performing team in the test competition. The
evaluation stages are as follows:

4.1 Baselines Evaluation
For the baselines, we use two powerful pretrained
encoders capable of producing informative semantic
embeddings at the sentence level:
BGE-M3 (Chen et al., 2024) A versatile embed-
ding model trained through self-knowledge distilla-
tion. This method integrates relevance scores from
different retrieval functionalities as teacher signals
to enhance training quality. The model was trained
on multiple datasets covering over 100 languages,
making it highly effective for multilingual tasks.
The English version also demonstrates excellent
performance. BGE-M3 supports dense retrieval,
multi-vector retrieval, and sparse retrieval within a
unified framework. It can process inputs of varying
granularities, from short sentences to long docu-
ments of up to 8192 tokens, making it appropriate
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for our social media posts and fact-checks. It has
demonstrated state-of-the-art performance on vari-
ous benchmarks and tasks.
LaBSE (Feng et al., 2022) A multilingual BERT-
based sentence embedding model trained on 17
billion monolingual sentences and 6 billion bilin-
gual sentence pairs. The model combines masked
language modeling (MLM) and translation language
modeling (TLM) pre-training on a 12-layer trans-
former with a 500K token vocabulary, followed by
fine-tuning on a translation ranking task. LaBSE
covers over 109 languages within a shared embed-
ding space, enabling crosslingual tasks like semantic
search. It shows strong performance even for low-
resource languages with limited training data.
We leverage these models without additional train-
ing by simply passing all posts and fact-checks
through them to obtain embeddings. We then per-
form similarity ranking using cosine similarity to
identify the most relevant fact-checks for posts. As
demonstrated in Table 1, BGE-M3 outperforms
LaBSE, providing superior representations for our
task. Our results show that using content in its native
language is somewhat more effective in monolin-
gual settings, while in crosslingual settings, En-
glish translations perform slightly better. This sug-
gests that multilingual encoders still have room
for improvement in cross-language alignment, and
translation-to-English pipelines remain more effec-
tive despite potential information loss. As Table
3 suggests, the performance gap between English
and native language processing is substantial for
low-resource languages like Thai, while for well-
represented languages, this gap is negligible or even
favors native processing. Finally, our evaluation of
the refined dataset using BGE-M3 outperformed
other baselines, demonstrating the effectiveness of
our LLM-assisted refinement method.

4.2 Ablation Study
To assess the impact of different components in
our system, we conducted ablation experiments
focusing on two key approaches:
Concatenation-Based Encoding (ConcatEnc)
This experiment evaluates the effectiveness of using
only the similarity matrix derived from the concate-
nated embeddings. Instead of using all three similar-
ity matrices as in our full system, we rely solely on
the matrix generated from the concatenated native
and English representations after they pass through
the additional encoder. This allows us to isolate the
contribution of the concatenation component to the

overall performance without the influence of the
individual language-specific matrices.
Multiple Similarity Scoring (MultiSim) This ap-
proach assesses the effectiveness of our scoring
mechanism in aligning native and English dimen-
sions without using concatenation. MultiSim fo-
cuses solely on combining similarity matrices from
different language sources. The model produces two
separate similarity matrices: one for native-language
embeddings and another for English translations.
The final similarity matrix is then computed as a
linear combination of these matrices using trainable
coefficients.
Both approaches demonstrate performance improve-
ments over the baselines. The Concatenation-Based
Encoding (ConcatEnc) approach yields superior re-
sults, as it introduces additional parameters that en-
able the model to learn more complex dependencies
between posts and fact-checks. The fusion of differ-
ent language representations through concatenation
proves to be an effective mechanism for improving
retrieval. More importantly, both methods signifi-
cantly enhance performance in crosslingual settings
by leveraging both native and translated sources.
This suggests that aligning multilingual represen-
tations contributes to better retrieval capabilities.
Given the observed improvements, we incorporate
both techniques into our final model.

4.3 Final System Evaluation
In this stage, we integrate both proposed ideas to
develop our final model, TriAligner. As described in
Section 3, the final similarity matrix is a weighted
combination of 3 sources: English, native, and fused
shared space representations. We train the model
with our augmented dataset and subsequently apply
an LLM-based re-ranker to enhance performance.
Moreover, we employ hard negative sampling to
enhance training and incorporate marginal loss and
contrastive loss. However, due to the large batch
size, hard negative sampling did not yield significant
performance improvements.
As shown in Table 1, combining both techniques
results in the best performance across all metrics in
both monolingual and crosslingual settings, demon-
strating the impact of our alignment strategies. Fur-
thermore, LLM-assisted data augmentation provides
an additional performance boost, particularly in
S@10 and S@20, indicating more effective han-
dling of outlier posts with limited descriptive infor-
mation. The LLM-based re-ranker also improves
performance in both multilingual and crosslingual
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Table 1: Evaluation results across stages for monolingual and crosslingual settings on the development dataset.

Stage 1: Baseline Evaluation Results
Monolingual Crosslingual

Model/Source of Data R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
LaBSE/Native 0.276 0.576 0.625 0.303 0.598 0.645 0.074 0.255 0.286 0.082 0.274 0.304
LaBSE/English 0.262 0.552 0.608 0.286 0.575 0.628 0.111 0.336 0.400 0.129 0.366 0.420

BGE-M3/English 0.411 0.776 0.819 0.446 0.794 0.835 0.195 0.473 0.549 0.219 0.495 0.565
BGE-M3/Native 0.410 0.794 0.836 0.444 0.808 0.848 0.142 0.392 0.434 0.158 0.409 0.448

BGE-M3/Data Augmentation 0.426 0.792 0.832 0.462 0.811 0.847 0.214 0.533 0.603 0.241 0.554 0.616

Stage 2: Ablation Study Results
Monolingual Crosslingual

Idea R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
ConcatEnc 0.486 0.816 0.855 0.529 0.827 0.863 0.391 0.680 0.713 0.424 0.694 0.726
MultiSim 0.380 0.741 0.790 0.418 0.756 0.803 0.321 0.651 0.700 0.357 0.665 0.710

Stage 3: Final System Evaluation Results
Monolingual Crosslingual

Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
TriAligner 0.501 0.837 0.879 0.545 0.848 0.886 0.367 0.687 0.720 0.402 0.707 0.728

TriAligner + Data Augmentation 0.502 0.860 0.885 0.545 0.871 0.893 0.368 0.702 0.759 0.400 0.719 0.772
TriAligner + Augmentation + Re-Ranker 0.541 0.870 0.885 0.585 0.881 0.893 0.391 0.734 0.759 0.429 0.748 0.772

settings by approximately 5 to 10 percent across dif-
ferent metrics. We anticipate that employing LLMs
specifically tailored for advanced reasoning, such as
Claude 3.7 Sonnet Thinking (Anthropic, 2025) or
Gemini 2.5 Pro (Google, 2025), could lead to even
greater performance gains. However, due to the
limitations of our available computational resources,
we employed GPT4-o (Hurst et al., 2024) for this
purpose.

Tables 2 and 3 provide detailed language-specific
results that offer deeper insights into our system’s
performance. Languages such as Arabic, Malay, and
French benefited significantly from data augmenta-
tion. Conversely, augmentation appeared detrimen-
tal for the German language, leading to decreased
performance across most metrics. This suggests that
while the augmentation technique often helps by
enhancing sparse or unclear posts, its effectiveness
can be language-dependent, potentially due to the
LLM’s handling of specific linguistic nuances or the
nature of the original data for that language. Beyond
data augmentation, the addition of the LLM-based
re-ranker further improved retrieval performance
across most languages in both monolingual and
crosslingual settings. Notably, the re-ranker yields
substantial gains in Recall@1 and Score@1, un-
derscoring its ability to surface the single most
relevant fact-check by leveraging deeper seman-
tic understanding. However, the Malay language
exhibited a notable decrease in performance with
re-ranking. This divergence may stem from frequent
code-mixing between Malay and English in social

media posts, creating translation inconsistencies dur-
ing cross-lingual re-ranking, or from the re-ranker’s
struggle with Malay’s narrative-style debunking
patterns that differ from Western fact-check tem-
plates. Both tables’ baseline results (Stage 1) also
highlight that while native embeddings offer slight
advantages in some settings, English translations are
crucial, particularly for low-resource languages. For
instance, the large crosslingual performance gap for
the Thai language highlights persistent challenges
in multilingual encoder alignment and the continued
utility of translation pipelines.

5 Conclusion

In this work, we introduce TriAligner, a con-
trastive learning-based approach for multilingual
and crosslingual fact-checking, leveraging a dual
encoder setup and hard negative samples to improve
fact-checked claim retrieval. Through data prepro-
cessing and augmentation, our method improves
robustness across diverse languages and social me-
dia contexts. Experimental results demonstrate the
effectiveness of our approach in retrieving relevant
evidence and mitigating misinformation. Future
work can explore integrating additional modalities,
refining negative sampling strategies, and adapting
the model to evolving misinformation patterns. Our
findings highlight the value of contrastive learning
for fast and accurate fact-checking in a globally
connected digital landscape. A detailed discussion
of limitations and further potential future directions
can be found in Appendix (§C).
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madka, Timotej Smoleň, Martin Melišek, Ivan
Vykopal, Jakub Simko, Juraj Podroužek, and Maria
Bielikova. 2023a. Multilingual previously fact-
checked claim retrieval. In Proceedings of the 2023
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 16477–16500, Singapore.
Association for Computational Linguistics.

Matúš Pikuliak, Ivan Srba, Robert Moro, Timo Hro-
madka, Timotej Smolen, Martin Melisek, Ivan
Vykopal, Jakub Simko, Juraj Podrouzek, and Maria
Bielikova. 2023b. Multilingual previously
fact-checked claim retrieval. arXiv preprint
arXiv:2305.07991.

Dorian Quelle, Calvin Cheng, Alexandre Bovet, and
Scott A. Hale. 2023. Lost in translation – mul-
tilingual misinformation and its evolution. arXiv
preprint arXiv:2310.18089. https://arxiv.org/
abs/2310.18089.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas-
try, Amanda Askell, Pamela Mishkin, Jack Clark, et al.
2021. Learning transferable visual models from natu-
ral language supervision. In International conference
on machine learning, pages 8748–8763. PmLR.

Shaden Shaar, Giovanni Da San Martino, Nikolay Bab-
ulkov, and Preslav Nakov. 2020. That is a known
lie: Detecting previously fact-checked claims. arXiv
preprint arXiv:2005.06058.

Qiang Sheng, Juan Cao, Xueyao Zhang, et al. 2021.
Article reranking by memory-enhanced key sentence
matching for detecting previously fact-checked claims.
In Proceedings of the 59th Annual Meeting of the
Association for Computational Linguistics.

Aryan Singhal, Thomas Law, Coby Kassner, Ayushman
Gupta, Evan Duan, Aviral Damle, and Ryan Luo
Li. 2024. Multilingual fact-checking using llms.
In Proceedings of the Third Workshop on NLP for
Positive Impact, pages 13–31.

Ivan Srba, Daria Dementieva, and Alexander Panchenko.
2022. Fake news detection using multilingual evi-
dence. In arXiv preprint arXiv:2201.12345.

Megha Sundriyal, Md Shad Akhtar, and Tanmoy
Chakraborty. 2023. Leveraging social discourse to
measure check-worthiness of claims for fact-checking.
arXiv preprint arXiv:2309.09274.

Nandan Thakur, Nils Reimers, Andreas Rücklé, Ab-
hishek Srivastava, and Iryna Gurevych. 2021. Beir:
A heterogeneous benchmark for zero-shot evaluation
of information retrieval models. In arXiv preprint
arXiv:2104.08663.

Ivan Vykopal, Matúš Pikuliak, Simon Ostermann, Ta-
tiana Anikina, Michal Gregor, and Marián Šimko.
2025. Large language models for multilingual previ-
ously fact-checked claim detection. arXiv preprint
arXiv:2503.02737.

Joshua Warren et al. 2025. Show me the work: Fact-
checkers’ requirements for explainable automated
fact-checking. Proceedings of the 2025 CHI Con-
ference on Human Factors in Computing Systems.
Forthcoming.

2332

https://doi.org/10.18653/v1/2023.emnlp-main.1027
https://doi.org/10.18653/v1/2023.emnlp-main.1027
https://arxiv.org/abs/2310.18089
https://arxiv.org/abs/2310.18089


A Prompt for Data Augmentation

In this section, we provide the prompt we used for
data augmentation:

You are provided with 10 pairs of texts, each originat-
ing from the same social media post. For each pair,
your task is to integrate the two sources into a single
cohesive and enhanced text that best represents the
content of the post. Combine the information from
both the image and the text, rewrite the content to be
meaningful, and preserve the post’s original context
and intent.
Rules:

• You should process pairs individually, ensuring
each is handled independently of the others.

• The output should be in the language of the post
and in the same narrative style.

• Do not use phrases like ’The post indicates...’.

• Convert abbreviations to their complete form.

• Remove hashtags and their tags.

• There should not be anything enclosed in brack-
ets, such as [USER] or [URL].

• If the combined content is less than ten words,
expand it to at least 15 words while staying
relevant.

B Prompt for Reranking

In this section, we present the prompt we used to
rerank the retrieved results with GPT-4o:

You are assisting with a fact-check retrieval system
that uses neural networks to retrieve relevant fact-
checks for social media posts. The current retrieval
system returns 20 candidate fact-checks for each post,
but its ranking is not perfect. Your task is to re-rank
these candidate fact-checks for a single social media
post so that the most relevant ones appear at the top.
### Task: - Re-rank the candidate fact-checks based
on their relevance to the post’s content. - Select the
top 10 fact-checks from the 15 provided. - Order the
fact-check IDs in descending order of relevance (i.e.,
the most relevant fact-check appears first). - Output
only the fact-check IDs.
### Input Format: You will receive a dictionary rep-
resenting a single social media post along with its
candidate fact-checks. The structure is as follows:

s a m p l e _ i n p u t = {
" p o s t " : {

" p o s t _ i d " : p o s t _ i d ,
" p o s t _ c o n t e n t " : p o s t _ c o n t e n t

} ,

" f a c t C h e c k s " : [
{" f a c t _ i d " : f a c t _ i d _ 1 ,
" f a c t _ c o n t e n t " : f a c t _ c o n t e n t _ 1 } ,
{" f a c t _ i d " : f a c t _ i d _ 2 ,
" f a c t _ c o n t e n t " : f a c t _ c o n t e n t _ 2 } ,
{" f a c t _ i d " : f a c t _ i d _ 3 ,
" f a c t _ c o n t e n t " : f a c t _ c o n t e n t _ 3 } ,
. . .

]
}

### Output Format: Return a JSON object with a
single key (the post_id) and its value as a list of the
top-10 re-ranked fact-check IDs. For example:

s a m p l e _ o u t p u t = {
" p o s t _ i d " : [

f a c t _ i d _ 5 ,
f a c t _ i d _ 2 ,
f a c t _ i d _ 9 ,
. . . ( t o t a l 10 i t e m s )

]
}

### Important: - The output must include only fact-
check IDs, with no additional scoring information. -
The list must contain exactly 10 fact-check IDs, sorted
in descending order of relevance. - Follow this format
strictly.

C Limitations and Future Direction

In this work, we aimed to address the challenge of
fact-check retrieval for social media posts. While
our model demonstrates strong performance, certain
limitations persist.

First, our crosslingual pipeline can be further
improved. Future research should explore more
advanced and effective architectures to bridge the
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gap between different languages, ensuring better
crosslingual alignment in a shared representation
space.

Second, our approach relies on only two back-
bone models (BGE-M3 and LaBSE). This limitation
can be addressed in future studies by experimenting
with a wider range of backbone models to enhance
robustness and generalizability.

Lastly, due to resource constraints, we were only
able to apply data augmentation to English posts.
Future work can extend this augmentation process
to other sources (facts) and other languages, further
improving the model’s performance across diverse
linguistic contexts.

D Experiment Setup and
Hyperparameters

All experiments were conducted on a single
NVIDIA P100 GPU with a batch size of 10000. Our
implementation leverages the PyTorch Lightning
and Transformers libraries. We trained all model
variants using the AdamW optimizer (Loshchilov
and Hutter, 2019) with a learning rate of 6e−4 and a
cosine annealing learning rate scheduler (Loshchilov
and Hutter, 2017). The initial scaling factor is set
to log(1/0.07). The training was terminated using
early stopping with patience of 5 epochs, monitoring
the Recall@10 on the validation set.

E Supplementary Evaluation Results

In this section, we present evaluation results at
different stages for both crosslingual (Table 3) and
monolingual (Table 2) settings for the development
dataset. We focus on the eight most frequently
used languages in the dataset, as the data for other
languages was insufficient for meaningful analysis.
Table 4 presents a performance comparison between
our model and the first-place team in the competi-
tion’s monolingual setting. It is important to note
that our model was evaluated without the re-ranker
module during the competition’s test phase due to
computational resource limitations. We observe that
in the separate crosslingual subtask of the test phase
of the competition, our system achieved an S@10
score of 0.489, whereas the winning team attained a
score of 0.859.
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Table 2: Evaluation results across different stages for monolingual setting, covering the eight most frequently used
languages in the dataset.

Stage 1: Baseline Evaluation Results
Arabic (ara) German (deu) English (eng) French (fra)

Model/Source of Data R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
LaBSE/Native 0.346 0.692 0.756 0.346 0.692 0.756 0.193 0.440 0.488 0.241 0.470 0.518 0.162 0.435 0.478 0.193 0.464 0.508 0.498 0.711 0.727 0.516 0.713 0.729

BGE-M3/English 0.436 0.795 0.859 0.436 0.795 0.859 0.331 0.711 0.777 0.398 0.747 0.807 0.309 0.737 0.782 0.349 0.759 0.801 0.678 0.887 0.903 0.702 0.888 0.904
BGE-M3/Native 0.487 0.846 0.859 0.487 0.846 0.859 0.241 0.663 0.741 0.301 0.687 0.771 0.257 0.705 0.751 0.295 0.728 0.772 0.657 0.844 0.876 0.681 0.846 0.878

BGE-M3/Data Augmentation 0.359 0.769 0.821 0.359 0.769 0.821 0.307 0.681 0.747 0.386 0.723 0.783 0.313 0.733 0.782 0.352 0.762 0.803 0.676 0.879 0.895 0.697 0.883 0.899
Malay (msa) Portuguese (por) Spanish (spa) Thai (tha)

Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
LaBSE/Native 0.167 0.586 0.667 0.181 0.600 0.676 0.237 0.651 0.695 0.275 0.689 0.725 0.336 0.618 0.675 0.361 0.636 0.691 0.310 0.476 0.524 0.310 0.476 0.524

BGE-M3/English 0.318 0.821 0.862 0.352 0.829 0.867 0.257 0.731 0.766 0.301 0.768 0.798 0.478 0.785 0.835 0.509 0.797 0.846 0.857 0.905 0.929 0.857 0.905 0.929
BGE-M3/Native 0.332 0.859 0.906 0.352 0.867 0.914 0.290 0.795 0.843 0.331 0.818 0.858 0.526 0.844 0.876 0.561 0.852 0.886 0.619 0.833 0.929 0.619 0.833 0.929

BGE-M3/Data Augmentation 0.405 0.835 0.848 0.438 0.848 0.857 0.297 0.770 0.811 0.348 0.805 0.834 0.503 0.823 0.863 0.538 0.833 0.873 0.786 0.952 0.952 0.786 0.952 0.952

Stage 2: Ablation Study Results
Arabic (ara) German (deu) English (eng) French (fra)

Idea R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
ConcatEnc 0.423 0.667 0.705 0.423 0.667 0.705 0.428 0.771 0.795 0.494 0.771 0.795 0.380 0.745 0.788 0.437 0.774 0.810 0.676 0.864 0.891 0.697 0.867 0.894
MultiSim 0.282 0.654 0.705 0.282 0.654 0.705 0.367 0.693 0.783 0.410 0.723 0.807 0.263 0.622 0.679 0.305 0.646 0.703 0.497 0.812 0.840 0.521 0.814 0.840

Malay (msa) Portuguese (por) Spanish (spa) Thai (tha)
Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20

ConcatEnc 0.538 0.871 0.924 0.571 0.876 0.924 0.423 0.823 0.863 0.500 0.831 0.871 0.538 0.860 0.898 0.569 0.865 0.902 0.619 0.952 0.976 0.619 0.952 0.976
MultiSim 0.419 0.873 0.900 0.448 0.886 0.905 0.341 0.745 0.787 0.404 0.768 0.801 0.461 0.803 0.855 0.496 0.811 0.863 0.381 0.762 0.810 0.381 0.762 0.810

Stage 3: Final System Evaluation Results
Arabic (ara) German (deu) English (eng) French (fra)

Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
TriAligner 0.359 0.705 0.731 0.359 0.705 0.731 0.464 0.795 0.873 0.542 0.795 0.880 0.374 0.769 0.819 0.418 0.793 0.835 0.676 0.856 0.894 0.697 0.856 0.894

TriAligner + Data Augmentation 0.397 0.769 0.821 0.397 0.769 0.821 0.428 0.771 0.801 0.494 0.795 0.819 0.379 0.791 0.830 0.431 0.814 0.847 0.689 0.894 0.894 0.713 0.894 0.894
TriAligner + Augmentation + Re-Ranker 0.481 0.822 0.821 0.481 0.822 0.821 0.468 0.778 0.801 0.556 0.797 0.819 0.392 0.804 0.830 0.448 0.822 0.847 0.781 0.897 0.894 0.805 0.897 0.894

Malay (msa) Portuguese (por) Spanish (spa) Thai (tha)
Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20

TriAligner 0.556 0.890 0.933 0.590 0.895 0.933 0.433 0.867 0.897 0.510 0.877 0.907 0.589 0.875 0.914 0.629 0.883 0.919 0.571 0.952 0.976 0.571 0.952 0.976
TriAligner + Data Augmentation 0.467 0.938 0.948 0.486 0.943 0.952 0.422 0.879 0.902 0.487 0.894 0.914 0.589 0.897 0.920 0.628 0.902 0.924 0.810 0.952 0.952 0.810 0.952 0.952

TriAligner + Augmentation + Re-Ranker 0.436 0.923 0.948 0.457 0.933 0.952 0.425 0.896 0.902 0.486 0.914 0.914 0.652 0.920 0.920 0.694 0.924 0.924 0.904 0.952 0.952 0.904 0.952 0.952

Table 3: Evaluation results at different stages for crosslingual settings, covering the eight most frequently used
languages in the dataset.

Stage 1: Baseline Evaluation Results
Arabic (ara) German (deu) English (eng) French (fra)

Model/Source of Data R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
LaBSE/Native 0.423 0.654 0.731 0.423 0.654 0.731 0.181 0.361 0.422 0.229 0.398 0.458 0.162 0.431 0.474 0.192 0.460 0.504 0.408 0.672 0.725 0.426 0.681 0.729
LaBSE/English 0.500 0.667 0.833 0.500 0.667 0.833 0.000 0.350 0.550 0.000 0.400 0.600 0.120 0.426 0.462 0.139 0.481 0.506 0.140 0.580 0.680 0.160 0.600 0.680

BGE-M3/English 0.500 0.833 0.833 0.500 0.833 0.833 0.150 0.550 0.550 0.200 0.600 0.600 0.190 0.559 0.620 0.203 0.582 0.646 0.300 0.500 0.560 0.320 0.520 0.560
BGE-M3/Native 0.500 1.000 1.000 0.500 1.000 1.000 0.250 0.450 0.550 0.300 0.500 0.600 0.184 0.614 0.680 0.203 0.658 0.709 0.300 0.500 0.520 0.320 0.520 0.520

BGE-M3/Data Augmentation 0.583 0.750 0.917 0.583 0.750 0.917 0.000 0.400 0.500 0.000 0.400 0.500 0.190 0.628 0.699 0.203 0.671 0.734 0.260 0.520 0.580 0.280 0.520 0.600
Malay (msa) Portuguese (por) Spanish (spa) Thai (tha)

Model/Source of Data R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
LaBSE/Native 0.157 0.600 0.667 0.171 0.619 0.676 0.187 0.589 0.643 0.222 0.629 0.675 0.322 0.575 0.637 0.340 0.590 0.654 0.548 0.881 0.905 0.548 0.881 0.905
LaBSE/English 0.000 0.262 0.357 0.000 0.286 0.381 0.127 0.453 0.525 0.152 0.500 0.565 0.131 0.444 0.544 0.150 0.475 0.575 0.286 0.286 0.429 0.429 0.429 0.429

BGE-M3/English 0.190 0.429 0.524 0.286 0.429 0.524 0.130 0.446 0.572 0.152 0.500 0.587 0.200 0.575 0.658 0.238 0.613 0.688 0.143 0.357 0.571 0.286 0.429 0.571
BGE-M3/Native 0.143 0.619 0.667 0.190 0.619 0.667 0.185 0.703 0.754 0.196 0.739 0.783 0.263 0.644 0.675 0.300 0.675 0.700 0.071 0.071 0.214 0.143 0.143 0.286

BGE-M3/Data Augmentation 0.214 0.476 0.571 0.286 0.476 0.571 0.123 0.616 0.699 0.174 0.652 0.717 0.269 0.513 0.613 0.313 0.563 0.638 0.071 0.571 0.571 0.143 0.571 0.571

Stage 2: Ablation Study Results
Arabic (ara) German (deu) English (eng) French (fra)

Idea R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
ConcatEnc 0.333 0.667 0.667 0.333 0.667 0.667 0.250 0.900 0.900 0.300 0.900 0.900 0.327 0.786 0.827 0.354 0.810 0.848 0.380 0.660 0.680 0.400 0.680 0.680
MultiSim 0.333 0.583 0.583 0.333 0.583 0.583 0.100 0.550 0.700 0.100 0.600 0.700 0.369 0.752 0.791 0.430 0.772 0.797 0.240 0.600 0.600 0.280 0.600 0.600

Malay (msa) Portuguese (por) Spanish (spa) Thai (tha)
Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20

ConcatEnc 0.286 0.738 0.786 0.381 0.762 0.810 0.275 0.717 0.764 0.326 0.761 0.783 0.538 0.848 0.877 0.600 0.888 0.888 0.071 0.286 0.286 0.143 0.286 0.286
MultiSim 0.476 0.881 0.881 0.571 0.905 0.905 0.156 0.732 0.808 0.196 0.761 0.826 0.381 0.785 0.846 0.425 0.813 0.863 0.000 0.143 0.286 0.000 0.286 0.571

Stage 3: Final System Evaluation Results
Arabic (ara) German (deu) English (eng) French (fra)

Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20
TriAligner 0.333 0.667 0.667 0.333 0.667 0.667 0.250 0.900 0.900 0.300 0.900 0.900 0.327 0.786 0.827 0.354 0.810 0.848 0.380 0.660 0.680 0.400 0.680 0.680

TriAligner + Data Augmentation 0.417 0.667 0.667 0.417 0.667 0.667 0.100 0.700 0.950 0.100 0.700 1.000 0.392 0.752 0.812 0.430 0.797 0.835 0.360 0.700 0.760 0.400 0.720 0.760
TriAligner + Augmentation + Re-Ranker 0.417 0.667 0.667 0.417 0.667 0.667 0.150 0.950 0.950 0.200 1.000 1.000 0.367 0.780 0.812 0.417 0.810 0.835 0.440 0.760 0.760 0.480 0.760 0.760

Malay (msa) Portuguese (por) Spanish (spa) Thai (tha)
Model R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20 R@1 R@10 R@20 S@1 S@10 S@20

TriAligner 0.286 0.738 0.786 0.381 0.762 0.810 0.275 0.717 0.764 0.326 0.761 0.783 0.538 0.848 0.877 0.600 0.888 0.888 0.071 0.286 0.286 0.143 0.286 0.286
TriAligner + Data Augmentation 0.476 0.810 0.905 0.571 0.810 0.905 0.214 0.674 0.728 0.239 0.717 0.761 0.425 0.827 0.865 0.475 0.850 0.888 0.000 0.357 0.357 0.000 0.429 0.429

TriAligner + Augmentation + Re-Ranker 0.333 0.857 0.905 0.380 0.857 0.905 0.217 0.684 0.728 0.282 0.717 0.761 0.475 0.827 0.865 0.525 0.850 0.888 0.071 0.285 0.357 0.142 0.428 0.429

Table 4: Comparison of S@10 scores with the first-place team on the competition’s test set for the monolingual task.

Team Name Average English (eng) French (fra) German (deu) Portuguese (por) Spanish (spa) Thai (tha) Malay (msa) Arabic (ara) Turkish (tur) Polish (pol)
First place team 0.960 0.916 0.972 0.958 0.926 0.974 0.994 1.000 0.986 0.948 0.926
MultiMind 0.808 0.674 0.864 0.800 0.748 0.776 0.923 0.957 0.848 0.746 0.744
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