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Abstract

This paper presents an approach to Subtask 3
of Task 10 of SemEval 2025, which focuses
on summarizing English news articles using
a given dominant narrative. The dataset com-
prises news articles on the Russia-Ukraine war
and climate change, introducing challenges re-
lated to bias, information compression, and con-
textual coherence. Transformer-based models,
specifically BART variants, are utilized to gen-
erate concise and coherent summaries. Our
team TechSSN, achieved 4th place on the of-
ficial test leaderboard with a BERTScore of
0.74203, employing the DistilBART-CNN-12-
6 model.

1 Introduction

In recent years, automated narrative extraction has
gained significant attention in natural language
processing (NLP), particularly in understanding
complex socio-political events. A central chal-
lenge in this area is ensuring that the extracted
summary faithfully captures the key information
from the original narrative without losing context
or meaning. This study focuses on Task 10 in Se-
mEval 2025, which aims to extract, justify and
summarize dominant narratives from news articles
(Piskorski et al., 2025). The task is based upon
shared tasks focusing on persuasion techniques and
subjectivity, like the labs organized as part of Se-
mEval 2023 (Piskorski et al., 2023), SemEval 2020
(Da San Martino et al., 2020), and the CheckThat!
(Barrón-Cedeño et al., 2024) Labs that are part of
the CLEF tasks. Specifically, we work on Subtask
3, with English data, which involves generating a
concise, free-text explanation that supports the se-
lection of a given dominant narrative. The dataset
comprises articles related to the Russia-Ukraine
war and climate change. Framed as a text-to-text
generation problem, this subtask requires models
to produce well-structured, contextually relevant
explanations.

Our work primarily investigates the effective-
ness of transformer-based models for summariza-
tion, with a particular focus on BART. We eval-
uate the variants of BART, with the subtasks’ of-
ficial metric- BERTScore (Zhang* et al., 2020).
TechSSN achieved the 4th place on the official test
leaderboard, achieving a BERTScore of 0.74203 us-
ing distilbart-cnn-12-6. Table 4 shows the leader-
board for this subtask. We notice that nearly all of
the BART models, show fairly similar results. The
system demonstrates superior performance with a
BART-based architecture compared to a T5 model,
highlighting a clear distinction in effectiveness.
This can be attributed to BART’s bidirectional
encoder-decoder architecture, which enables more
comprehensive contextual understanding, whereas
T5 follows a standard encoder-decoder paradigm
with a unidirectional decoder. However, within
the BART variants, no single model consistently
outperforms others across different types of BART
models. The code for our work can be found in this
repository.

2 Related Work

Text summarization research has evolved through
distinct methodological paradigms, primarily cat-
egorized into extractive approaches, which select
and concatenate salient text segments, and abstrac-
tive methods, which generate novel paraphrases
to synthesize coherent summaries, with the latter
gaining prominence due to their capacity to distill
complex information into fluent narratives. Early
efforts in abstractive summarization focused on
sequence-to-sequence (seq2seq) architectures en-
hanced with attention mechanisms, as exemplified
by (Sheik and Nirmala, 2021), who leveraged pre-
trained language models like BERT and GPT to
address the intricate syntax and domain-specific
terminology of legal texts, demonstrating the supe-
riority of abstractive methods over extractive ones
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while proposing a hybrid framework that combined
extractive preprocessing (to identify key sentences)
with abstractive generation (to refine coherence);
however, this approach lacked rigorous empirical
validation against standardized benchmarks, leav-
ing its scalability and generalizability uncertain.
Subsequent innovations sought to enhance seman-
tic fidelity and structural coherence: (Song et al.,
2019) introduced the ATSDL framework, integrat-
ing LSTM networks for sequential context model-
ing with CNNs for local feature extraction, guided
by a Multiple Order Semantic Parsing (MOSP)
method—a phrase extraction technique that hierar-
chically identifies multi-level semantic units (e.g.,
clauses, propositions) to steer abstractive genera-
tion—though its reliance on phrase-level process-
ing limited scalability for long documents, as re-
cursive segmentation introduced redundancy. To
address length constraints, (Wilman et al., 2024)
adapted the BART model with a chunking strategy,
splitting inputs into segments shorter than 1,024
tokens, summarizing each incrementally and ag-
gregating results, achieving competitive ROUGE-1
and ROUGE-2 scores (43.02% and 20.57%, respec-
tively) on the CNN/DailyMail benchmark; how-
ever, their dependency on pretraining data from
news articles hindered generalization to highly ab-
stractive domains like XSum, where brevity and
conceptual synthesis are paramount. Parallel ef-
forts explored summarization’s utility for down-
stream tasks: (Tran and Kruschwitz, 2022) com-
bined extractive summarization (via DistilBART)
with abstractive generation (using T5-3B) for cross-
lingual fake news detection, translating German
articles to English summaries to train classifiers,
achieving a modest F1 score of 28.99% on German
subsets—highlighting the challenges of language-
specific biases and information loss during cross-
lingual transfer. Despite these advancements, criti-
cal gaps persist: hybrid frameworks remain under-
validated, long-document methods prioritize tech-
nical scalability (e.g., token limits) over concep-
tual nuance (e.g., preserving socio-political con-
text), and existing models inadequately address
bias propagation, particularly in contested domains
like geopolitics or climate science, where domi-
nant narratives can skew summary tone and factual
balance. Our work bridges these gaps by adapt-
ing BART to generate concise (80-word), domain-
aware summaries for topics such as the Russia-
Ukraine war and climate change, explicitly incor-
porating narrative context (e.g., dominant perspec-

tives, subnarratives) during generation to study bias
modulation. Unlike prior studies fixated on met-
rics like ROUGE, we prioritize correctness (factual
alignment with source content) and unbiasedness
(neutral framing of contentious claims), tackling
the unique challenge of compressing complex, ide-
ologically charged narratives into balanced sum-
maries—a task demanding both architectural inno-
vation and ethical rigor, as models must disentangle
factual reporting from rhetorical framing without
amplifying systemic biases inherent in pretraining
data.

3 Dataset

The objective of this subtask is to generate a con-
cise, free-text explanation (up to 80 words) that
elaborates on a dominant narrative within an article.
Table 1 shows the data distribution. The dataset for
this subtask is divided into training, development,
and test sets. The training set comprises 203 in-
stances, each containing four key fields: article_id,
dominant_narrative, dominant_subnarrative, and
explanation. Similarly, the development set con-
sists of 30 instances with the same structure. The
test set includes 68 instances, providing all fields
except the explanation, which serves as the target
output. Here, article_id represents the filename of
the input article, dominant_narrative denotes the
main narrative conveyed in the article, and domi-
nant_subnarrative corresponds to its specific sub-
narrative. The explanation is a free-text justifica-
tion that supports the identified dominant narrative
(Stefanovitch et al., 2025).

Subtask 3 requires models to generate explana-
tions that align closely with established ground
truth. The official evaluation metric for this subtask
is the BERTScore, which measures the average
similarity between the predicted explanations and
the gold-standard references. This ensures that the
generated explanations are not only semantically
accurate but also contextually aligned with human
annotations.

4 System Overview

Summarization methods in general, can be grouped
into Abstractive Summarization (Shi et al., 2020),
Extreme Summarization (Cachola et al.), and Dia-
logue Summarization (Feng et al.). Each of these
serve a different purpose in terms of the nature of
the summarized text. Abstractive summarization
generates summaries that may contain words and
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Dataset Total Entries CC Count URW Count
Train 203 93 110
Dev 30 17 13
Test 68 34 34

Table 1: Distribution of CC and URW in Train, Dev, and Test datasets.

phrases that are not present in the original text. This
allows for greater flexibility in language as well as
coherence. On the contrary, extreme summariza-
tion produces highly compressed summaries, often
consisting of a single sentence that captures the
core idea of the input text. Dialogue summariza-
tion summarizes conversational text while main-
taining contextual coherence. Models for dialogue
summarization are usually trained on corpora like
DialogSum or Samsum (Gliwa et al., 2019).

For this study, we employed a range of
transformer-based summarization models with
varying architectures, depths, and training objec-
tives. Our selection includes models based on
BART (Bidirectional and Auto-Regressive Trans-
former), DistilBART (a distilled version of BART),
T5 (Text-to-Text Transfer Transformer), and Fal-
conAI’s summarization model. Below, we provide
an architectural overview of these models.

4.1 BART and its Variants

BART is a denoising autoencoder that combines
a bidirectional encoder, similar to BERT, with an
autoregressive decoder (Lewis et al., 2019). The
bidirectional encoder enables full contextual un-
derstanding of the input text by processing tokens
in both directions, while the autoregressive de-
coder generates outputs sequentially, ensuring flu-
ency—a critical feature for abstractive summariza-
tion. This architecture makes BART highly effec-
tive for sequence-to-sequence tasks such as text
summarization. Pretraining involves corrupting
input text (e.g., through masking, sentence shuf-
fling, or token deletion) and training the model to
reconstruct the original text. This denoising ob-
jective aligns closely with summarization, as both
tasks require condensing and rephrasing content
while preserving meaning. In this study, we use
bart-large-cnn, trained on the CNN corpus (Lins
et al., 2019) for abstractive summarization, bart-
large-xsum, trained on the XSum corpus (Narayan
et al., 2018) for extreme summarization, and bart-
large-cnn-samsum for dialogue summarization.

4.2 DistilBART

DistilBART is a distilled version of BART that re-
tains much of its summarization capability while
significantly reducing computational overhead. By
using knowledge distillation, DistilBART achieves
efficiency gains without a substantial drop in perfor-
mance (Adhik et al., 2024). The models employed
in this study include distilbart-cnn-12-6, distilbart-
6-6-cnn, distilbart-xsum-12-1, distilbart-xsum-6-
6, distilbart-xsum-12-3, distilbart-xsum-9-6, and
distilbart-xsum-12-6. The numerical notation in
DistilBART model names corresponds to the num-
ber of encoder and decoder layers, with the first
number representing the encoder layers and the
second indicating the decoder layers. For exam-
ple, distilbart-cnn-12-6 contains 12 encoder layers
and 6 decoder layers, striking a balance between
computational efficiency and summarization perfor-
mance (Yadav et al., 2023). In contrast, distilbart-6-
6-cnn features 6 encoder layers and 6 decoder lay-
ers, making it a lighter model suited for constrained
environments. Meanwhile, distilbart-xsum-12-1 re-
tains 12 encoder layers but reduces the decoder to
a single layer, optimizing it for short-text summa-
rization.

4.3 T5

T5 reframes NLP tasks into a text-to-text format,
making it highly adaptable for summarization. Un-
like BART, which reconstructs text through a de-
noising objective, T5 is trained using a span corrup-
tion task, in which continuous chunks of text are
randomly selected and replaced with special mask
tokens such as < extraid0 > and < extraid1 >.
The model then learns to reconstruct the missing
spans. While this approach enables T5 to handle
diverse tasks, the span prediction objective prior-
itizes local coherence over global contextual syn-
thesis, potentially limiting its effectiveness for ab-
stractive summarization compared to BART. In this
study, we use T5-small and mT5-small (Xue et al.,
2020), the latter being a multilingual extension
of T5 trained on the mC4 corpus (Dodge et al.,
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2021). Additionally, we include FalconAI/Text-
Summarization, a model derived from T5-small
but trained on a proprietary corpus. Notably, T5’s
text-to-text framework requires task-specific pre-
fixes (e.g., "summarize:") during inference, adding
minor overhead compared to BART’s more direct
sequence-to-sequence mapping.

4.4 Architectural Trade-offs
BART’s pretraining aligns closely with summa-
rization tasks due to its focus on reconstruction and
fluency, whereas T5’s span corruption objective em-
phasizes versatility across NLP tasks. While both
models use encoder-decoder architectures, BART’s
bidirectional encoder captures richer contextual re-
lationships, making it particularly suited for ab-
stractive summarization where rephrasing and co-
herence are critical. In contrast, T5’s strength lies
in its unified text-to-text approach, which simpli-
fies adaptation to multiple tasks but may sacrifice
summarization-specific optimization. Additionally,
BART’s larger default size (e.g., 12 encoder/de-
coder layers in bart-large) contributes to higher
computational costs but enables deeper contextual
processing, while T5-small trades capacity for effi-
ciency with fewer parameters.

Among these models, the bart-large variants are
the most computationally intensive, requiring sig-
nificant resources for training and inference. Mod-
els such as distilbart-12-6 and distilbart-xsum-12-6
offer a balance between computational efficiency
and summarization performance. Lighter mod-
els, including distilbart-6-6, distilbart-xsum-6-6,
T5-small, and mT5-small, are more suitable for
environments with constrained computational re-
sources. These differences in model architecture
and computational requirements enable the selec-
tion of an appropriate model based on document
length, and the nature of the generated summary.
The structural differences in the models allow for
varying trade-offs between processing speed, mem-
ory consumption, and summary quality.

5 Experimental Setup

This section details the steps taken in the imple-
mentation of the summarization models, including
preprocessing, model training and hyperparame-
ters.

5.1 Data Preprocessing
The first step in data preprocessing involved han-
dling the tab-separated text file containing annota-

tions. Since the news article texts and their corre-
sponding annotations were stored separately, pro-
cessing them efficiently required unifying them
into a single JSON structure. This unified JSON
file included the filename, article text, dominant
narrative, and dominant sub-narrative. The annota-
tions file was parsed, and for each entry, the corre-
sponding news article text file was identified and
combined.

The next step involved refining the text by re-
moving specific prefixes that indicated the article
type - "URW:" for Ukraine-Russia war articles and
"CC:" for climate change articles. This ensured a
cleaner input for subsequent processing. Following
this, tokenization was performed using the Hug-
ging Face tokenizer to prepare the text for model
training. The tokenizer was applied to the input text
with a maximum length of 1,024 tokens, truncating
longer sequences. Similarly, the target summaries
were tokenized with a maximum length of 512 to-
kens. The processed tokens were then structured
into model inputs, with the tokenized summaries
assigned as labels. The processed data looks as
follows:

{
"file": "EN_CC_100013.txt",
"text": "Bill Gates Says He

Is The S o l u t i o n
...",

"dominant_narrative ": "CC:
Criticism of climate
movement",

"dominant_subnarrative ":
"CC: Criticism of climate
movement: Ad hominem
attacks on key activists",

"summary ": "The text accuses
climate activist Bill
Gates for his alleged
hypocritical behavior as
he flies in private jets
that pollute the
environment while
advocating for the
climate cause."

}

The dominant_narrative, dominant_subnarrative,
and the summary are concatenated together.
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5.2 Model Training

The training process fine-tunes pre-trained summa-
rization models using the Seq2SeqTrainer from the
Hugging Face transformers library. The corpora
that each model is trained on is listed in Table A1
in the Appendix.

The tokenized training data is fed into the model
with a learning rate of 2e-5, a batch size of 16, and
four training epochs. Weight decay is applied for
regularization, and mixed-precision training (fp16)
is enabled for efficiency. The training was con-
ducted on an NVIDIA A100 GPU with 40GB of
VRAM. The training loop includes evaluation at
each epoch using the BERTScore metric, which
assesses the generated summaries’ precision, re-
call, and F1 score against reference texts. Table 2
summarizes the hyperparameters.

Hyperparameter Value
Learning Rate 2e-5
Train Batch Size 16
Eval Batch Size 16
Weight Decay 0.01
Number of Epochs 4
FP16 True

Table 2: Hyperparameter Configuration for Training

6 Results

This section presents the results of the models on
both the development and test sets. Table A2 in
the Appendix illustrates the performance of var-
ious models on the development set. The best-
performing model is distilbart-cnn-12-6, achieving
a BERTScore of 0.74459. This is the model that
we submitted to the official test leaderboard.

Similarly, Table 3 summarizes the performance
of different models on the test set, where the best-
performing model is facebook/bart-large-xsum,
with a BERTScore of 0.74707. Both tables high-
light the performance of BART-based models in
comparison to other transformer models. In con-
trast, models such as T5, mT5, and FalconAI per-
form only marginally better than the baseline and
exhibit significantly lower performance.

7 Conclusion

This work primarily explores the use of
transformer-based models for news article

summarization, demonstrating their effectiveness
in generating concise and coherent summaries.
The findings highlight the strong performance
of BART-based models compared to other
transformer models.

For future work, integrating large language mod-
els (LLMs) into the summarization process offers
a promising direction, given their advanced capa-
bilities and adaptability across diverse domains.
Leveraging LLMs can enhance the quality and co-
herence of generated summaries, particularly in
domain-specific and real-world applications. This
integration opens up new possibilities for building
more effective and context-aware summarization
systems.
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Model Training Corpora
distilbart-cnn-12-6 CNN/DailyMail
distilbart-6-6-cnn CNN/DailyMail
distilbart-12-6-cnn CNN/DailyMail

distilbart-xsum-12-1 xsum
distilbart-xsum-6-6 xsum

distilbart-xsum-12-3 xsum
distilbart-xsum-9-6 xsum

distilbart-xsum-12-6 xsum

bart-large-cnn CNN/DailyMail
bart-large-xsum xsum

bart-large-cnn-samsum SAMSum

T5/small C4
mt5-small mC4

FalconAI/text-summarization Not available

Table A1: Pre-trained datasets for different summarization models

Model BERTScore Precision Recall
distilbart-cnn-12-6 0.74459 0.75019 0.73945
distilbart-6-6-cnn 0.73666 0.73798 0.73562
distilbart-xsum-12-1 0.72287 0.74048 0.70656
distilbart-xsum-6-6 0.73900 0.75293 0.72582
distilbart-xsum-12-3 0.73425 0.74488 0.72414
distilbart-xsum-9-6 0.74154 0.75452 0.72926
distilbart-xsum-12-6 0.73879 0.75253 0.72580

bart-large-cnn 0.73870 0.73575 0.74189
bart-large-xsum 0.73730 0.74157 0.73339
bart-large-cnn-samsum 0.73122 0.73197 0.73076

T5/small 0.67528 0.66615 0.68509
mT5-small 0.68125 0.69401 0.67036

FalconAI/text-summarization 0.67827 0.66915 0.68862

Baseline 0.66690 0.65144 0.68344

Table A2: Model Performance Scores (Development)
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