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Abstract

This paper introduces a hierarchical classifi-
cation framework, termed the Tree-guided
Stagewise Classifier (TGSC), which adopts a
Chain-of-Thought (CoT) reasoning paradigm
to address multi-label and multi-class classi-
fication challenges in multilingual news arti-
cle analysis, as part of SemEval-2025 Task
10. Our approach leverages the zero-shot ca-
pabilities of Large Language Models (LLMs)
through a structured hierarchical reasoning pro-
cess. The classification proceeds step-by-step
through the hierarchy: beginning at the root
node, the model iteratively traverses category
branches, making decisions at each level, and
ultimately identifying the appropriate leaf-level
category. To enhance classification accuracy,
we design a prompt engineering strategy that
embeds hierarchical structural constraints to
better guide the reasoning process. Experi-
mental results demonstrate the effectiveness
of TGSC, showing competitive performance
across multiple languages in both Subtask 1
and Subtask 2. The code for our system is
publicly available at: https://github.com/
startuniverse/SemEval_2025_task10.

1 Introduction

SemEval-2025 Task 10' (Piskorski et al., 2025)
focuses on the multilingual characterization and ex-
traction of narratives from online news. This task
is of strategic significance for both computational
social science and multilingual natural language
processing (NLP), as it addresses key aspects of
contemporary information ecosystems—such as
cross-cultural narrative modeling and resilience to
disinformation. The task comprises three subtasks.
Our team participated in Subtask 1 (Entity Fram-
ing) and Subtask 2 (Narrative Classification), evalu-
ating our approach across three languages: English,
Portuguese, and Russian.

"https://propaganda.math.unipd.it/semeval2025task 10

To address both subtasks, we propose the Tree-
guided Stagewise Classifier (TGSC), a hierarchical
reasoning framework that systematically harnesses
the zero-shot capabilities of LLMs through parent-
child knowledge propagation.

The architecture of TGSC adopts a stagewise
classification protocol in which parent-level predic-
tions dynamically condition subsequent child-level
decisions by restructuring the reasoning context
provided to the LLM. At each level of the hierar-
chy, validated parent class labels are explicitly inte-
grated into CoT prompts using constrained text gen-
eration templates. This design guides the LLM’s
zero-shot inference toward taxonomically valid
subclasses. The top-down classification process
improves accuracy: parent-level decisions elimi-
nate irrelevant categories, while child-level classi-
fication leverages contextual cues to resolve ambi-
guities among finer-grained classes. Importantly,
TGSC achieves hierarchical constraint propagation
purely through prompt engineering, without relying
on parametric gating mechanisms. This preserves
full zero-shot flexibility while structurally prevent-
ing category violations. By recursively anchor-
ing coarse-grained classifications to guide more
specific decisions, TGSC enables efficient knowl-
edge transfer across classification tiers, effectively
balancing broad conceptual coverage with fine-
grained precision.

Our participation in this task demonstrates that
a zero-shot hierarchical reasoning framework can
achieve competitive performance across languages.
Our contributions include the following:

* Cognitive Scaffolding Framework: Our ap-
proach embodies the pedagogical "scaffolding
theory" through hierarchical chain-of-thought
reasoning. This architecture progressively re-
duces decision entropy by initially resolving
parent-level categorical ambiguities, then re-
cursively refining predictions through child-
node analysis using dynamically updated con-
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textual constraints. The multi-phase deliber-
ation process intrinsically prevents semantic
subspace contamination through early elimi-
nation of taxonomically incompatible candi-
dates, mirroring human hierarchical reason-
ing patterns while maintaining computational
tractability.

¢ Parameter-Efficient Taxonomic Decompo-
sition:Our framework strategically decom-
poses hierarchical taxonomies into LLM-
interpretable reasoning chains through struc-
tured prompts that cascade parent-level de-
cisions into child inference contexts. This
zero-shot approach leverages pre-trained mod-
els’” inherent knowledge while preventing er-
ror propagation through contextual anchor-
ing, achieving flexible yet precise classifica-
tion. The taxonomy-aware mechanism bal-
ances conceptual breadth with granular differ-
entiation without task-specific adaptations or
labeled data.

2 Background

2.1 Problem Formulation

We participated in two subtasks of SemEval-2025
Task 10: Entity Framing and Narrative Classifica-
tion.

In the Entity Framing task, the objective is to as-
sign one or more roles to named entities mentioned
in a news article, based on a predefined taxonomy.
This task can be formulated as a multi-label, multi-
class classification problem over text spans.

The Narrative Classification task involves assign-
ing subnarrative labels to a news article according
to a two-level taxonomy. Similar to Entity Framing,
this is a multi-label, multi-class task, in which each
article may be associated with multiple relevant
subnarratives.

The annotation guidelines, including taxonomy
definitions and operational instructions, are thor-
oughly documented in the official SemEval-2025
Task 10 technical report (Stefanovitch et al., 2025).

2.2 Related Work

Prior research in hierarchical classification has gen-
erally followed two main directions: hierarchical
modeling approaches and reasoning-enhanced ap-
proaches.

Hierarchical Modeling Approaches. Du-
mais and Chen proposed hierarchical decompo-

sition frameworks for efficient top-down catego-
rization, though these methods typically require
fully annotated datasets (Dumais and Chen, 2000).
Wehrmann et al. introduced HMCN, a hybrid neu-
ral architecture that encodes hierarchical structures
via specialized loss functions (Wehrmann et al.,
2018). Zhu et al. developed HiTIN, a model that
transforms label hierarchies into coding trees and
incorporates structural encoders to encode hierar-
chical dependencies (Zhu et al., 2023). Pizarro
et al. presented BA-CNN, an attention-based hier-
archical model that enables dynamic feature flow
between branches to enhance classification perfor-
mance (Pizarro et al., 2023).

Reasoning-Enhanced Approaches. Cheng
et al. proposed an end-to-end neural architecture
search framework for hierarchical tasks, integrat-
ing domain-specific priors to guide model design
(Cheng et al., 2020). In the realm of LLMs, Wei
et al. introduced CoT prompting to support com-
plex reasoning tasks (Wei et al., 2023), while Yao
et al. explored tree-structured reasoning for more
flexible and compositional inference (Yao et al.,
2023). Zhang et al. proposed hierarchical knowl-
edge integration to enrich LLM reasoning capabil-
ities (Zhang et al., 2023). The AoR framework
by Yin et al. uses dynamic sampling to select
high-quality inference chains (Yin et al., 2024),
and Goren et al. introduced Hierarchical Selec-
tive Classification (HSC), which refines inference
by optimizing rule-based thresholds (Goren et al.,
2025).

Unlike prior hierarchical models that rely heav-
ily on annotated data or model modifications, our
TGSC achieves hierarchical constraint propagation
entirely through prompt engineering. TGSC har-
nesses the zero-shot reasoning ability of LLMs
via structured Chain-of-Thought prompts, enabling
taxonomically grounded multi-label classification
without task-specific fine-tuning.

3 System Overview

3.1 Hierarchical Reasoning Algorithm

We introduce a Hierarchical Reasoning Algorithm
(Algorithm 1) designed to overcome the limitations
of traditional zero-shot classifiers by incorporating
hierarchical constraints that reduce the prediction
space and eliminate logical inconsistencies. This
method directly addresses the challenges posed by
flat label representations in complex taxonomies,
where conventional approaches often fail to cap-
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Figure 1: Overview of TGSC

ture the underlying hierarchical semantics. Inspired
by the pedagogical theory of scaffolding, our algo-
rithm mimics a staged, progressive learning process
using a tree-structured reasoning framework.

During classification, the root node acts as the
initial scaffold, offering a broad conceptual foun-
dation to guide the model’s reasoning. Internal
nodes introduce intermediate constraints that sys-
tematically narrow the prediction space, steering
the model through increasingly specific decision
stages. This hierarchical guidance culminates at the
leaf nodes, where the model makes fine-grained,
context-aware predictions. The hierarchical struc-
ture of root and internal nodes serves not only
as a constraint mechanism but also as a seman-
tic guide that progressively structures the model’s
understanding from general to specific categories.

This top-down traversal—from root to internal
nodes, and ultimately to leaf nodes—mirrors hu-
man decision-making patterns, where an initial
high-level comprehension is incrementally refined
into detailed, nuanced judgments. At each level,
predictions are informed by the contextual signals
propagated from higher tiers in the taxonomy. This
staged reasoning process enhances prediction accu-
racy and coherence, aligning closely with cognitive
strategies observed in human learning and decision-
making.

3.2 Context-Aware Hierarchical Prompt
Routing

We introduce a dynamic prompt engineering frame-
work that leverages a novel context propagation
mechanism through hierarchical prompt routing
within a tree-structured classification process. In

Algorithm 1 Hierarchical Reasoning Algorithm

Input: Article text 7T, Tree structure T =
{N1,Na, ..., N}
Output: Label sequence L = [L1, Lo, ...
1: Initialize L = ()
2: Set current node N < N
3: while N is not a leaf node do
4: Construct input: input <— Py (7T)
5: Predict label: Ly < LLM(input)
6
7
8
9

7Lk]

Append Ly to L
Set current node N < child(NV)
: end while
: Construct input: inputy < Py (T)
10: Predict label: Ly < LLM(inputy)
11: Append Ly to L
12: return L

this framework, each node in the classification
tree corresponds to a predefined prompt template,
specifically designed for its respective classifica-
tion level. As the model traverses the tree, each
node integrates its prompt template with the article
text to construct a level-specific input. This input
serves as the final prompt for the LLM, guiding it to
generate an informed and context-aware prediction.

The hierarchical nature of the tree ensures that
context is progressively refined and propagated at
each stage of reasoning. As the model moves from
root to leaf nodes, the accumulated context from
earlier stages constrains and informs subsequent
predictions, enabling the LLM to perform increas-
ingly fine-grained classification in alignment with
the underlying taxonomy. This structured approach
ensures semantic coherence across classification
tiers and enhances the model’s ability to distinguish
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among closely related subcategories.

An example of the prompt generation process for
Subtask 2 is illustrated in Figure 2. Since the task
structures of Subtask 1 and Subtask 2 are largely
similar, we only provide the prompt template for
Subtask 2. Additional implementation details and
the full code are available in our GitHub repository.

4 Experimental Setup

4.1 Datasets and Evaluation Metrics

The experimental datasets span three languages:
English, Portuguese, and Russian. We utilized the
official test sets provided for evaluation. For Sub-
task 1, the dataset includes 63 English samples, 57
Russian samples, and 71 Portuguese samples, to-
taling 191 instances. For Subtask 2, there are 101
English samples, 60 Russian samples, and 100 Por-
tuguese samples, resulting in 261 instances overall.

The official metrics used in both subtasks include
exact match ratio (EMR) and Sample F1. EMR
evaluates the prediction accuracy at the level of
leaf nodes. Sample F1 is the average of F1 scores
across all test samples.

4.2 TImplementation Details

For our experiments, we utilized the OpenAl API
for token-based inference. Additionally, we in-
tegrated the Phi-3.5 model (Abdin et al., 2024)
into our framework. Inference with the Phi-3.5 4B
model was conducted on a single NVIDIA RTX
4090 GPU.

5 Results

5.1 Main Result

In Subtask 1, our method achieved rankings of 15th,
13th, and 12th for English, Portuguese, and Rus-
sian, respectively. In Subtask 2, we attained rank-
ings of 8th, 8th, and 5th, demonstrating competitive
performance across all three languages. Tables 1
and 2 compare our results with those of leading
competitors and baseline models for Subtasks 1
and 2, respectively.

Both subtasks are framed as multi-label, multi-
class classification problems. However, a key dis-
tinction lies in their focus: Subtask 1 emphasizes
local information—particularly the semantic at-
tributes of named entities—whereas Subtask 2 cen-
ters on capturing broader, global narrative struc-
tures. The performance differences observed be-
tween the subtasks suggest that LLMs are particu-
larly effective at modeling global semantic patterns

System en pt ru

DUTIR 0.413(1) 0.593(1) 0.565(1)

PATeam 0.383(2) 0.492(2) 0.444(6)

DEMON 0.375(3) 0.367(6) 0.467(4)

TGSC 0.200(15) 0.162(13) 0.266(12)
HowardUniversity

AI4PC 0.081(24) 0.131(14) 0.126(14)

Baseline 0.038 0.047 0.051

Table 1: Official Evaluation on Subtask 1

System en pt ru
GATENLP 0.438(1) 0.480(1) 0.518(1)
PATeam  0.339(7) 0.409(2) 0.434(2)
iLostTheCode 0.320(9) 0.293(5) 0.411(3)
TGSC 0.321(8) 0.266(8) 0.335(5)
DUTtask10 0.165(23) 0.026(13) 0.033(13)
Baseline 0.013 0.014 0.008

Table 2: Official Evaluation on Subtask 2

but may struggle with fine-grained, localized rea-
soning due to noise or complexity in the input.

This observation highlights an important direc-
tion for future work: enhancing the ability of LLMs
to accurately extract and reason over local informa-
tion, while preserving their strength in understand-
ing global context. Developing methods to mitigate
local noise and better isolate entity-level semantics
could further improve classification performance
in tasks requiring detailed linguistic precision.

5.2 Ablation Study

To evaluate the contribution of the hierarchical
stagewise classification mechanism, we conduct
an ablation study comparing our full model with a
simplified variant that performs classification in a
single stage, without hierarchical reasoning. The
results are summarized in Table 3.

The hierarchical stagewise approach consistently
outperforms the single-stage variant across both
subtasks, highlighting its effectiveness in enhanc-
ing classification performance. These findings
demonstrate that decomposing the task into mul-
tiple reasoning stages not only improves accuracy
but also promotes consistency in multi-label, multi-
class classification.

By first identifying a coarse-grained parent cate-
gory, the stagewise process effectively constrains
the subsequent prediction space, allowing down-
stream stages to focus on finer-grained distinctions
within narrower semantic scopes. In contrast, the
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Input”:

Root node level

| want you to complete a narrative classification task. | will give you a news article. After
you read the article, you have two options, 'Ukraine War' and 'Climate Change'. If you
think the article is related to 'Ukraine War', output 'URW'. If you think the article is
related to 'Climate Change', output 'CC'. Your output result should be only 'URW' or

prompt 'CC.
{news article}
‘output’:
‘Input”: Input”:

Internal node level ;
subcategories are as follows:

prompt {news article}
‘output":
CC: Criticism of climate policies

There are subcategories under "CC".
Please select the appropriate subcategory
that is relevant to the article. The

{narrative_1,...;narrative_N}

There are subcategories under "CC".
Please select the appropriate subcategory
that is relevant to the article. The
subcategories are as follows:
{news article}

{narrative_1,...;narrative_ N}
‘output":
CC: Controversy about green technologies

Input”

The following are more detailed
classification options:
{news article}

leaf node level
prompt
‘output™:

policies are ineffective

Please further categorize the specific
content of "Criticism of climate policies”

{subnarrative_1,...;subnarrative N}

CC: Criticism of climate policies: Climate

Input’
Please further categorize the specific
content of "Controversy about green
technologies" The following are more
detailed classification options:
{news article}

{subnarrative_1,...;subnarrative N}
‘output’:
CC: Controversy about green
technologies: Nuclear energy is not
climate friendly

Figure 2: Template of subtask 2

single-stage approach lacks this structured guid-
ance, making it more susceptible to ambiguity and
reduced precision. The observed performance gap
reinforces the value of integrating hierarchical rea-
soning into the classification pipeline.

While the hierarchical structure is the key in-
novation of TGSC, we also investigated whether
specific prompt template designs contributed sig-
nificantly to the performance gains. To this end, we
experimented with alternative prompt templates by
varying the instruction styles, contextual phrasing,
and information ordering across hierarchical levels.

The experimental results revealed that the overall
performance remained largely stable across differ-
ent prompt variants. This suggests that the hierar-
chical stagewise reasoning framework, rather than
prompt template alone, plays the primary role in
enhancing classification accuracy.

5.3 Experiments on Open-Source Models

We further evaluate TGSC on open-source LL.Ms
to assess its generalizability beyond proprietary
APIs. As shown in Table 4, introducing stagewise
classification leads to a substantial performance
improvement. Notably, the baseline model without
stagewise classification performs at or near zero,
underscoring the critical role of hierarchical, staged
reasoning in achieving meaningful results on multi-

System en pt ru
Subtask 1

TGSC 0.200 0.161 0.266
TGSCwlo 4 187 0.128 0.238

stagewise classification

Subtask 2

TGSC 0.321 0.266 0.335
TGSC w/o

. . . 0.196 0.227 0.148
stagewise classification

Table 3: Ablation Study

label, multi-class classification tasks.

The stagewise approach enables the model to
incrementally refine its predictions by travers-
ing from coarse-grained parent categories to fine-
grained child categories. This structured progres-
sion significantly narrows the decision space at
each stage, reducing ambiguity and promoting
more accurate, contextually grounded classifica-
tions. In contrast, single-stage inference lacks this
hierarchical guidance, often resulting in vague or
incorrect outputs.

These findings reaffirm the effectiveness of
stagewise classification in enhancing model preci-
sion and consistency, particularly in complex clas-
sification scenarios where both global context and
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System en
Subtask 1

TGSC(Phi 3.5) 0.077
TGSC(PhI3.5) 4 449
w/o stagewise classification
Subtask 2
TGSC(Phi 3.5) 0.049
TGSC(Phi 3.5) 0.000

w/o stagewise classification

Table 4: Experiments on Open Source Models

local semantic distinctions must be captured.

6 Conclusion

This paper introduces the Tree-guided Stagewise
Classifier (TGSC), a hierarchical framework that
leverages Chain-of-Thought reasoning for multi-
label news categorization. TGSC progressively
narrows the classification space through stage-
wise refinement, transitioning from coarse-grained
parent-category hypotheses to fine-grained child-
category predictions via structured reasoning paths.
Experimental results validate the effectiveness of
TGSC in zero-shot multilingual settings, demon-
strating consistent accuracy improvements over
baseline models across English, Portuguese, and
Russian—without requiring model retraining.

Nevertheless, TGSC also has limitations. Specif-
ically, the stagewise hierarchical structure intro-
duces a potential risk of error propagation: misclas-
sifications at parent nodes may constrain or mislead
subsequent child-level predictions. In future work,
we plan to explore mechanisms such as confidence-
based node re-evaluation, multi-path traversal, or
uncertainty-aware prompting strategies to further
enhance robustness against hierarchical prediction
eITors.
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