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Abstract

This paper presents UB_Tel-U’s submission
to SemEval 2025 Task 11, which addresses
three tracks: Multi-label Emotion Detection,
Emotion Intensity, and Cross-lingual Emotion
Detection. Our approach leverages a unified
multilingual training strategy enriched by di-
verse external corpora and data augmentation
techniques, enhancing both the diversity and
robustness of the dataset. Rather than building
separate models for each language, we consoli-
date all data into a single multilingual dataset,
allowing the model to learn cross-lingual emo-
tional patterns effectively. Our ensemble frame-
work combines the multilingual capacity of
BERT, DistilBERT, XLM-RoBERTa, the zero-
shot generalization capabilities of LLaMA 3.3,
and an English-specific model fine-tuned for
emotion classification. The proposed system
achieved competitive results, ranking 11th for
Afrikaans (afr) in Track A, 9th for Ukrainian
(ukr) in Track B, and 3rd for Amharic (amh),
Chinese (chn), Hindi (hin), Marathi (mar),
Brazilian Portuguese (ptbr), Russian (rus), and
Ukrainian (ukr) in Track C.

1 Introduction

This paper presents UB_Tel-U’s submission to
SemEval 2025 Task 11, addressing three tracks:
Multi-label Emotion Detection, Emotion Intensity,
and Cross-lingual Emotion Detection (Muhammad
et al., 2025b). While emotion recognition plays
a critical role in various NLP applications, exist-
ing research has predominantly focused on high-
resource languages, leaving a significant perfor-
mance gap for low-resource languages that often
lack sufficient annotated data (Muhammad et al.,
2025a,b). The shared task provides a large multilin-
gual dataset (Muhammad et al., 2025a; Belay et al.,
2025a), offering an opportunity to explore scalable
and cross-lingual emotion detection systems.
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To address the multilingual challenge, we adopt
a unified modeling strategy by merging data across
all languages into a single multilingual training
set, enabling the model to learn language-agnostic
emotional representations. The UB_Tel-U system
incorporates a combination of data preprocessing,
data augmentation, and ensemble learning to en-
hance robustness and generalization. We leverage
multiple transformer-based models, including mul-
tilingual, zero-shot, and English-specific architec-
tures, and enrich the training data with external
corpora such as SemEval 2018 Task 1. Final pre-
dictions are generated using ensemble methods,
which help integrate complementary model outputs
and mitigate individual weaknesses.

Our system demonstrated strong performance in
Track C (Cross-lingual Emotion Detection), rank-
ing third for several languages, including Amharic
(amh), Chinese (chn), Hindi (hin), Marathi (mar),
Brazilian Portuguese (ptbr), Russian (rus), and
Ukrainian (ukr). In Track A, our best performance
was in Spanish (esp) with a score of 0.7083, while
in Track B, Russian (rus) achieved the highest Pear-
son correlation (0.7817). Despite these successes,
the system struggled with certain low-resource lan-
guages, such as Emakhuwa (vmw) and Yoruba
(yor), highlighting the limitations of current tech-
niques in the absence of sufficient training data.
Moreover, emotion intensity prediction (Track B)
remained particularly challenging, with consider-
able variance across languages.

In summary, this paper presents a comprehen-
sive multilingual approach to emotion detection.
Our system aims to deliver scalable and adaptable
performance across both high- and low-resource
languages by unifying multilingual data, employ-
ing augmentation, and leveraging model ensem-
bling. The results of our approach highlight both
the strengths and limitations of current approaches
while pointing toward future directions for improv-
ing the understanding of cross-lingual emotions.
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2 Background

2.1 Task Description

The SemEval 2025 Task 11 competition comprises
three subtasks, each with distinct input and out-
put formats (Muhammad et al., 2025a; Belay et al.,
2025a). Track A: Multi-label Emotion Detection re-
quires detecting the presence of six emotions—joy,
sadness, fear, anger, surprise, and disgust—from
a given text snippet. The output consists of binary
labels indicating whether each emotion is present
(1) or absent (0). For example, the input “I can’t
believe he forgot my birthday.” might produce the
output { ‘anger’: 1, ‘sadness’: 1, joy’: 0, ‘fear’: 0,
‘surprise’: 0, ‘disgust’: 0}.

Track B: Emotion Intensity Prediction focuses
on quantifying the strength of an expressed emo-
tion. Given a text snippet, the system outputs a
numerical value between 0 and 3, where 0 indi-
cates no emotion and 3 represents strong emotion.
For instance, the input “I am thrilled about my new
job!” could result in the output {‘joy’: 3}.

Track C: Cross-lingual Emotion Detection ex-
tends emotion classification to unseen languages.
The input is a text snippet in a target language with-
out available training data, and the output follows
the same format as Track A, predicting emotion
labels in a multilingual context.

2.2 Related Work

Recent advancements in multilingual NLP have sig-
nificantly improved multi-label emotion detection,
emotion intensity prediction, and cross-lingual
emotion classification. Transformer-based architec-
tures, such as BERT and RoBERTa, combined with
domain-specific preprocessing, have enhanced the
accuracy of emotion classification in social media
text (Ying et al., 2019). The development of mul-
tilingual transformers like mBERT has also led to
improved sentiment analysis for code-mixed and
low-resource languages (Nazir et al., 2025).

Additionally, dynamic weighting frameworks
have been introduced to address label imbalance
in large-scale multilingual datasets (Yilmaz et al.,
2023), while comprehensive multilingual datasets
provide valuable benchmarks for evaluating emo-
tion detection models (Augustyniak et al., 2023).
However, emotion intensity detection remains par-
ticularly challenging in low-resource languages,
where labeled data is scarce, and models struggle
to generalize (Plisiecki et al., 2024; Zhang et al.,
2024; Belay et al., 2025b).

Supervised models often outperform general-
purpose LLMs in accuracy, but LLMs provide
a viable alternative when labeled data is limited
(Plisiecki et al., 2024). Fine-tuned models demon-
strate superior performance in multi-label emo-
tion classification, underscoring the importance of
language-specific adaptation (Belay et al., 2025b).
Similarly, in multilingual machine translation, fine-
tuning has been shown to enhance model perfor-
mance across diverse languages (Budiwati et al.,
2021). In parallel, advancements in Affective Com-
puting (AC) emphasize the roles of instruction
tuning, prompt engineering, and hybrid Al frame-
works as promising strategies for improving emo-
tion intensity detection (Zhang et al., 2024).

Cross-lingual emotion detection aims to trans-
fer emotion classification models across languages
while addressing challenges such as limited la-
beled data, linguistic variation, and cultural influ-
ences on emotion expression (Zhao et al., 2024;
Cheng et al., 2024; Barnes, 2023; Navas Alejo
et al., 2020). Existing approaches include machine
translation-based methods, embedding-based mod-
els, and transfer learning strategies to enhance mul-
tilingual sentiment adaptation (Zhao et al., 2024).

Ensemble methods combining LLMs with tradi-
tional classifiers have shown promising results, out-
performing baselines in multilingual emotion de-
tection tasks (Cheng et al., 2024). While rule-based
methods remain effective in low-resource settings
(Barnes, 2023), hybrid approaches that integrate
linguistic features with deep learning present the
most robust solutions for diverse language contexts
(Navas Alejo et al., 2020).

3 System Overview

3.1 Transformer-Based Model Comparison

Transformer-based models leverage self-attention
mechanisms to discern intricate contextual re-
lationships within text. In this study, we ex-
amine four prominent transformer-based mod-
els for multilingual and emotion-specific tasks:
bert-base-multilingual-cased (Devlin et al., 2019),
distilbert-base-multilingual-cased (Sanh et al.,
2019), xIm-roberta-base (Conneau et al., 2020),
and j-hartmann/emotion-english-distilroberta-base
(Hartmann, 2021).

We fine-tune each model using a multi-label clas-
sification setup. Each model’s output layer was
configured with a sigmoid activation function and
the number of output neurons equal to the number
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of emotion labels. This setup allows the model to
independently predict the presence of each emotion
per input instance. We used binary cross-entropy
loss as the objective function, appropriate for multi-
label tasks. A threshold of 0.5 was applied to the
sigmoid outputs during evaluation to determine la-
bel assignment. Evaluation metrics included macro-
averaged F1-score and overall accuracy. Models
were trained for five epochs using the AdamW op-
timizer with a batch size of 32 and model check-
points saved at each epoch.

3.2 Data Preprocessing

Our data preprocessing involves three key steps:
lowercasing the text, merging all languages into a
single dataset, and converting emoticons and emo-
jis into standardized tokens. First, we convert all
text to lowercase to reduce variability. Then, to
simplify training, we merge data from multiple lan-
guages into one unified dataset. Next, we create a
dictionary mapping common emoticons (e.g., ":)",
":-D") to specific emotion labels (e.g., "happy",
"very happy") and replace each occurrence in the
text with its corresponding label. Finally, we con-
vert emojis into standardized textual descriptions.

3.3 Data Augmentation

To boost our model’s multilingual emotion classifi-
cation capabilities, we applied corpus-based data
augmentation by incorporating external datasets
that closely align with our original data. Specif-
ically, we enrich our training set with data from
SemEval 2018 Task 1, which includes content in
English, Spanish, and Arabic (Mohammad et al.,
2018). Previous research (Wei and Zou, 2019; Ma,
2019) has demonstrated that adding both real and
synthetic training data can substantially improve
model performance. Therefore, we applied corpus-
based data augmentation to enrich the training data
and enhance the model’s generalization.

3.4 Zero-shot Classification

We utilize a zero-shot classification to automati-
cally detect emotion from the given text. This zero-
shot classification is based on LlaMa 3.3. We use a
specific prompt and try multiple prompts as part of
prompt engineering (Appendix A). Since the model
is mostly trained using English dataset, we ask the
model in English to make a prediction. The re-
sponse of the prompt must concise and should only
output the labels: ‘anger’, ‘disgust’, ‘fear’, ‘joy’,

‘sadness’, ‘surprise’. However, sometimes the re-
sponse can be a sentence or even a paragraph, so
we add a post-processing step. The post-processing
takes only the last sentence and filter out other
words and leave only the expected labels. Fur-
thermore, since this is a multilingual task emotion
detection and not only in English, we ask the model
to predict the language of the given text first, if the
text is not in English, translate the text to English
first, if the the model cannot directly translate to
English, the model may translate it to another lan-
guage transitively to English. As an illustration, the
text may be translated first from African, to French,
and from French to English. However, due to a
difference in cultures and languages, some idioms
or other cultural expressions, especially that have
emotions, maybe lost in translation when translated
to English.

3.5 Model Ensemble

We explore two ensemble techniques: majority vot-
ing and the OR rule ensemble. Majority voting is
a widely used ensemble method where each clas-
sifier casts a vote for a class label, and the label
with the most votes is selected as the final predic-
tion. Majority voting is particularly effective when
classifiers are diverse and independent (Zhu, 2013),
and can be implemented in two forms: hard voting
(based on predicted labels) or soft voting (based on
predicted probabilities). In this work, we adopt the
hard voting approach.

In contrast, the OR rule ensemble (also known
as disjunctive ensemble) follows a more inclusive
strategy, where the final decision is made if at least
one classifier predicts a positive outcome. Rather
than relying on the majority, it applies a logical
"OR" operation across classifiers’ outputs to maxi-
mize label coverage.

Specifically for Track B, where predictions in-
volve emotion intensity values, we adapt the ensem-
bling by selecting the maximum predicted intensity
across models for each emotion. For example, if
Model 1 predicts an intensity of 1 and Model 2
predicts an intensity of 3 for the same emotion, the
final ensemble prediction will choose the higher
value, 3.

4 Experimental Setup

For model comparison, we use the development
(dev) set as the test set and split the training set into
the training and validation sets using Multilabel-
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StratifiedShuffleSplit from iterative-stratification
library (Sechidis et al., 2011) with ‘n_splits=1’,
we allocate 20% of the data as the validation set
(test_size=0.2) and set ‘random_state=42" for re-
producibility. The label columns include { ‘anger’,
‘disgust’, ‘fear’, ‘joy’, ‘sadness’, ‘surprise’, ‘lang’},
with the addition of the ‘lang‘ label to ensure strati-
fication preserves the language distribution in the
training and validation sets.

The evaluation metric for Track A and Track C
is the average F1-score (macro), computed by first
calculating the macro-averaged F1-score for each
language and then averaging these scores across all
languages. For Track B, where emotion intensities
are continuous values ranging from O to 3, the eval-
uation metric is the Pearson correlation coefficient,
also averaged across all languages.

Our research utilizes a comprehensive set of
Python libraries to support data preprocessing,
model training, and evaluation within our multi-
lingual emotion classification system. For data
manipulation and processing, we employ emoji
(Carreira, 2017) and pandas (Reback et al., 2020)
to handle text data. Dataset management and
preparation are supported by the Hugging Face
Datasets library (Lhoest et al., 2021) for efficient
data loading and augmentation, and by the iterative-
stratification library (Sechidis et al., 2011) for per-
forming stratified splitting on multi-label datasets.

For model development, we leverage the Hug-
ging Face transformers library (Wolf et al., 2020)
alongside PyTorch (Paszke et al., 2019) as the deep
learning framework, enabling seamless integration
of pre-trained models and efficient training pro-
cesses. Finally, for model evaluation, we use scikit-
learn (Pedregosa et al., 2011) to compute various
performance metrics. Our code is publicly avail-
able on GitHub.'

5 Results

5.1 Transformer-based Model Comparison

Table 1 presents a comparison of transformer-
based models across three evaluation tracks, where

"https://github.com/UB-Tel-U/semeval-2025-task-11

“https://huggingface.co/google-bert/bert-base-
multilingual-cased

3https://huggingface.co/distilbert/distilbert-base-
multilingual-cased

*https://huggingface.co/Facebook Al/xlm-roberta-base

>https://huggingface.co/j-hartmann/emotion-english-
distilroberta-base

®https://huggingface.co/meta-llama/Llama-3.3-70B-
Instruct

Tracks A and C are assessed using macro-averaged
F1 scores, and Track B is evaluated using Pearson
correlation. Among the models, xlIm-roberta-base
consistently achieves the best performance across
all tracks, highlighting its effectiveness in multilin-
gual emotion classification tasks.

LLaMA 3.3 also demonstrates strong per-
formance, suggesting its ability to generalize
effectively across tasks. In contrast, bert-
base-multilingual-cased and  distilbert-base-
multilingual-cased achieve moderate results.
Meanwhile, emotion-english-distilroberta-base,
which is trained specifically on English data,
falls behind when evaluated in the multilingual
setting. These findings highlight the importance of
cross-lingual pretraining and multilingual model
design in achieving robust performance in emotion
classification tasks.

5.2 Effectiveness of Ensemble Methods

We compare the performance of two ensemble
strategies, majority voting and the OR rule, across
all tracks, as shown in Table 2. The OR Rule
achieves the best results in Track A and Track C,
with average F1 macro scores of 0.4997 and 0.4619,
respectively, indicating improved sensitivity in de-
tecting multiple emotion labels. Meanwhile, major-
ity voting yields the highest Pearson correlation in
Track B (0.5827), suggesting stronger performance
in predicting emotion intensity. These findings
indicate that while the OR rule is more effective
for multi-label classification tasks, majority vot-
ing may be better suited for capturing continuous
emotional dimensions.

Moreover, Table 3 shows that the ensemble con-
sistently performs best on the ‘joy’ label across
all tracks, achieving the highest average F1 Macro
scores in Track A (0.7554) and Track C (0.7263),
and the highest average Pearson correlation in
Track B (0.6889). Emotions such as ‘sadness®,
‘anger’, and ‘fear’ also yield strong results, while
‘disgust® and especially ‘surprise’ show relatively
lower scores, particularly in Track B. These results
indicate the ensemble’s strength in detecting promi-
nent emotions like ‘joy’ and ‘sadness’, but high-
light challenges in handling emotions with more
subtle or ambiguous expressions.

5.3 Overall System Performance

Table 4 demonstrates the progressive impact of
each method on the overall system performance
across all three tracks. We observe that incorporat-
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Table 1: Transformer-based model comparison results.

Model Track A Track B Track C

1 - bert-base-multilingual-cased? 0.3846  0.4156  0.3540

2 - distilbert-base-multilingual-cased? 0.3804 0.3915 0.3511

3 - Facebook Al/xIm-roberta-base* 0.4775  0.5485  0.4388

4 - j-hartmann/emotion-english-distilroberta-base®  0.3346  0.3547  0.3065

5 - llama3.3% 0.4328  0.5447 0.4201

Table 2: Model ensemble results.
Ensemble Track A Track B Track C
Type Best Average | Best Average | Best Average
Combinations F1 Macro | Combinations Pearson | Combinations F1 Macro

Majority | '3 5 04767 | 3,5 0.5827 | 1,3,5 0.4397
Voting
ORRule | 1,3,4 0.4997 | 3,5 0.5782 | 1,3,4 0.4619

Table 3: Ensemble performance per emotion label.

Label Track A Track B Track C
anger 0.6849  0.6302 0.6644
disgust  0.6784  0.5477  0.6569
fear 0.6811 0.5464  0.6594
joy 0.7554  0.6889  0.7263
sadness 0.7232  0.6083  0.7073
surprise  0.6782  0.4696  0.6538

ing data preprocessing alone yields only marginal
improvements. In contrast, data augmentation
leads to a more notable and consistent performance
boost across all tracks. The combination of pre-
processing and data augmentation results in further
performance gains, demonstrating the effectiveness
of enriched and diversified training inputs. This
combination proves particularly useful in multilin-
gual settings, where the variation in text quality
and structure across languages can be significant.
The highest scores are achieved through the
ensemble approach, reaching 0.4997 in Track A,
0.5827 in Track B, and 0.4619 in Track C. Ensem-
ble learning effectively leverages the complemen-
tary strengths of each individual model, compen-
sating for their weaknesses and reducing the risk of
overfitting to specific languages or emotion labels.

5.4 Submission

Due to time constraints and submission limitations,
we were unable to submit the best-performing
model identified in this study. It is important to
note that all submitted models were trained using
the combined train + dev set, whereas the models
reported in our analysis were trained on the train set
and evaluated on the dev set solely for comparison
purposes.

All submitted models utilized both preprocess-
ing and augmentation techniques. For Track
A, we submitted an OR Rule ensemble con-
sisting of xIm-roberta-base (Conneau et al.,
2020), j-hartmann/emotion-english-distilroberta-
base (Hartmann, 2021), and llama3.3 (Meta Al,
2024). For Track B and Track C, we submitted
xlm-roberta-base individually as our final model.

The results in Table 5 reveal varied performance
across all three tasks and multiple languages, high-
lighting both the strengths and limitations of our
multilingual emotion classification system. In
Track A, the system achieved scores ranging from
0.1399 to 0.7083. Notably, Afrikaans (afr) at-
tained a score of 0.5512, securing a relatively
high rank of 11, which places it among the top-
performing languages. In contrast, some languages
like Emakhuwa (vmw) and Yoruba (yor) exhib-
ited lower performance, with scores of 0.1399 and
0.225, respectively. These results highlight the
system’s strong capability in high-resource or mod-
erately supported languages, while also emphasiz-
ing ongoing challenges in achieving robust perfor-
mance for low-resource languages.

In this track, the system achieved Pearson corre-
lation scores ranging from 0.3321 to 0.7817. No-
tably, Ukrainian (ukr) obtained a score of 0.5365,
achieving a high rank of 9 among the participat-
ing languages. Russian (rus) achieved the highest
score of 0.7817, showcasing the system’s strong
capability in handling emotion intensity tasks for
certain languages. However, performance varied
significantly across languages, suggesting that ac-
curately modeling continuous emotion intensities
remains more challenging compared to multi-label
classification.
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Table 4: Overall system performance on dev set.

Method Track A Track B Track C
Baseline 0.4524  0.5485 04173
+ Data Preprocessing 0.4430 0.5500 04111
+ Data Augmentation 0.4761  0.5558 0.4380
+ Data Preprocessing + Data Augmentation  0.4775  0.5591  0.4388
+ Ensemble 0.4997 0.5827  0.4619

Table 5: Ranking results.

Lang Track A Track B Track C
Score | Rank | Score | Rank | Score | Rank

afr | 0.5512 11 - - 0.3714 6
amh | 0.4844 | 30 | 0.5689 10 | 0.6227 3
arq 0.529 13 0.3321 16 | 0.4227 9
ary | 04326 | 24 - - 0.4445 5
chn | 0.5059 | 30 | 0.5657 11 0.5883 3
deu | 0.5829 | 25 0.5512 13 0.6031 5
eng | 0.7032 | 49 | 0.5311 31 0.6564 6
esp | 0.7083 36 0.683 17 | 0.7484 4
hau | 0.5157 28 0.5304 17 | 0.5862 6
hin | 0.6673 34 - - 0.8578 3
ibo | 0.3865 21 - - 0.4298 5
ind - - - - 0.5119 6
jav - - - - 0.3526 7
kin | 0.3294 | 20 - - 0.2911 6
mar | 0.6838 32 - - 0.833 3
orm | 0.3589 | 24 - - 0.3758 5
pcm | 0.5384 16 - - 0.528 4
ptbr | 0.4707 25 0.4775 16 0.499 3
ptmz | 0.3671 | 24 - - 0.3776 5
ron | 0.6924 | 28 0.556 15 0.7027 4
rus | 0.6554 | 39 | 0.7817 18 | 0.8314 3
som | 0.2989 | 25 - - 0.3506 6
sun 0.419 20 - - 0.3755 5
swa | 0.3018 12 - - 0.2018 7
swe | 0.5058 22 - - 0.5447 5
tat | 0.5456 | 20 - - 0.6386 4
tir | 0.4047 16 - 0.3643 5
ukr | 04214 | 29 | 0.5365 9 0.5789 3
vmw | 0.1399 15 - - 0.0423 5
xho - - - - 0.163 5
yor | 0.225 20 - - 0.1394 7
zul - - - - 0.1075 8

In Track C, our cross-lingual approach is tested
on languages that lack direct training data. The
performance in this track shows a promising
range, with scores from 0.0423 to 0.8578. No-
tably, Amharic (amh), Chinese (chn), Hindi (hin),
Marathi (mar), Brazilian Portuguese (ptbr), Rus-
sian (rus), and Ukrainian (ukr) ranked third in Track
C, demonstrating the strength of our model in trans-
ferring emotion labels across languages.

6 Conclusion

In this study, we presented a unified multilingual
framework for emotion classification, evaluated
across three diverse tracks: multi-label classifi-
cation, emotion intensity regression, and cross-
lingual generalization. Our experimental results
show that combining multiple transformer-based
models with strategic data preprocessing, augmen-
tation, and ensemble learning substantially en-
hances system performance. Among these com-
ponents, the ensemble approach proved particu-
larly effective, consistently outperforming indi-
vidual models by leveraging their complementary
strengths. This integration improved robustness
across languages and highlighted the importance
of model diversity and data enrichment for multi-
lingual emotion recognition.

Despite these advancements, several challenges
remain. Emotion intensity prediction continues
to exhibit variability across languages, and per-
formance in low-resource settings is still limited
by data scarcity and linguistic diversity. To ad-
dress these issues, future research could explore
more sophisticated data augmentation strategies
such as back-translation across related languages,
generative paraphrasing, or adversarial training. Fi-
nally, incorporating domain-adaptive pretraining
or language-specific adapters could further refine
model sensitivity to cultural and linguistic nuances.
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A Appendix

The zero-shot prompt used for all tracks is pre-
sented in Table 6. The two prompts differ in classi-
fication detail and output format. The first prompt
(Track A and C) assigns only emotion labels, pro-
ducing a simple comma-separated list, while the
second (Track B) includes intensity scores (0-3) for
each detected emotion. The first provides binary
classification (emotion present or not), whereas the
second captures emotion intensity, offering finer
sentiment analysis. As a result, the first prompt
is suited for general emotion detection, while the
second focuses on detailed sentiment analysis, cap-
turing both the type and intensity of emotions.
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