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Abstract

This paper presents a multi-step approach for
multi-label emotion classification as our sys-
tem description paper for the SEMEVAL-2025
workshop Task A using machine learning and
deep learning models. We test our method-
ology on English, Spanish, and low-resource
Yoruba datasets, with each dataset labeled with
five emotion categories: anger, fear, joy, sad-
ness, and surprise. Our preprocessing involves
text cleaning and feature extraction using bi-
grams and TF-IDF. We employ logistic regres-
sion for baseline classification and fine-tune
Transformer models, such as BERT and XLM-
RoBERTa, for improved performance. The
Transformer-based models outperformed the
logistic regression model, achieving micro-F1
scores of 0.7061, 0.7321, and 0.2825 for En-
glish, Spanish, and Yoruba, respectively. No-
tably, our Yoruba fine-tuned model outper-
formed the baseline model of the task organiz-
ers with micro-F1 score of 0.092, demonstrat-
ing the effectiveness of Transformer models
in handling emotion classification tasks across
diverse languages.

1 Introduction

Emotions play a crucial role in human commu-
nication, shaping our interactions, decisions, and
psychological well-being. According to the Ox-
ford English Dictionary, emotion is defined as “a
strong feeling deriving from one’s circumstances,
mood, or relationships with others.” In social in-
teractions, emotions are frequently invoked and
help individuals navigate complex relationships
and make sense of their environments Hwang and
Matsumoto, 2016. In text, emotions can be con-
veyed explicitly or implicitly through linguistic
patterns, allowing authors to communicate their
mental states. Consequently, emotion classifica-
tion—identifying and labeling the emotions em-
bedded in text—has become a key research area

in Natural Language Processing (NLP), with appli-
cations across various domains such as marketing,
healthcare, and education.

While sentiment analysis focuses on determining
the overall emotional tone (positive, negative, or
neutral) of a text, emotion classification goes a step
further by identifying specific emotions such as
anger, joy, fear, or sadness. This task is particularly
challenging when multiple emotions are present
simultaneously in a single text, a problem known
as multi-label emotion classification. Unlike tra-
ditional single-label emotion classification, where
only one emotion label is associated with a given
statement, multi-label classification assigns multi-
ple emotion labels to a text, reflecting the complex
nature of human emotional expression.

Multi-label emotion classification faces numer-
ous challenges, particularly in the realm of so-
cial media, where the language evolves rapidly
and the context is often ambiguous. To address
these challenges, researchers have turned to deep
learning models, especially Recurrent Neural Net-
works (RNNs), Long Short-Term Memory (LSTM)
networks, and attention mechanisms, which have
shown promising results in recent years. These
models can capture nuanced emotional expressions
by learning from large-scale datasets, such as the
SemEval-2018 Task-1 and the Blog Emotion Cor-
pus, which contain emotional annotations for a
variety of social media texts.

However, despite advancements in deep learning,
existing models still face limitations in capturing
the full range of emotional nuances in multi-label
classification tasks. Moreover, traditional machine
learning methods often struggle with feature en-
gineering, making them less adaptable to rapidly
changing language used on platforms like Twitter.
In light of these challenges, this paper explores
Transformer approaches to multi-label emotion de-
tection by leveraging transfer learning and multi-
attention mechanisms. By fine-tuning pre-trained
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models such as BERT and XLMRoBERTa, along
with incorporating feature engineering to capture
emotion-specific features, we aim to enhance the
accuracy and robustness of emotion classification
systems.

In the following sections, we first review the re-
lated work on emotion classification, particularly
in multi-label contexts. Then, we describe our
methodology, which includes data preprocessing,
model architecture, and experimental setup. Fi-
nally, we present our experimental results, demon-
strating the effectiveness of our approach in En-
glish, Spanish and Yoruba emotion classification
tasks.

2 Recent Literature

Text detection and classification has taken several
forms and gained attention by researchers over the
last couple of years in NLP, with the application
of different classifiers and models, also some more
accurate models being developed by researchers,
performing significant roles in the series of exper-
iments that have been undertaken in recent work
Abiola et al., 2025b; Kolesnikova and Gelbukh,
2020; Ojo et al., 2024; Adebanji et al., 2022; Abiola
et al., 2025a. A variety of traditional ML methods
Ojo et al., 2021, 2020; Sidorov et al., 2013 and DL
models Aroyehun and Gelbukh, 2018; Ashraf et al.,
2020; Han et al., 2021; Hoang et al., 2022; Poria
et al., 2015; Muhammad et al., 2025a have been
applied in the last few years for text prediction on
various domains.

Most previous work on emotion detection has
focused on deep neural networks such as Convo-
lutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) like Long Short-Term
Memory (LSTM) networks. However, these mod-
els have not utilized multiple attention mechanisms
or Transformer-based networks such as XLNet,
DistilBERT, and RoBERTa for multi-label emo-
tion classification. Ameer et al., 2023 proposed
multiple attention mechanisms to reveal the con-
tribution of each word to each emotion, which
had not been investigated before. Their RoBERTa-
Multi-Attention (RoBERTa-MA) model achieved
62.4% accuracy, outperforming the previous state-
of-the-art accuracy of 58.8% on the SemEval-
2018 Task-1C dataset. Similarly, their XLNet-MA
model achieved 45.6% accuracy on the Ren-CECps
dataset for Chinese, demonstrating the effective-
ness of Transformer-based models in multi-label

emotion classification.
Shahiki and et al., 2024 conducted a psycholin-

guistic and emotional analysis of cryptocurrency
discussions on social media, focusing on nine ma-
jor digital assets, including Bitcoin, Ethereum,
and Dogecoin. Using advanced text analysis tech-
niques, the study examined linguistic patterns and
emotional expressions across different cryptocur-
rency communities. The authors also analyzed co-
mentions among cryptocurrencies to understand
their interrelations. A dataset of 832,559 tweets
was collected and refined to 115,899 for analy-
sis, providing insights into the distinct discourse
surrounding each coin and the emotional trends
shaping cryptocurrency discussions online.

Speech emotion recognition (SER) plays a cru-
cial role in enhancing human-computer interaction
(HCI) by enabling machines to understand human
emotions from acoustic signals. However, the lack
of large-scale datasets remains a major challenge
in this field. BanSpEmo: A Bangla Audio Dataset
for Speech Emotion Recognition and Its Baseline
Evaluation Kusal et al., 2025 addresses this issue
by introducing BANSpEmo, a Bangla speech emo-
tion dataset comprising 792 recordings from 22
native speakers, covering six emotions: disgust,
happiness, anger, sadness, surprise, and fear. The
study evaluates baseline models, including sup-
port vector machine (SVM), logistic regression
(LR), and multinomial Naïve Bayes, finding that
SVM achieves the highest accuracy of 87.18%. In-
spired by this work, transformer-based models pro-
vide an advanced approach to SER by leveraging
deep contextual representations for improved multi-
class emotion detection across languages. This
study builds upon such datasets to enhance cross-
linguistic emotion classification using transformer
architectures.

Emotion detection in online communication has
been extensively studied, but many approaches fo-
cus solely on textual cues, overlooking the role of
emojis in conveying emotions. Multimodal Text-
Emoji Fusion Using Deep Neural Networks for
Text-Based Emotion Detection in Online Commu-
nication Kusal et al., 2025 highlights the signifi-
cance of incorporating emoji analysis to improve
sentiment interpretation, especially in cases where
text alone may not fully capture emotional intent.
The study proposes an emoji-aware hybrid deep
learning framework that leverages convolutional
and recurrent neural networks for multimodal
emotion detection. Inspired by this, transformer-
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based models offer a promising approach to cross-
linguistic multi-class emotion detection, as they
can capture deep contextual relationships in multi-
modal data. This study builds on such insights by
integrating transformer architectures for improved
emotion classification in diverse linguistic settings.

3 Methodology

Our methodology involves a multi-step approach
to text preprocessing, feature extraction, and multi-
label emotion classification using machine learning
and deep learning models. Experiments were con-
ducted on English and Spanish datasets to test our
method across different languages, including the
low-resource language Yoruba.

3.1 Dataset Preprocessing
We loaded our datasets into Pandas DataFrames
from three separate files for training, development
(validation), and test datasets as given by the shared
task organizers Muhammad et al., 2025b. The
datasets contain text samples labeled with five emo-
tion categories: anger, fear, joy, sadness, and sur-
prise. Class 0 depicts no emotion for each class,
and class 1 depicts emotion for each class. Table 1,
2 and 3 give insight into the English, Spanish and
Yoruba datasets, respectively.

Table 1: Binary Emotion Label Distribution in the
Dataset

Emotion 1 (Present) 0 (Absent)
Anger 333 2435
Fear 1611 1157
Joy 674 2094

Sadness 878 1890
Surprise 839 1929

Table 2: Binary Emotion Label Distribution in the Span-
ish Dataset

Emotion 1 (Present) 0 (Absent)
Anger 492 1504

Disgust 654 1342
Fear 317 1679
Joy 642 1354

Sadness 309 1687
Surprise 421 1575

Our preprocessing involved the removal of spe-
cial characters, non-word tokens, extra whitespace,
and lowercasing the text with regex expressions.

Table 3: Binary Emotion Label Distribution in the
Yoruba Dataset

Emotion 1 (Present) 0 (Absent)
Anger 195 2797

Disgust 81 2911
Fear 77 2915
Joy 272 2720

Sadness 836 2156
Surprise 254 2738

Stopword removal was not applied initially, as cer-
tain emotion-indicating words might be filtered out
inadvertently. The frequency distribution of emo-
tions was analyzed to understand class imbalances.
This analysis was performed using Pandas.

3.2 Bigram Feature Augmentation

To enhance text representations, we extracted top
bigrams using CountVectorizer module from
sklearn. The bigram extraction process involved
transforming the text into a bag-of-words model
with bigram tokens, then we computed their fre-
quencies across the dataset and select the most
frequent bigrams. These bigrams were then ap-
pended to the original text, improving contextual
information while preserving sequence structures.

We made a helper function that iterated over
each text entry and appended bigram tokens that
appeared in the sample, concerning their frequen-
cies. Our additional feature engineering improved
the model’s ability to capture co-occurring patterns
that signal emotional expression.

3.3 TF-IDF Feature Extraction and Logistic
Regression Model

We converted the preprocessed text data into numer-
ical features using Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) vectorization through
TfidfVectorizer from Scikit-learn. This trans-
formation helped quantify the importance of words
relative to the entire corpus.

Our multi-label classification approach was
adopted using OneVsRestClassifier, which
trains separate Logistic Regression classifiers for
each emotion label. The model was trained with
max_iter=1000 to ensure convergence. Predic-
tions were evaluated using precision, recall, and
F1-score metrics from sklearn.metrics.
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3.4 Fine-tuning Transformer Models for
Emotion Classification

Beyond traditional machine learning, we imple-
mented a deep learning approach using the base
BERT model (bert-base-uncased) for the En-
glish dataset and (xlm-roberta-base) for the
Yoruba and Spanish datasets from the Hugging
Face Transformers library. The text was tokenised
using BertTokenizer, truncating longer texts to a
maximum of 512 tokens.

We fine-tuned the models for classification
on the dataset with the problem type set to
multi-label classification, using a binary
cross-entropy loss function (BCEWithLogitsLoss).
Class imbalance was mitigated using weighted loss,
computed based on the proportion of positive and
negative instances for each emotion label.

The dataset was converted into a Hugging Face
Dataset format and tokenised for efficient batching.
Training was performed using the Hugging Face
Trainer API, with a batch size of 16, 20 epochs,
and weight decay of 0.01. The model was evaluated
based on the macro-F1 score and fine-tuned on an
RTX 3080 Nvidia 16GB GPU.

3.5 Evaluation Metrics and Performance
Analysis

Model performance was assessed using precision,
recall, and F1-score. The BERT model predictions
were converted into probabilities using the sigmoid
function with a threshold for label assignment.

4 Results

4.1 Performance of Logistic Regression

The performance metrics of the logistic regression
model on the dev dataset give a micro F1 score of
0.50. The model achieved a reasonable F1-score on
fear detection on the English dataset since it takes
the majority of the present emotion class in the
dataset but struggled with minority emotion classes
due to data imbalance.

4.2 Performance of Fine-Tuned BERT Model

We performed the final test set predictions on the
Transformer models since it outperformed the lo-
gistic regression model on the development dataset
for the three languages we worked on. As a blind
grading requested by the organizers of the work-
shop, the predicted labels of the Transformer mod-
els were stored in a CSV file, where each row con-
tained an ID and predicted binary emotion labels.

Figure 1: Confusion Matrix of the English Dataset Pre-
diction

Post-processing ensured no missing values, and la-
bels were converted to binary (0 or 1) to align with
the dataset format.

The model has a micro-F1 score of 0.7061,
0.7321 and 0.2825 for the English, Spanish and
Yoruba datasets, respectively; our English and
Spanish models underperformed slightly to the
SEMEVAL Baseline model that has the micro-F1
score of 0.7083 and 0.7744 but our Yoruba fine-
tuned model outperformed the baseline model that
has micro-F1 score of 0.0922 The result analysis
for the Transformer models prediction on the test
dataset in this languages are displayed in figures 1
to 6.

The low micro-F1 score observed for the Yoruba
dataset in the multiclass emotion detection task
can be attributed to several challenges associated
with low-resource languages. Primarily, the limited
availability of annotated training data in Yoruba
likely hindered the model’s ability to generalise
well across different emotion classes. Addition-
ally, the pretrained Transformer models’ exposure
to Yoruba during pretraining, results in weaker
language representations. Cultural and linguistic
nuances in emotion expression, which are often
context-dependent and idiomatic in Yoruba, also
contribute to the difficulty in accurately detecting
emotions. These factors combined likely led to the
model’s reduced performance compared to English
and Spanish.

5 Conclusion

The experiment demonstrated the effectiveness of
Transformer models over traditional machine learn-
ing for multi-label emotion classification. The addi-
tion of bigram features enhanced feature represen-
tation for logistic regression and the deep learning
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Figure 2: ROC of the English Dataset Prediction

Figure 3: Confusion Matrix of the Spanish Dataset Pre-
diction

Figure 4: ROC of the Spanish Dataset Prediction

Figure 5: Confusion Matrix of the Yoruba Dataset Pre-
diction

Figure 6: ROC of the Yoruba Dataset Prediction

model used as we discovered during the develop-
ment stage with dev dataset that it improves the
result of each of the models between +3 to +10%,
but deep learning provided a more robust approach
to capturing contextual meaning. Future work will
explore cross-lingual emotion classification and
domain-specific fine-tuning for improved perfor-
mance.

6 Limitations

Despite the promising results of our multilingual
emotion classification approach, several limitations
must be acknowledged. Data imbalance, partic-
ularly in low-resource languages like Yoruba, af-
fects model performance, leading to biased predic-
tions where underrepresented emotions are harder
to detect. While weighted loss functions and data
augmentation techniques were applied, challenges
in balancing class distributions persist. Finally,
linguistic and cultural variations across English,
Spanish, and Yoruba affect emotion representation.
Future research should explore cross-lingual adap-
tation strategies, improved data augmentation for
low-resource languages, and adaptive thresholding
mechanisms to enhance classification performance.
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