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Abstract

In this paper, we present our system devel-
oped for participation in SemEval-2025 Task
11: Bridging the Gap in Text-Based Emotion
Detection. We compare three approaches for
multilingual, multi-label emotion classification:
fine-tuning a single XLM-R model, ensembling
multiple XLM-R models, and a prompt-based
method using a large language model. We eval-
uate these approaches across a diverse set of
languages, ranging from high-resource to low-
resource settings. Our experiments show that
fine-tuning encoder models consistently outper-
forms the prompt-based approach for most lan-
guages. Additionally, we compare the perfor-
mance of monolingual and multilingual models,
observing mixed results: while multilingual
models outperform monolingual ones for cer-
tain languages, the opposite trend is seen for
others.

1 Introduction

Emotions are both familiar and enigmatic. We
experience and manage them daily, yet they remain
complex, nuanced, and often difficult to articulate
(Muhammad et al., 2025a). Additionally, language
is used in intricate ways to convey emotions (Wiebe
et al., 2005; Mohammad and Kiritchenko, 2018).
Moreover, there is significant variability in how
individuals perceive and express emotions, even
within the same culture or social group.
Automatic emotion recognition encompasses
several tasks, such as detecting a speaker’s emo-
tions, identifying the emotions conveyed in written
text, and recognizing emotions evoked in a reader
(Mohammad, 2021; Teodorescu and Mohammad,
2023). SemEval-2025 Task 11 focuses on iden-
tifying the emotion that most people believe the
speaker is experiencing based on a given sentence
or short text snippet (Muhammad et al., 2025b).

fThese authors contributed equally to this work.

The first track addresses multi-label emotion de-
tection across 30 languages (Belay et al., 2025;
Muhammad et al., 2025a). The goal is to predict
one or more emotions that most people believe the
speaker is experiencing, based on a sentence or
short text snippet uttered by the speaker. The emo-
tions include : joy, sadness, fear, anger, surprise,
and disgust.

In this paper, we explore two distinct approaches:
fine-tuning-based approach (FBA) and prompt-
based approach (PBA). For FBA, We frame the
task as a multi-label sentence classification task
and we experiment with monolingual and multilin-
gual encoder models. We provide further details
in Section 3.2. For PBA, we leverage a pre-trained
large language model (LLM) to classify emotions
without fine-tuning. We experiment with few-shot
prompting, where we provide positive and nega-
tive examples for each emotion label in the same
language as the input text. The model then ana-
lyzes the input text based on these examples and
produces emotion scores. For all PBA experiments,
we use GGPT-40 mini as our primary LLM (Ope-
nAl et al., 2024) and further details of this approach
are provided in Section 3.1.

In summary,

* We compare the effectiveness of monolingual
and multilingual models in the task of multi-
label emotion classification. We observe
mixed results, with some multilingual models
performing better for certain languages while
performing worse for others.

* We explore the effectiveness of a prompt-
based approach for multi-label emotion clas-
sification. The prompt-based approach shows
lower performance compared to fine-tuned
models across most languages. For some lan-
guages, such as German and Chinese, it re-
sults in a two-point F1-score drop.
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* We analyze the cross-lingual differences in
both of our approaches and observe a corre-
lation between the resource availability of a
language and its performance in the classi-
fication task, with high-resource languages
showing higher performance.

2 Background

Emotion detection has become crucial due to its
psychological, social, and commercial significance
(Maruf et al., 2024; Muhammad et al., 2025a).
Individuals express their emotions through lan-
guage, body gestures, and facial expressions. Au-
tomatic emotion recognition encompasses various
sub-tasks, such as detecting a speaker’s emotions,
identifying the emotions conveyed in written text,
or recognizing emotions evoked in a reader of a
target text (Mohammad, 2021; Teodorescu and Mo-
hammad, 2023).

2.1 Emotion Detection

In the context of text analysis, emotion detection
models analyze text to identify the underlying senti-
ment of the author. By relying on different aspects
of the text, such as word choice and tonality, a
model can learn to associate a text with various
emotional categories, such as happiness, sadness,
anger, or fear (Acheampong et al., 2020; Nandwani
and Verma, 2021). These models have applications
in various domains, including social media moni-
toring, customer feedback analysis, and sentiment
analysis of product reviews (Acheampong et al.,
2020).

2.2 Task Description

SemEval-2025 Task 11 focus on identifying the
emotion that most people would associate with a
speaker based on a text snippet (Muhammad et al.,
2025b). The first track of the task involves multi-
label emotion detection across various languages.
Given a specific text snippet, the goal is to predict
one or more emotions that the speaker is perceived
to be experiencing. The target emotions include
joy, sadness, fear, anger, surprise, and disgust. The
distribution of the data across languages is shown
in Figure 1.

2.3 Pre-trained Models

XLM-R is a RoBERTa based model pre-trained
on 100 languages using CommonCrawl-100 data

(Lample and Conneau, 2019). XLM-R obtain state-
of-the-art results on many down stream task. We
use XLM-R as one of our base model for fine-
tuning.

AfroXLMR is a multilingual model created by
MLM adaptation of XLM-R-large model on 17
under-resourced languages (Alabi et al., 2022). We
use AfroXLMR for language that do not have
monolingual language model such as Ambharic,
Tigrinya, and Oromo.

AraBERT is an Arabic pre-trained language
model based on the BERT architecture (Antoun
et al.). We use AraBERT to compare the effective-
ness of Arabic monolingual and multilingual model
variants (XLM-R) by fine-tuning both on Arabic
data.

MacBERT is a monolingual Chinese model pre-
trained with a novel MLM as correction pre-
training task Cui et al. (2020). MacBERT enhances
performance in Chinese NLP tasks by incorpo-
rating a novel masking strategy and whole word
masking which has successfully combined the ad-
vantages from models like RoBERTa (Liu et al.,
2019) and ALBERTa (Lan et al., 2019). We use
MacBERT similar to AraBERT to compare the
effectiveness of Chinese monolingual and multilin-
gual model variants (XLM-R) by fine-tuning both
on Chinese data.

ModernBERT is a recently released encoder
model which shows improvement many down-
stream tasks across many benchmarks (Warner
et al., 2024). We use ModernBERT to compare
the effectiveness of English monolingual and mul-
tilingual model variants (XLM-R) by fine-tuning
both on English data.

RubertBaseCased is a monolingual Russian
model pre-trained based on BERT architecture
Kuratov and Arkhipov (2019). We use Rubert-
BaseCased to compare the effectiveness of Rus-
sian monolingual and multilingual model variants
(XLM-R) by fine-tuning both on Russian data.

3 System Description

We explore two distinct approaches: the Fine-
Tuning-Based Approach (FBA) and the Prompt-
Based Approach (PBA). For the FBA, we experi-
ment with monolingual and multilingual encoder
models by framing the task as a multi-label sen-
tence classification problem. For the PBA, we uti-
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Figure 1: Distribution of train, development, and test samples across the 25 target languages. The figure highlights
significant data imbalance, with across, which may impact model performance and cross-lingual generalization.

HIN RUS ESP MAR ENG AMH TAT DEU UKR HAU CHN ORM AFR SWE PCM
XLM-R 8728 8691 7874 727 7098 6944 6923 66.78 6643 6634 6293 5931 58.74 58.18 57.96
XLM-5 87.79 86.64 79.7 86.67 7294 7174 7172 6836 67.28 69.38 64.65 61.2 58.03 60.87 61.08
GPT4 78.66  76.6 7505 67.84 69.23 - - 5791 472 4722 4408 3435 49.83 4474 4573
PTBR ARY TIR IBO SOM PTMZ KIN SWA YOR VMW
XLM-R 5698 56.16 53.76 53.69 52.86 4726 3725 3151 26.01 20.72
XLM-5  60.07 59.21 56.87 54.08 5585 51.08 41.5 3233 308 2497
GPT4 525 4112 3937 3685 499 4239 2434 1392 47.2

Table 1: F1-Macro Scores of XLM-R, ensemble of five XLM-R models (XLM-5), and GPT4 models on the test set.

The table is sorted by the XLM-R score. Results on the development set are available in Table 3.

lizes a pre-trained large language model (LLM) to
classify emotions without fine-tuning. We use an
English prompt for all of the samples. We use few-
shot prompting approach by providing positive and
negative examples per emotion label in the same
language as the input text. The model processes the
input text using these examples and generates emo-
tion scores (0 to 1). We use GPT-40 mini as our
main LLM for all of the PBA experiments (OpenAl
etal., 2024).

3.1 Prompt Based Approach

Given the general nature of the task, we hypoth-
esized that a well-trained LLM could effectively
detect emotions without requiring fine-tuning. To
align with the competition guidelines, we adapted
the model by providing it with 20 randomly se-
lected positive and negative examples for each emo-
tion label, ensuring that the examples matched the
language of the input text. We choose these num-
bers to balance providing sufficient context for the

LLM while maintaining reasonable response times.

3.1.1 In Context Learning

For each prompt, we included the input text to be
classified, 20 positive and 20 negative examples in
the same language as the input text for each emo-
tion label, and a request for the LLM to output a
JSON object with emotion scores ranging from O to
1 for each label. We used the GPT-40 mini model
with a temperature of O to ensure deterministic out-
puts. The prompt template is available in Appendix
A4,

3.1.2 Threshold Selection

To determine the optimal classification thresholds,
we compute the F1-score for each emotion label
across the development dataset. We evaluate thresh-
olds ranging from O to 1 in increments of 0.01 and
select the values that maximized the F1 metric.
Finally, we apply these thresholds to generate pre-
dictions on the test dataset.
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3.2 Fine-tuning Approach

In the fine-tuning approach, we experiment with
both monolingual and multilingual models. For
English, Chinese, Arabic, Russian, and Ukrainian,
we test both monolingual and multilingual models.
For under-resourced languages such as Amharic
and Tigrinya, we experiment with two competitive
multilingual models: XLM-R and AfroXLMR. For
the remaining languages, we use XLM-R.

3.3 Model Ensemble

We use an ensemble of five models, each initialized
with a different seed of the XLM-R model. We
apply both hard voting and soft voting strategies. In
hard voting, we aggregate the class label votes from
all models and predict the class with the highest
vote count. In soft voting, we sum the predicted
probabilities for each class label and select the label
with the highest cumulative probability.

4 Analysis and Conclusion

4.1 Monolingual and Multilingual Model

We compare monolingual and multilingual models
to determine whether using a specialized model
improves the performance of a multilingual model
for a target language. We select six languages that
have both a monolingual model and are included
in the XLM-R multilingual model: English, Chi-
nese, Arabic (Algerian and Moroccan), Russian,
and Ukrainian. We follow a similar fine-tuning
procedure for the multilingual and the monolingual
models in their respective target languages. Specif-
ically, we use ModernBERT (Warner et al., 2024)
for English, AraBERT (Antoun et al.) for Arabic,
and MacBERT (Cui et al., 2020) for Chinese, and
RubertBaseCased for Russian. Table 2 presents the
results of the test data. Overall, the multilingual
model performs better than the monolingual model
in four out of six languages. We observe a signifi-
cant difference in Russian, where the multilingual
model demonstrates strong performance, whereas
English is an outlier, with the monolingual model
outperforming its multilingual counterpart.

In our study on multi-label emotion classifica-
tion in Chinese, we selected MacBERT (Masked
Language Model as Correction BERT) (Cui et al.,
2020) as the pre-trained model.

As shown in Table 5, the Moroccan Arabic
(ARY) F1-Macro score for five models of the mono-
lingual ensemble is slightly higher than the multi-
lingual model XLM-R and the XLM-5 ensemble in

the development set. However, its performance is
lower in the test set. There are some possible rea-
sons for this phenomenon. First, the limited dataset
specific to one language might restrict the general-
ization of the model whereas the multilingual mod-
els benefit from exposure to a vast corpus from mul-
tiple languages. Second, multilingual models can
take advantage of similarities between languages to
transfer knowledge from high-resource languages
to low-resource ones, an advantage that monolin-
gual models lack.

Language Multi-S Mono-5
ARQ 54.71 55.53
CHN 64.65 59.69
ENG 72.94 73.06
RUS 86.64 54.85
UKR 67.28 57.48
ARY 59.21 57.42

Table 2: Comparison of Multilingual and Monolingual
ensemble model for Arabic, Chinese and English. Multi-
5 represents an ensemble of a multilingual model in this
case XLM-R and Mono-5 represent an ensemble of a
monolingual model - AraBERT for Arabic, MacBERT
for Chinese, ModernBERT for English, RuBERT for
Russian and for Ukranian.

4.2 Model Prompting vs Fine-tuning

Table 1 shows the F1-scores across 25 languages
for three methods. XLM-R exhibits wide varia-
tion across languages, with strong performance
for languages like Hindi and Russian and lower
scores for low-resource languages such as Yoruba
and Makhuwa. The ensemble method, XLM-5,
provides a noticeable performance improvement,
particularly for Marathi (86.67 vs. 72.7), although
it still struggles with low-resource languages such
as Yoruba and Makhuwa. The GPT-4-based ap-
proach shows lower performance compared to fine-
tuned models across most languages, with some
languages, such as German and Chinese, showing
a two-point Fl1-score difference. Overall, the en-
semble approach outperforms the single-model ap-
proach (XLM-R) across most languages, especially
for high-resource languages like Hindi, Russian,
and Spanish. The prompt-based approach performs
significantly worse than both XLM-R and XLM-5,
particularly for low-resource languages. Its advan-
tage may lie in flexibility for few-shot learning,
but it appears less effective for structured tasks
like multi-label classification. Both XLM-R and
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XLM-5 show a decline in performance for under-
resourced languages, while GPT-4 struggles even
more with these languages.

4.3 Cross-lingual Analysis

We compare performance variations across lan-
guages using the language classification schema
proposed by (Joshi et al., 2020). This taxonomy
categorizes languages into five classes, ranging
from class 0, representing low-resource languages,
to class 5, representing high-resource languages.
We observe a correlation between a language’s re-
source level and its performance in the classifica-
tion task. High-resource languages in classes 4 and
5, such as Hindi, Russian, and Spanish, tend to
achieve higher scores. Conversely, low-resource
languages in class 1, including Igbo, Somali, and
Kinyarwanda, exhibit lower F1-scores. The low-
est F1-scores are typically observed for languages
from taxonomy classes 0 and 1, such as Emakhuwa,
Yoruba, and Swabhili. The full list of languages and
their taxonomy classifications is provided in Ta-
ble 4 in Appendix A.2.

4.4 Conclusion

In this work, we compare the effectiveness of
prompt-based and fine-tuning-based approaches.
We further analyze the performance of monolingual
and multilingual models for multi-label emotion
classification. Our analysis indicates mixed results,
with multilingual models outperforming monolin-
gual models for some languages while underper-
forming for others. Additionally, we explore the ef-
fectiveness of the prompt-based approach and find
that it generally performs worse than fine-tuned
models across most languages. Furthermore, our
analysis of cross-lingual differences reveals a cor-
relation between a language’s resource availabil-
ity and its classification performance, with high-
resource languages achieving higher F1-scores.
These findings highlight the limitations of prompt-
based approaches and emphasize the importance of
language-specific adaptations in multilingual emo-
tion classification.

Limitations

Despite achieving strong results across multiple lan-
guages, our work has several limitations,Our work
has several limitations. First, the prompt-based ap-
proach exhibited slight output variance despite a
low temperature setting, which we did not quan-
tify. Second, threshold selection was based solely

on the development set, introducing potential over-
fitting risks. Third, we did not conduct detailed
error analysis to explain model failures across lan-
guages. Our cross-lingual analysis relies on an
older language resource taxonomy, which may not
fully capture current multilingual capabilities.
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A Appendix

A.1 Evaluation on the development set

hin

mar rus esp eng hau tat amh deu ukr chn afr arq
XLM-R 96.84 8696 8383 7741 73.88 6877 669 668 6678 6562 61.14 5795 57.63
XLM-5 9583 87.39 88.58 80.18 7738 71.55 7437 7129 69.54 67.03 6137 5797 60.88
GPT4 86.35 77.84 6741 76.09 7257 50.79 - - 56.67 4232 5248 4359 4796

pcm ary sun tir orm ptmz som swe ibo ptbr kin swa yor vmw
XLM-R 56.57 5473 5446 54.12 5375 52.81 5226 51.77 50.74 4854 377 31.62 30.6 22.67
XLM-5 60.59 5299 56.44 5576 56.58 56.71 54.99 4994 5312 55.66 4329 35.08 3343 28.05
GPT4 47.25 - 54.25 - 39.65 49.68 32.83 5034 50.06 2857 2423 11.06 - 47.2

Table 3: F1-Macro of the Models on the development

set

A.2 Language classification

Language Code

‘ Class

pem

ibo, jav, kin, som, sund, orm, tat

ambh, hau, swa, tir, yor

afr, arq, ind, ary, ron, ukr
ptbr, hin, ptmz, rus, swe

zh, eng, deu, spa
emk, xho, zul

Table 4: Classification of language based on resource
status. The higher class represents high-resourced lan-
guages and the lower class represents under-resourced
languages. Source (Joshi et al., 2020).

A.3 Monolingual models

Language Mono Mono-5 Mono-10 | XLM-5
amh - 70.12 - 71.29
arq 5376  55.53 55.25 60.88
ary 56.08 5742 58.50 52.99
chn - 59.69 - 61.37
eng 72774 73.06 74.23 77.38
orm - 60.76 - 56.58
rus - 54.85 - 87.39
ukr - 57.48 - 67.03

Table 5: Mono, Mono-5, and Mono-10 values for vari-
ous languages
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A.4 Prompt template

Given the following positive and
negative examples for each emotion
label, classify the emotion of the
input text.

The response should be a JSON object
with scores for each emotion label,
where each score is between @ and 1.

The labels are: anger_label,
disgust_label, fear_label, joy_label
, sadness_label, surprise_label.

Positive samples for anger_label:
- [20 randomly selected samples]

Negative samples for anger_label:
- [20 randomly selected samples]

Now, classify the following input text
and return a JSON object with
emotion scores for each of the
labels.

### Input Text:
[input text]

### JSON Output (example format):

{
"anger_label": 0.2,
"disgust_label”: 0.3,
"fear_label”: 0.8,
"joy_label”: 0.1,
"sadness_label”: 0.6,
"surprise_label”: 0.7
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