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Abstract

This paper describes our submission to the
SemEval-2025 Task 3: Mu-SHROOM, a
shared task focused on hallucination span de-
tection in the outputs of large language mod-
els (LLMs). The goal of the task is to iden-
tify spans of text that, despite being gram-
matically sound, are not supported by exter-
nal sources. As a baseline, we employed ran-
dom and zero-probability classifiers to gauge
the difficulty of the task. Our main system
combines a Retrieval-Augmented Generation
(RAG) module with a Natural Language Infer-
ence (NLI) model to detect hallucinated spans.
The RAG module retrieves information from
Wikipedia and generates a premise, which is
then compared to the LLM output using a mul-
tilingual NLI model in a sliding window ap-
proach. Our final system achieved competitive
results, demonstrating the effectiveness of inte-
grating RAG with NLI for fine-grained halluci-
nation detection.

1 Introduction

Large language models (LLMs) are specialized in
generating human-like text in various styles, which
lends them to many practical applications. How-
ever, even the most sophisticated models can pro-
duce hallucinations, making users question their
reliability and putting the adoption of machine
learning pipelines in jeopardy (Rykov et al., 2024).
Hallucination refers to the generation of texts or
responses that exhibit grammatical correctness, flu-
ency, and authenticity, but deviate from the pro-
vided source inputs or do not align with factual
accuracy (Ji et al., 2023; Ye et al., 2023). This is
a phenomenon that established evaluation metrics
struggle to detect (Bahad et al., 2024); as a result,
it has now become imperative to develop systems
that can assess the factual consistency of a claim
with respect to context (Zha et al., 2023).

The SemEval shared task Mu-SHROOM
(Vázquez et al., 2025) provides an opportunity

to develop solutions to the problem of hallucina-
tions in LLMs. The objective of the task is to
classify spans, which are continuous segments of
text within LLM outputs, as hallucinations. For
instance, in the generated sentence "Marie Curie
won three Nobel Prizes for her work in physics
and chemistry," the span "won three Nobel Prizes"
would be labeled as a hallucination, since she ac-
tually won two. To this end, we only consider
spans hallucinated when the LLM output contra-
dicts the relevant retrievable information. The de-
tection of hallucination spans allows for a more
fine-grained understanding of where hallucinations
occur in LLMs, as well as giving an indication of
the severity of hallucinations in LLMs. This is
something that a binary classification is not able to
provide, given its simplicity.

In this paper, we present a linear composite sys-
tem that employs a Retrieval-Augmented Gener-
ation (RAG) question-and-answer system to gen-
erate an answer to the question in each prompt;
combines the question-answer pair into a unified
premise with a generative LLM; and compares this
premise with the subject model output using an
off-the-shelf Natural Language Inference (NLI)
model. We compare the performance of this system
with several baselines, and discuss its strengths and
weaknesses.

2 Background

The Shared-task on Hallucinations and Related Ob-
servable Overgeneration Mistakes (SHROOM) has
been put forth by Mickus et al. (2024) to address
the issue of hallucinations in LLMs. The main ob-
jective of SHROOM is the development of systems
that detect hallucinations in the generated output of
LLMs. In the shared task, participants must detect
grammatically sound outputs that nonetheless con-
tain incorrect or unsupported semantic information
compared to a source input. This task can be done
with or without access to the model that produced
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Figure 1: Overview of the improved and final system pipeline.

the output: respectively, these are the model-aware
and model-agnostic versions of the task (Bahad
et al., 2024; Mickus et al., 2024).

In this previous shared task, NLI-based ap-
proaches achieved the best performance. (Mak-
simov et al., 2024; Obiso et al., 2024). The ob-
jective of NLI systems is to determine the truth
value of a hypothesis, given a premise. As an ex-
ample, the premise “the pedestrian walks on the
zebra crossing” and the hypothesis “the pedestrian
must yield” produces a contradiction and is judged
false; the same premise with the hypothesis “the
pedestrian is wearing a green shirt” results in a
neutral judgment, though this can also be rendered
as false.

The remarkable similarity between NLI and the
SHROOM task lent itself to several submissions uti-
lizing models that were (pre-)trained on NLI data.
The DeepPavlov team of Maksimov et al. (2024)
opted to directly train RoBERTa and similar mod-
els as well as a Text-to-Text Transfer Transformer
on NLI data. On the other hand, the HaRMoNEE
team of Obiso et al. (2024) selected a pre-trained
RoBERTa model and fine-tuned it using data from
SHROOM. The models produced by these teams
achieved accuracies of 0.80 and higher, with HaR-
MoNEE’s approach being the best model in the
model-aware version of the task.

Systems that operate on a similar objective of
NLI, such as those for information retrieval, para-
phrasing, fact verification and textual similarity,
can be unified under a single model for information
alignment (Zha et al., 2023). RAG frameworks
have shown promising results in regard to halluci-
nations. These systems combine generative models

with retrieval mechanisms. This hybrid method not
only improves the factual accuracy of the generated
text, but also helps mitigate the risk of hallucina-
tions by grounding the output in verifiable data
(Lewis et al., 2020).

The system used in this paper will use the in-
sights from these works to combine NLI with RAG
to create a pipeline for hallucination detection on
text spans. In this way, we hope to build upon the
best-performing systems from the SHROOM task
and test their resilience against a different method
of hallucination detection.

3 Data

In the SemEval 2025 Task-3 Mu-SHROOM, the
task is to detect hallucination spans in the outputs
of instruction-tuned LLMs in a multilingual con-
text. To this end, the data is provided in 24 different
languages, with each output being produced by a
variety of open-source LLMs. The LLM output
is provided in the format of a human question, a
generated answer and, in the case of the validation
set, labels for hallucinated spans that use string po-
sitions. The last of these is divided into soft labels,
which indicate the probability of hallucinations,
and hard labels, which assert spans as hallucinated
if the probability exceeded 50%.

Val Test Total
50 154 1013

Table 1: The English data distribution for the shared
task.

We chose to focus on the English language for
this study, which was split at around 75%, 5% and
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15% for training, validation and testing data re-
spectively. The database and dataset distribution as
utilized in our study can be seen in Table 1. While
we confirm that an unlabeled training set was avail-
able, we did not make use of this set in our system.

4 Method

Our approach can be distilled into three distinct
steps. The pipeline for this system is shown in
Figure 1. First, the RAG model retrieves the rel-
evant information from a Wikipedia vector index
based on the prompt question, and generates an
appropriate answer to form a premise. Afterwards,
our model tokenizes the hallucinated answer us-
ing the Treebank tokenizer from the NLTK library
(Bird and Loper, 2004). Finally, the hallucinated
answer is fed in token trigrams to the NLI model
as hypotheses, with the trigrams being fed in a
sliding-window fashion.

Besides our main system, we also created a base-
line classifier that uses random probabilities and all-
zero probabilities. The random-probability base-
line classifier is the default and assigns completely
random probabilities to each span, making each
output unique and not reproducible. The alterna-
tive approach assigns a 0.0 value for all probabili-
ties. These baselines are meant to gauge the effec-
tiveness of our systems in the absence of external
baseline metrics during development.

4.1 Retrieval-Augmented Generation

We employ the RAG system as designed by Lewis
et al. (2020) and use the default wiki_dpr vector
(Karpukhin et al., 2020) as its dataset. Due to com-
putational constraints, we did not include a doc-
ument screening stage to filter irrelevant or low-
quality factual documents; this represents realistic
limitations in low-resource settings.

The handling of the RAG output can occur in two
ways. The more basic implementation concatenates
the input question and the RAG answer to form the
premise. In our main system, we employ Llama 3.2
(Dubey et al., 2024) running under the Ollama API
to rewrite the concatenated premise into a natural-
language answer to the question. The prompt used
for this component, as well as the manner in which
a question and answer pair is formulated in the
prompt, can be found in Appendix A. We tested
both approaches in this study.

4.2 Natural Language Inference

We employ an off-the-shelf multilingual DeBERTa
NLI model that is fine-tuned on three datasets (Lau-
rer et al., 2022; He et al., 2021, 2023), compris-
ing 885 to 242 NLI hypothesis-premise pairs. We
use this model as it was provided, without any ad-
ditional fine-tuning on the provided hallucination
detection dataset or other similar datasets.

The NLI model evaluates whether the claims in
the generated response logically follow from the
RAG premise, given in regression probabilities of
entailment, neutrality and contradiction. If the con-
tradiction probability of a trigram is at least 0.1 and
it is larger than the entailment probability, then it
scores that trigram as 1; otherwise, it is left as 0.
The soft label probability for each token is the av-
erage classification of every trigram that the token
occurs in. While this averaging method provides
an intuitive and lightweight way to generate soft
labels, we acknowledge that this differs from con-
ventional hallucination detection practices.

4.3 Evaluation

To evaluate the performance of our system,
Vázquez et al. (2025) have specified the use of
an Intersection over Union (IoU) score and Spear-
man’s correlation coefficient (ρ). The IoU is cal-
culated on the index sets of hallucination spans
between the gold reference and the predictions per
hypothesis. If the calculated hallucination probabil-
ity score of a span is greater than 0.5, the evaluation
program classifies the span as a hallucination. The
span is then converted to a set of indices. For in-
stance, the soft label {"start": 32, "prob": 0.667,
"end": 34} is transformed into the set {32, 33, 34}.
The indices for all spans classified as hallucina-
tions is combined into a single set. These sets are
compared between the gold reference and the pre-
dictions of the models. To calculate ρ between the
gold reference and the predictions, the evaluator
program compares probability vectors for all of the
spans.

5 Results

Our main system ranked 32nd on the English-
language leaderboard, measured by the IoU score
on the test set. We applied our baseline models
to the validation set only; the baseline scores re-
ported for the test set are provided by Vázquez et al.
(2025). The full results are shown in Table 2.

The all-zero baseline resulted in an IoU score of
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Validation IoU Cor
Baseline (all-zero) 0.040 0.000
Baseline (random) 0.187 0.179
System 0.198 0.171
System (+ Llama) 0.240 0.201
Test IoU Cor
Baseline (neural) 0.031 0.119
Baseline (mark none) 0.033 0.000
System 0.275 0.261
System (+ Llama) 0.315 0.304
Baseline (mark all) 0.349 0.000

Table 2: The results from our system on the validation
and test sets, as compared to the available baseline sys-
tems. The scores with systems in italics were gathered
from the leaderboard.

0.040 and a correlation score of 0.000, indicating
that it fails to provide meaningful hallucination
span predictions. The random baseline performed
slightly better, achieving an IoU score of 0.187
and a correlation of 0.179, demonstrating that a
completely random assignment can capture some
degree of variation in hallucination spans, though
it remains unreliable.

Our main model on the validation set achieved
an IoU score of 0.198 and a correlation score of
0.171, showing a slight improvement over the base-
line models. In the test set, our model demonstrated
a larger increase in performance, with an IoU score
of 0.275 and a correlation of 0.261. This sug-
gests that our concatenation-based system yields
an improvement in identifying hallucination spans
beyond what is captured by baseline approaches;
however, if this were the case, the effect size is
negligible.

The improved system with Llama premise rewrit-
ing demonstrated the most visible gains in perfor-
mance. On the validation set, the improved system
achieved an IoU of 0.240 and a correlation of 0.201.
The results for the improved system on the test set
yielded our highest scores overall, with an IoU of
0.315 and a correlation of 0.304. These results
indicate that the addition of a premise-rewriting
step refines the hallucination detection process and
leads to a more robust identification of hallucina-
tion spans.

6 Discussion

The results indicate that our proposed system pro-
vides a noticeable improvement over our baseline

models. Using retrieval-augmented generation, the
model ensures that the responses generated are
grounded in relevant contextual information. Fur-
thermore, NLI-based evaluation at the trigram level
enables a more granular detection of hallucination
spans, which is not possible with binary classifica-
tion approaches.

A key strength of our approach lies in the in-
troduction of a premise rewriting step, which im-
proves alignment between generated text and fac-
tual sources before the NLI step. The empirical re-
sults show that this method enhances the detection
performance of the hallucination range. However,
this did not improve the detection of subtle hallu-
cinations or the handling of paraphrased incorrect
information.

Our core approach has a few systematic flaws
worth addressing. For instance, we used an off-the-
shelf NLI model without additional task-specific
fine-tuning. While this allowed for rapid experi-
mentation, it may have resulted in worse overall
performance. Fine-tuning or adapting the model
on the hallucination detection dataset itself could
have improved performance by aligning the model
more closely with task-specific patterns. A similar
problem exists for our RAG component, whereby
an unscreened set of documents may have led to
lower-quality training data for the RAG model. We
expect a custom, curated set of documents to im-
prove the overall efficacy of the model.

In addition, our system is non-standard in ways
that could affect performance. Many systems either
use external factual documentation to explicitly
verify claims or assess internal output consistency
across different runs. In contrast, our method does
not rely on external factual verification beyond the
initial RAG retrieval, nor does it compare outputs
across runs. Furthermore, the detection is entirely
localized, whereby the contradiction entailment is
combined with the span searching. This may also
have contributed to a lower leaderboard rank.

We manually checked differences in span hallu-
cination assessment for the validation set between
the gold reference and our best model, in order to
better understand the performance of our model.
In particular, the span annotations in the gold stan-
dard are different from the spans that we created
using the Treebank tokenizer. For instance, the
first identified span in the sentence "The Elysiphale
order contains 5 genera." is the word ’the’ for our
own system, and ’Elysiphale’ for the gold refer-
ence. The last identified span is ’.’ and ’genera.’
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respectively. In this example, the identified span
’genera’ is assigned a probability of 1.0 by our own
model, and the span ’genera.’, including the period,
is assigned 0.2 in the gold standard. If our NLI
model classifies a trigram as a hallucination, that
classification is extended to all of its constituents.
This makes it prone to false positives, especially at
string boundaries. We highlight an example of this
behavior in Table 3.

Tokens Predicted prob. Gold prob.
The 0.0 0.0
Elysiphale 0.0 0.2
order 0.3333 0.0
contains 0.6666 0.0
5 1.0 1.0
genera 1.0

0.2
. 1.0

Table 3: A comparison of the predicted and gold-
standard soft labels for the sentence "The Elysiphale
order contains 5 genera." The gold standard counts ’gen-
era.’ as a single token.

Finally, in the returned answers for the valida-
tion set, there were several questions that the RAG
could not parse meaningfully. For instance, a query
for the debut of Chance the Rapper returned his
birth date, whereas a query for four elements in
Zhejiang cuisine returned a single element. As a
result, this augments only a part of the total output,
instead of representing a fully augmented approach.
Given that these answers were in a similar format
to correct answers, we conclude that these are lim-
itations of the RAG system itself and not the for-
mulation of the questions. Future research could
explore an alternative implementation that returns
nearby answers in a JSON format, though the fea-
sibility of this approach for vectors remains to be
seen. Future work could also optimize the vector
for an improvement in ease of use and deployment.

7 Conclusion

This paper presents a novel approach to halluci-
nation span detection in machine-generated text
through RAG and NLI. Our research is conducted
within the framework of the Mu-SHROOM shared
task, contributing to the broader effort of evaluating
and improving hallucination detection techniques.
Our results demonstrate that our proposed method
outperforms baseline approaches and provides a
more fine-grained understanding of hallucinations

in LLM outputs. The introduction of a premise-
rewriting step within the pipeline further enhances
detection accuracy.

We recognize that our system has a variety of
shortcomings that contributed to a lower score than
most. In particular, future research could explore
more selective labeling and a RAG-like system
with an array of outputs. Nevertheless, we believe
that our study contributes to the Mu-SHROOM
shared task by providing information on halluci-
nation span detection. In this way, we hope to ad-
vance research on the factual reliability of content
generated by LLMs by mitigating the presentation
of faulty information.
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A Appendix

A.1 Llama prompt example
Your task is to rewrite a question and answer
pair into a single, declarative sentence. Include
all information from the original question, as
well as information included in the answer. Both
the question and the answer are provided below.
Always assume the provided answer is correct.
Do not include anything other than the resulting
sentence in your response.

Question: What did Petra van Staveren win
a gold medal for?
Answer: national team
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